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Abstract

Catalysis is involved in most manufactured products and hence it is highly important for
supplying the society with energy, food, pharmaceuticals and other goods. In recent years,
increasing attention has been paid to the development of “green” catalytic processes for the
production of valuable chemical entities that are competitive with current industrial synthetic
routes while reducing at the same time the use of hazardous chemicals and waste generation.
Importantly, the catalyst has to be as selective as possible in order to facilitate only those
reaction pathways that lead to the desired product. Quantum-chemical calculations provide
fundamental insights into the mechanism of catalytic transformations and into the role of the
catalyst. Some of the key challenges of contemporary in silico catalytic research are: modeling
of large and flexible catalysts or substrates, deciphering the influence of noncovalent
interactions on the selectivity of enantioselective transformations, elucidating environmental or
cooperative catalytic effects, and describing accurately reaction intermediates with complicated
electronic structures. In this thesis, computational multi-level protocols (including semi-
empirical, density functional theory and wave-function based methods) are developed to
address these key challenges in the field of selective homogeneous catalysis. The importance
of noncovalent interactions for the stereoselectivity, the shape of the catalytic pocket and the
reaction rates is discussed for the intramolecular hydroalkoxylation of small and unactivated
olefins catalyzed by modern organocatalysts. To elucidate cooperative catalytic effects in
enantioselective organocatalysis, the general dimerization mechanism for Brensted acid
catalysts of various sizes and structural features as well as the influence of catalyst dimerization
effects on the formation of aliphatic f3-amino acid derivates from silyl nitronates as a case study
is investigated and rules of thumb are provided for determining under which conditions several
catalyst molecules can participate in the rate- and/or selectivity-determining reaction steps. The
accurate description of solute-solvent interactions is crucial for the modeling of homogeneously
catalyzed reactions. This aspect is studied for the conformational preference of molecular
balances in solution. Effects of the electronic structure on the mechanism and catalytic
efficiency are unveiled considering the aminofunctionalization of styrene catalyzed by small

and simple iron(l1) catalysts as a case study.



Table of Contents

TS 0 T U =TSRSS I
LISt OF TADIES. ...ttt v
LISE OF ACTONYIMS ...ttt bbbt e bbb bt e e nnennes VI
Chapter 1 Introduction and MOTIVALION .........ccoiiiiiiiieiee e 1
Chapter 2 A Journey into Modern Electronic Structure Methods...........ccccoovvvevenieiiineiiennn, 3
2.1 The electronic SChrodinger EQUALTON..........c.viiiiiieiee e 3
2.2 The Hartree-FOCK apPrOaCh .........ccoiviiiiiiiiiie e 4
2.3 Configuration interaction and Coupled-Cluster approach...........ccccceovviieniininicicnenn 7
2.3.1 Configuration INTEraCtioN ..........ccccvevieiieie e st sre e 7
2.3.2 Coupled-ClUSter apPrOACH ........ccecii et 8
2.3.3 Local correlation Methods...........cooiieiiiiiie e 11
2.3.4 Local energy decOmMPOSITION ........cccciuiiiiiieiieie e se e snes 15

2.4 Density fUNCLIONal thEOY ........cviiieecee e 18
2.4. 1 FOUNTALIONS ...ttt ettt bbbttt 18
2.4.2 Kohn-Sham fOrmaliSMm .........coeieiiiiiiiie e 19
2.4.3 Jacob’s ladder of funcCtionals..........ccocvieiiiiiiiiieiic e 21
2.4.4 Description of LONAON DiSPEISION ........cviieiirieiiiiiisiesiieeeee et 24

2.5 Exploring the conformational SPACE.............cueiiiiiiiiiieie e 29
Chapter 3 Basics of Asymmetric OrganoCatalySiS..........ccoviereiiriniiieieienesc e, 32
TN o 1151 (0] VPR U SO UU TP PRPRPRORPPIN 32
3.2 COVAIENE CALAIYSIS. ....c.eitiieiiieciieiee e 33
3.3 BINOL based noncovalent CatalySiS .........ccueivieiiiiiieeiie e 34
3.4 Computational studies of catalyst-substrate interactions in organocatalysis ................. 38
Chapter 4 An Induced-Fit Model for Asymmetric Organocatalytic Reactions ....................... 42

AL I OUCTION ..ttt nnnn 42



4.2 Computational ProtOCOL...........coieiieiiie e 44

4.3 RESUILS aNd AISCUSSTON......ouieriiiiieiieeie ettt sttt sttt et et sreesbeenbesneenneas 46
4.3.1 Results from the conformer Sampling .........cccoooveiiiiiiin e 46
4.3.2 ReaCtioN MECNANISIT .....cuiiiiiieieeie ettt beaneenre s 48
4.3.3 Stereo-controlling Key faCtors ..........ccoviieiiiiiei e 56
4.3.4 Catalyst diStOrtioN PrOCESS .......ccoiiiiiirieieieerie ettt 59

Chapter 5 Brgnsted Acid Dimerization in Enantioselective Organocatalytic Reactions......... 67

T8 A 111 0o 1 od 1 o] SRRSO 67

5.2 Computational ProtOCOL...........ccueiviiiiiece e 68

5.3 RESUILS @N0 QISCUSSION.......iiviiiieiieiieieiie sttt st 71
5.3.1 Dimerization tendency Of @CIAS.........cccoueiieiiiie i 71
5.3.2 Decomposition of free dimerization eNergies .........c.cccevveveeveiieeveese s 72
5.3.3 Towards an understanding of cooperative effects in catalytic reactions................. 78

Chapter 6 Explicit Solute-Solvent Interactions in Molecular Balances...............ccccovevveiveennen. 85

G T8 A [ 0o 1 od 1 o] OSSR 85

6.2 Computational ProtOCOL.........c.uiiiieieicre e 86

6.2.1 Towards a space-filling model for obtaining the first solvation shell of solvent

0] L= T LSS 86
6.2.2 Constrained conformer SAMPIING .......c.ooeiiriiiiiiie e 90
6.3 RESUILS AN QISCUSSION.......iiiiiiieiieiieiesie ettt 91

Chapter 7 A Combined Spectroscopic and Computational Study on the Mechanism of Iron-

Catalyzed AmMInofunctioNaliZatioNs ............ccoveiiiiiiie i 93
% A {11 oo U od o] ISP 93
7.2 Overview Of experimental reSUITS..........ccooiiiiiiiec e 95
7.3 Computational ProtOCOL.........cuiiiiiieie i 100
7.4 RESUILS AN0 AISCUSSION.....cvveiieriesiiesiresiestee e etestaeste e e reesteesaessaessaeseesseesseeseesneesseeneennes 101

7.4.1 The precursor (Fe"'(acac)2(Hz0)2) .....vuveeevevceeieeeieieeeeseeeie e sesae e 101

7.4.2 Intermediate 1 (Fe'"'(aCac)2(NHOPIV)) .....coveueveeieiceeeeecie e 108



7.4.3 Intermediate 11 (FE"(ACAC)2INH-) ......cvveeeieeeeeeece et 113

7.4.4 Reaction MEeChANISIM ........ccuiiiiiiiies e 124
Chapter 8 Conclusion and OULIOOK .............ccviiiiiiiie i 131
Appendix A Supplementary Material.............cocooiiiiii e 134
Appendix B Developed SOTtWAIE..........cccoiiiiiiiiiecee e 145
RETEIENCES ... bbbttt b bbbttt 155

ACKNOWIBAGMENT ...t 176



List of Figures

Figure 2.1 Example input file for a DLPNO-CCSD(T) calculation with ORCA. .................. 14
Figure 2.2 Different classes of double eXCItAatioNS. ..........c.ccoiiiiiiieieieneesesse e 16
Figure 3.1 General enamine catalytiC CYCIe. ........cooiiiiiiiiieec e 33
Figure 3.2 Asymmetric addition of nitro alkenes to enamines............cccocvevevivereeresieesieernene 34

Figure 3.3 a) Lewis structure of (S)-BINOL. b) General Lewis structure of CPA type acids

derived from (S)-BINOL. ......coiiiiiieiiee ettt reenne e 35
Figure 3.4 Lewis StruCtUreS OF DSI. ........ooiiiiiiiiieiee s 36
Figure 3.5 Lewis structures of a) IDP, b) iIDP, C) IDPi.......c.cccceevviveiiiiiee e 37
Figure 4.1 Reaction and experimental conditions for the selected case study reaction. ......... 43

Figure 4.2 Computational protocol used for the intramolecular hydroalkoxylation reaction. 44
Figure 4.3 Relative energies of TS conformers leading to the major (black) or minor (red)
ENANTIOMENIC PIrOUUCT. .....cviieieiiece ettt e s be et esreesteeeesreenneans 47
Figure 4.4 Reaction mechanisms and relative Gibbs free energies for all occurring species
obtained from the outlined computational Protocol. .............ccociiiiiiiiiiii e, 49
Figure 4.5 Most stable transition state structures leading to the major and minor enantiomeric

ProdUCt, FESPECLIVEIY. ..o et reeneenes 50
Figure 4.6 Steric maps and 3D StIUCLUIES.........ccveiueiieiieie et 57
Figure 4.7 Deconstruction analysis of the catalyst. ..........c.ccooriiiiiiiin e, 60

Figure 4.8 Left: NCI plots for the interaction of the Ph group and the core catalyst backbone in
TS1-1 (a) and TS1-1’ (b). Right: NCI plots for the interaction of the Ph-(CFs3)2 group and the
catalyst backbone in TS1-1 (C) and TSL-2” (d)..eccveiieiieieiiece e, 64
Figure 4.9 Steric maps and NCI plots together with the experimental enantiomeric rations for
three different catalytic systems in their equilibrium geometries. .........cccocereiiiiiiniiiicnenn, 65

Figure 4.10 Schematic illustration of the importance of London dispersion for the transition

state geometry and Stere0SEIECHIVILY........cvviiieiii i 66
Figure 5.1 Lewis structures of Brgnsted acids considered in this study. ..........ccccoovivviirinnnnn. 69
Figure 5.2 Reaction considered in this STUAY. ........ccccoeiiiiiiiiiiiceee e 69
Figure 5.3 Free dimerization energies AGdim for CPA, DTPA, DSI, IDP and IDPi between
170 K AN 370 K. oottt ettt ettt n e e et st ne e 71
Figure 5.4 Decomposition of AGdim into various contributions for CPA, DTPA, DSI, IDP
and IDPi at the ®B97M-V/def2-TZVP level of theory at 173 K.......ccooiiiiiiiiiiiiieieneee, 73



Figure 5.5 3D structures and dispersion interaction density (DID) plots obtained at HFLD/def2-
TZVP(-f) level of theory for CPA, DTPA, DSI, IDP, IDPi......ccccccoeiiiiiiiiie e 75
Figure 5.6 Illustration of the dimerization tendencies of CPA, DTPA, DSI, IDP and IDPi. 76
Figure 5.7 LD contributions to AGdim obtained at different levels of theory for CPA, DTPA,
(DS IR D 5 SRR 77
Figure 5.8 Considered monomeric and dimeric pathways for the case study reaction. .......... 79
Figure 5.9 a) Reaction profiles with free energies of the individual species at different levels
of theory. Structures were optimized at the r’SCAN-3¢/xTB level of theory. Thermochemical
corrections were obtained at the same level at 153 K. b) Lewis structure of 1-2 highlighting the
mediator function of the nitronate cation. c) 3D structure of 1-2, RC-2 and TS-2.................. 80
Figure 6.1 Equilibrium between disubstituted 1,4- and 1,6-COT iSOMErS..........cceevrveienennen 86

Figure 6.2 First solvation shell of cyclohexane molecules surrounding TS1-1 from Chapter 4.

Figure 6.3 Initial starting structures for the 1,4-/1,6-bis(Dia)-COT obtained from a space-filling
model for three different orientations of the solvent (n-dodecane)..........ccccccevevinvniininiennenn 89
Figure 6.4 Most stable conformer obtained from the conformer sampling protocol for a) 1,4-

and D) 1,6-DIS(DIa)-COT . ..ot be e s reeste e e raenne e 91
Figure 7.1 Reaction considered in this chapter together with the used catalyst 1 and aminating
reagent PIVONHSEOTT. ..ot 94
Figure 7.2 UV-vis absorption spectra of 1 (black), 1 + PivONHsOTf after 15 mins (red) and 1
+ PivONH3OTT after 90 mins (blue) in CH2Clo at 293 K. ....ovviviiiiiieeeee e, 96
Figure 7.3 ESI-MS results of a solution of 1 + PivONH3OTTf in CH2Cl,/CH30H at 15 mins
and 90 mins after mixing, reSPECtiVELY. ..., 97
Figure 7.4 Experimental EPR and MOSSDAUET SPECLIa. ..........coeririeieieieiiesiesiesie e 98
Figure 7.5 Equilibrium structures of trans-1 and cis-1 together with the relative Gibbs free
AT TSROSO 102
Figure 7.6 Computed UV-vis spectra of cis-1 (top) and trans-1 (bottom)...........cccceevvnnen. 103
Figure 7.7 Computed rR spectra for cis-1 (top) and trans-1 (bottom). ........c.ccocevvviiveinnnnn, 105
Figure 7.8 Computed XAS spectra for cis-1 (top) and trans-1 (bottom). ..........ccccccveeeveennns 106
Figure 7.9 Electronic structure of trans-1 represented by QROS.........ccccovveviiiiieiiie e, 108

Figure 7.10 6-Coordinate and 5-coordinate models of the first intermediate Int I together with
the relative free energies at the B3LYP-D3/def2-TZVP level of theory. .........ccccoovvviiennne. 109
Figure 7.11 Computed rR spectra for Int | (FeN+FeO) (top) and Int I (FeN) (bottom)..... 111
Figure 7.12 Computed XAS spectra for Int I (FeN+FeO) (top) and Int I (FeN) (bottom). 112



Figure 7.13 Isomers of Int Il together with the relative free energies at the B3LYP-D3/def2-

TZVP 1EVEl OF TNEOIY ... e 114
Figure 7.14 Computed rR spectra for INt ..., 117
Figure 7.15 Computed XAS spectra for INt H.........ccoooeiieiiiiece e 118
Figure 7.16 Electronic structure of Int 11 (SQP-Nax) at the CAS(12,11)/def2-TZVP level of
L1 1=T 0] TSRS 121
Figure 7.17 a) spin density at the CAS(12,11) and b) FOD at the B3LYP-D3 level of theory
TOr the TBP-Neg ISOMEL. ....iiiiiiiiiieieie sttt b e bbbt ee s 123
Figure 7.18 Computed reaction profile at the B3LYP-D3/def2-TZVP level of theory. ....... 125
Figure 7.19 Transition states of concerted (left, TS-2) and step-wise (right) decomposition of
] SO SPRUPSPRPRI 127

Figure 7.20 a) Time-dependence of the concentrations of Int I and Int Il obtained from
simulations of the kinetics in the absence of styrene. Experimental concentration profiles are
given by dashed lines. Experimental concentration percentages were obtained from

experimental UV-vis spectra. b) Simulated concentration profiles in the presence of styrene.



List of Tables

Table 4.1 Important bond distances of TS1-1 optimized at different levels of theory............ 52
Table 4.2 Important bond distances of TS1-2” optimized at different levels of theory. ......... 52
Table 4.3 Important bond distances of TS1-1 optimized at the PBE-D3/def2-TZVP(-f) level of
theory in vacuo and with the C-PCM moOdel. ...........ccooviiiiii i 53
Table 4.4 Relative electronic energies at various levels of theory for six transition states leading
to the major (TS1-1) or minor (TS1-1° — TS1-5%) enantiomeric product, respectively........... 54
Table 4.5 Difference in electronic energies at the DLPNO-CCSD(T) level between the major
(TS1-1) and minor (TS1-1°, TS1-2”) transition STAteS. ........ccccvrvririeieierere s 55
Table 4.6 Difference in correlation energies at the DLPNO-CCSD(T)/def2-SVP level of theory.
.................................................................................................................................................. 55

Table 4.7 Difference in thermochemical corrections between most stable major (TS1-1) and
different minor transition states (TS1-1° — TS1-5°) at the PBE-D3/def2-TZVP(-f) and r’SCAN-
3c levels of theory, reSPECLIVEIY. .........ooii i 56
Table 4.8 Decomposition of the reaction barriers AG 1 at the DLPNO-CCSD(T) level of theory
into different contributions for the major (TS1-1) and minor (TS1-1°, TS1-2’) reaction

PALNWWAYS. ...ttt bbb bbbt e b bbbt 58
Table 4.9 Geometric preparation energy for the subsystems defined in Figure 4.7 for TS1-1
and TS1-1’ at the B3LYP-D3/def2-TZVP level of theory. ..., 61
Table 4.10 Geometric preparation energy for the subsystems defined in Figure 4.7 for TS1-1
and TS1-2’ at the B3LYP-D3/def2-TZVP level of theory. ..., 63
Table 5.1 Dimerization energies A Edim computed at the B3LYP-D3/def2-TZVP with the C-
PCM and SMD solvation models, reSPeCtiVELY. .......cccvcveiiiiiiieieeie e 74
Table 5.2 Contributions from thermochemical corrections AGthermo and solvation
corrections AGsolv 10 AGcorT @t LT3 K. ..ot 74
Table 5.3 Geometric preparation energies of the three fragments of I-2 at the ®B97M-V/def2-
TZVP 1EVEL OF tNEOIY ..o e 82
Table 5.4 Fragment pair-wise interaction energies of the three fragments of I-2 at the
HFLD/def2-TZVP(-f) level 0F theory. ......c.oooiiiee e 82
Table 6.1 AFEtot and AFEsolute between 1,6-bis(Dia)-COT and 1,4-bis(Dia)-COT at the
r’SCAN-3c/C-PCM(n-dodecane) level of theory. ..........ccccvveuevoceeiceeeee e 92
Table 7.1 Relative free energies of trans-1 optimized for different spin multiplicities at the
B3LYP-D3/def2-TZVP level 0f theOIY........ccveiiiiie e 102



Table 7.2 Experimental and computed excitation energies and oscillator strengths obtained
from gaussian deCONVOIULION. ........cc.oiiiiiiiiiiee s 103
Table 7.3 Experimental and computed isomer shifts and quadrupole splittings for the precursor
L e LR R Rt R R e R AR e Rt Rt R e ARt e R e Rt e Rt Re bt eneebe e et erene 104
Table 7.4 Selected experimental and computed vibrational frequencies for 1..................... 105
Table 7.5 Computed and experimental IWAE, area and energy difference between the two
INteNSIty MaXima A E OF L. .ot ee e 107
Table 7.6 Relative free energies of Int | optimized at different spin multiplicities at the B3LYP-
D3/def2-TZVP 1eVel OF tNEOIY. ...c.vecieceee e e 108
Table 7.7 Experimental and computed excitation energies and oscillator strengths for Int |
obtained from gaussian deCONVOIULION. ...........coiiiiiiiiiieese e 109
Table 7.8 Experimental and computed isomer shifts and quadrupole splittings for Int I..... 110
Table 7.9 Selected experimental and computed vibrational frequencies of Int I. ................ 111
Table 7.10 Computed and experimental IWAE, area and energy difference between the two
intensity Maxima AE Of INT L. ..o 113
Table 7.11 Relative free energies of Int Il optimized at different spin multiplicities at the
B3LYP-D3/def2-TZVP level 0f thEOIY........ooveiiie e 115
Table 7.12 Experimental and computed excitation energies and oscillator strengths for Int 11
obtained from gaussian deCONVOIULION. ...........ooiiiiiiiiierese e 115
Table 7.13 Experimental and computed isomer shifts and quadrupole splittings for Int 11. 116
Table 7.14 Selected experimental and computed vibrational frequencies for Int I1. ........... 117
Table 7.15 Loéwdin atomic charges and spin populations at the CAS(12,11) level of theory for
the 1SOMEIS OF INT 11, .o et ee e nreeeeenes 122



List of Acronyms

L OSSP RT ORI PRPRN Atomic units
ACDC ...t Asymmetric counter anion directed catalysis
e L e SRR Ab initio ligand field theory
BCH . . Baker-Campbell-Hausdorff
BINOL ...ttt ettt e st et e et e e ae e re e ne e 1,1’-Bi-2-naphtol
B S SE Basis set superposition error
CAS-SCF ...t complete active space self-consistent field
G e Coupled-Cluster
CE P A ettt Coupled electron pair
L Configuration interaction, Climbing image
O | USSR Chiral ion pair
GO e Cyclooctatetraene
CP A e nes Chiral phosphoric acid
C-PCM s Conductor-like polarizable continuum model
CP S et e e et nre s Complete PNO space
CREST ..o Conformer-Rotamer Ensemble Sampling Tool
O3] OSSR RPROUSR Configuration state function
D T s Density functional theory
DID o Dispersion interaction density
DLPNO ... s Domain-based local pair natural orbital
5] RSO STTTP T PRTRPR Disulfonimide
DT P A e Dithiophosphoric acid
TSSOSO UP PPN Enantiomeric excess
Lo TSP P T RO U PP PR PP PRPPRPRR Exempli gratia
3N SRR SRPSRRPRN Enantiomeric ratio
EPR e Electron paramagnetic resonance
2 TSSOSO Equation
BOUIV. ettt ettt bbb bbb bR e e e bbb Rt Rt n bbb b b ere s Equivalent
ESI-MS o Electrospray ionization mass spectrometry
] (o3P TP PUPRRPPPPRRR Et cetera
O RSOSSN Full configuration interaction
GCP s Geometrical counterpoise correction
GGA s Generalized gradient approximation
GUILL e Graphical user interface
HE et bR bRttt sttt renne e Hartree-Fock
L 1ttt ettt e e et e et et oot e e teerte R e e te R te Rt e et Rt e R e eaEe oA e e Rt e teeRee Rt enEeeReenReeteeneeeReeteaneenreenneenee e Id est
] U POUPPPTRRPR Imidodiphosphate
IDPH ettt Imidodiphosphorimidate
IDPI ..ot Imidodiphosphorbis(iminosulfonylimino)-imidate
TIDP bbbt Iminoimidodiphosphate
IWALE ...t Intensity weighted average energy
[ TSP RPPRRTRI Kohn-Sham
I PRSP London dispersion
LED <o s Local energy decomposition
LIMIO e Localized molecular orbital
LS DD e Local spin density
IVIB ettt Molecular balance
IVID e Molecular dynamics



I SRS Metadynamics

N[O TSR OU PP Noncovalent interaction
NEB .. oottt e a et a e re b e e e nre s Nudged elastic band
NEVPTZ ..o N-electron valence perturbation theory to second order
NIMR et et reeaenre e Nuclear magnetic resonance
NRVS e Nuclear resonance vibrational spectroscopy
ODKE ... e Ordinary differential equation
PAOD . Projected atomic orbital
PINO Lttt e Pair natural orbital
QG bbb ne e Quantum cluster growth
QRO e Quiasi-restricted orbital
RMSD ... Root-mean-square deviation
LR e Resonance Raman
RRHO ..o Rigid-rotor harmonic oscillator
RS e ettt e e te et e e e nre e eeareere e Range seperation
SAPT s Symmetry-adapted perturbation theory
S A S bbb Solvent accessible surface
TD-DFT e Time-dependent DFT
I TSSO P TP Transition state
IS TP PRSP Transition state force field
UV oV Lttt bbb bbbttt bbb Ultraviolet-visible
KAS X-ray absorption spectroscopy

Vil



Introduction and Motivation

Chapter 1 Introduction and Motivation

The term “catalysis” was defined by Wilhelm Ostwald in 1894 as “Catalysis is the acceleration
of a slow chemical process by the presence of a foreign material” *. In catalytic reactions, the
catalyst reduces the activation energy by enabling an alternative reaction mechanism. Since the
catalyst participates in the reaction but is not consumed, only small, non-stoichiometric amounts
of the catalyst are needed 2. In our modern societies, catalysis is a cornerstone of nearly any
area of chemical industry. Catalysis is involved in approximately 80 % of all manufactured
products and hence it is highly important for supplying the society with energy, food,
pharmaceuticals and other goods . Famous catalytic processes in industry are for example the
Fischer-Tropsch process # for the formation of liquid hydrocarbons from syngas or the Haber-
Bosch process ° for the synthesis of ammonia. In recent years, increasing attention has been
paid to the development of “green” catalytic processes for valuable chemical entities that are
competitive with current industrial synthetic routes while reducing at the same time the use of
hazardous chemicals and waste generation ®. Anastas and Eghbali developed twelve guiding
principles enabling sustainability of chemical processes on the molecular level ’. Among these
principles are atom economy, design for energy efficiency, usage of renewable materials or
avoidance of toxic substances. Clearly, catalysis plays a key role in this context by promoting
more energy efficient reactions and reducing chemical waste. Importantly, the catalyst has to
be as selective as possible in order to facilitate only the reaction pathways leading to the desired

product.

Thanks to the continuous increase of computational power & and algorithm efficiency over the
last decades ®1°, highly accurate electronic structure calculations are now routinely applicable
to the systems of interest in contemporary catalysis research 1. Quantum-chemical calculations
provide fundamental insights into the mechanism of catalytic transformations and into the role
of the catalyst. They can therefore also assist in rational catalyst development. Nowadays,
electronic structure calculations are not only used for unveiling the mechanisms of synthetic
catalysts, but also for deciphering the details of how biological systems like enzymes work 2.
However, many catalytic reactions remain challenging for standard computational techniques
due to the complexity of the catalytic system and of its interaction with the environment. Some
of the key challenges are the modeling of large and flexible catalysts or substrates, the
deciphering of the influence of noncovalent interactions on the selectivity of enantioselective
transformations, the elucidation of environmental or cooperative catalytic effects, or describing

accurately reaction intermediates with complicated electronic structures >4, Furthermore, the
1



Introduction and Motivation

accurate quantification of many important parameters of catalytic reactions, such as reaction
rates or stereoselectivities, require computational accuracy with errors that are less than one
kcal mol't13, To tackle these challenges, it is often necessary to devise sophisticated

computational protocols that are optimized ad hoc to address specific chemical questions.

In this thesis, computational protocols are developed to address these key challenges in the field
of selective homogeneous catalysis. The thesis is outlined as follows. An overview of modern
electronic structure methods and asymmetric organocatalysis is given in Chapter 2 and Chapter
3, respectively. In Chapter 4, the mechanism and stereo-controlling factors of the intramolecular
hydroalkoxylation of small and unactivated olefins catalyzed by modern organocatalysts is
investigated and the importance of noncovalent interactions for the stereoselectivity, the shape
of the catalytic pocket and the reaction rates is discussed. In Chapter 5, cooperative catalytic
effects in enantioselective organocatalysis are discussed and rules of thumb are provided for
determining under which conditions multiple catalyst molecules can participate in the rate-
and/or selectivity-determining reaction steps. The first part of Chapter 5 describes the general
dimerization mechanism for Brgnsted acid catalysts of various sizes and structural features,
while the second part focuses on the influence of catalyst dimerization effects on the formation
of aliphatic p3-amino acid derivates from silyl nitronates as a case study. As discussed before,
interactions with the solvent mark another important influence of the environment on the
reaction. The accurate description of solute-solvent interactions is crucial for the modeling of
homogeneously catalyzed reactions. However, this might be challenging for mainstream
computational techniques. This aspect is investigated in Chapter 6, where the key solute-solvent
and intra-solute interactions responsible for the conformational preference of molecular
balances in solution are investigated. Finally, in Chapter 7, effects of the electronic structure on
the mechanism and catalytic efficiency are described considering the aminofunctionalization of

styrene catalyzed by small and simple iron(l1) catalysts as a case study.
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Chapter 2 A Journey into Modern Electronic Structure Methods

2.1 The electronic Schrodinger equation

On the microscopic scale, the properties and behavior of matter are almost entirely governed
by electromagnetic interaction °. Since strong and weak nuclear interactions only dominate
over very short distances, they are most important within the nuclear radius. On the other hand,
electrons and nuclei have such low masses that gravitational interactions can be neglected,
making the electromagnetic interaction the only fundamental interaction between electrons and
nuclei to consider 16, A system of N electrons and K nuclei is described by a wave function
W (Z,..., %5, Ry, ..., R, t) with Z, combining the position #; and the spin o, of the i-th
electron, ﬁj the position of the j-th nucleus and t the time. The interaction between the particles

can be described by the Dirac equation !’ that is given in equation (eq.) (2.1).

o\, (Ry,...,Ry,t)) (2.1)
p :
fID is the Dirac operator acting on the wave function, # is the reduced Planck constant and i is

Hp|w,(R,,...,R,t)) = ih

the imaginary unit. For the representation of the wave function, the so-called bra-ket notation

is used. The wave function is represented in the Hilbert space of the electronic coordinates,
making |zz7n (I_%'l, . I_%'k, t)> dependent on the nuclear coordinates and time. The Dirac equation

includes Einstein’s theory of special relativity, the exact form of H , is beyond the scope of this

thesis. In the non-relativistic limit, the Dirac equation is replaced by the Schrédinger equation
(eq. (2.2)).

ow, (R,,..., Ry, t))
p :
Many properties of matter, like energies or equilibrium geometries of molecules and solids, do

A0, (Ry...., Bout)) = ih (2.2)

not depend on the time. The time dependence of the wave function can be separated out, leading
to the time independent Schrédinger equation 8 (eq. (2.3)).

d|w,(R,,..,R,)) = E,|¥,(R,,..,K},)). (2.3)

Thus, the differential equation (2.2) has been turned into the eigenvalue equation (2.3) with £,
being the n-th eigenvalue. E,, is interpreted as the total energy of the system in the n-th excited

state. In eq. (2.4), the spatial representation of H in the absence of external electromagnetic

fields is given.
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R S I - 27,7
H = Vi + - k1
; 2m, ; m, ;4W50\Rk ~ R (2.4)
1 e? N K e’Z.
+ = < it B
2;47r80|7’i — rj] ;;47T60‘7”i — Rj‘

m, is the electron mass, m; is the mass of the j-th nucleus, V is the Del operator, e is the
elementary charge, Z,, is the charge of the k-th nucleus, ¢, is the vacuum permittivity. The sum

Za#b is a short notion for a double sum over a und b with the condition a # b. The factor 1

accounts for double counting of each interaction term. Eq. (2.4) describes the combined kinetic

and potential energy of all particles in the system. Z ‘h VQ is the sum of the kinetic

energies of all electrons, Z *h VQ is sum of the kinetic energies of all nuclei. The next

three terms describe the coulombic interaction between a) any nucleus with any other nucleus,

b) any electron with any other electron and c) any electron with any nucleus.

In order to reduce the number of variables, the electron coordinates can be separated from the
nuclei coordinates. The corresponding electronic Hamiltonian FIe is obtained by ignoring the

kinetic energy of the nuclei in eq. (2.4).

K
(2.5)

The corresponding electronic Schrodinger equation (eqg. (2.6)) describes the movement and
interaction of the electrons in the Coulomb field of fixed nuclei.

|0, (B B)) = B |0, (B, .., By)). (2.6)

Note that eq. (2.6) contains the positions of the nuclei as parameters instead of variables, which
will be made implicit in the further. Finding approximate but accurate solutions for eq. (2.6) for
many-particle systems (such as molecules), is one of the major targets of theoretical chemistry

and will be the main topic of the subsequent sections.

2.2 The Hartree-Fock approach

For solving eq. (2.6) for a given set of nuclei, multiple approaches have risen. Since the Hartree-
Fock (HF) approach is the starting point for more advanced techniques, the basic theory will be
discussed here briefly. As prerequisite, the variational principle of Ritz *° is introduced. Given

a well-conditioned (i.e., normalizable) trial wave function ﬁo(fl, ..., &) for the electronic

ground state, the energy Eo of this wave function will always be higher than the “true” energy
4
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E, that is associated with the true wave function ¥,(Z,,...,Z,) of the system, unless

ljo(fl»---»fN) = Yy(Zy, ..., Zy).
Eo _ <@0~‘ﬁe~|@0> > <‘p0’ﬁe’%>‘ (2.7)
<Lp0‘gp0> <Ep0|gp0>

A simple ansatz for ¥, (Z,, ..., Z ) is to write the many-particle wave function as product of

orthonormal one-particle states, also called spin orbitals, i, (Z).

N
Ty (T, ., Ty) = H@wi(:@), (2.8)

Eq. (2.8) is called the Hartree product, which does not satisfy the Pauli principle 2°. However,
the product state can be antisymmetrized by using a Slater determinant instead 2.
1 w1<£1) %(@)

S R T | 2.9)
!p0<$1a-..,$N) \/ﬁ w1<£N> wN<£N>

Exchange of two particles corresponds to exchanging two rows of the Slater determinant,

resulting in a sign change. The prefactor ﬁ insures normality of the many-particle wave

function. To obtain working equations for the optimal one-electron states, the energy (which is
the expectation value of the electronic Hamiltonian formed with the Slater determinant) has to
be minimized with respect to the spin orbitals. The derivation is not shown here, but can be

found in literature 22. The expectation value of ﬁe with the ansatz from eq. (2.9) is the Hartree-

Fock ground state energy E, given by eq. (2.10).

R N 1NN 1NN
Eur = (BlHfWo) = D L4533 Jy—52 2 K,

— N T2 _ - 6223' 2\ 4 7

2
* /= k >/ 6 — . N —
oy = ] 00006 e s
The integrals I; in eq. (2.10) are labeled one-electron integrals as they describe the Kinetic

energy of the electron and the attractive Coulomb interaction with all nuclei. The integrals J;;

are called Coulomb integrals and depend on the coordinates of two electrons. These integrals
describe the classical electrostatic interaction between two charge distributions. Note that the

5
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unphysical self-interaction of each orbital is included in the term J,,. Since J,, = K,;, the

self-interaction has no influence on the total Hartree-Fock energy. The integrals K, are called
exchange integrals that occur because an antisymmetrized ansatz for the many-particle wave
function was chosen. They do not occur in the corresponding energy expression with the ansatz
from eq. (2.8) 2. The exchange integrals are only non-zero for electrons with same spin
orientation. However, they do not describe a particular interaction, but are a consequence of a
fundamental symmetry principle 2* — that the many-particle wave function of indistinguishable
fermions must change its sign upon exchanging two particles. Making the energy stationary
with respect to the one-electron wave functions with the condition of orthonormal one-electron
functions yields the Hartree-Fock equation given in eq. (2.11) in its canonical form (i.e., the
matrix of Lagrange multipliers is diagonal) 2.

Flbw) = e, 2.11)

with ¢, being the eigenvalues of the Fock operator and

(@) = (_hQ DY °Z, ‘> e

2m Y dre, ‘7‘

(2.12)

s ( LA >d4ﬂ,> o)

“— Are,| 7 —T
being the Fock operator f acting on the one-electron function +, (). The second term in
eq. (2.12) describes the action of the Coulomb operator on the k-th spin orbital. It describes the
electrostatic interaction of the electron in ¢, (Z) with the charge densities of all other electrons.
Note that also the self-interaction of ¢, (Z) is included. The last term in eq. (2.12) is the action
of the exchange operator on 1, (Z) that carries out the particle exchange between 1, (%) and
¥, (2), making the exchange operator non-local. The physical interpretation of the eigenvalues
g, is given by Koopmans Theorem #°, which states that in the frozen orbital approximation the
energy needed for removing an electron from |¢,) is given by —e,. Since the Fock operator
describes the pair-wise averaged (due to the integration over all positions 7’ of the second
electron in eq. (2.12)) electrostatic interaction of the reference electron at position 7 with every

other electron, E ;. is larger than E,,, which is the true ground state energy of the system (the
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lowest eigenvalue of the electronic Hamiltonian). The difference is called the correlation energy

E.,,., Which is negative by definition.
ECO’I”T - EO - EHF' (2.13)

The following sections are attributed to the approximate computation of E,,... Since the
evaluation of the Fock operator requires the knowledge of all orbitals, the Hartree-Fock
equations are solved in a self-consistent fashion: in the first step, guess orbitals are constructed.
Afterwards, the Fock operator is built, the Hartree-Fock equations are solved and a new set of
orbitals is obtained. This procedure is repeated until the total energy and the orbitals do not
change anymore. The corresponding working equations are the Roothaan-Hall equations ¢ for
the spin-restricted Hartree-Fock formalism and the Pople-Nesbet equations 2’ for the spin-

unrestricted Hartree-Fock formalism.

It should be noted here that Slater determinants are generally eigenfunctions of the spin

projection operator 5;, but not eigenfunctions of the total electron spin operator S2. There are
few exceptions to this: closed-shell (that is, spin-restricted with orbital occupation numbers of

either 0 or 2) Slater determinants are pure singlet states. Restricted open shell determinants with
all unpaired electrons having the same spin orientation are eigenfunctions of 52 as well 22, Other

Slater determinants like unrestricted determinants are not eigenfunctions of S2. However, linear

combinations of a small number of determinants lead to so-called configuration state functions

(CSF), which are proper eigenfunctions of S22 Fora given electron configuration, the number
of CSFs is much smaller than the corresponding number of Slater determinants, making CSFs
interesting as expansion sets for configuration interaction or multireference self-consistent field
(like complete active space self-consistent field, CAS-SCF) approaches. In the following
section, however, the formalisms are introduced with Slater determinants, so it is important to

keep in mind that the use of CFSs is possible as well.

2.3 Configuration interaction and Coupled-Cluster approach

2.3.1 Configuration interaction

Diagonalization of the Fock matrix (that is, the matrix representation of the Fock operator in
the atomic orbital basis) yields in principle infinitely many spin orbitals. The lowest N (or N/2
for spin-restricted cases) orbitals are used for building the Slater determinant and therefore the
approximate ground state wave function. These orbitals are called occupied or internal. All

other orbitals are called virtual orbitals. The simplest variational approach to improve the

7
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ground state wave function and energy is called configuration interaction (CI) ?°. By replacing
occupied orbitals with virtual orbitals in the Slater determinant, a distinct Slater determinant
from the ground state determinant, that is, an excited Slater determinant, is obtained. The CI

wave function is written as linear combination of such excited Slater determinants

Yer) = col¥ur) + ch|!pk>> (2.14)
k=1

with yet to be determined coefficients ¢;. The excited Slater determinants |¥;_,) can be
categorized by how many occupied orbitals have been replaced by virtual orbitals, leading to
singly excited determinants |¥) (the i-th occupied orbital is replaced by the a-th virtual
orbital), doubly excited determinants \Wg% (the i-th and j-th occupied orbitals are replaced by
the a-th and b-th virtual orbital), triply excited determinants \%‘;j) and so on. The optimal

coefficients c; are obtained variationally, leading to another eigenvalue problem 1,

Hc = Ec
Hy = (0|H,|7,).

)

(2.15)

The matrix H is the representation of the Hamiltonian in the basis of all included Slater

determinants. The matrix elements H,, can be obtained by means of matrix elements of the
orbitals. The corresponding rules for calculating H,; are the Slater-Condon rules %% and the

Brillouin theorem 32, The CI energy is the lowest eigenvalue of the diagonal matrix E. As the
number of Slater determinants scales factorially with the system size, in practice restriction to
few excitation types (e.g., only single excitations, CIS; only double excitations, CID; single and
double excitations CISD; single, double and triple excitations CISDT, etc.) is carried out. If all
possible Slater determinants (for a finite set of orbitals there will be a finite number of possible
Slater determinants) are taken into account, one speaks of Full Cl (FCI). The truncated CI
approaches, opposed to FCI, suffer from size inconsistency : the energy of two non-interacting
fragments A and B within one system is different from the sum of the energies of the isolated
fragments. The reason is that certain excitation types occurring on each isolated fragment

cannot occur simultaneously on both fragments of the combined system.

2.3.2 Coupled-Cluster approach
The problem of size inconsistency can be overcome by the so-called cluster approach. Coupled-
Cluster (CC) approaches were first used in nuclear physics 3#*° and entered electronic structure
theory in the late 1960s 3637, In the first step, the excitation operator is defined in eq. (2.16),
which generates the excited Slater determinants known from the previous section 2.3.1.

8
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T = Tl + Iy + Ty+-+ Ty

Nocc N’uir
T ¥y) = : tg ) (2.16)
~ 1 Nocc N’Ui'r'
T2’ll70> = Z Z tg]b ‘Epz%'b%
i#j a#b

where Tj generates all j times excited Slater determinants. Following the common naming
conventions, the expansion coefficients t are called amplitudes. N,_. and N, are the numbers
of internal and virtual orbitals, respectively. In eq. (2.16), the action of the operators 7} and T},
on the Hartree-Fock ground state Slater determinant is given exemplary. The factor i for the
double excitation operator accounts for double counting. Analogous prefactors arise for higher-

order excitation operators. The ansatz for the Coupled-Cluster wave function |¥.) is given in
eq. (2.17).

Woo) = eT|w,). (2.17)
Before moving on to strategies for solving the Coupled-Cluster equations, the Taylor expansion
of e’ (eq. (2.18)) will be discussed.

T =1+ TS ips g iifk. (2.18)

2 6 £ k!

By inserting eg. (2.16) into eq. (2.18) and sorting the terms by the total numbers of excitations,
the expression given in eq. (2.19) is obtained.

eI =1+ 1, + (@ + %Tf) + (TB v T,T + é:f”f) + oo (2.19)

Interestingly, the chosen exponential cluster operator yields different types of, say, double
excitations. First, there are excitations that originate from T2 with the corresponding amplitudes
t‘;f. These types of excitations are called connected as they describe a simultaneous, or coupled,
excitation of two electrons. Second, there are disconnected double excitations originating from

%Tf with the amplitude product t@tg?. For the triple excitations, there are connected (T3) and

7

disconnected (7,7} and %Tf’) excitations, and so on. The connected excitations stem from the

linear term of the Taylor expansion in eq. (2.18), while disconnected excitations stem from
higher order terms. The missing higher order excitations were responsible for the truncated CI
methods not to be size consistent. By including these higher order excitations, even truncated
CC approaches become size consistent.
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Obtaining the CC energy usually is not done variationally in most quantum chemistry codes
because, due to the multiplicative nature of the cluster expansion (see egs. (2.18) and (2.19)),
the amplitudes equations become much more complicated than in CI (which is a linear
variational problem) 38, Variational CC * is computationally very demanding as it scales
factorially *° with the system size and can only be applied to the smallest systems. However,
Robinson et al. have proposed #! and applied #2 a quasi-variational CC approach to small model
systems, which shows the same formal scaling as non-variational CCSD approaches. The

Schrodinger equation using the Coupled-Cluster approach is given in eq. (2.20).

Hel|w,)) = Eqpel|w,). (2.20)
The Coupled-Cluster energy E~ can be obtained by applying a similarity transformation on
the Hamiltonian and projection on the reference determinant 43,

e*TI-AIeTLD = F e*TeTLZ'/
%) cc Po) 2.21)

Wole TR ) = WlF (1 + Ty + 5T2)10) = Eee.
Note that only doubly excited determinants can interact directly with the Hartree-Fock ground
state wave function, which is why only the connected and disconnected double excitation
operators occur in eq. (2.21). The amplitudes can be obtained by projecting the Schrddinger
equation on excited Slater determinants (eq. (2.22)).
(Wle THeT|w) = 0 (2.22)
Wle THET|w,) = 0.
(Ug| and (¥,| are the singly and doubly excited determinants, respectively. Higher order
amplitudes are obtained from analogous sets of equations. The last missing bit is the evaluation
of the similarity transformed Hamiltonian e~7 HeZ. For this, the Baker-Campbell-Hausdorff
(BCH) expansion ** is invoked, which naturally stops after five terms, since the Hamiltonian

contains only one- and two-electron interactions >4,

TR = A+ (89 + 3[182)1] + g [17.7).9] 1]
e THe _H+[H,T]+2[H,T],T + 5 [H,T|,T|.,T

v o |[[18.70.7]) 7] 7).

With[H,T] = HT — TH being the commutator of 77 and 7. Although using the similarity

(2.23)

transformed Hamiltonian together with the Baker-Campbell-Hausdorff expansion is the

10
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standard approach in quantum chemistry codes, in principle projection of the non-transformed

Hamiltonian can be carried out, leading to the set of equations given in eq. (2.24).

(| HeT|Wy) = Ece

W2 | HeT|8y) = B (@717 9,) (2.24)
<‘pf§b|ﬁ€TWo> = ECC<LpiC§b’€T|WO>7
with analogous equations for higher order amplitudes. It is noted here that for linear variational
problems like CI, the projection approach and the eigenvalue approach (eq. (2.15)) are
equivalent, which is not true for nonlinear problems like Coupled-Cluster. As can be seen from

comparing eq. (2.22) and eq. (2.24), the formalism using the BCH expansion has decoupled the
amplitudes equation from the total energy. In practice, truncated cluster operators are used,

leading to methods like CCSD (I' = T, + T,)orCCSDT (T = T, + T, + T3). If the
triples amplitudes are computed in a perturbative scheme, the method is labeled CCSD(T) “6,

which has been considered gold standard in computational chemistry.

2.3.3 Local correlation methods

The Coupled-Cluster methods like CCSD, CCSD(T) or CCSDT introduced in section 2.3.2 as
well as (to a certain extent) truncated Cl approaches like CISD provide accurate results for
systems with little static correlation. However, they scale with O(N®) (CCSD), O(N’)
(CCSD(T)) or O(N®) (CCSDT) with N being the number of basis functions and therefore are
applicable only to small systems. Local correlation methods date back to the early 1980s and
were proposed by Pulay and Sabg #"! and aim to reduce the overall scaling of correlated
electronic structure methods while still recovering a large fraction of the correlation energy.
The basic idea behind local correlations methods is to reduce the number of important
configurations by localizing the internal and virtual space. The internal orbitals usually can be
localized very well. The large scaling of correlation methods, however, is because the
delocalized virtual space prevents the identification of dominant pair contributions to the
correlation energy. Without loss of generality, the correlation energy can be written as sum of
pair correlation energies 2 (eq. (2.25)).

Eore = Y t{B|H|05) = ey (2.25)
1<j a<b 1<J

with ¢, being the pair correlation energy between the i-th and j-th electron. If the internal
orbitals are localized, the pair correlation energy falls off quickly with the distance between the

orbitals “°. By choosing a suitable cutoff for the pair correlation energy, many electron pairs

11
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can be discarded or treated at a lower level of theory (so called weak pairs), reducing the scaling
of electron pairs (strong and weak) to be taken into account from quadratic to linear °2, while it
is the number of discarded pairs that scales quadratically. However, if the virtual space is
delocalized, still very unfavorable scaling occurs, so proper localization of the virtual space
(which is not possible with simple localization schemes) is crucial. Pulay and Saebg used the
localized internal orbitals but discarded the Hartree-Fock virtual orbitals in their approaches.
Instead, they constructed the virtual space from a set of atomic basis functions {|u)} and
projected out the occupied space. These basis functions are called projected atomic orbitals
(PAOs) {|7)} *2.

= (1= ) o (2.26)

The PAOs are localized and located in the same region in space as the atomic orbitals they are
constructed from while being orthogonal to the occupied orbital space. This setup has been used
by Pulay in their local Mgller-Plesset perturbation theory °* (MP2) approach ' as well as in
the local MP2 52 and local CCSD * approach of Schiitz and Werner. Schiitz and Werner also

provided a local version of the perturbative computation of triple excitations (T) °.

A further ingredient for an efficient linear-scaling Coupled-Cluster approach are pair-natural
orbitals (PNOs). In 1956, Léwdin % introduced the term natural spin orbitals, which are the
eigenfunctions of a given density matrix. The corresponding eigenvalues are called natural
occupation numbers. The importance of natural orbitals (natural orbitals, opposed to natural
spin orbitals, are eigenfunctions of a spin-free density matrix °') is that they provide faster
convergence than canonical Hartree-Fock orbitals in CI calculations, as was illustrated by
Shavitt et al. 5. Pair natural orbitals were introduced in the early 1970s by Meyer, 5% but they
have been used early on in CI and coupled electron pair (CEPA) approaches by Ahlrichs und
Kutzelnigg %%, They are the eigenfunctions of a given pair density matrix D% for the electron
pair of the i-th and j-th electron, the eigenvalues are again the natural occupation numbers.
PNOs of a given electron pair are orthogonal to each other but not orthogonal to PNOs of a
different electron pair and are located in the same region in space as the electron pair (ij) from

whose pair density matrix they were constructed.

In recent years, Neese and coworkers combined the illustrated concepts to present a set of

related approaches labeled local pair natural orbital (LPNO) or domain-based local pair natural

orbital (DLPNO) approaches for local CEPA %% LPNO-CCSD %7 DLPNO-MP2 * and

DLPNO-CCSD 72, perturbative triples corrections ">7* and Hartree-Fock + London Dispersion
12
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(HFLD) "7, All these approaches show linear or (the earlier implementations) nearly linear
scaling with the system size for the correlation part and have been implemented in the ORCA

program package '"'’8.

Since the DLPNO-CCSD(T) and HFLD methods have been used extensively in this thesis, the
general workflow is discussed. For technical details, see refs. 72-74. In the first step, the internal
orbitals are localized, typically using the Forster-Boys ’® scheme, yielding a set of localized
molecular orbitals (LMOs). As discussed before, the pair correlation energy ¢, ; falls of quickly
with increasing distance between the orbitals. Electron pairs with a pair correlation energy
smaller than a certain cutoff (TCutPairs in ORCA notion) can be excluded from further
procedure. In addition, for each localized orbital a domain is defined. A domain describes a set
of PAOs that is located in the same region in space as the LMO. For this, the differential overlap

DOI,, between the LMO ¢, (7) and the PAOs of a given atom is used.

por, = \/ [ e (227)

The size of a domain for a given LMO is determined by a cutoff parameter for DOI,, (TCutDO

in ORCA notion). The domain of an electron pair (ij) is the union of the domains of i and j. A
first estimate of the pair correlation energy is obtained from some computationally cheap
multipole evaluation. For the surviving pairs, a more sophisticated so-called “semi-local” MP2
approach is used, in which the virtual space for a given electron pair (ij) is expanded in the

PAOs belonging to the domain associated with (ij) .

In the second step of the procedure, the virtual space for each surviving electron pair is

constructed. For this, the unrelaxed MP2 pair density matrix D is diagonalized, giving a set
of PNOs. As discussed before, the PNOs are located in the same region in space as (ij). The
dimension of the pair density matrix equals the number of virtual canonical orbitals. However,
the virtual space can be limited to only the most important PNOs. The selection criterium is the
occupation number of that PNO. This introduces another cutoff parameter (TCutPNO in ORCA
notion). The number of surviving PNOs is much smaller than the number of virtual canonical
orbitals and correlates with the interaction strength of the electron pair. This means that for
weakly interacting electron pairs, even fewer PNOs must be included. PNOs therefore provide

a much more compact representation of the virtual space than canonical orbitals do.

The last step is to expand the set of PNOs {|a*/)} into the PAOs {|fi)} (eq. (2.28)).

13
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@) = a0 ). (2.28)

fedi,g}
For the expansion of the PNOs, only those PAOs belonging to the combined domain {i, j} are
included. Whether the PAOs from the domain {i, j} belonging to a certain atom g are actually
included in the expansion (eq. (2.28)) depends on the Mulliken population of the PNO for this
atom. This introduces a fourth cutoff parameter (TCutMKN in ORCA notion). Various
benchmark studies 8- showed great overall performance of DLPNO-CCSD(T) methods
achieving chemical accuracy. Liakos et al. found great agreement between DLPNO-CCSD(T)
and canonical CCSD(T) for the GMTKN55 benchmark set 88 while Minenkov et al. 8
compared DLPNO-CCSD(T) to experimental dissociation enthalpies of noncovalently bound

iron-ligand complexes and found good overall agreement.

From the four introduced cutoff parameters, the three most important ones controlling the
behavior of the DLPNO-CC calculation are TCutPairs, TCutPNO and TCutMKN. ORCA
provides pre-defined keywords for controlling these thresholds (LoosePNO, NormalPNO,
TightPNO). Tightening the thresholds increases the computational effort but also the accuracy.
A real-life example of an ORCA input file for a DLPNO-CCSD(T) calculation is given in

Figure 2.1.
/1DLPNO-CCSD(T) def2-TZVP def2-TZVP/C def2/3 RIICOSX VeryTightSCF NormalPNO \
%mdci
TCutPairs 1le-5
end
\ixyzfile © 1 example.xyz -/

Figure 2.1 Example input file for a DLPNO-CCSD(T) calculation with ORCA. The

NormalPNO settings were used together with a tightened TCutPairs value (marked in red).

Besides TCutPairs, the TCutPNO parameter is of special importance for the accuracy of
DLPNO methods. Recently, Altun et al. % presented a two-point extrapolation scheme
(Complete PNO Space limit, CPS) for the correlation energy from two different TCutPNO
values following eq. (2.29).

Eops = Ex_¢+ 1.5(Ex_; — Ex_)- (2.29)

In eq. (2.29), E.pg is the correlation energy extrapolated to the CPS limit, E_; is the

correlation energy for TCut Pairs = 107°, F_. is the correlation energy for TCut Pairs =

10~7. This extrapolation scheme is labeled CPS(6/7) extrapolation. CPS(5/6) extrapolation is
14
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available as well and might be applied to computationally more demanding systems. The CPS
extrapolation might be done manually, however, since ORCA 5 the compound feature, which
adds another layer of abstraction and logics on top of the current ORCA infrastructure and
therefore allows for implementation of automatized workflows, is available that features a script
for automatic CPS extrapolation. This and many additional compound scripts are deployed with
the ORCA program package. Note that for DLPNO calculations, using an auxiliary basis set
(def2-TZVP/C in Figure 2.1) is mandatory. This is because the DLPNO machinery is closely

linked internally to the resolution of identity °.

2.3.4 Local energy decomposition

From a computational chemist’s point of view, accurate energies are not sufficient for
understanding chemical problems, but chemical understanding should be derivable from those
numbers, meaning that the numbers a quantum chemistry code produces somehow must be
mapped to well-known chemical concepts . In recent years, especially the importance of
noncovalent interactions like London dispersion (see section 3.4) for different chemical
phenomena like stereoselectivity of organocatalysts has been unveiled. The DLNPNO-CC
methods discussed in section 2.3.3 provide accurate energies. For analyzing noncovalent
interactions, the local energy decomposition 88 (LED) method is implemented in ORCA. LED
allows the decomposition of total and interaction energies into chemically meaningful
contributions like dispersive or non-dispersive interaction, geometric preparation or

electrostatic interaction %.

For further discussion, it is assumed that the system (AB) is composed of two fragments A and
B. Since the internal and virtual orbitals are localized, they might be assigned to either fragment
A or fragment B. The double excitations building up the correlation energy (see eq. (2.25))
therefore might be categorized based on whether the occupied and virtual orbitals are localized
on the same fragment or not . Figure 2.2 shows the different classes of double excitations.
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intra disp. disp.-exch.

chargeltransfer
[ \
A B A B A B

Figure 2.2 Different classes of double excitations. Disp. = dispersion, disp.-exch. = exchange-

dispersion. The lower three excitations constitute charge transfer excitations.

The reference energy E, ., (that is, the energy of the Hartree-Fock reference wave function) of

a system (AB) can be written as a sum of different contributions (eq. (2.30)) %.

E(A) —|—E<B> + Eelstat + Eexch‘ (230)

E ref

ref ref ref ref
In eq. (2.30), Eﬁf} and Eff} is the respective reference energy of monomers A and B within the

dimer. The last two terms E¢/** and EZ¢" describe the electrostatic and exchange interaction

between the fragments A and B (based on the corresponding integrals from Hartree-Fock theory,
see eq. (2.10)). An analogous decomposition can be carried out for the correlation energy and

is given in eq. (2.31) .

3 (2.31)

Eo = E(CA) + E(CB) + E&tsp_aisp T E&bsp_cr + EE%
E(CA) and EéB) represent the contribution from intra-fragment excitations to the correlation
energy, E¢dsp_aisp 19 the dispersive interaction between fragments. E¢tq, - describes the
charge-transfer interaction between fragments. Note that Egtgp, 4., and Egdsp_op do not
include contributions from triple excitations, this is why a triples correction E(ngf is added to

the correlation energy.

LED allows the decomposition of the binding energy AE, ;.. , as well as the interaction energy
AFE,

nt

(AB) between fragments A and B. Using a supermolecular approach, the binding energy
describes the energy difference between the energy of the dimer and the sum of energies of the

non-interacting monomers in their equilibrium geometries .
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AEjbind = Edimer - Z Emonomeni’ (232)

The binding energy AE,,,., might be decomposed using eq. (2.33) *.

ABping = ABgeo prep + AEiny (2.33)
= AEjgeo—prep + AEjel—prep + AE;’Z} + E(Zl?;p + AE;LZl;lfdisp‘
AE,., ,p IS called the geometric preparation. It describes the energy needed in order to distort

the fragment’s geometries from their equilibrium geometries to their dimer geometries.

AFE describes the electronic preparation. For a given monomer, it is the energy difference

el—prep
between the monomer’s energy within the dimer and the isolated monomer’s energy in its dimer
geometry. The electronic preparation contains contributions from the reference as well as the
correlation wave function. For the correlation wave function, only the intra-fragment
excitations contribute to the electronic preparation by definition. The next three terms in
eq. (2.33) describe the sums of pair-wise interactions between two fragments, AE;’,Q} is the
interaction of the reference wave functions and includes electrostatic and exchange interactions,

Ej describes the dispersive interaction between two fragments and depends only on the

correlation wave function. A B¢ IS the non-dispersive interaction of the correlation wave

non—disp
functions and includes all terms but the dispersive interactions . It is important to note that the

decomposition scheme in eq. (2.33) is not unique — it is possible to slightly change the definition

of some terms. For example, the electronic preparation AE might be implicitly captured

el—prep

in AR and AEY or might be explicitly split up into contributions from the reference

non—disp

and correlation wave function %9, Also, in eq. (2.33), the interaction of triples is absorbed in

the terms E7} and AE)Y ... but it is possible to introduce a separate term for triples
interactions, as it is was done in eq. (2.31). In eq. (2.33), the dispersive (Eggbstp) and non-
dispersive (AE _;;.,,) interactions include interactions from the triple excitations, which are
in fact computed from the inter-fragment triples contributions {7 *°.

Ejl?stp,(T) = ’YEZ%

B gispry = (L—7ER (2.34)

Ent

isp,SP

Y = —ping 0 € [0,1]
Egp

The scaling factor ~ is defined as the ratio of the dispersive energy contributed by strong pairs

Ei sp and the total interaction contributed by strong pairs E} between fragments A and B.
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If v = 0, this indicates that the pair of fragments does not have any dispersive interactions.
Consequently, no dispersive contributions from the inter-triple excitations are assumed as well.
Likewise, if v = 1, the fragments interact entirely through dispersive interactions, which is

why, in this case, the triples contribution to dispersion equals the total triples interaction.

Besides LED, which is based on a supermolecular approach, perturbative approaches such as
Symmetry-Adapted Perturbation Theory (SAPT) have been proposed %%, These approaches
do not require calculations on the individual monomers, as is the case with the supermolecular
approach. In addition, SAPT also provides a decomposition of the interaction energy into

chemical meaningful terms like dispersion or electrostatic interactions.

2.4 Density functional theory

2.4.1 Foundations

A vastly different approach for finding approximate solutions to the electronic Schrédinger
equation is density functional theory (DFT), whose foundation was laid by the Hohenberg-
Kohn theorems %7, Central observable of DFT is the electron density p(7), which is defined
via eqg. (2.35).

o(7) = N/.../W*(;ﬁl,...,:XN)!P(:fl,...,:ﬁN)dald;fz...fN
(2.35)
N

/p(?)d? =

Note that in eq. (2.35), integration over the spin coordinate of the first electron o, was carried
out, hence making p(7) independent of the electron spin. The electron density describes the
probability of finding an electron (it does not matter which electron) at position 7. The prefactor
N is the number of electrons, which is needed in order to ensure that the electron density does
not describe the probability distribution of a particular electron, but finding any electron at

—

position 7%, Notice that the electron density is a function of three variables (x,y,z),
independent of the total number of electrons. The first Hohenberg-Kohn theorem °° states that
the electron density p(7) of an interacting many-particle system with an external potential v(7)
determines the external potential unambiguously up to an additive constant. With the electronic
Hamiltonian from eq. (2.5), the external potential describes the electrostatic interaction of the
electrons with the nuclei. From eq. (2.35), it can be seen that the electron density also

determines the total number of electrons. Since H_ only varies in the number of electrons and
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the external potential v(7), p(7) also determines the ground state energy of the system. The

ground state energy E|, of the system is given in eq. (2.36) .
EO = <Q)0‘f1 + ﬁee|lp0> + <!p0|y|g/0> =T + Uee + ‘/;xt‘ (236)

T is the kinetic energy of the electrons, U,, is the exact electron-electron interaction energy,
V... Is the energy associated with the interaction of the electrons with the external potential

v(7) and |¥,) is the ground state wave function. From U,_, the classical Coulomb interaction

ee’

of two charge densities can be separated out (eq. (2.37)).

_ _ pagay (2.37)
U, = Uy + Upg //47r50]7°—7" + Up.

Uy, is called the Hartree energy and describes the classical Coulomb interaction energy of two
charge distributions, while U, describes all other effects like exchange and electron
correlation . Note the separation in eq. (2.36) between T + U on one side and v(7) on the
other. T + U, is the system-independent part of the energy. The corresponding functional

F[p(?)] = Epmm (W|T + U, |¥) is called the universal functional as it is valid for any
—

external potential. The notation given in ref. 99 is followed here. The minimization runs over
all trial wave functions that yield the density p(7). The total energy as functional of the electron

density can be written as %
Elp()] = Flp(P)] 4+ Ve lp(7)]
= Flo®) + [ ool

The second Hohenberg-Kohn theorem %% states that the ground state energy E, of the system

(2.38)

can be found variationally by minimizing E[p(7)] with respect to p(7).

By = min Elp(@)] = minFlp(©)] + [ (. (239)

p(7) p(7)

If p(7) = po(7), itfollows that E, = E[p,(7)].

2.4.2 Kohn-Sham formalism
For applicability of DFT to chemical systems, the so-called Kohn-Sham (KS) formalism is

introduced °’, which projects the system of interacting electrons onto a system of non-

interacting electrons with density p(7) that equals the density p(7) of the interacting system.

The density functional E[ﬁ(?)] of the non-interacting system is given by eq. (2.40).
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Blo®) = T,[3(0)] + / 3w (F)drF, (2.40)

with T, [p(7)] being the kinetic energy of the non-interacting electrons, which is different from
the kinetic energy T'[p(7)] of interacting electrons 1®. The universal functional and the total
energy functional for the system of interacting electrons using the kinetic energy of non-

interacting electrons are given in eq. (2.41) 1%,
FIf) = // A i B[
Elp(r)] = Flp(P)] + Vo [p(7)]

- //47r50\7“—7" APdr’ + B [p(r)]
+ / () (7)dr.

E,.[p(7)] is the so-called exchange correlation energy that combines the non-classical

(2.41)

contributions from the electron-electron interaction (U from eq. (2.37)) and the difference in
Kinetic energy between interacting and non-interacting electrons and collects therefore all terms
for which no closed expression can be given %, For a system of non-interacting electrons, the
many-particle wave function |¥) is written as (antisymmetrized) product of orthonormal

orbitals |w (i.e., a Slater determinant). The electron density p(7) is then given by eq. (2.42).

= Y @42

The sum in eq. (2.42) runs over all n,.. occupied orbitals. Minimization of the energy

occ

functional in eq. (2.41) with respect to the orbitals while keeping the orbitals orthonormal yields
the Kohn-Sham equations (eq. (2.43)) that determine the optimal set of orbitals 1%,

—h2 _
( V2 o+ ueff(f)—gj> Bi(7) = 0

2m,

; ; e*p() 2.43
Vess(T) = v(F) + /WCZT + Vg (7) (243)
0E, [p(T)]

op(7)
v, ;¢(7) Is an effective one-particle potential that includes the exchange correlation functional

V{EC<?) =

v,.(7), which is the variation of the exchange correlation energy with respect to the density. ¢,

are again the diagonal elements of the Lagrange multiplier matrix. There is no closed expression
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for the exchange correlation functional v, (7) and it is not known exactly for general systems
and therefore must be approximated 1%, Just like the Hartree-Fock equations, the Kohn-Sham

equations are nonlinear — they must be solved iteratively by using a set of starting orbitals.

2.4.3 Jacob’s ladder of functionals

As discussed in section 2.4.2, Kohn-Sham DFT is only approximate due to approximate
exchange correlation functionals (xc functionals) v, .(7*). There is no straightforward strategy
for improving the quality of a given exchange correlation functional, but over years different
classes of xc functionals were designed. In 2001, Perdew et al. 1 introduced the term Jacob’s
ladder that ranks the different classes of xc functionals by increasing quality. The lowest level
would be the neglection of v, .(7) and therefore total neglection of exchange interaction and
electron correlation, which is not suitable for chemical systems of any kind. The lowest rung

on the ladder is the local spin density (LSD) approximation 9102103

ELSDI3(7)] = / B(F)eumid [ (7), 5P (7)) - (2.44)

gunif[5(7), pb (7)) in eq. (2.44) is the exchange correlation energy per particle of the uniform
electron gas and it depends on the spin densities 5 (7), 5°(7) (« means spin up, # means spin
down). As discussed in detail by Jones and Gunnarsson 1%, LSD gives much better well depths
for first-row dimers than Hartree-Fock, especially for cases where correlation becomes

important (like Be,) while still overestimating binding energies.

On the next rung of Jacob’s ladder 1°! are generalized gradient approximated functionals (GGA
functionals), for which deviation from the uniform electron gas is achieved by making the
exchange correlation energy per particle dependent on the density gradient.

BSCAG) = [ 05 0,570 V5 (7). VL (249)

In the design of density functionals, the exchange correlation energy is often assumed to be the

sum of independent contributions from exchange and correlation, as illustrated in eq. (2.46).
E,[p(M] = E[p(7)] + E.[p(F)]
= [Belpndr + [ pweFm

The formulation in eq. (2.46) allows for individual design, optimization and subsequent

(2.46)

combination of exchange or correlation parts. An early functional implementing the density
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gradient is the B88 functional 1% (note that the original reference does not use the name B88,

though). The exchange part of the functional is given by eq. (2.47).

332

—

BV = B~ 5Y [ 70

v
SNZGRE

= d
x, sinh~tx, " (2.47)

In eq. (2.47), ELPA[5(7)] is the exchange correlation energy from the local density
approximation (LDA), /5 is a constant that will be fitted, p°(7) is the spin density with the
general spin variable o, x_ is the dimensionless gradient. Over the years, many different GGA
functionals were designed, most well-known are the LYP 19197 the PBE 1% and the PW91 1%

density functionals.

The next step in improving the exchange correlation functionals is to include higher order
derivatives of the density, leading to the meta-GGA functionals. Typically, these functionals
include the dependence of the functional on the kinetic energy density 7° () of the Kohn-Sham

orbitals *°, leading to functionals of the form given in eq. (2.48).

ERGGAp(r)] = / p(R)emGGA 5 (1), pP (7), Vo (7), VBP (7), 7(7), 70 (7)) dF
(2.48)

n

occ,o

. 1 .
() =5 D VeI
=1
Well-known meta-GGA functionals are TPSS 19 or M06-L 111,

The next rung on the ladder represents hybrid functionals 1°. Hybrid functionals replace the
exchange energy partly by the exact exchange (represented by exchange integrals from Hartree-
Fock theory).

Eggbm’d — EchGA+ a<E;xact _ ESGA)' (249)

In eq. (2.49), Ec¥e< represents the exact exchange energy from Hartree-Fock theory, which is

weighted by the scaling factor a. Note that the GGA exchange contribution and the GGA
correlation contribution do not have to be derived from the same functional. Maybe the most
famous hybrid functional at all, B3LYP 2113 uses in its original formulation Hartree-Fock and
B88 exchange and PW91 correlation:

EB3YP = ELSD 4 g (Emoct — ELSDY) 4 g AEP®S + a AEIVOL, (2.50)
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Eqg. (2.50) contains three fitting parameters a,, a, and a, whose optimum values have been
determined by Becke '2. Note that in eq. (2.50) only the gradient correction terms of the B88
exchange energy A EB%8 and PW91 correlation energy A EXWol were used. Another widely used

hybrid functional is the parameter free PBEQ 4115 functional.

The highest rung discussed here represents functionals that include the virtual orbital space in
the total energy expression %1, A prominent representative of this functional class are double
hybrid functionals. Double hybrid functionals replace parts of the DFT correlation energy by
some correlation energy obtained from MP2. Since double hybrid functionals have not been
used beyond test calculations in this thesis, the discussion is omitted and the interested reader
is referred to a review by Goerigk and Grimme 1€,

Usually not a separate rung on Jacob’s ladder, but nevertheless widely used, are range-separated
(RS) hybrid functionals 11”18, In the long-range region (i.e., far away from the nucleus), the
exchange-correlation potentials of common hybrid functionals show the wrong asymptotic
behavior, leading to larger self-interaction errors of e.g., loosely bound electrons . RS hybrid

functionals split the Coulomb interaction into a long-range and a short-range contribution °,

1 I 1 — erf(ury) n erf(ur,)

—

7] — 7y T'12 T19 T12

erf(r) = %/e_tzdt.

In eq. (2.51), erf(z) is the error function, which is responsible for a smooth transition from the

(2.51)

short-range into the long-range domain. The parameter ;. controls how fast the transition from
short-range to long-range happens and depends on the used exchange correlation functional. In
practice, the short-range part of the exchange energy is treated with a local GGA or meta-GGA
functional, while the long-range part is treated exactly 11120, Although Jacob’s ladder yields in
general a good indication of the quality of a density functional, it should be kept in mind that
the quality of a calculation does not depend exclusively on the density functional, but on many
additional parameters such as basis set, solvation scheme, treatment of noncovalent
interactions, relativistic corrections and such 2. Over recent years, Grimme and coworkers
proposed a series of composite methods 1221 (the 3¢ family) that are based on different well-
known density functionals and Hartree-Fock. All these methods (HF-3c, B97-3c, PBEh-3c,
r’SCAN-3c) feature a relatively small basis set and include three additional correction terms: a

semi-empirical correction for long-range electronic effects (see section 2.4.4), the geometric
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counterpoise correction *2® for the basis set superposition error (BBSE) and a short-ranged
correction for basis set shortcomings *?2. These functionals are considered to be fast and robust
electronic structure methods while still being more accurate than the corresponding density

functionals they inherited from 1%,

2.4.4 Description of London dispersion

One general shortcoming of the approximate exchange correlation functionals described in
section 2.4.3 is the insufficient description of electronic long-range interactions such as London
dispersion (LD) 2”12, |ondon dispersion, named after German-American physicist Fritz
London, describes the omnipresent and temperature-independent interaction of molecules (or
different groups within the same molecule) based on induced dipole moments. London
dispersion forces are always attractive and fall off with 7 /7%, with rbeing the distance between
the interacting atoms 1%°. Traditionally, London dispersion has been used to explain the boiling
points of alkanes. However, the importance of LD for intramolecular interactions was
exemplified by Pitzer and Catalano, who computed the intramolecular noncovalent correlation
energies for a series of hydrocarbons 1. Over recent years, the importance of LD for chemical
reactivity, stability of molecular balances, n-effects or spectroscopic properties has become
evident. A review was provided by Wagner and Schreiner 13!, The influence of LD on
stereoselectivities was studied by Gschwind and coworkers for the chiral phosphoric acid
(CPA) catalyzed transfer hydrogenation of imines %2, The general interest in LD leads to strong
interest in the approximate description of LD within DFT and various approaches were
suggested and optimized 3. It is noted here that also other approaches for the computation of
LD interactions outside of DFT were suggested (see section 2.3.4). Maybe the simplest

approach is the DFT-D approach, in which a simple correction term £, is added to the DFT

energy (eq. (2.52)).
Etot = EDFT + Edisp' (252)

The correction term E . consists of a sum of pair-wise atomic contributions scaled by the

disp

distance r , 5 between atoms A and B.

C 5" (2.53)

B>A AB

dzsp =

The coefficients Cé43 can be obtained in various ways. A simple approach is DFT-D2, going
back to Grimme ***, in which the atomic coefficients are computed from atomic ionization
potentials I;j‘ and static dipole polarizabilities a*.
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RVAS S (2.54)
C{ = 0.05NI o,
In eq. (2.54), N is a natural number that depends on the element row of atom A. I;j‘ and o
might be taken from high-level quantum chemical calculations. The outlined scheme is very
simple and computationally cheap. The downhill, however, is that the coefficient CZ' is the
same for all atoms of the same type, irrespective of the chemical environment. Another problem
is related to the simple expression for £, ., given in eq. (2.53). For small distances r , 5, the
dispersive interaction diverges and becomes huge. The definition of £, , is therefore changed
by including a damping function f,,,,,,, that damps the dispersion interaction for short distances
and recovers the original dispersive interaction for long distances ***. The new expression for

E 4, is given in eq. (2.55). Note that an overall scaling factor s, was introduced.

B - _ A B Cg'” (2.55)
disp 56 fdamp( TAp> 4, ) Z Z 6
A

B>A "AB
A major improvement over the DFT-D2 scheme is the DFT-D3 1% scheme proposed by
Grimme et al. The essence of DFT-D3 is to take environmental effects into account through
coordination number (CN) dependent coefficients Cg'Z. The dispersive interactions of a
chemically bound atom usually are smaller than those of a free atom. The reason is the
formation of energetically low-lying and doubly occupied molecular orbitals in contrast to the
often singly occupied orbitals of the free atom. Coordination dependent coefficients shall take
account of these effects. The effect of oxidation and reduction is neglected, since inclusion of
charge transfer processes would require some more detailed knowledge of the density. The

basis for computing C¢'Z in the DFT-D3 approach is the Casimir-Polder formula 3,

C{B = %/ a?t (iw)a® (iw)dw, (2.56)
0
with o (iw) being the averaged dipole polarizability at imaginary frequency w. The
polarizabilities might be obtained from time-dependent DFT (TD-DFT) calculations. Reference
values for a pair of atom types are not solely obtained from the free atoms, but from one or

multiple hydrides A, H,, and B, H, and subsequent elimination of the hydrogen contribution.
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6ref -

3w

(aBkHl (iw)

x| =

/oo = (atnhn(iw) — Zata(iw))-

— éah@ (zw)) dw.

For implementation of the coordination number dependency, the coordination number CN4 of

(2.57)

atom A is defined via eq. (2.58).

cNA = 3 1 (2.58)

B#A 1 + e_kl(k2<RA,co'u + RB,cov)/TAB_l),

with R, ., being the covalent radius of atom A, and k, and k, being scaling factors. The
computation of the CN dependent coefficients C{'Z(CN4, CNB) for a pair of atom types (A5)
goes as follows. For one or more reference systems, the reference coefficients
C§ Tef(CNA,CNB) are calculated using eq. (2.57). At the same time, the corresponding
coordination numbers are stored. This procedure has to be done only once. For the system under
investigation, the coordination numbers are calculated using eq. (2.58) and the coefficients

C{B(CN#,CNPB) are extrapolated from the set of reference coefficients using eq. (2.59).

CAB(CNA,CNF) = %

N; N
Z =), ) Ciry(CNF ONP)L,
i (2.59)

N; N
5
i

I efkg((CNAfCN;“)2+(CNchNJB)2)

ij

ks in eq. (2.59) is another scaling constant, IV, and N are the total numbers of reference

systems, respectively. Up to this point, only the = dependency was covered. However, in

Clo might be included. This does not influence

AB

how the individual coefficients C'Z are computed. The higher-order coefficients can be
computed recursively from C¢5. The DFT-D3 scheme as discussed up to this point is very

often used together with the Becke-Johnson (BJ) damping function 313, The DFT-D3(BJ)
dispersion energy is given by eq. (2.60).
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AB
D3 BJ) Z Z Cﬁ
dzsp Sg

B>A TAB + fdamp(rAB)6

CAB
t o3 BT 2.60
TAB + fdamp(rAB> ( ' )
fdamp(r?ﬁlB> = alr%B + )
o g
AB — CAB’

with some constants a, and a,. In practice, s, is set to unity, while sg, a, and a,, are fitted for
each density functional. Through these parameters, the dispersion energy ED3 (BJ) depends on

the density functional. In total, the dispersion energy of DFT-D3 methods depends on the
chemical environment through the coordination number dependency of C¢'Z and on the density
functional through the scaling factors sg and the constants within the damping function
fdamp(r(j‘B), making the D3 methods very flexible and widely applicable. The improvements

of the description of long-range interactions by including the D3 correction has been reported

in the original publication 3,

In 2017, the DFT-D4 method was introduced by Grimme and coworkers **°. The basic idea
behind DFT-D4 is to define an effective atomic charge for each atom, which is the sum of the
nuclear charge and the Mulliken atomic charge that itself depends on the density matrix. The
dispersion coefficients still are derived from the Casimir-Polder formula and also the
dependency on the coordination number is kept as discussed in egs. (2.58) and (2.59), but the

effective atomic charge enters as scaling factor for the reference coefficients 4.

A vastly different approach from the discussed DFT-D methods is to make the dispersion
energy a non-local functional of the electron density. The best-known approach is the non-local

VV10 density functional ***. The non-local correlation energy E™ is written as

Enl = // () drdi. (2.61)

In eq. (2.61), ©(7,7") is called the VV10 kernel that depends on the density as well as the
density gradient. The structure of the kernel is slightly complicated and is given in eq. (2.62)

for completeness. More details can be found in the literature 141144,
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3et
2m?gg’(g+9g’)

— —=/\ | =

g =w(P)IF =7+ k(F);g" = wo ()[F = 7> + £(7)

.
wo (1) = (| w3 (7) +wp3<r> (2.62)
o o Amp(F)e? 0~ 1 |Vp(7) *
T G
2 (7 h/3m2p(7
R R

In eq. (2.62), C' and b are constants that control the asymptotic behavior and short-range
damping, respectively, and they might be fitted for different exchange correlation functionals.
In the last step, the non-local energy contribution EYV' from the V10 kernel is given by
eq. (2.63).

Ewi0 _ / o(F) [5 + g / p(7)OF, 7)d7 | dF

7 = g )

In principle, the VV10 functional can be combined with any exchange correlation functional.

(2.63)

3/4

However, there exists a number of predefined density functionals from the B97 family that
include the VV10 correction as default, such as the meta-GGA B97M-V % the range-separated
hybrid GGA ®B97X-V 4 or the range-separated hybrid meta-GGA ®B97M-V # functionals.
Note that these functionals also exist with corresponding D3 corrections instead of V10 47,
The VV10 dispersion correction might be invoked in different fashions in ORCA. First, it can
be used in a post-SCF fashion (/NVL in ORCA notation): once the self-consistency cycle with
the chosen exchange correlation functional has met convergence, the converged density is used
for computing the energy contribution from VV10. Alternatively, the VV10 functional can be
included in the self-consistency cycle (/SCNL in ORCA notation). Najibi et al. ¢ showed,
however, that both approaches yield very comparable results while the post-SCF approach is
significantly less computationally demanding. As has been discussed by Hujo and Grimme 4°,
D3 and VV10 dispersion yield very similar and accurate equilibrium geometries for vastly
different structures. However, the D3 correction provides a better accuracy/cost ratio because
D3 is computationally very cheap, while the VV10 correction produces a significant

computational overhead with respect to the SCF cycle. However, several benchmarks have
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demonstrated great performance of the ®B97M-V 147148150 density functional for isomerization

energies, barrier heights, noncovalent interactions and transition metal reaction energies.

2.5 Exploring the conformational space

Molecules with the same topology can have multiple conformers, that is, the potential energy
surface has a minimum for different geometries of that molecule. Many properties, such as
stereoselectivity of an organocatalyst or the nuclear magnetic resonance (NMR) parameters are
structure-dependent. Since the energy barriers for transforming conformers into other
conformers typically are small, multiple conformers exist in equilibrium. Of course, the
population of a given conformer depends on its energy relative to the ground state and on the
temperature. However, for comparing computed data (such as NMR parameters) with
experiment, averaging over significantly populated conformers can become necessary. In this
section, common strategies for generating the conformer ensemble are introduced. Since being
used extensively in this thesis, most space will be dedicated to metadynamics based approaches,
as implemented in the Conformer—Rotamer Ensemble Sampling Tool *** (CREST) software

developed by Grimme.

In CREST, exploration of the conformational space is carried out by means of root-mean-square
deviation of atomic positions (RMSD) based metadynamics simulations *°2. The basic idea of
metadynamics simulations (MTD) is to add a history-dependent bias potential to the total
energy expression %%, This bias potential EZM5P s specified by a set of so-called collective
variables { A} (see eq. (2.64)) and drives the system over energy barriers in shorter simulation

times than standard molecular dynamics (MD) simulations.

bias

N
ERMSD — Zkieio{A%' (264)

In eq. (2.64), N is the number of references structures. The force constants &, are always
positive, thus the bias potential is repulsive. The collective variable A, is the RMSD taken
between the current minimum and the i-th previously explored minimum. Through the repulsive
bias potential, the system is therefore hindered from falling back into already explored energy
minima, resulting in effective exploration of the conformational space. The metadynamics
simulations are carried for a certain simulation time. Afterwards, all found minima must be
optimized without the bias potential. By repeating metadynamics simulations and subsequent
unbiased geometry optimizations in an iterative fashion, the conformer ensemble is generated.

In the last step of the procedure, all found local minimum structures are compared pairwise in
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order to distinguish between conformers, rotamers and identical structures. If the energy
difference A E between two structures is larger than the chosen cutoff E,; , the two geometries
are considered conformers. If AE < E,,, but the RMSD is larger than a second cutoff
RMSD,,, and the difference in rotational constants AB is smaller than a third cutoff B,,, the
two structures are considered rotamers. If all differences AE, AB, ARMSD are smaller than
the respective thresholds, they are considered identical and one of the duplicates is discarded.
A very good illustration of the detailed workflow can be found in Figure 5 of ref. 151.
Metadynamics based conformer sampling as introduced in this section is independent of the
electronic structure method used in the metadynamics and optimization runs. However, CREST
is closely connected to the semi-empirical (GFN1-xTB **, GFN2-xTB *) or force field (GFN-
FF 1°%) methods of the xTB family **" developed by Grimme and coworkers. Note that
conformer ensembles generated by CREST can be automatically processed further by means of

the CENSO *°8 tool — developed by the Grimme group as well.

In this thesis, conformer sampling is carried out entirely with the CREST program as
implemented in the XTB program package. However, alternative protocols for finding low-
energy conformers were published and a brief overview of alternative techniques is given in
this section, starting with approaches for automatically finding transition states (TS) as these
play a major role in asymmetric catalysis. A specialized approach that is used to find lowest-in
energy transition states and that is therefore used in asymmetric chemistry research is the
Q2MM *** (Quantum-Guided Molecular Mechanics), and based on that the CatVs 6,
approach, both by Rosales et al. The Q2MM tool is used to derive transition state force fields 6
(TSFFs) from quantum chemistry (QM) calculations. For this, the free parameters of available
force fields are fitted to QM obtained data such as energies, geometric parameters, electrostatic
potentials and, of course, hessians. QM hessians of TSs feature exactly one negative frequency.
The TSFF, however, shall be usable for conformer samplings of transition states, which is
(without geometric constraints) possible only if the transition state mode is at minimum in the
MM force field. The QM hessian is therefore modified by replacing the negative eigenvalue by
a large positive number, making the hessian positive definite *>°. A TSFF obtained by Q2MM
is reaction specific, but might be fitted to multiple different ligands and substrates. The CatVS
tool is based on the Q2MM generated TSFFs and uses them to screen a set of user-defined
substrates and ligands 1%°. Another available tool is AARON 62163 by \Wheeler and coworkers,
which can be used for ligand screening and conformer sampling as well. AARON is connected

to the Gaussian program package 1 and provides automated workflows at the DFT level. It
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should be noted here, however, that exploration of the conformational space in both packages,
CatVS and AARON, is carried out by rotations around certain single bonds leading to different
energy minima, in contrast to CREST, which uses MTD simulations. Another force field based
method for generating approximate transition states is SEAM, introduced by Jensen et al. 16>
188 Within their approach, the transition state is modeled as the minimum energy point at the
intersection of the force field potential energy surfaces of the reactant and product states,
meaning that the energy is minimized with respect to the geometry with the constraint that the
reactant and product surfaces intersect. By specifying educt and product states, SEAM might
be used for ligand screening by finding approximate low-energy transition states. If needed,

fully relaxed transition states can be obtained afterwards from QM calculations.
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Chapter 3 Basics of Asymmetric Organocatalysis

3.1 History

Organocatalysis describes the acceleration of chemical reactions through metal-free catalysts.
Typically, organocatalysts are small molecules and therefore distinguishable from enzymes,
which are large biocatalysts in living systems. Together with transition metal catalysis and
enzymatic catalysis, organocatalysis forms the three pillars of homogeneous catalysis *¢°. The
importance of organocatalysis for humans and life in total might date back to the very beginning
of chemical evolution on Earth. As discussed by Pizzarello and Weber 1°, small and chiral
amino acids can catalyze the stereoselective formation of small sugars from formaldehyde and
glycolaldehyde. Since small amino acids were present in the prebiotic environment, they might
have been important for the formation of small biomolecules as well. The first organocatalytic
transformation is attributed to von Liebig, who discovered the formation of oxamide from
dicyan catalyzed by an aqueous solution of formaldehyde in the second half of the nineteenth
century 171, The first observations of asymmetric catalysis were made in enzymatic systems by
Pasteur, who performed kinetic measurements for the decarboxylation of ammonium tartrate
by the mold Penicillium glaucum, which was able to decompose one enantiomer faster than the
other one 172, After the first world war, interest arose especially in nitrogen-containing chiral
natural products. A very prominent class of chiral alkaloids in asymmetric catalysis are
cinchona alkaloids, named after the flower genus they can be harvested from. A good overview
of them has been given by Tian et al. 13, Wegler investigated the stereoselective esterification
of racemic 1-phenylethanol with different carbon acid chlorides and anhydrides catalyzed by
the chiral alkaloid brucine 4. He found a) a significant increase in reaction rates compared to
the uncatalyzed reaction and b) that the reaction rate of one of the enantiomers of the alcohol is
increased much more than the reaction rate of the other enantiomer. In the 1950s, asymmetric
organocatalysis began to play a role in synthesis strategies. Prelog and Wilhelm 17 investigated
the kinetics and reaction mechanism of the already known stereoselective cyanohydrin
synthesis with aldehydes, hydrogen cyanide and chiral alkaloid bases in detail, while
Pracejus 17® synthesized chiral propionates from phenylmethylketene and small alcohols
catalyzed by chiral alkaloids. In addition, stereoselective aldol reactions '’ and Michael
additions "® with alkaloid catalysts were reported in the early 1970s. Enamines as structure
motifs were already known by Mannich 1”° in the mid-1930s and synthesis strategies like a-
alkylations and a-acylations of ketones based on enamines were proposed by Stork et al. 1.

However, one of the cornerstones of asymmetric organocatalysis was the Hajos-Parrish-Eder-
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Sauer-Wiechert reaction 81182 which is an enamine-based intramolecular aldol reaction
catalyzed by proline — a small heterocyclic and chiral amino acid that may be used in total
syntheses of natural products. Proline-based enamine reactions are an important branch of

covalent organocatalysis, they will be revisited in the next section.

3.2 Covalent catalysis

The catalytic behavior of organocatalysts can be categorized into two groups: covalent and
noncovalent catalysis 1’2, In covalent catalysis, the catalyst forms covalent bonds with the
substrate to yield an active species that undergoes subsequent reaction steps. On opposition, in
noncovalent catalysis, no covalent bonds are formed. Instead, the emulation of an enzymatic
pocket is carried out. Noncovalent interactions like London dispersion, electrostatics, hydrogen
bonds and steric repulsion shape the catalyst-substrate adduct and determine therefore the
stereoselectivity of the transformation. Noncovalent catalysis is discussed in section 3.3. In
section 3.4, an overview of typical interaction patterns determining stereoselectivity is
illustrated. In this section, enamine catalysis serves as example of covalent organocatalysis.

As has been discussed in section 3.1, enamine reactions are an important type of stereoselective
organocatalytic reactions. Since the carbonylic substrate reacts with a chiral secondary amine
to form the enamine, they count as covalent catalysts. Besides alkaloids, proline is very often
used as chiral reagent. Proline is non-toxic and commercially available in both enantiomers. It
is the only secondary canonical amino acid and is therefore more basic and more nucleophilic
at the nitrogen atom than other amino acids 2. Well-known chiral auxiliaries like Enders
reagent 8% are based on proline. In Figure 3.1, the general enamine cycle is given.

R.®.R @
O RRNH N? Riv-Re Ri~g-Re o)
HX | EY | g HO J\rE
R X R HE R y® R RRNH N
1) ] f ' RI
R h0 R R R {®

Figure 3.1 General enamine catalytic cycle. A general electrophile EY and an acid HX were
introduced.

The general electrophile EY in Figure 3.1 can be of very different kind. As discussed for the
Stork reaction '8, alkyl halides or acyl halides might serve as reagents for alkylation or
acylation of carbonyl compounds. However, the majority of used electrophiles are carbonyl
compounds themselves. This leads to various different aldol reactions with aldehyde

donors 18418 g-oxyaldehydes 18, a-hydroxyketones ¥ and intramolecular #18° aldol
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reactions. Besides aldol reactions, proline and its derivates have been used in enantioselective
Mannich reactions %1%, So far, only carbon electrophiles have been considered. However,
proline catalyzed enamine reactions can be used to introduce heteroatomic groups in a-position
as well. The interested reader is referred to ref. 194 and the literature cited therein. A related,
but still different reaction is the proline catalyzed asymmetric addition of ketones to
electrophilic olefins. The addition of ketone-based enamines to nitro alkenes was developed by
List and coworkers 1% and refined by Enders and coworkers 1%. The general reaction cause is

given in Figure 3.2.
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Figure 3.2 Asymmetric addition of nitro alkenes to enamines.

Using (S)-proline in the reaction from Figure 3.2 leads to the syn-addition of the enamine.
Enders et al. 1° proposed the syn-diastereoselectivity to origin from an intermolecular hydrogen

bond between the proline carboxyl group and the olefin nitro group.

3.3 BINOL based noncovalent catalysis

In this section, noncovalent catalysis is introduced. Because of its importance for this thesis,
special attention is paid to BINOL based Brgnsted acid catalysts. Asymmetric Brgnsted acid
catalysis refers to the stereoselective induction through strong hydrogen bonds or even through
acid base ion pairs 1’. Of importance for this thesis are BINOL based catalysts. 1,1’-Bi-2-
naphtol (BINOL) is a diol that shows axial chirality. Its Lewis structure is given in Figure 3.3a.
BINOL derivates have successfully been used in asymmetric Morita-Baylis-Hillman
reactions %2 However, BINOL can also serve as starting point for the synthesis of more
acidic systems. Consequently, over the years different families of Bransted acids have been
derived from BINOL, the most important ones are introduced in this section. The first class
introduced here are chiral phosphoric acids (CPAs) 2. Their general structure is given in
Figure 3.3b.
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Stereo-controlling
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Figure 3.3 a) Lewis structure of (S)-BINOL. b) General Lewis structure of CPA type acids
derived from (S)-BINOL.

The core of the catalyst is a description of the active site of a catalyst and its nearest atoms used
in this thesis. In Figure 3.3b, the core catalyst would be the phosphoric acid group. The core
catalyst of CPAs has an amphoteric nature with the acidic hydroxy group and the Lewis basic
P=0 group. Increased Brgnsted acidity usually increases the reactivity of the catalyst. The
substituents in 3,3’ positions are used to introduce bulky ligands to the system, making the
catalyst more rigid. They can, however, also be used to tune the electronic properties of the
catalyst, e.g., the ability to interact via London dispersion interaction. The substituents therefore
critically influence the stereoselectivity of a given transformation. This point will be discussed
later in the thesis (see section 4.3.4). BINOL based CPAs were introduced in 2004
independently by Akiyama et al. 2°2 and Terada and coworkers 2%3. Maybe the best-known CPA
that showed great stereoselectivity for various transformations 242% ijs TRIP, which uses the
2,4,6-triisopropylphenyl residue as ligand for the CPA 20729 TRIP originally was introduced
by List and coworkers in 2005 for the stereoselective reduction of imines for which they
achieved up to 93 % enantiomeric excess (e.e.) 2%, For a nice overview of CPA catalyzed
transformations, see ref. 201.

The success of chiral phosphoric Brgnsted acids in stereoselective transformations stimulated
researchers to explore different types of BINOL based Brgnsted acids. The considered recipe
is to increase Brgnsted acidity while tuning the substituents to keep stereoselective induction
effective. Over the years, various different acid classes were proposed, many of them by the
List group. Some important developments will be discussed now. In 2009, Pousse et
al. 2% reasoned that the relatively low acidity of CPAs was responsible for the encountered
difficulties in asymmetric Nazarov cyclization (the authors mention a successful asymmetric
CPA catalyzed Nazarov cyclization in their publication 2%° though). Furthermore, they ought to
increase the acidity of CPA by replacing the oxygen sites by sulfur sites, since the sulfuric acid
anions should be able to delocalize the negative charge more effectively than the oxygen sites,

leading to chiral dithiophosphoric acids (DTPA). In addition, they decided not to use BINOL
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as backbone, but Hg-BINOL, which is a partly hydrated derivate of BINOL. Although Pousse
and coworkers could not achieve their goal of a stereoselective Nazarov cyclization, they
obtained good diastereoselectivities and a generally high reactivity of their DTPA catalysts. In
2011, Shapiro et al. 2! reported the stereoselective intramolecular hydroamination with He-
BINOL based DTPAs, which showed much higher stereoselectivities than the dehydrated
BINOL based DTPA catalysts. Also in 2009, List and coworkers introduced the BINOL based
Disulfonimide (DSI) catalyst class ?!2. They reasoned that due to the compactness of the core
functional group, the acidic center is more deeply buried in the BINOL catalyst pocket,
presumably leading to better transfer of stereoinductive information. Indeed, they found great
reactivity and stereoselectivity of their DSI catalysts for Mukaiyama aldolizations, for which
the corresponding CPA did not react at all 22, In addition, they considered the silylated DSI
species to be very Lewis acidic and thus its general usefulness for asymmetric counter anion
directed catalysis (ACDC). Before discussing further catalyst classes, the concept of ACDC is
introduced. Deprotonation of CPAs leads to chiral acid anions that still can induce
stereoselectivity. In 2006, Mayer and List 23 formed salts from TRIP and secondary amines.
The corresponding chiral ion pairs (CIP) were then used for asymmetric hydrogen transfer
reactions of a,B-unsaturated aldehydes, for which they showed great enantiomeric ratios (e.r.)
of over 98% for all used substrates. List and coworkers also considered the already discussed
Mukaiyama aldolization 2'? catalyzed by DSI catalysts to run through an ACDC mechanism.
Thus, the concept of ACDC is not limited to specific catalyst classes or reactions, but is a rather
general concept. Two good reviews on ACDC have been published by Mahlau and List 214225,

The general Lewis structures of DSIs are shown in Figure 3.4.

so2 S0, 80,

N SiMes N@ @

OO CO 802 CO )
Ar

Figure 3.4 Lewis structures of DSI. a) The acidic system. b) The silylated system. ¢) The chiral

ion pair with a general cation E™.

In 2012, List and coworkers introduced another novel class of BINOL based acid catalysts,
namely imidodiphosphates (IDP) 2'¢. Their synthetic problem at hand was the asymmetric
spiroacetalization of hydroxy enol ethers. For this transformation, low stereoselectivity was
achieved with commonly used BINOL based catalysts. It seemed that the oxocarbenium cation
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that forms the chiral ion pair with the catalyst anion was too small, causing the ion pair to be
too flexible, so that no asymmetric induction could be made. Their aim therefore was to
introduce an even more confined and more rigid catalytic system that, on the other hand, still
must be sufficiently acidic and reactive. To increase rigidness of the system, they introduced
another BINOL subunit to the system. The acidic center consists of the imidodiphosphate

group, which still features the amphoteric nature of CPA. The Lewis structure is given

in Figure 3.5a.
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Figure 3.5 Lewis structures of a) IDP, b) iIDP, c) IDPi. The catalytically active centers are

shown in red for better visualization.

In total, the IDP acid features four aryl substituents in the 3,3’ positions of the BINOL subunits,
leading to a much more confined reaction space. It is noted here that IDP catalysts can act via
the ACDC mechanism as well, as was suggested in the literature 216217 In general, different
catalyst classes can be obtained from IDP by replacing one or both of the oxygen sites of the
core catalyst by the corresponding nitrogen functionality. This leads to iminoimidodiphosphates
(ilDP, Figure 3.5b) or imidodiphosphorimidates (IDPi, Figure 3.5¢). iIDPs were designed by
the List group in 2016 when they found that IDP catalysts were not able to catalyze the
stereoselective Prins reaction #8, The basic idea is to increase the acidity of the catalyst further
by replacing the OH group by an RNH group with an electron withdrawing substituent R (such
as triflyl). The introduction of substituents to the core catalyst also allows for better fine tuning
of the electronic properties 28, By replacing, in addition, the keto group by the imine
functionality, IDPi catalysts are obtained. IDPi catalysts were considered first in 2016 for the
asymmetric addition of allyltrimethylsilane to aldehydes 2'°. IDPis are even more acidic than
iIDPs while still being sterically demanding due to substituted BINOL residues and the ligands
at the core catalyst. Because of the massive success of IDPis, they have been used in very
different organocatalytic transformations, such as Nazarov cyclizations ?2°, Diels-Alder
reactions 222?22 intramolecular hydroalkoxylations 22, intramolecular hydroarylations 2> or
aldolizations 22>?%8 just to name a few. Also, all organocatalytic transformations that will be
studied in this thesis are catalyzed by IDPi catalysts. The most recent class of BINOL based
catalyst classes are imidodiphosphorbis(iminosulfonylimino)-imidates (IDPii) that show
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increased acidity with respect to IDPi catalysts by introducing PhS(NTf)2 groups as electron
withdrawing ligands at the core catalyst’s iminyl groups ',

The unifying concept that is behind the illustrated hierarchy of catalyst architectures developed
in the List group is confinement — which List and coworkers define as the shaping of the
catalyst’s active site 228, In biology, chemical reactions happen in structurally elaborated
pockets of the enzymes, which constitute highly confined reaction spaces. The theme of host-
guest complexes has also been applied in synthetic chemistry. For example, Hastings et al.
performed Nazarov cyclizations in supermolecular hosts of tetrahedral GasLs (L=N,N"-bis(2,3-
dihydroxybenzoyl)-1,5-diaminonaphthalene) adducts 22°. Using these confined catalysts leads
to increased reaction rates by a factor of 10°with respect to the uncatalyzed cyclization reaction.
This significant increase in reaction rates was explained by catalyst-substrate interactions
leading to a U-shaped conformation of the substrate, which facilitates the subsequent
cyclization reaction. List and coworkers use this principle of confinement as guiding principle
for the development of novel catalyst patterns. Typically, small substrate molecules form well-
defined host-guest complexes with the catalyst, thus emulating the biological enzyme-substrate
complexes. The definition of confinement, as given by the List group, is very neutral in its
formulation. However, often confinement is negatively connotated. Perhaps this stems from the
perception that confined reaction spaces, and therefore reaction rates and stereoselectivities, are
governed by steric repulsion. This does not have to be the case. As has been discussed in section
2.4.4 and will be discussed in section 3.4 and section 4.3, attractive noncovalent interactions
can be crucial for the shaping of the host-guest complex as well. This can lead to situations in
which the bulkier, i.e., more confined catalytic systems are actually more reactive, leading to
increased reaction rates because of strong attractive noncovalent interactions 312, In the
author’s mind, this would lead to a more positive connotation of the term “confinement”, since
stronger and more refined noncovalent interactions could lead to a simultaneous increase of
reaction rates and stereoselectivities. The IDPi catalyst class, for example, manages to combine
reactivity and selectivity while being a very confined catalyst system. Following these remarks,

using confinement as a guiding principle for rational catalyst design seems reasonable.

3.4 Computational studies of catalyst-substrate interactions in organocatalysis

The developments of organocatalytic transformations outlined in the previous sections were
accompanied by quantum chemical calculations, mostly DFT calculations. Over the last years,
it became more and more standard to support experimental work by DFT calculations, which

is, at least partially, caused by increased computational power, improved density functionals,
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basis sets, dispersion corrections and such, as well as the rise of automatic workflows and black
box methods. In the field of enantioselective catalysis, special interest exists in the stereo-
determining interactions. In this section, some of the insights gained from computations are
discussed. An extensive review including covalent catalysis, such as proline catalysis including
the Houk-List model, was given by Houk and coworkers in 2011 2%, The highly effective
catalytic systems introduced by List and coworkers discussed in section 3.3 used to constitute
an obstacle for computational chemistry. The systems under investigation typically consist of
more than 100 atoms and therefore require a certain amount of computational power. In
addition, many of the used catalysts or substrates contain very flexible substituents, thus leading
to large sets of possible conformations that the system can take. One of the key quantities in
stereoselective catalysis is the enantiomeric ratio which is, under kinetic control and following
standard transition state theory and Curtin-Hammett principle (see ref. 232 for an overview),
determined by the free energy difference between the transition states leading to the major and
minor enantiomeric product, respectively 23, However, this free energy difference usually is
around 1 kcal mol™* or even smaller, even for reactions that proceed essentially in an enantiopure
fashion. This sets some challenging requirements for the computational protocols, even for a
qualitative description of stereoselectivity. The efforts achieved in theoretical chemistry that
made investigation of stereoselective transformations routinely possible originated from
different research fields. First, some efficient schemes for finding the lowest-in energy
transition state conformations leading to the respective enantiomeric products are mandatory
for an accurate description of such transformations. Some widely used schemes like the CREST
tool by Grimme were discussed in section 2.5. In addition, highly accurate methods for
obtaining single point energies are required. In recent years, linearly scaling local correlation
methods like DLPNO-CCSD(T) were proven to yield the desired accuracy (see section 2.3.3).
As discussed before, noncovalent interactions play a crucial role in many transformations, so
that tools for accurate quantification of those interactions, like LED, are required as well. The
combination of semi-empirical conformer sampling, local Coupled-Cluster single point
energies and LED analyses were first carried out by Yepes, Bistoni and coworkers in 2020 2,
They investigated the Diels-Alder reaction of cinnamate esters with cyclopentadiene catalyzed
by IDPI catalysts. The reaction runs via an ACDC-based mechanism in which the catalyst and
the cinnamate esters form chiral ion pairs whose geometries and binding energies are
determined by electrostatic as well as dispersive interactions. The cyclopentadiene molecule
entering the catalyst pocket interacts strongly via LD with the CIP, which in turn changes its

conformation slightly in order to allow for optimal interaction. The stereoselectivity of the
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reaction is therefore governed by the balance of steric repulsion and attractive noncovalent
interactions. In their journal article, they proposed a multi-step protocol that works like a filter
for the candidate structures. In the first step, some initial guess structures for the respective
transition states are obtained, e.g., from some preliminary DFT calculations. Using CREST, a
large number of different transition state conformers is generated. Generally, the conformer
sampling with CREST is carried out at the semi-empirical GFN-XTB or even at the force field
level of theory. For obtaining more reliable structures and, more importantly, reliable relative
energies of the conformers, they are subject to constrained DFT optimizations using standard
density functionals **. The geometric constraints are used to keep relevant modes in their
transition state position. Normally, one or a few bond distances or bond angles are kept frozen
during the conformer sampling and the subsequent constrained DFT geometry optimizations.
The lowest-in energy conformers obtained from the constrained DFT optimizations are then
further optimized without geometric constraints leading to fully relaxed transition states. Yepes
et al. then performed DLPNO-CCSD(T) calculations and subsequent free energy calculations
in which they added thermochemical corrections (such as zero-point vibrational energies or
thermal and entropic energy corrections) and free solvation energies obtained from DFT
calculations invoking the conductor-like polarizable continuum (C-PCM) 2% implicit solvation
model to the electronic energy. Modified versions of this protocol have been used throughout
this thesis.

However, recently the multi-level combination of metadynamics-based conformer sampling,
DFT geometry optimizations on a relatively cheap level of theory and single point energy
calculations on a more expensive level of theory (be it DLPNO-CC or more expensive DFT
functionals like ®B97M-V) has been used by other groups as well. For example, the group of
Houk used such protocols for investigations on the origin of stereoselectivity of the nickel-
catalyzed stereoselective alkyl-carbamoylation of olefins2® or the CPA-catalyzed
stereoselective allylation of aldehydes with B-alkenyl allylic boronates 2*’. The group of
Wheeler combined constrained CREST-based conformer sampling with subsequent DFT
optimizations for exploring the palladium-catalyzed alkene insertion step that determines the
stereoselectivity of the addition of aryl boronic acids to chromones 2%, The group of Schreiner
combined experimental and computational approaches to describe the syn-syn and anti-anti
equilibrium of substituted N, N -diphenylthiourea using CREST for conformer sampling and
DLPNO-CCSD(T) for the quantification of noncovalent interactions 23°. They found that the
sterically more demanding syn-syn conformer is favored over the anti-anti conformer. The syn-

syn conformer becomes more stable on a relative scale with the increase of the substituents due
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to increased LD interactions. In another study, Schreiner and coworkers used cyclooctatetraene-
based molecular balances to measure the hydrogen bonding energy in the cyclic water dimer,
which represents a transition state on the water dimer potential energy surface and is therefore
not directly observable 2°, By introducing CH2OH groups to the molecular balance, they could
mimic the cyclic water dimer in the 1,6-isomer of the cyclooctatetraene. In their study, they
used LED and SAPT?2 for quantification of hydrogen bonding energies. Further examples of
the usage of those multi-step protocols by the Schreiner group can be found in literature 241243,

From the Grimme group, the combined experimental and computational work on catenated
organocatalysts in collaboration with the Niemeyer group is mentioned here. In a series of
published works, they explored the catalytic activity of interlocked CPA acid molecules 244247,
The CPA molecules are catenated with the help of large oxa-macrocycles, allowing to study the
influence of cooperative effects of confined catalytic systems on reactivity and selectivity. They
compared the yield and stereoselectivity obtained with a) two catenated CPA molecules, b) one
catenated CPA molecule and c) the acyclic “free” CPA catalyst for the stereoselective transfer
hydrogenation of quinolines by Hantzsch esters, which consists of two reduction steps 2*. For
the catalyst with two CPA molecules, they found increased stereoselectivity, which they
rationalized with a sandwich-like transition state in which the substrate has strong interactions
with both catalyst molecules. In contrast, for the catenanes with a single CPA molecule, they
found very low but inversed stereoselectivity, which they explained with additional substrate-
macrocycle interactions. In a follow-up paper, Grimme, Niemeyer and coworkers investigated
cooperative effects of the non-interlocked CPA catalysts for the same catalytic reaction by
means of spectroscopic, Kinetic and computational techniques 2*¢. Their results show that
monomeric and dimeric pathways compete, and the ratio between those two pathways depends
on the catalyst loading. Interestingly, the stereoselectivity of the dimeric pathway, which is
governed by the second reduction step, is increased with respect to the monomeric pathway.
While the reaction rate of the first reduction is smaller for the dimeric pathway, it becomes
larger for the second pathway, demonstrating the importance of cooperative catalytic effects for

both reaction rates and stereoselectivities.
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Chapter 4 An Induced-Fit Model for Asymmetric Organocatalytic

Reactions

4.1 Introduction

Elements of this chapter including figures have been published in a journal article 2*2:

Harden, I.; Neese, F.; Bistoni, G. An induced-fit model for asymmetric organocatalytic
reactions: a case study of the activation of olefins via chiral Brgnsted acid catalysts. Chemical
Science 2022, 13 (30), 8848-8859. https://doi.org/10.1039/D2SC02274E.

If not stated explicitly otherwise, all calculations and analyses were performed by the thesis
author. Also, all figures used in this chapter have been designed by the thesis author. For each
figure, the corresponding figure caption describes whether the figure is part of a publication.
As has been discussed in section 3.3, enzymatic reactions happen in structurally elaborate
pockets. The different confined catalysts that were introduced in the List group aim to mimic
the enzyme-substrate interaction patterns with regard to the highly confined reaction space,
allowing for various stereoselective transformations. The question that arises then is how the
stereoselectivity actually is induced. The confinement of a reaction space itself is governed by
a complex pattern of interactions that lead to a favorable conformation of the catalyst and the
substrate, which subsequently determines the stereoselectivity of the transformation. Of course,
these interactions can be of very different nature, either attractive or repulsive, covalent or
noncovalent, etc. Especially in the past, steric repulsion was considered to be the most important
interaction determining the stereoselectivity. Steric repulsion is based on the short-range
repulsion of atoms, leading to stronger repulsion for increased bulkiness of two interacting
groups. Stereoinduction based on steric repulsion works by blocking undesired pathways so
that the reaction path leading to the major enantiomeric product is the one that minimizes steric
repulsion. As has been discussed in section 3.3 and by Wagner and Schreiner 31, more confined
catalysts should show reduced reactivity if the confined reaction space were actually entirely
defined by steric repulsion. However, since reactivity often increases simultaneously with
confinement, also attractive noncovalent interactions were considered important for the
description of stereoselective transformations. Especially LD was shown to be an important
interaction component in many reactions, as it is always present and increases with the size and
polarizability of the interacting groups. Steric repulsion and London dispersion both increase
with the size of the interacting groups while having opposite signs, so it is expected that the
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interplay between these two components will play a major role for many transformations, as
was shown by Yepes et al. for IDPi-catalyzed Diels-Alder reactions 234, The aim of this project
was to propose a model for the interaction patters governing the stereoselectivity of IDPi-
catalyzed hydroalkoxylation reactions. Of course, the proposed model shall be of general
importance. However, it should be kept in mind that for different reactions different interactions
might determine stereoselectivity. This is because the reaction mechanism might be very
different for different transformations. For example, for reactions that go through an ACDC-
like mechanism, electrostatics is supposed to be important. The same is true for reactions that
go through charged reaction intermediates. For reactions with charged species, also interactions

with the solvent may become important.

The stereoselective intramolecular hydroalkoxylation reaction of small and unactivated olefins
catalyzed by IDPi catalysts was used as case study. This reaction was published by the List

group in 2018 223, The overall reaction and experimental conditions are given in Figure 4.1.

HiC o

Ph S,5)-3b
o~ OH 25
CyH, 60 °C
1 84 % (8)-2
er.98.5:1.5

(S,S5)-3b

Figure 4.1 Reaction and experimental conditions for the selected case study reaction. This

figure was taken from ref. 248.

As can be seen from Figure 4.1, the intramolecular hydroalkoxylation reaction of the substrate
1 leads to chiral tetrahydrofuran derivates in good yields and excellent stereoselectivities, even
for increased temperature (60 °C). The reaction is catalyzed by the catalyst (S,S)-3b that features
bulky tert-butylphenyl ligands. For the outlined reaction, an in-depth analysis of the key
interactions determining the stereoselectivity is still missing. In the original publication by List

and coworkers 22

, preliminary DFT calculations were performed, however, some important
aspects such as quantification of NCls or taking into account the conformational freedom of the

species were not included. Therefore, the aim of the present work was to address these issues.
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4.2 Computational protocol

If not stated otherwise, the DFT and DLPNO-CC calculations reported in this chapter were
performed using ORCA 4.2.1. The computational protocol used in this work is based on the
protocol published in 2020 by Yepes et al. 234, It is illustrated in Figure 4.2.

‘Initial guess structures |

xTB constrained
conformer sampling

+ DFT single point energies
Constrained
DFT optimizations ‘

- Unconstrained
DFT optimizations
DLPNO-CCSD(T)

Single point energies
- Final free energies

| Local energy decomposition analysis |

Figure 4.2 Computational protocol used for the intramolecular hydroalkoxylation reaction.

This figure was taken from ref. 248.

Like the protocol by Yepes et al., the protocol presented in Figure 4.2 works like a filter for the
candidate structures, that is, the number of remaining candidate structures becomes smaller for
each subsequent step. The aim of the protocol is to find the lowest-in energy transition states
(TSs) leading to the respective enantiomers. In the first step, some initial guess structures for
the TSs have to be defined. This might be done by some preliminary DFT optimizations. For
this project, the DFT optimized transition states proposed by List and coworkers 223 were used
as initial starting structures. The second step (red phase in Figure 4.2) is the constrained
conformer sampling at the GFN-XTB level of theory using the CREST program developed by
Grimme and coworkers. Geometrical constraints were used in order to keep the transition state
mode of the structure intact. For this, the bond distances of the breaking N-H bond and the
forming C-H and C-O bonds were restrained. It is noted here that exact constraining (i.e.,
freezing) would make the metadynamics simulations unstable, which is why exact constraining
is not used in CREST. For each transition state (major and minor pathway), multiple CREST
runs were performed with different methods (GFN1-xTB or GFN2-xTB) and settings of the

metadynamics runs (such as simulation times and force constants for the constraints). From
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these runs, 6485 transition state conformers were obtained. Clearly, it is very demanding to
optimize all structures of the conformer ensemble as it was done in the work of Yepes et al. %,
This is why the whole ensemble was sorted by DFT single point energies. For this, the PBE %
functional was used together with Ahlrichs double-zeta def2-SVP basis set. The D3 dispersion
correction of Grimme was used together with Becke-Johnson damping. The resolution of
identity in the Split-RJ variant was used together with the corresponding Coulomb-fitting basis
set. This computational setup is denoted as PBE-D3/def2-SVP. The next step of the protocol
(blue phase in Figure 4.2) consists of constrained geometry optimizations of the low-energy
structures. For this, a cutoff for the relative energy of 4 kcal mol™* was chosen. In addition, also
selected higher-energy structures with significantly different geometrical features were
included in the set of conformers as well. This was done in order to make the protocol more
robust. In total, 655 TS conformers were optimized at the PBE-D3/def2-SVP level of theory.
The N-H bond distance was the only used constraint during the optimizations. The next step of
the protocol was to optimize the low-energy conformers with significantly different geometrical
features without any constraints, leading to fully relaxed transition state structures. For the
unconstrained TS optimizations, the larger def2-TZVP(-f) basis set was used. Thermochemical
corrections were obtained at the same level of theory (PBE-D3/def2-TZVP(-f)) using Grimme’s
quasi-rigid-rotor harmonic oscillator (RRHO) approximation 2*°. All transition states were
proven to be first-order saddle points on the potential energy surface by the presence of a single

negative frequency.

In the last step, final single point energy calculations were performed at the DLPNO-
CCSD(T) ">™ level of theory. The def2-TZVP basis set was used together with the
corresponding correlation-fitting auxiliary basis set def2-TZVP/C. NormalPNO settings were
used together with a tightened TCutPairs value of 10° Hartree. As mentioned earlier, the
DLPNO construction is tightly linked to the resolution of identity. In addition, very tight SCF
settings (VeryTightSCF in ORCA notion) and tight Grids (GRIDX7) were used. The RIJCOSX
approximation to the exchange integrals was used to speed up the calculations 1°2%°, From the
DLPNO-CCSD(T) calculations, also dispersion interaction density %52 (DID) plots were
generated that help to visualize the dispersive interactions between each pair of fragments.
Solvation effects were captured using the solvation model based on density 2 (SMD) at the
B3LYP 12113 |evel together with the D3(BJ) correction and the def2-TZVP basis set and
cyclohexane (CyH) as solvent. The SMD model includes, in addition to electrostatic
interactions between solute and solvent, dispersive effects as well. The final Gibbs free energy

G is eventually calculated via eq. (4.1).
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G = Ef)lzPNO—CCSD(T) + Gty + GHSE™. (4.1)

EDY pno-cesper) 1S the DLPNO-CCSD(T) single point energy, G'i7yp is the implicit

solvation correction, G%s7m is the thermochemical correction computed at 333 K
(experimental temperature). The reaction barriers were decomposed with the help of LED using
eq. (4.2). The system was divided into two fragments, namely the catalyst molecule and the
substrate.

+ AE* (4.2)

non—disp’

+ E}

disp

AGY= AGE, + AFE}

corr geo—prep

AGH

corr

contains the correction terms from thermochemistry (i.e., zero-point vibrational energy,

entropic and enthalpic effects) and solvation, AEg IS the geometric preparation, Eflisp IS

eo—prep

the dispersive interaction energy between the two fragments and AEfm sp describes all other

—di
interaction terms, such as charge-transfer, polarization or steric effects. Note that the electronic
preparation energy (see eq. (2.33)) was absorbed in the non-dispersive interaction.

4.3 Results and discussion

4.3.1 Results from the conformer sampling

In the first step of the protocol, constrained conformer sampling of the transition states leading
to the major and minor enantiomeric products was carried out together with constrained DFT
optimizations using the ORCA program package. As detailed in section 4.2, 655 constrained
DFT optimizations were carried out at the PBE-D3/def2-SVP level of theory. From these, 459
conformers describe transition states leading directly to the stereoisomers of 2. The other
conformers describe for example transition states following alternative reaction mechanisms.

The relative energies of the 459 surviving conformers are shown in Figure 4.3.
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Figure 4.3 Relative energies of TS conformers leading to the major (black) or minor (red)
enantiomeric product. Constrained geometries were obtained at the PBE-D3/def2-SVP level of
theory. Only conformers following the concerted mechanism A (see section 4.3.2) are included.
In addition, the relative energies of the initial guess structures, which are the transition states

discussed in ref. 223, are shown in green. This figure was taken from ref. 248.

As can be seen from Figure 4.3, the conformers of the major TS are lower in energy than the
corresponding minor TSs. Interestingly, for both pathways, the conformer sampling procedure
identifies more than 100 conformers that are lower in energy than the corresponding initial
guess structures, which are the TSs proposed in ref. 223. The initial guess TSs were re-
optimized at the PBE-D3/def2-SVP level. Therefore, constrained DFT geometries were
compared to fully relaxed transition states. However, the energy increase when a constrained
optimized conformer is fully relaxed to a first-order saddle point is usually very small, so that
the comparison still is reasonable. The results from Figure 4.3 emphasize the importance of the
conformer sampling, since the most stable major conformer is around 7 kcal mol™ lower in
energy than the initial guess structure. For large and flexible systems, exploring the
conformational space might therefore be important to get even qualitative agreement with

experiment.
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4.3.2 Reaction mechanism

Before considering the stereo-controlling key interactions, the most probable reaction
mechanism will be elucidated. In total, three reaction mechanisms are considered in this
chapter: two concerted mechanisms “A” and “B” and step-wise mechanism “C”. For both
concerted mechanisms, initial guess structures for the conformer sampling were obtained from
the publication by List and coworkers 22, The three reaction mechanisms together with the free
energy profiles are shown in Figure 4.4. Concerted mechanism “A” describes a mechanism in
which the catalyst 3b transfers its proton to the terminal carbon atom of the double bond of 1.
At the same time, the hydroxy group of 1 attacks the second carbon atom of the double bond
and the oxacycle A-P is formed in a single step via transition state A-TS1. The concerted
mechanism “B” describes a strong hydrogen bond assisted mechanism, which features an
intramolecular proton transfer within 1. In addition, a step-wise mechanism “C” was considered
in this work. For this, the conformer sampling of the TSs was carried out without the
geometrical constraint for the C-O bond. This leads to an unfolding of the substrate’s carbon
chain and thus allows for stabilization of the ion pair intermediate C-I. This ion pair cannot be
stabilized if the substrate is folded as shown in Lewis-structure A-E because in this case C-O
bond formation will always take place. The second step of mechanism “C” then describes the
folding process of the substrate, which has to fold itself into the correct conformation in order
to allow for C-O bond formation. As can be seen from the computed profiles in Figure 4.4, the
three educt states A-E, B-E and C-E are very close in energy. Comparing the transition states
of the concerted mechanisms A-TS1 and B-TS1, it becomes evident that concerted mechanism
“B” is highly disfavored by energy. The barrier for the hydrogen transfer of the step-wise
mechanism is much smaller than the barrier of mechanism “B”, it is, however, still significantly
larger than the barrier of concerted mechanism “A”. It can be seen that the ion pair intermediate
C-1 is only slightly lower in energy than C-TS1, indicating that the back reaction of the proton
transfer is very fast. The second transition state C-TS2 is very high in energy, which disfavors
the step-wise mechanism as well, making concerted mechanism “A” the most probable one to
occur. In the original work by List and coworkers also the non-terminal isomers of 1 were
considered, however, product formation did not occur under experimental conditions 2. If
indeed a step-wise mechanism had occurred, 1 as well as the non-terminal isomers of 1 should
form the exact same intermediate C-l1 and should therefore yield comparable yields and

stereoselectivities.
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Figure 4.4 Reaction mechanisms and relative Gibbs free energies for all occurring species
obtained from the outlined computational protocol. For identification of the species 3b, see
Figure 4.1. Only the pathways leading to the major enantiomeric products are shown. This

figure was taken from ref. 248.

In Figure 4.5, the most stable transition states following concerted mechanism “A” leading to
the major enantiomeric product (TS1-1) and minor enantiomeric product (TS1-1°, TS1-2’) are
illustrated. It was found that for the major pathway all low-energy conformers essentially show
the same geometric features (the relative conformation of the catalyst and substrate). This is
why it is sufficient to show only the most stable conformer here (TS1-1). Other low-energy

major TSs essentially look like TS1-1 and are therefore expected to show analogous intra- and
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intermolecular interactions. For the minor pathway, the situation is different, since multiple
different low-energy TSs arose that show significant different structural features. The lowest-
in energy conformers are TS1-1 and TS1-2°, which are almost degenerate. Since their
geometries differ significantly, all further analyzes in this chapter were carried out for both

transition states. On the left side of Figure 4.5, the 3D structures are shown.

AG = 20.0 kcal mol™!

AG = 28.1 kcal mol™

(Miinor) '
AG = 28.4 kcal mol!

Figure 4.5 Most stable transition state structures leading to the major and minor enantiomeric
product, respectively. The reaction barriers AG* are given in kcal mol. On the right, the
dispersion interaction density plots for the interaction between the catalyst and the substrate are
shown. For the isosurface, a density value of 0.01 kcal mol™ bohr® was used. This figure was
taken from ref. 248.

For the representation of the catalyst, a green-colored space-filling model was chosen in order

to emphasize the conformation of the substrate within the catalyst pocket. For TS-1, it can be
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seen that the substrate has a stable chair-like conformation. The C-O bond distance is 2.85 A
and is therefore very large compared to the covalent C-O bond distance. This indicates that the
reaction happens concerted but asynchronous. The N-H bond distance as well as the C-H bond
distance is 1.36 A, showing that the proton that is transferred from the catalyst to the substrate
is almost centered between the nitrogen and carbon site in the TS. On the other hand, the C-O
bond formation is in its initial state. This is consistent with the experimental Hammett analysis
indicating a partial positive charge is built at the corresponding carbon atom in the transition
state 223, The two most stable minor transition states TS1-1° and TS1-2’ shown in Figure 4.5b,c
belong to the same asynchronous mechanism as reflected by large C-O bond distances. The
substrate, however, in both cases is rotated by around 90 ° with respect to TS1-1. This rotation
of the substrate has been made possible by a bending of one of the aryl ligands towards the front
(in direction of the reader in Figure 4.5). The main difference between TS1-1> and TS1-2’ is
the orientation of the aminyl-Ph-(CFz)2 group. On the right side of Figure 4.5, the dispersion
interaction density plots are shown, which help to visualize the dispersive interaction between
the catalyst and the substrate at the DLPNO-CCSD(T) level of theory. As can be seen, the

substrate mostly interacts with the bulky t-Bu groups as well as the triflyl groups of the catalyst.

For the transition states TS1-1 and TS1-2’, benchmark tests of the TS structure with respect to
the basis set and density functional were carried out. The results are shown in Table 4.1 and
Table 4.2. As can be seen, the N-H and C-H bond distances are fairly independent of the chosen
basis set or density functional and vary typically by less than 0.01 A. The C-O bond distance is
much larger and larger deviations are therefore expected and are observed. The data show that
PBE-D3 and B3LYP-D3 almost yield identical C-O bond distances at the def2-TZVP(-f) level
of theory and larger deviations only occur for the smaller def2-SVP basis set. This is true for
both transition states TS1-1 and TS1-2°. The deviation of the O---H hydrogen bond length
between the substrate’s hydroxy group and the catalyst’s triflyl group is large with respect to
basis set and density functional for both TSs. As quantifier for the overall difference of
structures, the root-mean-square deviation of atomic positions (RMSD) was calculated, taking
the PBE-D3/def2-TZVP(-f) optimized structures as reference. For computing the RMSD
values, the thesis author wrote a command-line program that takes two .xyz files as input
coordinates and calculates the RMSD value using either the Kabsch algorithm 2°* or optionally

the quaternion-based algorithm proposed by Coutsias et al. 2,
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Table 4.1 Important bond distances of TS1-1 optimized at different levels of theory. H---O
denotes the hydrogen bond between the substrate’s hydroxy group and the triflyl group of the
catalyst. All bond distances are in A. This table was adapted from ref. 248.

TS1-1 PBE-D3/ PBE-D3/ B3LYP-D3/
def2-SVP | def2-TZVP(-f) | def2-TZVP(-f)
N-H 1.337 1.358 1.363
C-H 1.370 1.360 1.364
c-0 2.686 2.855 2.886
H-O0 1.792 1.891 1.900
RMSD 0.121 0.000 0.101

Table 4.2 Important bond distances of TS1-2’ optimized at different levels of theory. H---O
denotes the hydrogen bond between the substrate’s hydroxy group and the triflyl group of the
catalyst. All bond distances are in A. This table was adapted from ref. 248.

TS1-2° PBE-D3/ PBE-D3/ B3LYP-D3/
def2-SVP | def2-TZVP(-f) | def2-TZVP(-f)
N-H 1.367 1.370 1.368
C-H 1.330 1.329 1.337
C-O 2.787 2.868 2.858
H---0 1.800 1.924 2.004
RMSD 0.456 0.000 0.254

From the RMSD values given in Table 4.1 and Table 4.2, it is seen that overall, the basis set
has bigger influence on the geometry than the density functional. This is especially evident for
TS1-2°. The usage of B3LYP-D3 increases the computational effort significantly without
giving very different geometries, which seems to justify the usage of the PBE density functional
together with the def2-TZVP(-f) basis set. All constrained DFT optimizations as well as fully
relaxed TS optimizations were carried out in vacuo. For TS1-1, the TS optimization was
repeated using C-PCM together with cyclohexane as solvent. Critical bond distances are given
in Table 4.3.
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Table 4.3 Important bond distances of TS1-1 optimized at the PBE-D3/def2-TZVP(-f) level of
theory in vacuo and with the C-PCM model. H---O denotes the hydrogen bond between the
substrate’s hydroxy group and the triflyl group of the catalyst. All bond distances are in A. This
table was adapted from ref. 248.

TS1-1 In vacuo C-PCM(Cyclohexane)
N-H 1.358 1.367
C-H 1.360 1.354
C-O 2.855 2.929

H---O 1.891 1.887

RMSD 0.000 0.076

Using an implicit solvation model for the TS optimization has a fairly small impact on the
geometry, as can be seen from the RSMD value of 0.076 A. Noticeably, the influence of implicit
solvation is much less important than, for example, the influence of basis set and density
functional. Performing geometry optimizations in vacuo and using implicit solvation to
compute the free solvation energy contribution to the total free energy of the system seams
therefore reasonable.

From Figure 4.4, it can be seen that the difference in reaction barriers AAG* between the
minor and major pathways amounts to 8.1 kcal mol™ (TS-1°) and 8.4 kcal mol™ (TS1-2?). Since
the educt state is identical for both pathways, AAG* equals the free energy difference between
the corresponding transition states. The experimental e.r. is 98.5:1.5 at 60 °C which translates
to an energy difference of 2.8 kcal mol™. Thus, the computed energy differences are much
larger than the experimental ones. In order to investigate this issue, in the first step, the
electronic energy difference for five low-energy minor transition states (TS1-1° — TS1-5°)
relative to TS1-1isgiven in Table 4.4. It is noted that TS1-3” — TS1-5” are not further discussed
in this chapter, but are used here to increase the benchmark set. From Table 4.4, it can be seen
that Hartree-Fock produces very large relative electronic energies and is therefore entirely
inadequate for the description of stereoselectivity. Incorporation of electron correlation via
DLPNO-CCSD reduces the relative energies significantly. However, especially for TS1-1° and

TS1-2°, inclusion of perturbative triples excitations has major impact on the relative energies.
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Table 4.4 Relative electronic energies at various levels of theory for six transition states leading
to the major (TS1-1) or minor (TS1-1° — TS1-5%) enantiomeric product, respectively. All
transition state structures were optimized at the PBE-D3/def2-TZVP(-f) level of theory. TS1-
4’ is the re-optimized initial guess transition state. All energies are in kcal mol™. This table was
adapted from ref. 248.

Hartree- DLPNO- DLPNO- PBE-D3/ B3LYP-D3/

Fock/ CCSD/ CCSD(T)/ def2-TZVP(-f) | def2-TZVP

def2-TZVP | def2-TZVP | def2-TZVP
TS1-1 0.0 0.0 0.0 0.0 0.0
TS1-1¢ 17.7 8.4 6.9 4.6 3.6
TS1-2¢ 17.7 10.1 8.7 5.8 4.4
TS1-3¢ 135 9.0 8.0 4.9 4.6
TS1-4¢ 13.3 10.7 10.1 8.3 8.9
TS1-5¢ 10.0 8.9 8.5 6.9 7.1

Noticeably, the PBE-D3 and B3LYP-D3 density functionals show much smaller relative
energies than DLPNO-CCSD(T). This is especially true for B3LYP-D3 that yields a relative

electronic energy of TS1-1° of 3.6 kcal mol™.

The next step was to investigate the influence of basis set and PNO space size on the relative
DLPNO-CCSD(T) electronic energy. Most of the calculations in this chapter were carried out
before ORCA 5.0 8 was released and therefore were performed using ORCA 4.2.1. However,
the benchmark calculations presented in the following tables were carried out using ORCA 5.0.
Basis set extrapolations of the SCF and correlation energies were carried out using egs. (4.3)

and (4.4) &, the results are shown in Table 4.5.

ESX) = B+ A eap(—avX). (4.3)
Br(X) v apY)
E<00) — X Ecorr Y Ecorr (44)
corr X’B . YB

Inegs. (4.3) and (4.4), Xand Y determine the cardinal number of the basis set, in this case X=2
and Y=3. The parameters « and g are fitted for each family of basis sets and each pair of

cardinal numbers and were taken from ref. 80.
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Table 4.5 Difference in electronic energies at the DLPNO-CCSD(T) level between the major
(TS1-1) and minor (TS1-1°, TS1-2’) transition states. The (2/3)-extrapolation was carried out
using the def2-SVP and def2-TZVP basis sets. All energies are in kcal mol™. This table was
taken from ref. 248.

TS1-1°-TS1-1 TS1-2°- TS1-1
ORCA 4.2.1 def2-TZVP 6.880 8.743
ORCA 5.0.3 def2-TZVP 7.086 8.433
ORCA 5.0.3 (2/3)-extrapolated 6.228 8.299

(%) “and

Eq. (4.3) contains two unknown variables, so two extrapolation points are needed. £ .

Egjﬂl are the extrapolated SCF and correlation energies, respectively. Table 4.5 shows that
ORCA 5.0.3 and ORCA 4.2.1 provide comparable relative electronic energies. The differences
might be tracked down to different grid setups that were introduced with ORCA 5.0. Basis set
extrapolation reduces the difference in electronic energies by around 0.8 kcal mol™ for TS1-1°

and 0.1 kcal mol™* for TS1-2.

In addition, CPS(6/7) extrapolation following eg. (2.29) was carried out to determine the
influence of the 7CutPNO threshold on the difference in electronic energies. From Table 4.6,
it becomes evident that PNO extrapolation only has marginal influence on the relative electronic
energies and certainly only plays a very minor role in the comparison of computed and

experimental stereoselectivities.

Table 4.6 Difference in correlation energies at the DLPNO-CCSD(T)/def2-SVP level of theory.
The calculations were carried out using ORCA 5.0. All energies are in kcal mol™. This table

was taken from ref. 248.

TS1-1°-TS1-1 TS1-2°- TS1-1
TcutPNO=1e-6 -8.016 -7.120
TCutPNO=1e-7 -71.997 -7.263
PNO(6/7)-extrapolation -7.987 -7.335

Another benchmark test was carried out for the thermochemical correction contribution that is
obtained from the harmonic vibrational frequencies. These thermochemical corrections were

originally obtained at the PBE-D3/def2-TZVP(-f) level of theory. For the benchmark, they were
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recomputed using the r’'SCAN-3c 12> composite method by Grimme as implemented in ORCA
5.0.3.

Table 4.7 Difference in thermochemical corrections between most stable major (TS1-1) and
different minor transition states (TS1-1° — TS1-5°) at the PBE-D3/def2-TZVP(-f) and r’SCAN-
3c levels of theory, respectively. All energies are given in kcal mol™. This table was taken from
ref. 248.

PBE-D3/def2-TZVP(-f) | r’SCAN-3c
TS1-1° - TS1-1 1.26 1.32
TS1-2’ - TS1-1 -0.03 0.04
TS1-3’ - TS1-1 1.02 0.34
TS1-4’ - TS1-1 -0.04 -0.38
TS1-5 - TS1-1 0.30 0.63

For the benchmark of the thermochemical corrections, again the larger benchmark set with five
different minor transition states was used. It can be seen that for the most stable minor
conformer TS1-1° the difference in thermochemical correction is the largest. If PBE-D3 and
r’SCAN-3c are compared, it can be seen that the largest deviation between these two methods
occurs for TS1-3” (0.68 kcal mol™). In total, the influence of the density functional on the
thermochemical correction is therefore relatively small. Taken together, it was shown that
tightening the DLPNO thresholds and increasing the basis set shifts the computed enantiomeric
ratios closer to the experimental ones. However, due to the challenging system size, combining
quadruple-zeta basis sets and 7ightPNO settings is computationally very demanding and
therefore was not carried out. In addition, also other details of the computational settings such
as integration grid sizes or the details of the used solvation model may influence the computed

stereoselectivity.

4.3.3 Stereo-controlling key factors

In this section, the stereo-controlling interactions are determined and discussed. For this, the
catalyst geometry in its equilibrium state and in the transition states is discussed. The catalyst’s
TS and equilibrium structures are shown in Figure 4.6 together with the corresponding steric
maps. The aim of topographic steric maps is to provide a two-dimensional representation of the
catalyst pocket 2°%257, The steric maps were created with the SambVca 2.1 web tool 2%,
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Figure 4.6 Steric maps and 3D structures of a) the catalyst in its equilibrium geometry, b) the
catalyst in its major transition state geometry (TS1-1), c) the catalyst in the most stable minor
transition state geometry (TS1-1°), d) the catalyst in the second most stable minor transition
state geometry (TS1-2°). All steric maps are given in A. This figure was taken from ref. 248,

The basic idea behind the steric maps is relatively simple. A sphere with a user-defined radius
is placed at a user-defined central atom. In this case, the catalyst’s nitrogen site that transfers
the proton to the substrate was chosen as central atom. The sphere radius was set to 7 A. The
sphere is then divided into small voxels with a radius of 0.1 A. In the last step, it is iterated over
all voxels in the sphere. If an atom of the catalyst is within some covalent radius of the
corresponding voxel, the voxel counts as “occupied”, otherwise it counts as “free”. The number
of “free” voxels relative to the total number of voxels in the sphere yields the percentage of free
volume %Viee Within the sphere, which is used as a descriptor of the free volume within the
catalyst pocket. The topography of the surrounding ligands is captured by measuring at which
distance the closest atom lies. The steric maps shown in Figure 4.6 are oriented in the same
way as the corresponding 3D structures. Figure 4.6a shows the 3D structure of the catalyst in
its equilibrium geometry. The active site (that is the catalytically active amine group) is shielded
by the catalyst’s aryl ligands. Thus, the catalyst’s conformation can be described as “closed”.
For interaction of the N-H group with the arriving substrate, the catalyst has therefore to open
up and the catalyst pocket into which the substrate can migrate has to be formed. This can be
seen from the catalyst’s geometry in TS1-1 (Figure 4.6b), in which the N-H group is not

shielded anymore. The free volume %Vsee consequently is increased with respect to the
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equilibrium geometry (31.1 % in Figure 4.6a vs. 33.7 % in Figure 4.6b). Interestingly, for the
transition states leading to the minor enantiomeric product (TS1-1° and TS1-2°), %Vire
increases significantly with respect to TS1-1 (39.6 % for TS1-1°, 38.9 % for TS1-2°). This
indicates that in the minor pathway the catalyst has to distort much stronger in order to allow
for optimal interaction between the catalyst and the substrate. It seems to be the case that for
the major pathway, a more or less optimal fit of the substrate in the catalyst pocket occurs. This
is the reason why all low-energy major TS conformers feature very similar structural features.
For the minor pathway, the catalyst has to distort to a larger extend, the confinement of the
catalytic system is therefore decreased. This leads to a situation where different minor pathways
emerge that all suffer from decreased confinement and therefore show almost degeneracy, but
feature significantly different structural features. Due to the significant structural changes
within the catalyst in the transition states with respect to the respective equilibrium geometries,
it is expected that there is a large distortion energy which, at least partly, might be compensated
by attractive noncovalent interactions. For exploring the interaction patters, the reaction barriers
are decomposed using the DLPNO-CCSD(T) energies following eq. (4.2). The results are

shown in Table 4.8.

Table 4.8 Decomposition of the reaction barriers AG* at the DLPNO-CCSD(T) level of theory
into different contributions for the major (TS1-1) and minor (TS1-1°, TS1-2’) reaction
pathways. For definition of the symbols, see eq. (4.2) and the affiliated text. All energies are in
kcal mol™. a: contribution associated with the distortion of the catalyst. b: contribution
associated with the distortion of the substrate. c: experimental difference is 2.8 kcal mol™ 223,
This table has been taken from ref. 248.

TS1-1 TS1-1° TS1-2° | TS1-1’-TS1-1 | TS1-2>-TS1-1
AGH 20.0 28.1 28.4 8.1° 8.4°
AGE, 20.0 21.2 19.6 1.2 -0.4
AE: ., e 50.5 56.6 63.6 6.1 13.1
(41.32+9.2°) | (43.2%+13.4°) | 50.0%+13.6°) | (1.9%+4.2%) (8.7%+4.4°)
i -38.2 -43.2 -45.4 -5.0 7.2
NG -12.2 6.5 9.5 5.7 2.8

For TS1-1, it is found that the total barrier AG* equals the correction contribution from

thermochemistry and solvation AG?, . This indicates that the distortion energy and the
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interaction energy between the catalyst and the substrate exactly have to balance each other.
The geometric preparation of TS1-1 amounts for 50.5 kcal mol?, of which the larger part (41.3
kcal mol™) is contributed by the catalyst. However, there is still a significant contribution to
AE!,, .., from the substrate. In summary, both the catalyst and the substrate have to change
their conformation in order to allow for optimal interaction. The reaction is therefore best
described by an induced-fit model that takes into account a certain flexibility of the catalyst to
change its conformation accordingly. The total interaction between the catalyst and the

substrate exactly cancels AEﬁeo,pmp. Interestingly, the larger part of the interaction stems from

Ejl.sp (-38.2 kcal mol™), while non-dispersive contributions only amount for -12.2 kcal mol™.
Therefore, it can be concluded that LD is the major stabilization interaction in the TS that
counteracts the large geometric preparation and accordingly is responsible for the reaction to
be observable in the first place. As can be seen from the corresponding dispersion interaction
density plots (Figure 4.5), the strongest dispersive interactions are between the substrate and

the bulky t-Bu and triflyl groups of the catalyst.

For the transition states leading to the minor enantiomeric product (TS1-1°, TS1-2°), it is seen
that the AG#

corr

correction term is only slightly different compared to TS1-1. Interestingly, the

difference in geometric preparation AAEgeo_pmp is very high for both minor transition states
(6.1 kcal mol? for TS1-1°, 13.1 kcal mol™? for TS1-2°). This means that the difference in
geometric preparation is the only significant contribution to the stereoselectivity. AAEﬁeofpmp
contains significant contributions from both the catalyst and the substrate. The substrate
contribution can mostly be attributed to the partial sp® character of the terminal carbon atom.
The distortion process of the catalyst is more involved and is discussed in the next section. It is
noted here that the increase in geometric preparation for the minor transition states is partly
compensated by increased intermolecular interaction. Interestingly, for both minor transition
states, the LD interactions become stronger compared to TS1-1. However, the nondispersive
interactions become weaker (less negative). For TS1-1°, the increase in LD and decrease in
nondispersive interactions cancel each other so that the overall interaction is approximately as
strong as in TS1-1. For TS1-2’, the total interaction is larger (more negative) compared to TS1-

1, which partly cancels the (even further) increased geometric preparation.

4.3.4 Catalyst distortion process
In the previous section, the geometric preparation was identified as the most important

contribution to the computed stereoselectivity. In this section, the distortion process of the
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catalyst is therefore studied in more detail. In its equilibrium state, the catalyst has a closed
conformation and it has to open up and has to form a catalyst pocket in order to allow for
optimal interaction with the substrate. In order to compute the influence of the individual
ligands and substituents of the catalyst on the difference in geometric preparation AAEgeo,pmp

between major and minor transition states, a deconstruction analysis was performed.

a) TS1-1"-TS11 )
_ 8.0
‘*-5 6.0 Ry R4
E 4o
e i o] o)
56. 2.0 P | \P 4N\P/
R - X T 11 o\ /o
-2.0 NH N
€ 40l 0,8 $0,
o2 ,‘-’h | , R; Pr:
% -6.01 R, R,
-8.04
3b 3b_1 3b 2 3b 3 3b 4 3b 5
b) TS1-2" - TS1-1
_ 8.0 3b:Ry=Ph-tBu  3b_1:R;=Ph 3b_2:Ry=H
o R3 = Ph(CF3), R; = Ph(CF3), Rz = Ph(CF3),
g ig 1\\ R3 = Ph(CF3)2 R3 = Ph(CF3)2 R3 = Ph(CF3)2
© VI R4 = {Bu R4 = Bu R4 = {Bu
5‘1 2.0 3b_3:R;=H 3b_4:Ry=H 3b_5:R;=H
8.00_ ______________________________ R2=H R2=H R2=H
31 st R3 = Ph(CF3), R;=H Rz=H
o V] . R4 =1Bu R4 =Bu Rs=H
2 4.0 ey
+'-t| 6.0
g ]
<804
3b 3b_1 3b 2 3b 3 3b 4 3b 5
Figure 4.7 Deconstruction analysis of the catalyst. a) AAE?  between TS1-1> and TS1-
1 for different subsystems. b) AAE! between TS1-2> and TS1-1 for different

subsystems. c) definition of the subsystems. The calculations were performed at the B3LYP-
D3/def2-TZV/P level of theory. For details, see text. This figure was taken from ref. 248.

In Figure 4.7c, a series of subsystems is defined. The system 3b denotes the original catalyst.
In each subsequent subsystem, substitution of one ligand by a hydrogen atom is carried out.
After the substitution, the position of the newly added hydrogen atom was relaxed, while all
other atoms of the system were kept frozen. In total, five different ligands were subsequently
replaced by hydrogen atoms leading to the subsystems 3b_1 to 3b_5. In 3b_5, all aryl ligands
as well as the ligands at the amine and imine groups are replaced by hydrogen atoms. This
procedure was carried out for the catalyst in its equilibrium geometry as well as for the catalyst’s

structures in TS1-1 (major pathway) and TS1-1° and TS1-2 (minor pathway). The calculations
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were carried out at the B3LYP-D3/def2-TZVP level of theory. For each level of substitutions,

the difference in geometric preparation AAE? _ between the corresponding subsystems

of the major and minor pathway was computed to study the influence of the various ligands on

the stereoselectivity. AEﬁeo,pmp for each subsystem (with respect to the equilibrium structure)
and AAE},, .., were computed with and without D3 correction to study the influence of LD

on the distortion process. It is important to note that the energy needed for the N-H bond
elongation (remember that the transition states describe the proton transfer from the catalyst to
the substrate) was excluded from the analysis. For this, for each transition state structure, one
initial calculation was performed in which only the position of the N-H proton was optimized.
The energy difference between the TS energy and that structure’s energy defines the bond
elongation energy. For each transition state (TS1-1, TS1-1°, TS1-2’), the corresponding values
were obtained with and without D3 correction and the values were subtracted from the total
geometric preparation in order to obtain the distortion energy of the catalyst backbone solely.
In Table 4.9, the comparison between TS1-1° and TS1-1 is shown.

Table 4.9 Geometric preparation energy for the subsystems defined in Figure 4.7 for TS1-1
and TS1-1° at the B3LYP-D3/def2-TZVP level of theory. The numbers given in the table are
corrected by the required energy for the N-H bond elongation to obtain the geometric
preparation energy of the catalyst backbone. For details of the calculations, see text. All
energies are in kcal mol™. This table was taken from ref. 248.

AEL,, ., (with D3BJ) AEL, ., (without D3BJ)
TS1-1 | TS1-1¢ | TS1-1°—TS1-1| TS1-1 | TSL-1¢ | TS1-1¢—TSI-1

3b | 125 | 145 2.0 4.4 9.4 5.0
3b1 | 133 | 142 0.9 4.7 11.0 6.3
3b2 | 136 | 104 32 4.8 9.0 42
3b3 | 117 9.0 2.7 3.4 7.0 3.6
3b4 | 87 5.9 238 2.8 5.7 2.9
35 | 7.2 36 36 2.3 5.2 2.9

It can be seen in Table 4.9 that the geometric preparation energies of all subsystems of TS1-1
and TS1-1’ are much larger with D3 correction than without D3 correction. As detailed above,
the catalyst in its equilibrium state is described by a closed conformation, so strong noncovalent

interactions between the ligands are expected. During the opening process of the catalyst, these
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NCls are disrupted, which increases consequently the geometric preparation energy. For
example, for TS1-1 and the original system 3b (i.e., no substitutions so far), 65 % of the
geometric preparation energy stems from LD, underpinning the importance of LD for the
distortion process. For TS1-1°, still 35 % of the geometric preparation energy in subsystem 3b

stems from LD. The differences in geometric preparation energy AAEgeo,mp between the

subsystems of TS1-1° and TS1-1 are discussed now. The values including the D3 correction
are also graphically shown in Figure 4.7a. Interestingly, for the original subsystem 3b,

AAE},, ., is smaller with D3 correction than without (2.0 kcal mol? with D3, 5.0

kcal molt without D3), indicating that for the original catalyst, stronger disruptions of the
nondispersive interactions happen in TS1-1°. For the subsystems, it can be seen that

AAEgeO_prep with D3 correction becomes smaller from step to step. Importantly, the

substitution from 3b_1 to 3b_2 is most relevant in this regard, since it changes AAE}., ..

by -4.1 kcal mol™ and even turns AAE* negative. Thus, starting from 3b_2, TS1-1’° has

geo—prep
a smaller geometric preparation energy than TS1-1. At the same time, AAEgeofp,,ep without

D3 corrections also reduces over the series of subsystems. The changes are, however, much

smaller and AAEgeo_prep stays positive over the whole range of subsystems. Note that over

the range of the first two substitutions (going from 3b to 3b_2), AAE? with D3

geo—prep

correction changes by -5.2 kcal mol?, while AAE?

seo_prep Without D3 correction only changes

by -0.8 kcal mol™t. This means that there must be strong dispersive interactions between the
ligands that are only present in the major transition state. If the interacting groups are then
substituted by hydrogen atoms, these interactions do not longer exist and the minor transition
state (which does not feature those interactions) becomes more stable on a relative scale. The
negative AAE} . . values starting from 3b_2 indicate that there are LD interactions present
at the core catalyst that actually do favor the minor transition state, and it are the interactions of
the “outer” ligands like the aryl ligands that feature strong LD interactions only in the major
TS. In conclusion, there is a single most important substitution (3b_1 to 3b_2) that changes
AAE},, .., significantly. The corresponding interactions that are only present in the major
transition states have therefore major impact on the stereoselectivity. Since it was shown that
mostly degenerate minor TSs arise that show significantly different structural features, the same

analysis was carried out for TS1-2’. The results are shown in Table 4.10.
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Table 4.10 Geometric preparation energy for the subsystems defined in Figure 4.7 for TS1-1
and TS1-2’ at the B3LYP-D3/def2-TZVP level of theory. The numbers given in the table are
corrected by the required energy for the N-H bond elongation to obtain the geometric
preparation energy of the catalyst backbone. For details of the calculations, see text. All

energies are in kcal mol™. This table was taken from ref. 248.

AE!,, .., (with D3BJ) AE!., .., (without D3BJ)
TS1-1 | TS1-2¢ | TS1-2¢-TS1-1 TS1-1 TS1-2¢ | TS1-2¢-TS1-1
3b 12,5 18.5 6.0 4.4 10.8 6.4
3b_1 13.3 17.9 4.6 4.7 13.2 8.5
3b_2 13.6 16.3 2.7 4.8 10.6 5.8
3b_3 11.7 9.1 -2.6 3.4 9.0 5.6
3b_4 8.7 5.9 -2.8 2.8 7.5 4.7
3b_5 7.2 3.1 -4.1 2.3 6.2 3.9
Astonishingly, an analogous situation like for TS1-1 arises for TS1-2°. AAE?! . between

the two transition states decreases over the range of all subsystems. If D3 correction is included,

the changes in AAEY,, ., are much more significant. Starting from the third substitution,

AAFE} becomes negative. For the substitution from 3b_2 to 3b_3, AAE} with

geo—prep co—prep
D3 changes by -5.3 kcal mol?, while AAEgeo_prep without D3 correction changes only by
-0.2 kcal mol. The corresponding group in TS1-1 therefore interacts almost entirely through
LD. Over the range of all substitutions, AAE!  __ with D3 corrections changes by -10.1
kcal mol™ and only by -2.5 kcal mol™ without D3 correction. Again, a single substitution can
be identified that is most important for the decrease of AAE},, ., in this case it is the

substitution from 3b_2 to 3b_3.

In summary, for each minor TS, one key interaction was determined that is only present in the
corresponding major TS (TS1-1) and that determines the additional distortion energy that needs
to be spent in the minor reaction pathways. For TS1-1°, it is the interaction of the phenyl ring
bound to the BINOL backbone. For TS1-2’, it is the interaction of the aminyl-Ph-(CFs)2 group.
For analyzing these interactions, NCI plots were obtained with the NCIPLOT program 25°-261 at
the B3LYP-D3/def2-TZVP level of theory. The plots are shown in Figure 4.8.
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Missing interaction in TS1-1" = Missing interaction in TS1-2'

Figure 4.8 Left: NCI plots for the interaction of the Ph group and the core catalyst backbone in
TS1-1 (a) and TS1-1’ (b). Right: NCI plots for the interaction of the Ph-(CFs3)2 group and the
catalyst backbone in TS1-1 (c) and TS1-2’ (d). The density isovalue for the NCI plots is 0.5
atomic units. This figure was taken from ref. 248.

As can be seen, the Ph ring in TS1-1 features noncovalent interactions with the core catalyst,
especially with the oxygen site. This interaction is, due to the increased distance of the Ph ring
to the core catalyst, much weaker in TS1-1°. In addition, TS1-1 features strong dispersive n-n
interactions of the aminyl-Ph-(CFz)2 group with the BINOL backbone. Due to the rotation of
the ligand, these interactions are basically absent in TS1-2’. As discussed before, removing
these substituents during the deconstruction analysis stabilizes the minor transition states on a
relative scale. It can be concluded that for the minor reaction pathways, additional distortion of
the catalyst has to take place in order to allow for optimal interaction with the substrate. These
distortions interrupt the intra-catalyst dispersive interactions and therefore increase the
geometric preparation energy. The increase of geometric preparation energy cannot be fully
compensated by additional intermolecular interactions, which explains the stereoselectivity of
the studied hydroalkoxylation reaction. Thus, the proposed model might help in rational catalyst
design. For example, by introducing bulky ligands that act as strong dispersion energy donors,
the intra-catalyst dispersive interactions might be increased, which could lead to increased

selectivity as well.
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For testing the model, the equilibrium structures of closely related IDPi catalysts for which
experimental  stereoselectivities for the intramolecular hydroalkoxylation of 4-
methylenedodecan-1-ol are known, were computed. The results are shown in Figure 4.9.
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Figure 4.9 Steric maps and NCI plots together with the experimental enantiomeric rations for
three different catalytic systems in their equilibrium geometries. a) catalyst 3b. b) catalyst 3a.
c) catalyst 3d. The isovalue for the density in the NCI plots is 0.5 atomic units. The experimental

enantiomeric ratios were taken from ref. 223. This figure was taken from ref. 248.
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The results in Figure 4.9 show that the selectivity of the catalyst increases with the catalyst’s
confinement as quantified by %Visree. In addition, it can be seen from the NCI plots that also the
noncovalent intra-catalyst interactions increase along. Thus, the proposed induced-fit model for
this reaction and the studied systems, in which catalyst distortion is governed by intra-catalyst
LD forces, is supported. In conclusion, it was found that the stereoselectivity of the
transformation is determined by the geometric preparation energy of the catalyst and the
substrate. The catalyst structure changes drastically upon interaction with the substrate, which
is best described by an induced-fit model. Interestingly, LD plays a two-fold role in this
reaction, as is rationalized in Figure 4.10. First, the intermolecular London interaction between
the catalyst and the substrate is the major stabilization interaction in the transition state that
counteracts the large geometric preparation energy and is therefore responsible for the reaction
to occur at the given temperature at all. Second, the intra-catalyst LD interactions play a crucial
role for the catalyst distortion process. For the minor transition states, the LD interactions are
much more disrupted in comparison to the major pathway, leading to an increased catalyst
distortion energy. Introducing novel bulky dispersion energy donors to the system is a

promising way to increase the stereoselectivity of catalysts in these types of transformations.
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Figure 4.10 Schematic illustration of the importance of London dispersion for the transition

state geometry and stereoselectivity. This figure was taken from ref. 248.

66



Bransted Acid Dimerization in Enantioselective Organocatalytic Reactions

Chapter 5 Brgnsted Acid Dimerization in Enantioselective

Organocatalytic Reactions

5.1 Introduction

Elements of this chapter including some of the figures are part of submitted manuscripts 262 or
published journal articles 2%3;

Harden, I.; Neese, F.; Bistoni, G. Dimerization of Confined Brgnsted Acids in Enantioselective
Organocatalytic Reactions. Manuscript submitted for publication 2023.

Das, S.; Mitschke, B.; De, C. K.; Harden, I.; Bistoni, G.; List, B. Harnessing the ambiphilicity
of silyl nitronates in a catalytic asymmetric approach to aliphatic p*-amino acids Nature
Catalysis 2021, 4 (12), 1043-1049. https://doi.org/10.1038/s41929-021-00714-x.

All figures shown in this chapter have been designed by the thesis author. For each figure, the

corresponding figure caption describes whether the figure is part of a publication.

In Chapter 4, an induced-fit model for the case study of IDPi catalyzed intramolecular
hydroalkoxylations was presented and critically discussed. From both experimental and
computational side, a monomeric pathway was assumed 22324, This means that only those
pathways in which a single catalyst molecule is involved in every occurring reaction step were
considered. This is not only true for the presented case study, but for practically all combined
experimental and computational studies that involve IDPi catalysis (see
refs. 221,222,226,234,264 for examples). Thus, possible cooperative effects between two or
more IDPi catalyst molecules are largely overlooked in literature. It is well known that smaller
and therefore less bulky phosphoric acids can form dimers, trimers and other aggregates in
solution, as was discussed for dimethyl phosphoric acid 2% or diphenyl phosphoric acid 2. In
addition, heterodimerization of CPAs with acetic acid and its influence on the kinetics and
stereoselectivity of epoxide ring opening reactions was studied by the groups of List and
Thiel %7, Besides the investigation of relatively small systems, the group of Niemeyer has
worked experimentally and computationally on cooperative effects of interlocked and non-
interlocked CPA molecules in the two-step transfer-hydrogenation of 2-phenylquinoline in a
series of papers 24247, For the non-interlocked CPA system, they found that for the two-step
reduction of 2-phenylquinoline, monomeric and dimeric pathways are in competition, which
depends on the catalyst concentration. While the reaction rate for the first reduction step is

higher for the monomeric pathway, it is significantly lower for the second reaction step. Thus,
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even if the dimeric pathway occurs much more rarely then the monomeric pathway, it can, in
principle, still dominate the reaction by being significantly faster. In addition, the dimeric
pathway yields much higher stereoselectivities than the monomeric pathway. Their work
indicates that cooperative effects can be important for relatively bulky organocatalysts.
Moreover, the group of Gschwind could identify CPA-imine ion pair dimers in which the two
imine molecules are located between the CPA molecules 26825, This exemplifies that not only
acidic species but ion pairs can dimerize as well. However, it is still unknown whether such

effects can also occur for substantially larger IDPi systems, and if yes, under which conditions.

The aim of this chapter is to shed light on catalyst dimerization processes in organocatalysis.
For achieving this, again the protocol based on conformer sampling, geometry optimizations
and high-level single point energies is applied. For a more systematic approach, the
dimerization of five well-known and highly relevant Brgnsted acid catalysts in the absence of
any substrates or co-catalysts is studied. The five used catalyst classes are CPA, DTPA, DS,
IDP and IDPIi, which have already been discussed in section 3.3. The actual Lewis structures

used for the dimerization study are shown in Figure 5.1.

In the second step, the focus is set on a recently published case study 25 for which the conditions
of the possible occurrence of cooperative effects are elucidated. The case study reaction is

shown in Figure 5.2.

5.2 Computational protocol

The computational protocol in principle follows the protocol outlined in section 4.2. However,
some important changes are discussed here. For the systematic study on Brensted acid
dimerization, conformer sampling was carried out for each acid monomer and dimer. Multiple
initial dimeric structures were used to cover larger parts of the conformational space. For CPA,
DTPA and DSI, a single constraint was used during the conformer sampling in order to keep
the hydrogen bond network intact. For IDP and IDPi, sampling runs with and without
constraints were carried out. Again, the CREST program was used, however, due to the
challenging system size (the largest dimer contains 400 atoms), the GFN-FF force field

method °® by Grimme was used instead of GFN-XTB.
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Figure 5.1 Lewis structures of Brgnsted acids considered in this study. In the further, the class

of the corresponding acid is used as identifier for the particular molecule. This figure was taken

from ref. 262.

99

Ph N.__TBS
\/\/\4®‘0

(S,S)-XH

+ J\ Toluene, -120 °C
~o0” 0" 8BS 14,97 %

TBS = -Sit-BuMe,

Figure 5.2 Reaction considered in this study. Details can be found in ref. 263.

The obtained conformers were optimized at the PBE-D3/def2-SVP level of theory. For the

smaller systems (CPA, DTPA and DSI), all obtained conformers were optimized, while for

IDP and IDPi optimization of all dimer conformers was computationally too demanding.
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Instead, all dimer conformers within an energy window of 2 kcal mol™* with respect to the most
stable conformer were optimized, resulting in 61 (IDP) and 35 (IDPi) fully optimized unique
dimer conformers. Thermochemical corrections were obtained at the same level of theory. Final
single point energies were obtained with the ®B97M-V #’ functional and def2-TZVP basis set.
The noncovalent interaction energy was computed in a post-SCF fashion using the VV10
functional. The RIJCOSX approximation were used for the exchange integrals. For
benchmarking purposes, calculations at the B3LYP-D3 12113 M06-2x 2/° and HFLD ™ levels
of theory were carried out. For the HFLD calculations, the def2-TZVP(-f) basis set was used
together with NormalPNO settings and a tightened 7°CutPairsvalue of 10°. Solvation effects
were captured with the SMD model at the B3LYP-D3/def2-TZVP level of theory. Toluene was
used as solvent. The free dimerization energy AG ,;,, was computed using a supermolecular

approach %,

AGdim = Gdim, —2G (51)

Ineq. (5.1), G;,, is the free energy of the dimer and &, ,, is the free energy of the monomer.
Regarding the computations on the C-C coupling reaction case study (Figure 5.2), a slightly
different protocol was used. Optimization of the monomeric ion pair 1-1 and transition state
TS-1 (see Figure 5.8 for details on the Lewis structures) was done for computations partly
published in ref. 263. Conformer sampling was performed at the GFN2-xTB level of theory.
The lowest-in energy conformers were optimized at the PBE-D3/def2-SVP level of theory with
ORCA 4.2.1. With the release of ORCA 5, the most stable conformers of all monomeric
structures were re-optimized using ORCA 5.0 and the r’SCAN-3c composite method by
Grimme. The dimeric ion pair I-2 consists of I-1 and an additional silylated catalyst molecule
X-TBS. For the conformer sampling, the cartesian coordinates of 1-1 were constrained in order
to keep the overall structure of the ion pair intact. The same was done for the conformer
sampling of TS-2 (i.e., the coordinates of TS-1 were constrained). For the subsequent geometry
optimizations, an ONIOM 2"* multiscale approach was used. The catalyst molecules were
optimized at the GFN2-xTB level of theory, while the nitronate and the substrate were
optimized at the r’SCAN-3c level of theory. Solvation effects were captured with the ALPB
model 22 (toluene). Of course, the corresponding monomeric structures were optimized at the
same level of theory starting from the r’SCAN-3c optimized geometries. The reactant and
product states affiliated with the transition states were obtained from intrinsic reaction
coordinate 23 (IRC) calculations with subsequent geometry optimizations. Thermochemical

corrections were obtained from numerical frequency calculations. Final single point energies
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were obtained at various levels of theory (see Figure 5.9). The SMD solvation model with
CHCl; as solvent was used. In addition, the basis set superposition error (BSSE) was treated

approximately with Grimme’s geometrical counterpoise correction (gCP) 2°.

5.3 Results and discussion

5.3.1 Dimerization tendency of acids

First, the dimerization process of the five Bransted acids depictured in Figure 5.1 is studied.
For this, the free dimerization energy was computed with respect to the temperature. The
temperature dependence was captured by re-computing the thermochemical corrections at
different temperatures. The electronic energies and the correction from implicit solvation were

taken to be temperature-independent. The free dimerization energies are shown in Figure 5.3.
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Figure 5.3 Free dimerization energies AG;,, for CPA, DTPA, DSI, IDP and IDPi between
170 K and 370 K. This figure was taken from ref. 262.

The free dimerization energies in Figure 5.3 allow for classification of the five acids into three
classes. First, there is CPA that shows very negative values for AG,,, over the whole
temperature range, indicating its high dimerization tendency in solution. Next, there are DTPA

and DSI, which show much larger (i.e., closer to zero) free dimerization energies. Both systems
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have a crossing temperature for which AG,,,, = 0. For DTPA it is interpolated to 256 K, for
DSl itis interpolated to 354 K. Thus, at higher temperatures dimerization is disfavored for both
systems, while under mild conditions dimerization could happen. It is noted that the crossing
temperature is sensitive to the free dimerization energy — a change of AG ;,,,, by 2 kcal mol™
changes the crossing temperature by approx. + 30 K. The substantially bulkier and more
confined systems IDP and IDPi show very positive dimerization energies for all temperatures,
indicating their weak tendency to dimerize. Dimerization of these systems in solution should

therefore not be observable under experimental conditions.

Besides the temperature, there are other factors that can heavily influence the free dimerization
energy, such as the polarity of the solvent. For real-world catalytic reactions, additional

influences such as reaction rates can play a role on the actual reaction outcome.

5.3.2 Decomposition of free dimerization energies
For achieving a better understanding of the various energy contributions, AG;,, IS

decomposed using eq. (5.2).

ACYYdim = AE9607pTep + Edisp + AEjnonfdisp + AGcorr' (52)
AE,., ,p IS again the geometric preparation energy, £, is the inter-fragment dispersion
energy, AFE,,, 45, 1S the non-dispersive interaction energy contribution and AG,,,,. is a

correction term that includes corrections from thermochemistry (governed by entropy) and
implicit solvation. It is important to note that the dispersive contribution E,, ., was computed
using a DFT approach, while in Chapter 4 its computation was based on DLPNO-CCSD(T). In
DLPNO-CCSD, dispersive interactions are well defined by means of specific double

excitations (see Figure 2.2), while in the DFT approach used here, . . is calculated from the

disp
corresponding noncovalent interaction energies of the dimer and the monomers obtained with
the non-local VV10 density functional. However, the influence of various schemes for

incorporating dispersive interactions are tested below.

In Figure 5.4, the decomposition of AG,,,, for each most stable dimer conformer is shown.
(AG AG + AG

constant along the series of systems. It contains two contributions, namely thermochemical

The first term to discuss here is AG ) that is roughly

corr corr — thermo solv

(which itself contain multiple terms) and solvation corrections. The thermochemical corrections

are governed by entropy, which disfavors dimerization and is temperature dependent. The
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almost linear increase of AG,,,, with respect to the temperature T (see Figure 5.3) is caused

by the term —T'AS,,,,, with AS . . being the dimerization entropy.
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Figure 5.4 Decomposition of AG;,, into various contributions for CPA, DTPA, DSI, IDP
and IDPi at the ®B97M-V/def2-TZVP level of theory at 173 K. For details see text. All energies

are in kcal mol™. This figure was taken from ref. 262.

The second contribution to AG .. are the solute-solvent interactions that are obtained with the
implicit SMD solvation model. They consist of electrostatic and non-electrostatic (such as
dispersive) interactions. The alternative C-PCM solvation model only captures electrostatic
interactions, which stabilize the monomers. Because of electrostatic interactions, the polarity
of the solvent influences the free dimerization energy significantly, with unpolar solvents favor
dimerization more than polar solvents. Moreover, dispersive solute-solvent interactions favor
dissociation because the solvent accessible surface (SAS) of the dimer is decreased compared
to the SAS of two non-interacting monomer molecules. For testing the importance of dispersive

solute-solvent interactions, the dimerization energies AFE,, . were computed with C-PCM and

dim

SMD, respectively. The results are shown in Table 5.1.

As can be seen from Table 5.1, dispersive solute-solvent interactions have a large influence on
the electronic dimerization energies, their contributions range from 4.5 kcal mol* (CPA) to 7.6
kcal mol™? (IDPi). As expected, the dispersive solute-solvent interactions correlate with the

system size and therefore with the size of the SAS.
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Table 5.1 Dimerization energies AFE,, . computed at the B3LYP-D3/def2-TZVP with the C-

PCM and SMD solvation models, respectively. Toluene was used as solvent. All energies are

in kcal mol™. This table was adapted from ref. 262.

AEg,, (C-PCM) |  AE,, (SMD) | AAE,,, (SMD-C-PCM)
CPA 422 37.7 15
DTPA 243 187 56
DSI 265 222 13
IDP 08 6.2 7.0
IDPi 30 46 75

In Table 5.2, the total contributions from thermochemistry AG

are shown. At 173 K, AG

AG

corr

significantly to AG

that even close to the zero temperature will prevent dimerization of IDP and IDPi. At high
temperatures, the penalty due to entropy will dominate the solvation contribution. Note that

corr*

For smaller temperatures, AG

thermo

is slightly larger than AG

AG,,,, s taken to be temperature-independent.

Table 5.2 Contributions from thermochemical corrections AG
at 173 K. AG

AG
AG

to AG

solv corr

solv

thermo

are in kcal mol™. This table was adapted from ref. 262.

solv

thermo

was obtained at the PBE-D3/def2-SVP level of theory,
was obtained at the B3LYP-D3/def2-TZVP/SMD(toluene) level of theory. All energies

thermo

solv

will be the dominating contribution

AG o AG g, AG hermo
CPA 22.6 9.0 13.6
DTPA 19.7 8.0 11.7
DSl 23.7 10.7 13.0
IDP 21.9 10.3 11.6
IDPI 21.0 9.7 11.3

and solvation AG,,, to

but both contribute

and solvation corrections

The next step is to discuss the remaining terms in eq. (5.2). They are discussed simultaneously,

as they are closely connected to each other. For all systems, geometric preparation energies are
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positive, since distortion of the monomer’s geometries practically always happens if dimers are

to be formed. For the smaller acidic systems (CPA, DTPA, DSI), AE is smaller than

geo—prep

AG
AG

systems except CPA, non-dispersive interactions compensate such that their contribution to

while for the confined acids (IDP, IDPi), AE

seo—prep 18 Significantly larger than

corr?

corr- FUrthermore, for all systems, LD is the most important stabilizing interaction. For all
AG ;,, 1s of very minor relevance, making LD the only stabilizing interaction in these dimers.
Because of the general importance of LD for the dimerization process, the dispersive interaction
density plots obtained at the HFLD/def2-TZVP(-f) level of theory are shown in Figure 5.5.

Figure 5.5 3D structures and dispersion interaction density (DID) plots obtained at HFLD/def2-
TZVP(-f) level of theory for CPA, DTPA, DSI, IDP, IDPi. Two isosurfaces with different
density values are shown in order to emphasize the key interactions. Density cutoffs: cyan

surface 1.6e-05 a.u., yellow surface 7e-05 a.u. This figure was taken from ref. 262.

For CPA strong dispersive as well as non-dispersive interactions arise. From the corresponding
3D structure in Figure 5.5, it becomes evident that the most stable CPA dimer features two
intermolecular hydrogen bonds. The strong oxygen-hydrogen bonds lead to stabilizing non-
dispersive interactions. However, as can be seen from the corresponding DID plot, also
dispersive interactions arise between the phosphoric acid groups, underlining the multitude of
interactions that can contribute to the formation of hydrogen bonds 2’4, For DTPA the

contribution of AFE to AG,;,, i1s almost zero. Instead of oxygen sites within the

non—disp

phosphoric acid group, DTPA contains sulfur sites. The most stable DTPA dimer features two
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intermolecular hydrogen bonds, just like CPA. However, the much weaker sulfur-hydrogen
bonds consequently do not lead to significant non-dispersive stabilization, which leads to larger
(closer to zero) free dimerization energies. Importantly, for DTPA also those conformers that
does not feature any hydrogen bonds at all were optimized. Their very high relative energies
indicate that despite the relatively weak sulfur-hydrogen bonds, the dimers with two hydrogen
bonds are preferred. DSI shows a single intermolecular hydrogen bond. It is also the smallest

of all systems, which is reflected by the smallest AE

seo—prep OF all sSystems. For the confined

acids IDP and IDPI, significant increase in AE leads to very positive free dimerization

geo—prep
energies. These systems should not dimerize under experimental conditions. Interestingly, IDP
still features an intermolecular hydrogen bond, hence the active centers still interact directly
with each other. This leads to very strong dispersive interactions that are, however,
compensated by geometric preparation. For IDPi on the other hand, no interaction between the
active center occurs, as verified by the corresponding DID plot. The molecules therefore

entirely interact via the “outer” bulk ligands. This leads to a smaller AF compared to

geo—prep
IDP, but also to less stabilizing LD interactions. For IDPi, also alternative conformations that
feature at least one hydrogen bond were investigated, these were, however, always higher in
relative energy. The tendency of dimerization of the different acids is illustrated in Figure 5.6.

IDPi ~ IDP << DTPA < DSI < CPA
( —

Dimerization tendency

Geometric
distortion

oo

London
dispersion

IPi dimer

Figure 5.6 lllustration of the dimerization tendencies of CPA, DTPA, DSI, IDP and IDPI.

This figure was taken from ref. 262.

For the smaller systems (CPA, DTPA, DSI), AG;,,, mainly depends on the number and the
strength of intermolecular hydrogen bonds. For the confined IDP and IDPi acid dimers, AG .,

is determined by the interplay between stabilizing LD and destabilizing distortion energy. Of
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course, for all systems, a roughly constant penalty for entropy (depends on the temperature) and

solvation (depends on the polarity of the solvent) has to be paid.

This section is closed with a comparison of the LD contributions obtained with various
methods. As discussed before, the used ®B97M-V functional invokes the non-local VV10
functional for computation of the NClIs. It is used in a post SCF fashion, i.e., the converged
density obtained from the SCF cycles is used for computing the NCI energy once. The well-
known DFT-D methods by Grimme (see section 2.4.4 for details and references) use semi-
empirical approaches for computation of LD. The HFLD method, which originates from the
DLPNO-CC family of methods, computes the LD contribution by solving approximate
DLPNO-CCSD amplitudes equations in which all intra-fragment pairs are neglected ">, leading
to a more systematic definition of LD. For the acid dimers, dispersive interactions were

computed using various methods. The results are shown in Figure 5.7,
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Figure 5.7 LD contributions to AG,,,, obtained at different levels of theory for CPA, DTPA,
DSI, IDP, IDPi: B3LYP-D3/def2-TZVP, B3LYP-D3 + ABC/def2-TZVP, ®B97M-V/def2-
TZVP, HFLD/def2-TZVP(-f). All energies are in kcal mol™?. This figure was taken from
ref. 262.

From the results in Figure 5.7, few trends are observable. First, the three-body ABC
correction 275276 yields systematically smaller LD corrections than B3LYP-D3. Interestingly,
the DFT-D obtained LD interactions match the ones obtained from HFLD very well. The VV10

functional yields slightly decreased dispersive interactions, which show, however, the very
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same trends as DFT-D and HFLD. The very strong intermolecular dispersive interactions
underline, regardless of the computational settings, that LD is the key stabilizing interaction in
all acid dimers.

5.3.3 Towards an understanding of cooperative effects in catalytic reactions

In the previous section, it was established that relatively small Brensted acids (CPA, DTPA,
DSI) can form stable dimers in solution under mild conditions, while larger and more confined
acids (IDP and IDPi) cannot dimerize under the given conditions. The previous section helped
in understanding how two catalyst molecules interact with each other and whether these
interactions are overall attractive or repulsive. In “real-world” catalytic systems, of course, the
catalyst molecules do not only interact with each other. There is at least one substrate, maybe
co-catalysts, solvent molecules, reaction intermediates, etc. In order to investigate cooperative
effects, all these molecules besides the catalyst have to be taken into account as well, since the
additional molecules can potentially influence aggregation processes heavily. In order to
investigate this, the case study depicted in Figure 5.2 is considered. The reaction describes the
stereoselective C-C coupling reaction between silylated nitronates 1 and silyl ketene acetals 2
to give protected B*-amino acids. The reaction was developed by the List group and the
mechanism was partly elucidated with the help of NMR spectroscopy. In addition,
computations by the thesis author were performed, as detailed in ref. 263. The monomeric
pathway assumed in ref. 263 and the dimeric pathway considered in ref. 262 are depicted in

Figure 5.8.

In the first step of the reaction, the catalytic Bransted acid XH is activated by silylation. As
silylating reagent, 2 is used in excess at room temperature. The silylation process leads to the
formation of X-TBS, which is the catalytically active species that enters the catalytic cycle. The
catalytic cycle “begins” with the key step of the reaction, i.e., the formation of the chiral ion
pair 1-1. For this X-TBS transfers its TBS group to 1. The nitronate 1 is nucleophilic at the
central iminyl carbon atom. By silylation, the nitronate becomes cationic and therefore
electrophilic, which is the central idea behind the reaction design 253, The catalyst anion and the
nitronate cation form a chiral ion pair, thus the reaction employs ACDC. The conformation of
I-1 determines the stereoselectivity of the reaction. In the last step, the nucleophile 2 attacks the
ion pair and the corresponding product P-1, and after restoration of X-TBS the final product 3,

is formed.
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Figure 5.8 Considered monomeric and dimeric pathways for the case study reaction.
Experimental details can be found in ref. 263. TBS = SiMext-Bu. This figure was taken from
ref. 262.

A plausible dimeric pathway could start from I-1. Association with another X-TBS molecule
leads to the formation of 1-2. The next step would then be the attack of 2 and product formation

(via P-2), just like for the monomeric pathway.

In Figure 5.9, the results of the aggregation study are summarized. Figure 5.9a shows that the
aggregation energy of 1-1 with X-TBS to form 1-2 is around zero. B3LYP-D3 and ®B97M-V
predict slightly negative free aggregation energies (-0.8 kcal mol™t), while B3LYP-D3 + ABC
and ®B97M-D4 predict slightly positive free aggregation energies (2.2/4.1 kcal mol™). Direct
comparison of the aggregation energy at the B3LYP-D3 and B3LYP-D3 + ABC levels of theory
reveals that inclusion of many-body dispersive interactions disfavors aggregation. Moreover,
the small aggregation energy indicates that the spontaneity of aggregation will depend on
reaction conditions and the details of the catalyst architecture, such as choice of aryl ligands.
Entropy corrections amount for 10.1 kcal mol™, indicating that the aggregation process is driven

by relatively large negative aggregation energies. The results are in striking contrast to those
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found for the 1DPi acid dimer, for which large positive free dimerization energies were found
for all temperatures (see Figure 5.3). It is noted here that the exact numbers for the IDPi acid
dimer and 1-2 cannot be compared directly. First, for the IDPi acid dimer, a slightly different

Lewis structure was used compared to X-TBS (see Figure 5.1 and Figure 5.2).

a)

B3LYP-D3
B3LYP-D3 + ABC
®»BI7TM-V
»B97M-D4

X-TBS

Figure 5.9 a) Reaction profiles with free energies of the individual species at different levels

of theory. Structures were optimized at the r’SCAN-3¢/xTB level of theory. Thermochemical
corrections were obtained at the same level at 153 K. b) Lewis structure of I-2 highlighting the
mediator function of the nitronate cation. ¢) 3D structure of 1-2, RC-2 and TS-2. The carbon
atoms of the X-TBS molecule are shown in purple. All energies are in kcal mol™. This figure

was taken from ref. 262.

In addition, in 1-2 two different IDPi species occur — the catalyst anion and the additional X-
TBS molecule. Further, thermochemical corrections for the reaction were obtained at 153 K,
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which is the experimental temperature, while for the dimerization study slightly larger
temperatures (173 K) were used. Also, for studying the formation of 1-2, dichloromethane was
used as solvent, while for the dimerization study of Brgnsted acids, the less polar toluene was
used. However, none of these changes in structures or computational details is expected to be
able to explain the significant changes noticed in the free association energy AG of 1-2. The
structural differences between the systems are small and X-TBS is assumed to be even bulkier
than IDPI. In general, of course the exact free dimerization energies of the different discussed
Brensted acid classes (CPA, DTPA, DSI, IDP, IDPi) will depend on the substituents. However,
the overall trends that were discussed in sections 5.3.1 and 5.3.2 should hold for any ligands
that are commonly used in organocatalysis. The change in solvent also does not explain the
smaller (more negative) association energy, since dichloromethane is more polar than toluene
and is therefore expected to favor the dissociation. This was verified by additional calculations
with toluene as solvent, for which the aggregation energy of 1-2 is 0.8 kcal mol™ smaller (more
negative) than for dichloromethane at the ®B97M-V level of theory. The included gCP
correction favors dissociation as well (since its goal is to correct for BSSE errors that over
stabilize the dimer). In addition, the most stable conformer of 1-2 was optimized at the r’°SCAN-
3c level of theory. The association energy A E, of 1-2 computed at the ®B97M-V/def2-TZVP
level of theory in vacuo is -22.9 kcal mol™ using the r’'SCAN-3c/XTB optimized structures and
-22.2 kcal mol™* using the r’'SCAN-3c optimized structures, indicating the minor influence of
using the ONIOM approach instead of fully DFT optimized structures. This discussion
demonstrates that the details of the computational settings should not be able to induce such
dramatic changes in free association energies, which is why it is assumed that an alternative
interaction mechanism is involved. In order to decompose the aggregation energy further, in
the first step, the geometric preparation for the three fragments (catalyst anion X, nitronate
cation N* and X-TBS) of 1-2 was computed at the ®B97M-V/def2-TZVP level of theory. For
X and N*, the geometries of 1-1 were used as reference, for X-TBS the equilibrium geometry
was used. The geometric preparation energies are given in Table 5.3. The total geometric
preparation amounts for 8.8 kcal mol™. Notice that for X-, a negative geometric preparation was
computed. This is possible because not the equilibrium structure of X~ was taken as reference
but its geometry in I-1. Importantly, the total geometric preparation is much smaller than the
total geometric preparation energy of the IDPi dimer (approx. 40 kcal mol™?, see Figure 5.4).
Since for the other methods shown in Figure 5.9, similarly small free aggregation energies were
found, it is expected that also the geometric preparation energy computed with these methods
will be in the same range. In order to understand why the distortion energies are relatively small,
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interaction energies between each pair of fragments were computed at the HFLD/def2-TZVP(-

f) level of theory.

Table 5.3 Geometric preparation energies of the three fragments of I-2 at the ®B97M-V/def2-
TZVP level of theory. For X and N*, the corresponding structures of I-1 were taken as
reference. For X-TBS, the equilibrium structure was taken as reference. All energies are in kcal

mol.

Fragment AFE

geo—prep

X -1.2
N* 8.8
X-TBS 1.2

For analysis of the non-dispersive interactions, HF/def2-TZVP single point calculations were
performed for each pair of fragments. Dispersive interactions were obtained, as discussed
before, by solving approximate DLPNO-CCSD amplitudes equations. The results are shown in
Table 5.4.

Table 5.4 Fragment pair-wise interaction energies of the three fragments of 1-2 at the
HFLD/def2-TZVP(-f) level of theory. All energies are in kcal mol™. This table was adapted
from ref. 262.

Fragment pair Eisp AE, n—dgisp
X, N* -475 -50.6

X, X-TBS -5.7 7.3

N*, X-TBS -18.4 -2.4

As expected, strong dispersive and even stronger non-dispersive interactions arise between the
catalyst anion X and the nitronate cation N*. These strong interactions lead to the very
exergonic formation of the monomeric CIP 1-1 (-19.5 kcal mol™? at the ®B97M-V/def2-TZVP
level of theory) and therefore are the driving force behind the reaction mechanism. The two
catalyst molecules feature weak dispersive and weak repulsive non-dispersive interactions.
Interestingly, strong dispersive interactions (-18.4 kcal mol?) and weak attractive non-
dispersive interactions arise between the nitronate and X-TBS. The computed interaction
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energies show that the two catalyst molecules actually interact very weakly, while the nitronate
cation has strong attractive interactions with both catalyst molecules. This paves the way for
the mechanism depicted in Figure 5.9b. The nitronate cation acts as mediator that can “glue”
the two catalyst molecules together by interacting with both molecules either via electrostatic
and/or dispersive interactions, while the catalyst molecules only interact weakly with each
other. The very weak interactions between the two catalyst molecules lead to small distortion
energies. For the bulky acid dimers (IDP and IDPi), it was shown that significant structural
distortions must occur in order to allow for strong attractive LD interactions that, however,
cannot counteract the distortion energies and penalties from entropy and solvation and therefore
lead to very positive dimerization energies (see Figure 5.4). The proposed mechanism with
mediating substrate molecules of course does not prove that indeed cooperative catalytic effects
influence the reaction outcome of this particular case study. However, it provides access to
cooperative catalytic effects even for very bulky confined catalysts, for which it is generally
assumed that monomeric pathways determine the reaction outcome. In Figure 5.9c, the 3D
structure of 1-2 is shown, which has a sandwich-like conformation, with the nitronate molecule
being located between the catalyst molecules. Since the computed free association energy AG
is relatively close to zero, whether aggregation is possible depends on the details of the

experimental settings, such as temperature, polarity of the solvent, catalyst ligands, etc.

Under what circumstances association might occur? Besides the already discussed influences
like temperature and solvent, it is assumed that the structure of the monomeric CIP I-1 is
important. For example, if the nitronate is very small, it might be possible that it is buried “too
deep” in the catalyst pocket, making interactions with X-TBS much harder. Additionally,
smaller nitronates lead to weaker LD interactions as long as no specific interactions such as
hydrogen bonds are present. If on the other hand the nitronate is too large, formation of I-1

already might be inhibited or interaction with X-TBS requires additional structural distortions.

In Figure 5.9a, also the energies of the monomeric (RC-1) and dimeric (RC-2) reactant
complexes and transition states (TS-1/TS-2) for the pathway leading to the major enantiomeric
product are given. Interestingly, the dimeric pathway provides lower energies for RC-2 and
TS-2 compared to the monomeric species, indicating its rate-lowering effect. However, it can
be seen that the extent is very functional-dependent. For example, ®B97M-V predicts TS-2 to
be 7.3 kcal mol™* more stable than TS-1, while ®B97M-D4 predicts TS-2 to be only 3.1 kcal
mol ™ more stable. However, all four density functionals show qualitatively the same behavior.

Nevertheless, the relatively large variations between the different exchange-correlation
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functionals and the very complex nature of the system and its interactions limit the confidence
of quantitative predictions. Since the energy difference between the two pathways is relatively
small, the mechanistic details of the transformation are likely determined by the experimental

parameters.

When comparing the structures of 1-2 and TS-2 (see Figure 5.9¢), it is seen that in I-2 the X-
TBS molecule and the catalyst anion form a more or less compact pocket into which the
nitronate is encapsulated. In RC-2 and TS-2, the X-TBS molecule has moved in space in order
to open up the pocket and to increase the space the nucleophile can occupy. It is noted here that
TS-2 is not obtained from 1-2, but from TS-1 by adding another X-TBS molecule to the system.
Moreover, it should be kept in mind that complete exploration of the conformational space was

not possible due to the challenging system size.

In future, combined experimental and computational studies (e.g., kinetics studies or NMR)
could be carried out in order to gain deeper insights into the possibility and likeliness of

cooperative catalytic effects.
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Chapter 6 Explicit Solute-Solvent Interactions in Molecular

Balances

6.1 Introduction

Elements of this chapter including figures have been published in a journal article 27"

Schiimann, J. M.; Ochmann, L.; Becker, J.; Altun, A.; Harden, I.; Bistoni, G.; Schreiner, P. R.
Exploring the Limits of Intramolecular London Dispersion Stabilization with Bulky Dispersion
Energy Donors in Alkane Solution. Journal of the American Chemical Society 2023, 145 (4),
2093-2097. https://doi.org/10.1021/jacs.2¢13301.

Some of the used figures in this chapter are part of the publication but were not designed by the
thesis author. Therefore, for each figure the corresponding figure caption describes whether the

figure is part of a publication and was designed by the thesis author.

In the last two chapters, it was shown that LD can be of critical importance in catalytic
transformations. In Chapter 4, an induced-fit model for an IDPi-catalyzed intramolecular
hydroalkoxylation reaction was proposed in which intra-catalyst LD determines the geometric
preparation energy, while intermolecular LD is the major stabilization interaction that drives
the reaction. In Chapter 5, LD was shown to be the most important attractive interaction in
Brensted acid dimers as well as in ion pair aggregates. In this chapter, a computational protocol
for sampling the conformational space of solvent molecules that allows for studying explicit
solute-solvent interactions is proposed, applied and discussed. For studying intramolecular LD
interactions, a commonly used class of substances are molecular balances (MB) 2’8, In MBs,
two different isomers are in equilibrium with each other. One of the isomers features
noncovalent interactions of two groups of interest, while in the other isomer the interaction is
missing. The corresponding isomers often are called “folded” or “unfolded” isomers.
Conversion between the two isomers might be achieved by e.g., rotations around single bonds
or, as in the case study to be introduced, by valence-bond isomerization. In general, the
equilibrium between the isomers is governed not only by intramolecular LD effects, but also
by solute-solvent interactions and entropic effects. In this chapter, the equilibrium between 1,4-
and 1,6-disubstituted cyclooctatetraene (COT) is studied. Previous studies by the group of
Schreiner showed that the 1,6-COT isomer (the “folded” isomer) is more stable than the

corresponding 1,4-COT isomer in various solvents. As substituent, the tert-butyl group was
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used 27, The relative stabilization of the 1,6-COT isomer was attributed to additional NCls

between the t-Bu groups.

The aim of the case study discussed here is to evaluate the strength of intramolecular NCls with
different substituents (1. Tert-butyl (t-Bu), 2. Adamantyl (Ad), 3. Diamantyl (Dia)) and the
interplay with the solvent. As part of the joint project together with the group of Schreiner from
the Justus-Liebig-Universitat Giel3en, the thesis author developed and applied a protocol for
treating explicit solute-solvent interactions based on constrained conformer sampling with the
CREST program. As an overview, the 1,4-/1,6-COT equilibrium is shown in Figure 6.1. For
investigating the solute-solvent interactions, a hybrid explicit and implicit solvation model was
applied that will be introduced in the next section. As solvent for the computational study, n-

dodecane will be used which is the bulkiest experimentally used solvent.

£
£
=
g
x
<
0.0 \ ‘

~—1,6-di-R-COT

~0.33 R = tBu

~0.46 R = Ad

~0.52 R = Dia

€ reaction coordinate

Figure 6.1 Equilibrium between disubstituted 1,4- and 1,6-COT isomers. Experimental
reaction enthalpies are given for three different substituents. All energies are in kcal mol™. This

figure was taken from ref. 277. This figure was not designed by the thesis author.

6.2 Computational protocol

6.2.1 Towards a space-filling model for obtaining the first solvation shell of solvent
molecules

The aim of the computational protocol described in this chapter is to find the lowest-in energy
conformers of a solvent network surrounding the solute. The conformers are obtained using the
CREST program by Grimme. By surrounding the solute with solvent molecules, the total
number of atoms in the system grows fast, especially if large molecules are to be covered. This

is why only one solvation shell is placed around the solute.
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For placing the solvent molecules around the solvent, a simple space-filling model was
developed and implemented in a C++ program. This program is not restricted to the COT
molecules, but is applicable to any solute/solvent pair. From the user, three files are required:
the coordinates of the solute and solvent and the coordinates of the solute’s SAS. The SAS is
obtained from a single point energy calculation using the surfacetype gepol sas keyword
in the %cpcm block in ORCA together with n-dodecane as solvent. In addition, the solvent
radius might be adjusted 8. The subsequent workflow is actually pretty simple. The center of
mass of the solvent is shifted to zero. Within the main loop, the code iterates over all SAS
points. For each point, it is checked whether it is “safe” to add a solvent molecule. This is the
case if the distance between each atom of the particular solvent molecule to be added and each
atom of the solute is larger than a certain cutoff dsosute-sovent and if the distance between each
atom of the particular solvent molecule and each atom of every solvent molecule added before
is larger than another cutoff dsorvent-soivent. If @ distance is smaller than the corresponding cutoff,
the surface point is skipped, otherwise the solvent molecule is added. Once all surface points
were visited once, the solvent molecule is rotated around an arbitrary axis and the procedure is
started again. This step is repeated with two different rotations of the solvent molecule in order
to increase the surface coverage. The two cutoff parameters have default values, but user
defined values can be passed via the command line. dsowent-sorvens Might be derived from
optimization of the solvent dimer. As an example, the first solvation shell of the transition state
TS1-1 from Chapter 4 is shown in Figure 6.2. From the example system in Figure 6.2, it can
be seen that both the solute and the solvent are approximately of spherical shape. In this regard,
the relative orientation of a particular solvent molecule with respect to the solute is fairly
unimportant. The situation is entirely different for the 1,4-/1,6-COT isomers and the used

solvent (n-dodecane), which both are heavily extended along one space dimension.
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Figure 6.2 First solvation shell of cyclohexane molecules surrounding TS1-1 from Chapter 4.

This figure was prepared by the thesis author.

This is why the space-filling program is able to run multiple such runs with three initial
orientations of the solvent relative to the solute. This consequently leads to three different
output files, each containing a different dominant solvent orientation. It is noted here that the
proposed space-filling model does not contain any physics, it is entirely based on distance
measurements. Its purpose is to provide an equally covered solute surface. One disadvantage is
that it is not possible to specify the number of solvent molecules to be added, nor information
about favored positions and orientations of the solvent molecules can be deduced. Recently, the
Grimme group developed a quantum cluster growth (QCG) model in which solvent molecules
are added subsequently to the system 28, The favored position of the next solvent molecule is
determined by some docking search and once the desired number of solvent molecules has been
added, a conformer ensemble is generated automatically. The advantages of such a model are
that the number of solvent molecules to be added can be specified by the user and that the
positioning of the solvent molecules is based on force field optimizations. On the other side,
QCG models can in principle lead to solvent clusterification, meaning that instead of covering
the whole SAS of the solute, new solvent molecules prefer to interact with already added solvent
molecules (i.e., the solvent molecules form their own cluster). However, for future studies on

explicit solvation, the QCG model should be considered as alternative.
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For the discussed COT isomers, three different initial structures corresponding to three different
orientations of the n-dodecane molecules were obtained. In order to evaluate the influence of
the number of surrounding solvent molecules, initial structures with a total of eight and ten
solvent molecules were generated. This leads to a total of 12 initial starting structures for the

subsequent conformer sampling. The starting structures are shown in Figure 6.3.

1,6 - (8 solv,, ry) 1,6 - (8 solv, r)) 1,6 - (8 solv., 1)

Figure 6.3 Initial starting structures for the 1,4-/1,6-bis(Dia)-COT obtained from a space-filling
model for three different orientations of the solvent (n-dodecane). Starting structures were

obtained with eight and ten solvent molecules. This figure was taken from ref. 277. This figure

was prepared by the thesis author.
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6.2.2 Constrained conformer sampling

For obtaining the most stable conformers, thorough conformer sampling was performed using
CREST together with the GFN-FF force field. During the MTD simulations, the solute was
constrained to its DFT optimized geometry, since focus is on the solvent network. For the
CREST runs, the nci keyword in CREST was used 1. The collective variables in the MTD
simulations are the RMSD values with respect to some reference structures. The algorithm tries
to maximize the RMSD with respect to previously explored local minima. For aggregates that
are held together by weak NCIs, MTD simulations usually lead to dissociation of the aggregate.
For the solvent covered COT isomers, this would mean that the solvent molecules would diffuse
into the vacuum. The nci keyword sets up a bias potential that counteracts the MTD penalty
potential and therefore prevents dissociation of the aggregate. For the initial conformer
sampling run, an MTD simulation time of 400 ps was chosen. After the first run, additional
CREST runs were performed in order to extend exploration of the conformational space. For
all subsequent CREST runs, an MTD simulation time of 200 ps was chosen. As criterium for
convergence, the total energy E, , cannot be used. The reason is that constraining geometric
parameters (in this case the cartesian coordinates of the solute’s atoms) during MTD runs is
never exact because this would lead to instabilities during the dynamics simulations. Instead,
the geometric parameters can only be frozen approximately. This leads to very small but still
measurable geometric changes of the solute during the CREST run which consequently
influence the total energy of the system (because every new MTD run decreases the solute’s
energy as its geometry slowly approaching a local energy minimum on the GFN-FF PES). As
convergence criterium, the interaction energy F. . between the solute and the solvent network

wnt

of the most stable conformer was used.

E

int — Etot - (E
FE

+E (6.1)

solute solvent) :

is the energy of the solute, E,,,,..; IS the energy of the solvent network. With this

solute

convergence criterium, convergence of E,,, to 0.1 kcal mol™ was achieved within typically 2-
3 CREST runs. This procedure was performed for all 12 initial starting structures shown in
Figure 6.3. The most stable conformer obtained from each initial guess structure was optimized
using the r’SCAN-3c composite method as implemented in ORCA 5.0. No geometric
constraints were used during the optimization. Final single point energies were obtained using
a hybrid explicit/implicit model by placing the explicitly solvated molecules into the bulk
solvent modeled at the C-PCM level. Final single point energies were hence obtained at the
r’SCAN-3c/C-PCM(n-dodecane) level of theory.
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6.3 Results and discussion

The most stable r’SCAN-3c optimized conformers of the solvated 1,4-/1,6-bis(Dia)-COT

isomers with 10 solvent molecules are shown in Figure 6.4.

Figure 6.4 Most stable conformer obtained from the conformer sampling protocol for a) 1,4-
and b) 1,6-bis(Dia)-COT. Structures with 10 n-dodecane molecules are shown. This figure was

taken from ref. 277. This figure was prepared by the thesis author.

For both isomers it can be seen that the solvent molecules align parallel to the solute. This effect
originates from the significant geometric anisotropy that both the solute and the solvent
molecules show. By parallel alignment, intermolecular dispersive interactions between the
solute and solvent, but presumably also between different solvent molecules, can be maximized.
Interestingly, the crystal structure of 1,4-bis(Dia)-COT unveils a parallel alignment of the COT

molecules in the solid state, which underpins the model based on intermolecular LD effects 277

For analyzing the total energy difference AFE, , between the 1,4- and 1,6-COT isomers, it is

decomposed into contributions from the solute and solvent.

AE, = Ei,(1,6) — Eyp(1,4)
= [Eins(1,6) = Eip (LA + [Eopure (1,6) = Egope(14)]

+ [Egorvent (1,6) = Eggppent(1,4)] (6.2)

= AFE, ,+ AE + AFE

int solute solvent*

For comparison with either experiment or implicit solvation calculations, only the AE, , and

E are relevant. In Table 6.1, these are shown for the models with 8 and 10 solvent

solute

molecules together with a comparison to experiment and C-PCM calculations.
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Table 6.1 AE,, and AFE ... between 1,6-bis(Dia)-COT and 1,4-bis(Dia)-COT at the
r’SCAN-3c/C-PCM(n-dodecane) level of theory. Explicit/implicit hybrid models with 8 and 10
solvent molecules were considered. All energies are in kcal mol™. This table was adapted from
ref. 277.

AE e AE,,,

8 solvent molecules -0.41 -2.03

10 solvent molecules -0.64 -0.89
Implicit solvation -0.79 (gas phase) -0.66 (C-PCM)
Experiment - -0.21 (AG y93)

It can be seen that the explicit/implicit hybrid approach predicts the 1,6-COT isomer to be more
stable, irrespective of the number of explicit solvent molecules. This is in agreement with
implicit solvation calculations and with experiment and shows the relative robustness of the
proposed protocol. It further can be seen that the agreement of AE, , of the smaller model (8
solvent molecules) with experiment is worse than the agreement of the larger model. The sign,
however, is reproduced correctly. The larger hybrid model is able to reproduce the implicit

model and the experiment remarkably well. The very small differences of AE between

solute
the hybrid models and the implicitly solvated model stem from minor geometric changes of the
solute within the hybrid models. The proposed space-filling model allows for fast generation of
equally covered first solvation shells and can therefore safe a lot of user’s time compared to
manual design. Functionalities for adding more than one solvation shell and adding a user-
defined number of solvent molecules are to be implemented. The drawback of such a space-
filling model is the absence of any physics that can help in automatically finding preferred
positions and orientations of the solvent molecules. Automatic tools like the previously
discussed QCG tool or the automatic docking algorithm alSS 282, both developed by the
Grimme group, can be dedicated tools for future studies. However, the here proposed conformer
sampling based on three different initial structures provides profound access to the
conformational space. The case study of the 1,4-/1,6-bis(Dia)-COT equilibrium showed that
the larger explicit/implicit hybrid model with 10 solvent molecules represent the experimental
energy differences very well. In addition, explicit solvation models allow for identification of
preferred orientation of the solvent models, which becomes important, as was seen for the COT

equilibrium, if both solute and solvent are geometrically anisotropic.
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Chapter 7 A Combined Spectroscopic and Computational Study

on the Mechanism of Iron-Catalyzed Aminofunctionalizations

7.1 Introduction

Elements of this chapter including figures have been published in a journal article 23;

Chatterjee, S.; Harden, I.; Bistoni, G.; Castillo, R. G.; Chabbra, S.; van Gastel, M.; Schnegg,
A.; Bill, E.; Birrell, J. A.; Morandi, B.; Neese, F.; DeBeer, S. A Combined Spectroscopic and
Computational Study on the Mechanism of Iron-Catalyzed Aminofunctionalization of Olefins
Using Hydroxylamine Derived N-O Reagent as the “Amino” Source and “Oxidant”. Journal
of the American Chemical Society 2022, 144 (6), 2637-2656.
https://doi.org/10.1021/jacs.1¢11083.

For each figure, the corresponding figure caption describes whether the figure is part of a

publication.

In this joint project with the DeBeer group of the Max Planck Institute for Chemical Energy
Conversion, spectroscopic and computational approaches are combined to shed light on the
mechanism of iron-catalyzed aminofunctionalizations. In the previous chapters, modern
computational strategies were applied to tackle different aspects of homogeneous
organocatalysis, such as novel models for describing catalyst-substrate interactions, cooperative
catalytic effects or explicit solute-solvent interactions in molecular balances. However,
alongside with conformational and environmental effects, the electronic structure of the catalyst
is another important variable determining the key properties of a chemical transformation. The
aim of this chapter is to apply some aspects of the previously used computational protocols
(e.g., the conformer sampling) to a challenging transition metal catalyzed reaction in order to
unveil electronic structure effects in homogeneous catalysis. In all previous case studies, the
main connection to experiment were energy differences (be it the stereoselectivities in Chapter
4, the energy difference between isomers in Chapter 6 or qualitative comparison, i.e.,
dimerization or no dimerization in Chapter 5). Due to the potentially complicated electronic
structure of transition metal intermediate species, however, the case study investigated in this
chapter was subject to thorough spectroscopic analyses. Therefore, the aim is to correlate
experimental spectroscopic data with computed spectroscopic parameters in order to establish

the preferred models for the involved species. The case study considered in this chapter
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describes the amino methoxylation of styrene catalyzed by

bis(aqua)bis(acetylacetonate)iron(l1). The reaction is outlined in Figure 7.1.

~o
©/\ Catalyst ©ANH2
PIVONH;OTf
CH3;0H

Catalyst Reagent and Oxidant

O 5 o

I @ C
[Fe (acac)2(H20):] By~ NH:OTf

O-Pivaloylhydroxylamino triflate
1 (PivONH3;OTT)

Figure 7.1 Reaction considered in this chapter together with the used catalyst 1 and aminating
reagent PivONH3OTT{. This figure was adapted from ref. 283.

The amine functionality is a common structure motif that is ubiquitous in nature and industries.
Aliphatic amines alone have an estimated production capacity of over 500,000 tons per year
and they are used e.g., as precursors of herbicides, insecticides or pharmaceuticals 2. In
addition, aromatic amines such as aniline are starting points for more than 300 different
chemicals and are for example of very high importance for the synthesis of polyurethanes 2°.
In biological systems, amines function for example as neurotransmitters (e.g., dopamine) 28

and are part of amino acids that are needed for protein biosynthesis 2.

However, direct synthesis of unprotected amines and their derivates such as amino alcohols by
addition reactions starting from simple olefins still are challenging 2. Additionally, many of
the established synthesis strategies lead to protected amines. Due to the high importance of
amines in various aspects of life, developing efficient and sustainable synthesis strategies for
unprotected amines is a major challenge in contemporary synthetic chemistry. As Firstner has
pointed out in a review from 2016, homogeneous iron catalysis is likely to become even more
important in mainstream organic chemistry 2. In 2016, the Morandi group started a research
project that focuses on installation of unprotected amino functionalities by addition reactions
via iron(ll) catalysis 2. As “amino source” they used O-pivaloylhydoxylamino triflate
(PivONH3OTf), which is air stable and non-poisonous. Using this aminating reagent, they
tested various relatively simple Fe(ll) catalysts for the oxyamination of styrene to
regioselectively obtain 2-amino-1-phenylethanol. While they obtained decent yields with
FeSO4, Fe(ll) phthalocyanine gave good overall yields and regioselectivities. With the
illustrated scheme of simple Fe(ll) catalysts and PivONH3OTf as amino source, they were able

to synthesize various 2-aminoethanol derivates starting from different styrene derivates. In the

94



A Combined Spectroscopic and Computational Study on the Mechanism of Iron-Catalyzed
Aminofunctionalizations

following years, the Morandi group extended the reaction scope to aminochlorinations 2%12%2,
aminoazidations 2% or amino-oxidation of thiols 2%*. Sulfimidation of sulfoxides was reported

by Bolm and coworkers 2%°.

Although the introduced paradigm was successful so far and the reaction scope was extended
to several highly important aminofunctionalizations, deeper insights into the mechanisms of
aforementioned transformations are still missing. Especially the efficiency of relatively simple
iron(11) catalysts is still puzzling. Therefore, in the joint project discussed in this chapter, a
broad spectroscopic and computational analysis of the case study given in Figure 7.1 was
carried out in order to establish the number of occurring intermediates as well as their
geometric, electronic and spectroscopic properties. In addition, a plausible reaction mechanism

was derived from experimental observations and computations.

7.2 Overview of experimental results

In this section, the main results from the experiments and the spectroscopic analyses are shown
and discussed. Note that the experiments were carried out by Chatterjee and coworkers but not
by the thesis author. Also, the figures shown in this section were not prepared by the thesis

author but were taken from the joint journal article 23,

After synthesis of 1 and PivONH3OTTf (see Figure 7.1), optical absorption spectra of 1 and of
1 mixed with PivONHsOTf after 15 mins and 90 mins were taken. The results are shown
in Figure 7.2. The precursor 1 dissolved in dichloromethane yields a yellow solution (black
spectrum in Figure 7.2). Most noticeably is the low-energy chromophore at around 23,000
cm™. After adding the aminating reagent PivONH3OTTf to the solution, the solution turns red
almost instantly. The corresponding spectrum at 15 mins after mixing is shown in red in Figure
7.2. The low-energy feature was red-shifted to around 20,500 cm™ and also shows reduced
intensity compared to the precursor. After 90 mins, the solution turns violet with the low-energy

chromophore again appears red-shifted, broadened and with overall lower intensity.
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Figure 7.2 UV-vis absorption spectra of 1 (black), 1 + PivONHsOTf after 15 mins (red) and 1
+ PivONH3OTTf after 90 mins (blue) in CH2Cl at 293 K. This figure was taken from ref. 283.

Gaussian deconvolution was carried out by the thesis author (see Figure A 1), which will be
discussed in the computational section. The overall time evolution of the absorbance indicates
the presence of two intermediates that are labeled in the further Int I and Int Il. The
characteristic low-energy chromophores (480 nm for Int I, 700 nm for Int I1) were further used
for Kinetics studies based on ultraviolet-visible (UV-vis) spectroscopy. In the absence of the
substrate styrene, Int I shows a half-time for its decay of 35 mins. The formation of Int Il is
observed at the same time scale. The decay of Int Il has a half-time of 260 mins. In the presence
of styrene, the decay rate of Int I does not change, whereas the decay of Int Il happens
significantly faster compared to the self-decay in the absence of styrene. The kinetics studies
therefore suggest that Int Il is formed from Int | and that Int Il is active in reaction with
styrene, while Int I is not. In addition, reaction rates were obtained for different para-
substituted styrene derivates. Electron-donating substituents like the methoxy group increase
the reaction rates, indicating that more nucleophilic styrene derivates are more active in the

nitrogen transfer reaction.

As was demonstrated, both intermediates are relatively long-living and can therefore be frozen
out in solution and can be analyzed by means of various spectroscopic techniques. In Figure
7.3, the results from electrospray ionization mass spectrometry (ESI-MS) are shown for both

intermediates Int | and Int I1.
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Figure 7.3 ESI-MS results of a solution of 1 + PivONH3OTf in CH2Clo/CH30H at 15 mins

and 90 mins after mixing, respectively. This figure was taken from ref. 283.

For Int I a dominant fragment with a mass over charge (m/z) ratio of 371.1 was found.
Experiments in deuterated solvent indicate one exchangeable proton in Int 1. The found mass
corresponds to the sum formula [Fe(acac)2(PivONH) + H*]. Experiments with *°N labeled
aminating reagent PivONH3OTT proof that the PivONH group of Int I originates from the
aminating reagent. For Int Il dominant fragments with m/z = 269.03 and m/z = 270.04
corresponding to the sum formulas [Fe(acac)2(NH)]* and [Fe(acac)2(NH) + H*] were found. It

becomes evident that Int 11 is formed from Int | by the loss of the O-pivaloyl group.

For receiving information about the total spin state of the system and the oxidation state of iron,
electron paramagnetic resonance spectroscopy (EPR) measurements were carried out. In EPR,
splitting of magnetic sublevels of a paramagnetic substance in an external magnetic field is used
for measuring transitions between these sublevels induced by electromagnetic radiation.
Usually, systems with an even number of unpaired electrons and therefore an integer total spin
Sdo not give any signals in perpendicular EPR mode 2%, These systems are called non-Kramers
systems. In a Kramers system, each state is at least doubly degenerate in the absence of
magnetic fields (so-called Kramers doublet) 2°’. Half-integer spin systems are Kramers systems.
Therefore, the lowest magnetic sublevel is guaranteed to be degenerate without magnetic field.
Each Kramers doublet will split in the presence of an external magnetic field. On the other
hand, the lowest magnetic sublevel of a non-Kramers system might not be degenerate and
therefore might not split up in the presence of the magnetic field. Therefore, if the zero-field
splitting is much larger than the available photon energy, no resonance can be observed in these
systems 2%, In EPR spectroscopy, the effective g-tensor gefr is measured. It is an effective g-
tensor because the actual energy of the magnetic sublevels is determined by a multitude of
interactions such as electronic Zeeman effect, zero-field splitting, hyperfine coupling

interactions, etc.
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Figure 7.4 Experimental EPR and Mdssbauer spectra. Left: experimental (black) and simulated
(red) continuous wave EPR spectra of 1 (a), Int I (b) and Int Il (c) at a frequency of 9.6 GHz.
Measurements were carried out at 10 K. The simulated spectrum of Int I was obtained from
superposition of two subspectra with a total spin S=2.5. Right: Mdssbauer spectra of 1 (top),
Int I (middle) and Int 11 (bottom) at 80 K. This figure was adapted from ref. 283.

As can be seen from Figure 7.4, no EPR signals are detected for 1 and Int 1. 1 is known to be
a ferrous complex, which is in agreement with the EPR silence of the species. Int 11 is described
best as integer spin system as well. Int I on the other hand does show resonance and is therefore
best described as half-integer spin system. The resolved peaks have effective g-values of gess =
9.3, 8.6, 5.4, 4.3. Simulations with a total spin .S=2.5 were carried out that could reproduce the
experiment reasonably well. EPR indicates that Int I is a high-spin iron(l11) i.e., ferric complex

and therefore underwent oxidation relative to the precursor 1.

Maossbauer spectroscopy is another useful technique that allows for conclusions about the
oxidation state of iron. The key quantities obtained from Mdssbauer spectroscopy are the isomer
shift 6 and the quadrupole splitting AE,. The isomer shift depends on the electron density at
the iron nucleus and can be related to the formal oxidation and spin state of iron 28, The

quadrupole splitting originates from the interaction of the nuclear quadrupole moment with the

98



A Combined Spectroscopic and Computational Study on the Mechanism of Iron-Catalyzed
Aminofunctionalizations

electric field gradient. The electric field gradient tensor contains the second derivatives of the
electrostatic potential with respect to the position and it arises from non-spherical charge
distributions in the molecule 28, For the precursor (see Figure 7.4 right, top), two distinct
species arise. The dominant species has an isomer shift of § = 1.26 mm s* and a quadrupole

splitting of AE, = 2.60 mm s, which strongly indicate the presence of a ferrous high-spin
complex with S=2. The minor species 1* (5 = 0.48 mm s, AFE,=0.85mm s'1) was attributed

to the anhydrous dimeric form of the precursor.

For the measurements carried out 15 mins after mixing 1 + PivONH3OTf, two different distinct
species Int I and c1 arise. Int | is the dominant species and has § = 0.55 mm s and AEg =
0.66 mm s. Compared to the precursor, Int | features a significantly decreased isomer shift
and quadrupole splitting and therefore indicates the presence of an iron(l11) high-spin site. Note
that the iron(111) nature of this intermediate was predicted by EPR as well. As was indicated by
the EPR already, the precursor is oxidized, presumably by PivONHsOTf, upon formation of
Int 1. The minor component c1 is attributed to another ferrous high-spin species that is distinct
from 1 (6 = 1.42 mm s™, AE,, = 3.36 mm s™). During the activation of the precursor, several

side reactions are possible, such as ligand exchange with OTf or CH3OH.

Mdossbauer spectra were also taken at 90 mins after mixing 1 + PivONH3OTf. The dominant
species has § = 0.57 mm s and AFE, = 0.40 mm s and is again attributed to a high-spin
iron(111) site. This species is assigned to the second intermediate Int I1. Besides the remaining
species c1 that was present in the previously measured spectrum, another minor species c2 (§
= 1.40 mm s¥, AEg, =228 mm s1) with a relative intensity of 11 % arises, which indicates
another ferrous side product. Interestingly, Mossbauer spectroscopy predicts a high-spin
iron(111) site for Int 1, while EPR indicates an integer total spin of the system. The sum formula
of Int 11 is Fe(acac)2(NH) and it is therefore suggested that the iron(l11) site couples with the
NH iminyl group to yield an overall integer spin state.

Further spectroscopic analyses were carried out by means of X-Ray absorption spectroscopy
(XAS), resonance Raman (rR) spectroscopy and nuclear resonance vibrational spectroscopy
(NRVS). The results are not discussed here, the interested reader is referred to ref. 283. To
summarize the experimental data, the precursor 1 (Fe(acac)2(H20)2) is a ferrous high-spin
complex (S=2) that reacts with the aminating reagent PivONHsOTT to give the first reaction
intermediate Int | (Fe(acac)2(PivONH)), which is a ferric high-spin complex (5=2.5). Int 11
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(Fe(acac)2(NH)) is formed by decomposition of Int I, it has an integer total spin but features a

high-spin iron(l11) site as well. Int 11 is the active species that reacts with the substrate styrene.

7.3 Computational protocol

All electronic-structure calculations presented in this chapter were carried out by the thesis
author. The aim of the computations is to establish the preferred model for 1, Int I and Int Il
as well as to propose a plausible reaction mechanism. For the precursor and both intermediates,
various different conformers are obtained from conformer sampling with CREST at the GFN-
XTB level of theory. The DFT calculations were carried out with ORCA 4.2.1. Test calculations
to verify some of the results have been carried out with ORCA 5.0.3. All obtained conformers
were optimized at the B3LYP-D3/def2-TZVP level of theory together with the RIJCOSX
approximation and the appropriate auxiliary basis set. In addition, implicit solvation effects
were included with the C-PCM model with gaussian charge scheme. Toluene was used as
solvent. Equilibrium structures were proven to be local energy minima or first-order saddle
points (for transition states) by analysis of vibrational frequencies. Final single point energies
were obtained at the B3LYP-D3/def2-TZVP level of theory. For the most stable conformers
with significant different structural features, several spectroscopic properties were computed.
Excited state energies were computed using the time-dependent DFT (TD-DFT) approach %6:2%,
Tight grids (Grid7 and GridX7 in ORCA 4 notation) were used. The spectra were simulated
with the orca_mapspc program. A line width of 3500 cm™ was used. For XAS, TD-DFT was
used as well for computing the pre-edge excitations. Only the 1s orbital of iron was used as
donor orbital while all virtual orbitals were used as acceptor space. In addition, computation of
electronic quadrupole contributions was carried out. Also, the scalar-relativistic ZORA
approximation 299301 was used together with the appropriate recontracted def2-TZVP basis set.
For the spectra, a line width of 0.8 eV was used. For analysis of the nature of the excitations,
natural transition orbitals (NTOs) 32 and difference densities were used. The experimental UV-
vis spectra were deconvoluted using the orca_asa program 3%32% by doing a least-square fit of
gaussians. One gaussian was used for each resolved feature. For easier comparison of computed
and measured UV-vis spectra, also the computed spectra were deconvoluted by a least-square
fit. These deconvolutions of the computed spectra were carried out using the Imfit program
package for the Python programming language. The rationale behind deconvoluting the
computed spectra is that often many different excitations contribute to one overall resolved
feature. The dimensionless oscillator strength f _. is obtained from the area of the fitted

osc

gaussian 3%
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mol cm?
fose =4.32 - lOgT/E(V)dV. (7.1)

e(v) is the molar absorption given in L mol™* cm™ and v is the wave number in cm™. For the
simulation of the resonance Raman spectra, orca_asa was used as well. The electronic excitation
energies were obtained from TD-DFT calculations. In addition, computation of the ground state
hessian (FREQ keyword) and the excited state gradients (via the NMGRAD keyword and %rr
block in ORCA) was carried out. From the computed excited state gradients, ORCA estimates
the adiabatic excitation energies, while TD-DFT provides only vertical excitation energies. The
adiabatic excitation energies for the excitations of interest were eventually used for the
simulation of the rR spectra. For the simulated spectra, a line width of 10 cm™ was used.
Mdossbauer parameters were obtained at the B3LYP-D3/def2-TZVP level of theory as well. For
their computation, the density at the nucleus and the electric field gradient must be computed.
For iron, the CP(PPP) basis set for core properties 3% was used. While the quadrupole

splitting A E,, is given directly in the ORCA output, the isomer shift § must be computed from

the density at the nucleus p, using eq. (7.2).

= alp,—C)+ p. (7.2)

«, C' and [ are empirical parameters that must be fitted for each combination of basis set and
density functionals. The corresponding values for the B3LYP functional and CP(PPP) basis set
were taken from ref. 308. Note that the standard deviations for the fits are around 0.1 mm
51398 which determines the typical error bars associated with the isomer shifts. For locating
transition states, initial relaxed surfaces scans or the nudged elastic band (NEB) method 309310

were used together with the climbing image (CI) 31132 algorithm.

In addition, CAS-SCF calculations were performed for selected systems, together with the N-
electron valence perturbation theory to second order (NEVPT2) 313314 energy correction. For 1
and Int I, ab initio ligand field theory (AI-LFT) 3! analyses were performed. For these
computations, all plausible spin multiplicities and for each multiplicity all roots were included.
For examples of input files, see Appendix A.3.

7.4 Results and discussion

7.4.1 The precursor (Fe''(acac)2(H20)2)
The precursor exists in two different isomers, which are the trans and the cis isomer shown in

Figure 7.5.
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Figure 7.5 Equilibrium structures of trans-1 and cis-1 together with the relative Gibbs free

energies. All energies are in kcal mol™. This figure was adapted from ref. 283,

In trans-1, both acetylacetonate ligands lie in one plane with the iron center while the water
molecules are above and below the plane, respectively. The trans-1 isomer is slightly more
stable, however, existence of cis-1 in solution is possible as well. To test the preferred spin
state, the trans isomer was optimized with a total spin of S=0,1,2. The corresponding relative

free energies AG,.,; are shown in Table 7.1.

Table 7.1 Relative free energies of trans-1 optimized for different spin multiplicities at the
B3LYP-D3/def2-TZVP level of theory. All energies are in kcal mol™. This table is adapted
from ref. 283.

Total spin S Spin multiplicity (25+1) AG,,,

0 1 28.138
1 3 15.354
2 5 0.000

Clearly, the quintet state is favored significantly over the other possible spin states, which is in
agreement with the experimental Mossbauer parameters. The integer total spin of the system
was also proven by EPR. In the further, only the quintet states of trans-1 and cis-1 are

considered.

In Figure 7.6, the computed UV-vis spectra for both isomers are shown. The deconvoluted

experimental and computed spectra are shown in Appendix A.
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Figure 7.6 Computed UV-vis spectra of cis-1 (top) and trans-1 (bottom). Individual excitations
are shown as red sticks. The intensity was scaled to match the experimental extinction

coefficients. This figure was taken from ref. 283.

Comparison of experimental and computed excitation energies and oscillator strengths obtained

from the deconvolution are given in Table 7.2.

Table 7.2 Experimental and computed excitation energies and oscillator strengths obtained
from gaussian deconvolution. All energies are given in cm™. This table was adapted from
ref. 283.

Excitation energy Oscillator strength
exp-1 cis-1 trans-1 exp-1 cis-1 trans-1
22806 23083 23410 0.044 0.047 0.069
28459 - - 0.021 - -
35702 39014 38598 0.173 0.215 0.188
41837 43881 43894 0.274 0.424 0.462

The low-energy band at 22806 cm™ is reproduced very well by both isomers, with cis-1 having
slightly better agreement in both excitation energy and oscillator strength. Interestingly, the
band at 28459 cm is entirely missing in both computed spectra. However, as was shown by
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experimental Mdssbauer spectroscopy, there is a minor component 1* with a relative intensity
of 20 % which might be responsible for this band. This would be in accordance with the
relatively small oscillator strength. For the high energy bands (35702 cm™ and 41837 cm™),
both isomers overestimate excitation energies and oscillator strengths. However, the

experimental bands are relatively broad and overlap, which impedes the deconvolution.

Table 7.3 Experimental and computed isomer shifts and quadrupole splittings for the precursor

1. All quantities are given in mm s*. This table was adapted from ref. 283.

Mdossbauer exp-1 cis-1 trans-1
parameter
) 1.26 1.05 1.03
AFE, 2.60 2.59 2.47

The computed Mdssbauer parameters are given in Table 7.3. The computed isomer shifts are
much closer to each other than the typical maximum error of 0.1 mm s™. DFT slightly
underestimates the isomer shift. However, the experimental isomer shift is already in the higher
range of isomer shifts typical for iron 2, which may make it more difficult for DFT to predict
them correctly. The quadrupole splitting parameters are in good agreement with experiment.
However, in general, computed values for the quadrupole splitting are less reliable than the

computed isomer shifts 31631,

The basic idea behind rR spectroscopy is that the intensity of specific vibrational modes is
increased dependent on the underlying electronic excitation that has been carried out. More
specifically, only those modes’ intensities are enhanced whose bonds or functional groups are
affected by the underlying electronic excitation 318, For 1, the most striking band is the low-
energy feature at 22806 cm™. For computing the rR spectra of cis-1 and trans-1, the

corresponding estimated adiabatic excitation energies were used.
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Figure 7.7 Computed rR spectra for cis-1 (top) and trans-1 (bottom). The computed adiabatic
excitation energies were used for achieving resonance. For each spectrum, the difference
density of the electronic excitation is shown. Red: donor region. Yellow: acceptor region. This

figure was taken from ref. 283.

From Figure 7.7, it can be seen that the low-energy excitation belongs to the metal to ligand
charge transfer excitation from the iron tyg orbital into the empty n* orbitals of the
acetylacetonate ligands. The by far most intense modes are the carbonyl stretching modes at
around 1600 cm™. Other intense vibrational modes are the deformational §(Fe-Oacac) and the
symmetric vs(Fe-Oacac) and v(C-CHs) stretching modes. Overall, cis-1 has slightly better

agreement with experiment then trans-1.

Table 7.4 Selected experimental and computed vibrational frequencies for 1. All frequencies

are in cm™®. This table was adapted from ref. 283.

Assignment exp-1 cis-1 trans-1
d(Fe-Oacac) 265 256 262
v8(Fe-Oacac) 450 420 417

v(C-CHa) 1284 1289 1290

vs(C=0) 1625 1618 1610
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The last spectroscopic technique discussed here is XAS. The focus is set on the pre-edge area,

which is governed by the quadrupole-allowed 1s to 3d excitations into the singly occupied 3d-

orbitals of iron.
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Figure 7.8 Computed XAS spectra for cis-1 (top) and trans-1 (bottom). The individual
excitations are shown as red sticks. To match the experimental spectrum, the spectra were
scaled and shifted accordingly. For trans-1, the difference densities of the excitations are given.
The acceptor region is shown in yellow. The donor orbital is always the 1s orbital of iron. This

figure was taken from ref. 283.

In Figure 7.8, the energetic separation between the excitations into the tog and ey orbitals is
clearly visible. Since the excitation energies within one group of orbitals (t2g or eg) are close to
each other, only one resolved feature is observable for each group. For a more quantitative
comparison, the intensity weighted average energy (IWAE) was computed for the experimental
and computed spectra. The mean IWAE value of the computed spectra was used to calculate
the shifting energy in order to match the experimental spectrum. Analogously, the mean value
of the pre-edge areas (obtained by numerical integration of the spectra) of the computed spectra
were used to scale the computed spectra to match the experimental one. The energy difference
between the two resolvable peaks A E were computed from the energies of the corresponding

intensity maxima.
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Table 7.5 Computed and experimental IWAE, area and energy difference between the two

intensity maxima A E of 1. All energies are in eV. This table was adapted from ref. 283.

exp-1 cis-1 trans-1

IWAE (eV) 7112.95 7112.84 7112.74
Area 25 42 19
AFE (eV) 1.3 1.1 14

In general, trans-1 has slightly better agreement with experiment than cis-1 with respect to the
computed area and the energy difference between the two peaks. It is noted, however, that the
experimental energy resolution is around 0.2 eV. Therefore, also the expected experimental
uncertainty is around 0.2 eV. The experimental spectrum shows almost identical intensities for

both resolved features, which is reproduced more accurately by the trans isomer as well.

Taken all spectroscopic techniques together, no clear preference for one or the other
computational model can be established. UV-vis and resonance Raman spectroscopy seem to
slightly favor cis-1, while XAS favors trans-1. Mdssbauer spectroscopy provides isomer shifts
that are much closer to each other than the typical error bars and therefore does not allow for
unique assignment as well. Free energy calculations slightly favor trans-1 but overall, no clear
assignment can be made. Given the small energy difference between the isomers, it is
reasonable to assume that both isomers are in equilibrium in solution. As detailed in Appendix
A.2, experimental determination of the d-d excitation energies could help distinguish between

the two isomers. But that was beyond the scope of this project.

The electronic structure of trans-1 is discussed in Figure 7.9, the main conclusions are valid
for cis-1 as well. Quasi-restricted orbitals 3!° (QRO) were used for representation. Although
trans-1 belongs to the point group Cy, it can be approximated by Cay point group symmetry.
The highest occupied ligand orbitals are the doubly degenerate mw-orbitals of the acetylacetonate
ligands. Above them lies the iron d-manifold. The energetically lowest orbital (A2) is doubly
occupied. The two antibonding orbitals (A1 and B;) are clearly separated from the nonbonding
orbitals as can be seen from the orbital energies. The covalent mixing is very small in both the
nonbonding (5.9 % ligand contribution) and antibonding (10.5 % ligand contribution) orbitals.
The lowest unoccupied orbitals of the system are the (again doubly degenerate) m*-orbitals of

the acetylacetonate ligands. The low-energy excitation observed in UV-vis (22806 cm™) can be
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assigned to the metal to ligand charge-transfer excitation from the doubly occupied metal orbital
(A2) into the m*-orbitals.
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Figure 7.9 Electronic structure of trans-1 represented by QROs. The QRO orbital energies are
given together with the symmetry labels. For trans-1, Coy symmetry is assumed. All energies

are given in eV. This figure was taken from ref. 283.

7.4.2 Intermediate | (Fe'"'(acac)2(NHOPIv))
As discussed in section 7.2, Int | is a half-integer spin system. The most stable isomer found
assuming sextet spin multiplicity was re-optimized for the quartet and doublet spin state.

Table 7.6 Relative free energies of Int | optimized at different spin multiplicities at the B3LYP-
D3/def2-TZVP level of theory. All energies are in kcal mol™. This table was adapted from
ref. 283.

Total spin § Spin multiplicity (25+1) AG, .,
1/2 2 12.764
32 4 10.370
5/2 6 0.000
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The sextet state is clearly favored by free energy calculations in agreement with experimental
EPR, XAS and Mdssbauer spectroscopy. Two different geometric models of Int | were
obtained from the conformer sampling procedure, which are the 6-coordinate model that
features the Fe-N bond and an additional Fe-O bond with the keto group of the NHOPiv group
(Int 1 (FeN+FeQ)) and the 5-coodinate model that misses the additional Fe-O bond (Int |

(FeN)). The 6-coordinate isomer of Int I clearly is favored by Gibbs free energy calculations.

6-Coordinate (FeN+FeO) 5-Coordinate (FeN)
0 kcal mol™ 5.60 kcal mol!

Figure 7.10 6-Coordinate and 5-coordinate models of the first intermediate Int | together with
the relative free energies at the B3LYP-D3/def2-TZVP level of theory. All energies are in kcal
mol™. This figure was adapted from ref. 283.

The computed and deconvoluted UV-vis spectra are shown in Appendix A.1. In Table 7.7, the

obtained excitation energies and oscillator strengths are given.

Table 7.7 Experimental and computed excitation energies and oscillator strengths for Int |
obtained from gaussian deconvolution. All energies are given in cm™. This table was adapted
from ref. 283.

Excitation energy (Int I) Oscillator strength (Int 1)
Exp. FeN+FeO FeN Exp. FeN+FeO FeN
20656 18051, 22651 0.040 0.043, 0.086
21918 0.065

28018 25980 26560 0.009 0.043 0.082
33189 38501 36696 0.066 0.163 0.226
41070 41748 40594, 0.180 0.562 0.192,

44213 0.296

In the experimental UV-vis spectra, the most noticeable feature was the red-shift of the low-
energy band for Int I compared to 1 (22806 cm™ to 20656 cm™). This red-shift is reproduced
109



A Combined Spectroscopic and Computational Study on the Mechanism of Iron-Catalyzed
Aminofunctionalizations

fairly well by 6-coordinate isomer, while the band energy for the 5-coordinate isomer remains
mainly unchanged. However, for all other bands the agreement between computed and
measured excitation energies is not overwhelmingly well. Noticeably, for both isomers, five
gaussians were needed to fit to computed spectrum, while only four bands were extracted from
experimental spectrum. However, the fit is of course not unique and changing the line width of

the computed spectrum influences the number of resolvable bands.

The computed Mdssbauer isomer shifts of both isomers match the experiment reasonably well.
However, the experimental isomer shift lies practically in the middle between the two computed
shifts, preventing unambiguous assignment. The computed quadrupole splittings are very close
to each other but differ significantly from the experimental value. Therefore, Mdssbauer

spectroscopy does not allow for unique assignment to one or the other isomer.

Table 7.8 Experimental and computed isomer shifts and quadrupole splittings for Int I. All

quantities are given in mm s, This table was adapted from ref. 283.

Mdossbauer Exp. FeN+FeO FeN
parameter
) 0.55 0.61 0.52
AE, 0.66 1.43 1.33

In Figure 7.11, the computed rR spectra for Int | are shown. Again, the low-energy band
(20656 cm™ experimental excitation energy) was chosen as electronic excitation. The
corresponding estimated adiabatic excitation energies were used in orca_asa. From the
difference density plots, it can be seen that the low-energy band originates from a ligand to
metal charge transfer excitation from the NHOPiv ligand into the singly occupied non-bonding
iron d-orbitals. For 1, the low-energy band originated from the metal to ligand charge transfer
excitation. In Table 7.9, the most important experimental and computed vibrational frequencies
together with the assignment carried out are shown. The computed spectra again feature very
intense bands between 400 cm™ and 450 cm™ that are assigned to the vs(Fe-Oacac) Stretching
modes. The most intense band arises at 560 cm™ for Int 1 (FeN+FeO) and at 629 cm™ for Int
I (FeN). This band in both cases is assigned to the Fe-N stretching mode. For Int | (FeN+FeQ),
this mode heavily mixes the Fe-N stretching and the Fe-O stretching due to the ring-like binding
mode of the iron site with the O-pivaloyl group. The experimental frequency of this mode is

585 cm™ and is therefore much better reproduced by Int I (FeN+FeO).
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Figure 7.11 Computed rR spectra for Int I (FeN+FeO) (top) and Int I (FeN) (bottom). The
computed adiabatic excitation energies were used for achieving resonance. For each spectrum,
the difference density of the electronic excitation is shown. Red: donor region. Yellow: acceptor
region. This figure was taken from ref. 283.

Table 7.9 Selected experimental and computed vibrational frequencies of Int I. All frequencies
are in cm™. This table was adapted from ref. 283.

Assignment Exp. FeN+FeO FeN
vs(Fe-Oacac) 429 430 439
VS(Fe-Oacac) 460 442 450
vas(Fe-Oacac) 532 543 558

vs(Fe-N/Fe-0O) 585 560 629
v(N-O) 921 903 932
vas(C=0) 1586 1607 1597
vs(C=0) 1614 1623 1614

At 921 cm™ there is the v(N-O) stretching mode, which is slightly better reproduced by the 5-
coordinate isomer. Just like UV-vis spectroscopy, rR spectroscopy is slightly favoring the 6-
coordinate isomer, while Mdssbauer spectroscopy is indifferent. In Figure 7.12, the computed
XAS spectra are shown.
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Figure 7.12 Computed XAS spectra for Int | (FeN+FeO) (top) and Int I (FeN) (bottom). The
individual excitations are shown as red sticks. To match the experimental spectrum, the spectra
were scaled and shifted accordingly. For Int I (FeN+FeO), the difference densities of the
excitations are given. The acceptor region is shown in yellow. The donor orbital is always the

1s orbital of iron. This figure was taken from ref. 283.

The computed spectra of Int I differ from the spectra of 1 in a couple of ways. First, no clear
separation between the excitations into the non-bonding iron d-orbitals and the antibonding
orbitals can be seen, so no assignment of the excitations into one of two groups is possible.
Rather, it seems that the two lowest-in energy excitations constitute one resolvable feature, the
two highest-in energy excitations constitute another resolvable band while the third excitation
introduces a saddle-point shape between the two maxima to the spectrum. As expected, the
excitations into the antibonding orbitals have higher intensities since the acceptor state orbital
has significant contributions from the ligand’s p-orbitals, making these excitations “less
forbidden”. In Table 7.10, the computed IWAE values, areas and A E values are shown. They
were obtained in an analogous way as for 1. Interestingly, Int I (FeN+FeO) has much better
agreement with experiment for the computed pre-edge area and the energy difference between
the two resolved features. Especially AF is reproduced very well by the computations. Int |

(FeN) shows a significantly increased intensity caused by the reduced centrosymmetry of the
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iron site due to the decreased coordination number. Also, the relative intensity of the two peaks

is much better reproduced by the 6-coordinate isomer (see Figure A 10).

Table 7.10 Computed and experimental IWAE, area and energy difference between the two

intensity maxima AE of Int I. All energies are in eV. This table was adapted from ref. 283.

Exp. FeN+FeO FeN
IWAE (eV) 7112.88 7112.75 7112.87
Area 22 18 49
AF (V) 1.3 15 1.9

Taken together, the correlation of the computed and experimental spectroscopic data together
with the computed free energies of the 6-coordinate isomer and 5-coordinate isomer strongly
suggest the presence of the 6-coordinate isomer Int I (FeN+FeO) in solution. The presence of
the 6-coordinate isomer would also plausibly explain the loss of both water molecules upon
activation of 1, as was proven by ESI-MS. In accordance with experiment, the sextet state with
five unpaired electrons is by far the most stable spin state. The first intermediate is therefore

best described as high-spin Fe(l11) complex.

7.4.3 Intermediate 11 (Fe'"'(acac)2NH-)

The second intermediate Int I1 has the sum formula Fe(acac).NH and is formed from the first
intermediate by the loss of the OPiv group. Experimental XAS and Mdssbauer spectroscopy
indicate the presence of an iron(lll) site, while EPR predicts an integer spin system. In this
chapter, four different isomers of Int Il are considered that are shown together with their
relative free energies in Figure 7.13. The most stable isomer is TBP-Neq, Which has a distorted
trigonal-bipyramidal environment of the iron site. The iminyl group is in equatorial position,
meaning that the nitrogen site marks one of the corners of the pyramid base. The second most
stable isomer is the square-pyramidal isomer with axial iminyl group (SQP-Nax) with a relative
free energy of 2.3 kcal mol™. The other two isomers are the trigonal-bipyramidal one with axial
iminyl group (TBP-Nax) and the square-pyramidal one with equatorial iminyl group (SQP-Neg).
Both are very similar in energy with relative free energies of 4.0 kcal mol and 4.2 kcal mol?,
respectively. As will be discussed later in this section, Int Il is best described by an
antiferromagnetically coupled diradical, which in turn is best described by a multireference
approach. It is noted here that the energetic order of the four isomers was not only computed at
the DFT level of theory but also at the DLPNO-CCSD(T) and the CAS-SCF + NEVPT2 levels
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of theory. While the relative free energies change dependent on the underlying method used,

the order of the isomers was the same regardless of the methodology.

o
TBP-Neq SQP-N,,
0.0 kcal/mol 2.3 kcal/mol
i [
v °
TBP-N,, SQP-N,
4.0 kcal/mol 4.2 kcal/mol

Figure 7.13 Isomers of Int 11 together with the relative free energies at the B3LYP-D3/def2-
TZVP level of theory. TBP-Neg: trigonal-bipyramidal coordination with equatorial iminyl
group, SQP-Nax: square-pyramidal coordination with axial iminyl group, TBP-Nax: trigonal-
bipyramidal coordination with axial iminyl group, SQP-Neq: square-pyramidal coordination
with equatorial iminyl group. All isomers were optimized as quintet states (S=2). All energies

are in kcal mol™. This figure was adapted from ref. 283.

Like for the precursor 1 and the first intermediate Int I, the most stable isomer was re-optimized
using different spin multiplicities of the system. The relative free energies of different spin
multiplicities are given in Table 7.11. Interestingly, the different spin states are much closer in
energy to each other compared to 1 or Int I. This is especially true for the quintet and the heptet
state. However, CAS-SCF + NEVPT2 calculations predict the quintet state to be more stable as

well. Therefore, Int Il is best described as integer spin system with a total spin of S=2.
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Table 7.11 Relative free energies of Int Il optimized at different spin multiplicities at the
B3LYP-D3/def2-TZVP level of theory. All energies are in kcal mol™. This table was adapted
from ref. 283.

Total spin § Spin multiplicity (25+1) AG, .,
0 1 13.900
1 3 8.089
2 5 0.000
3 7 4.101

In the following, the spectroscopic properties of the isomers are discussed in brief before the
electronic structure of Int 11 will be elucidated in greater detail. The experimental and computed
excitation energies and oscillator strengths obtained from the deconvolution of the spectra as

discussed in section 7.3 are shown in Table 7.12.

Table 7.12 Experimental and computed excitation energies and oscillator strengths for Int 11
obtained from gaussian deconvolution. All energies are given in cm™. This table was adapted
from ref. 283.

Excitation energy (Int I1) Oscillator strength (Int 11)
Exp. | TBP- | SQP- | TBP- | SQP- | Exp. | TBP- | SQP- | TBP- | SQP-
Neq Nax Nax Neq Neq Nax Nax Neq

14342 | 21487 | 19000 | 24108 | 17998 | 0.019 | 0.010 | 0.017 | 0.020 | 0.006
27128 | 28149 | 26104 | 31606 | 29451 |0.021 | 0.091 | 0.046 | 0.112 | 0.112
34606 | 34938 | 30833 | 36799 | 37784 |0.112| 0.112 | 0.065 | 0.177 | 0.176
41339 | 39197 | 39646 | 40987 | 40907 |0.136 | 0.267 | 0.174 | 0.130 | 0.125

- 43429 | 41990 | 46335 | 47151 - 0.408 | 0.551 | 0.657 | 0.524

Interestingly, none of the four isomers is capable of reproducing the low-energy feature at
14342 cmt. All isomers overestimate the corresponding excitation energy significantly and
underestimate the oscillator strength. This excitation is expected to be a charge-transfer
excitation involving the metal d-orbitals and the iminyl group. However, as will be discussed
later in this section, the electronic structure of Int Il cannot fully adequately be described by
DFT. Therefore, also the spectroscopic properties computed at the DFT level most likely will

not be obtained with the same accuracy that was experienced for 1 and Int I. Test calculations
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using various different density functionals were carried out, but no significant improvement in
either excitation energy or oscillator strength was found for the low-energy excitation. The
fitting procedure was carried out up to 45000 cm™. The deconvolutions of the computed spectra
include a fifth gaussian with excitation energies between 42000 cm™ and 48000 cm'* that was
not captured by experiment. However, this part of the spectrum is governed by ligand-to-ligand
excitations like m to ©* excitations of the acetylacetonate ligands, which are not of special

interest for exploring the electronic structure of Int 1.

Table 7.13 Experimental and computed isomer shifts and quadrupole splittings for Int I1. All

guantities are given in mm s. This table was adapted from ref. 283.

Maossbauer ) AEg

parameter

TBP-Neq 0.41 1.46

SQP-Nax 0.47 0.78

SQP-Neq 0.41 1.66

TBP-Nax 0.41 2.07
Exp. 0.57 0.40

Interestingly, also the computed isomer shifts show relatively large discrepancies compared to
experiment. Only the isomer shift of SQP-Nax is within the expected error range of 0.1 mm s,
The other three isomers show slightly smaller isomer shifts. The overall underestimation of
0 at the DFT level of theory may be induced by the blurring of the oxidation state, leading to a

formal oxidation state between +3 and + 4.

As will be discussed below, DFT predicts different electronic structures for the four isomers of
Int I, as it is not entirely capable of dealing with the multireference character of the system.
This can be seen beautifully from the resonance Raman spectra. As excitation, the low-energy
excitation with the largest oscillator strength was chosen. While there was one dominant low-
energy excitation for 1 and Int I, the different isomers of Int Il show only very low intensity
excitations around 20000 cm™* with very different difference densities. Interestingly, for TBP-
Neg, @ ligand to metal charge transfer excitation occurs, in which the main density donor is the
nitrogen p-orbital. For SQP-Nax, excitation from the acetylacetonate orbitals into the Fe-N o*
orbital happens. For SQP-Neq and TBP-Nax, ligand to metal excitations from the nitrogen site

into the metal d-orbitals occur. As expected, intensity enhancement of the C=0 carbonyl
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stretching modes is only observed for TBP-Neq and SQP-Nax, since the corresponding

excitations induce changes in the electron densities at the carbonyl groups.
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Figure 7.14 Computed rR spectra for Int I1. The computed adiabatic excitation energies were
used for achieving resonance. For each spectrum, the difference density of the electronic
excitation is shown. Red: donor region. Yellow: acceptor region. This figure was adapted from
ref. 283.

Some important vibrational excitation energies together with the assignment are summarized

in Table 7.14.

Table 7.14 Selected experimental and computed vibrational frequencies for Int I1. All

frequencies are in cm™. This table was adapted from ref. 283.

Assignment Exp. TBP-Neq SQP-Nax TBP-Nax SQP-Neq
VS(Fe-Oacac) 433 442/444 448 440/453 443/451
d(N-H) 462 480 465 798 734
vas(Fe-Oacac) 528 548/559 549/560 564/574 557
v(Fe-N) 612 600 655 598 623
d(C-H) 802 793/795 795/800 794/797 796/797

The most intense vibrational modes in the computed rR spectra are, as expected, the ones that
include the iron and nitrogen site. The iron-oxygen stretching modes vs(Fe-Oacac) and vas(Fe-
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Oacac) are systematically overestimated by DFT. Very interesting is the position of the 6(N-H)
deformational mode. While the experimental frequency is fairly well reproduced by TBP-Neq
and SQP-Nax, the TBP-Nax and SQP-Neq isomers overestimate this mode by more than
250 cm™. That the mode with experimental frequency of 462 cm™ is indeed the 8(N-H) mode
was verified by °N-labeled rR spectroscopy, which predicts an isomer shift of -4.0 cm™ that is
very well reproduced by TBP-Neq (-6.1 cm™). The experimental band at 802 cm™ was assigned
to 6(C-H) deformational modes of the acetylacetonate ligands. The v(Fe-N) stretching mode
was seen in experiment at 612 cm™, which is reproduced by the trigonal-bipyramidal isomers,
while the square-pyramidal isomers overestimate the frequency. For this mode, **N isomer
shifts indicate the participance of nitrogen as well. The vas(Fe-Oacac) mode shows, as expected,
no °N isomer shift in experiment. For TBP-Nax, the Fe-O stretches mix with the Fe-N stretches,
leading to a computed °N isomer shift of -6.98 cm™. By far the best overall agreement with

experiment has therefore the TBP-Neq isomer.
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Figure 7.15 Computed XAS spectra for Int Il. The individual excitations are shown as red
sticks. To match the experimental spectrum, the spectra were scaled and shifted accordingly.
The difference densities of the most intense excitations are given. The acceptor region is shown
in yellow. The donor orbital is always the 1s orbital of iron. This figure was adapted from
ref. 283.
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In Figure 7.15, the computed XAS spectra for the four isomers of Int Il are shown. Following
the procedure outlined for the precursor 1, the spectra were shifted and scaled to match the
experimental spectra. Noticeably, for TBP-Neq and SQP-Nax, the shape of the spectra differs
significantly from the shape of the experimental spectrum. For TBP-Neg, only one peak is
resolved, while for SQP-Nax the intensity distribution of the two peaks does not match the
experimental spectrum (in experiment, both peaks roughly have the same intensity, see Figure
A 10). In general, it is seen that excitations into empty orbitals with significant contributions
from the nitrogen orbitals have increased intensity. However, it should be kept in mind that the
unambiguous electronic structure at the B3LYP-D3 level of theory of course influences the
XAS spectra since these depend directly on the occupation numbers of the frontier orbitals. The
energy difference between the two peaks of the SQP-Nax isomer amounts to 1.2 eV and matches

the experiment better than the other isomers.

Taking everything together, for Int 11 the quintet state is clearly the favored spin state. From
the analysis of the computed and experimental spectroscopic data, no clear assignment to one
or the other isomer can be made. TBP-N¢q is favored by free energies, while SQP-Nax has a
relative free energy of only 2.3 kcal mol™. TBP-Nax and SQP-Neq have higher relative free
energies of around 4 kcal mol™. The relative energetic order of the four isomers was also
corroborated by DLPNO-CCSD(T) and CAS-SCF/NEVPT2 calculations. While vibrational
spectroscopy favors TBP-Neq as well, Mossbauer, UV-vis and XAS spectroscopy favor SQP-
Nax. Like for the precursor 1, equilibrium between TBP-Neq and SQP-Nax might be possible in

solution at room temperature.

As was seen before, the energetically favored isomers (TBP-Neq and SQP-Nax) are also favored
by correlation of the spectroscopic data. During the calculations, it was found that DFT predicts
a large negative spin population for the nitrogen site of TBP-Neq, indicating a partial radical
character of the iminyl group. Therefore, broken-symmetry DFT calculations were carried out
for TBP-Neq and SQP-Nax in order to compute the coupling constant between the iron site and
the iminyl radical. For the iron site, five unpaired electrons and one unpaired electron for the
iminyl group were chosen, leading to a quintet state. The coupling constant J is computed

from 320,321
E[HS] — E|BS]

G T T - (7.3)
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E[HS] is the energy of the high-spin state, E[BS] is the corresponding energy of the broken-
symmetry state and (S?) are the corresponding expectation values of S2. For the coupling
between the iron site and the iminyl radical, very negative coupling constants of -524.41 cm'*
(TBP-Neg) and -893.41 cm™ (SQP-Nax) were found, indicating the antiferromagnetic orientation
of the spin centers.

However, DFT predicts vastly different electronic structures for the four different isomers. In
general, the Fe-N bond can be described with one o/c* orbital pair and one /n* orbital pair.
For all isomers, the ¢ and ® bonding orbitals are occupied with two electrons. FOr TBP-Neg,
however, the o* orbital is singly occupied while the n* orbital is unoccupied. For the other three
isomers, the situation is reversed with the n* orbital being singly occupied and the o* orbital
being unoccupied. The different electron configurations consequently lead to different partial
charges and spin occupations, as was verified from the Lowdin and NBO population analysis
schemes. If the system ought to be described by a multireference (i.e., CAS-SCF) wave
function, the minimum orbital space should cover the Fe-N o/c* and n/n* orbital pairs as well
as the two non-bonding d-orbitals and the o* antibonding orbital with the acetylacetonate
ligands, leading to a CAS(8,7) space. That these orbitals are indeed the most important ones
was also verified by the natural occupation numbers of the MP2 natural orbitals, which differed
the most from 0 or 2 for these orbitals. For a more accurate description, the active space was
extended by the highest occupied ligand orbitals (two degenerate m orbitals of the
acetylacetonate ligands) and the corresponding empty antibonding orbitals, leading in total to a
CAS(12,11) space. The starting orbitals for the CAS-SCF calculations are the QROs obtained
from DFT. The electronic structure of SQP-Nax represented by the active orbitals of the
CAS(12,11) calculation is shown in Figure 7.16. Analogous electronic structures result for the
other isomers. In the CAS-SCF calculations, only one root was chosen in order to optimize the
wave function for the ground state. The lowest-in energy orbital is the Fe-N ¢ bonding orbital,
followed by the two degenerate m orbitals of the acetylacetonate ligands. These three orbitals
have occupation numbers very close to 2. Surprisingly, the Fe-N = orbital has an occupation
number of 1.42 and therefore cannot be considered doubly occupied. The corresponding
antibonding ©* orbital is the highest partially occupied orbital of the system and has an
occupation number of 0.58. The = orbital contains larger contribution from the iron site, while
the m* orbital is slightly more nitrogen-based. Between the n/n* orbital pair lie the singly
occupied and mainly iron-based orbitals, which are two non-bonding d-orbitals and the Fe-N

o* and Fe-Oacac 0* antibonding orbitals.
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Figure 7.16 Electronic structure of Int 11 (SQP-Nax) at the CAS(12,11)/def2-TZVP level of
theory. Left: the active orbitals are shown together with the natural occupation numbers. Right:
individual states with most significant contributions to the ground state wave function. This

figure was taken from ref. 283.

Interestingly, the Fe-N o* orbital is always singly occupied, irrespective of the isomer under
investigation. The n/a* orbital pair is always occupied with two electrons, however, three
different states contribute to the overall ground state, as shown in Figure 7.16, right panel.
These three states describe the distribution of the two electrons onto the orbital pair. The largest
contribution has the state with both electrons occupying the w orbital. However, the other states
with one or two electrons occupying the * orbital have significant contributions to the overall
ground state as well. This observed distribution of the two electrons onto the orbitals of the
corresponding orbital pair is responsible for the observed negative spin population at nitrogen
and therefore the diradical character of the molecule. The predicted electronic structure could
be reproduced by using MP2 natural orbitals instead of QROs as starting orbitals. In contrast to
DFT, CAS(12,11) predicts very similar electronic structures for all four isomers, as can be seen

from Lowdin atomic charges and spin populations given in Table 7.15.
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Table 7.15 Loéwdin atomic charges and spin populations at the CAS(12,11) level of theory for
the isomers of Int I1. Atomic charges are given in units of the elementary charge. This table is
adapted from ref. 283.

Atomic charge (e) Spin population

Fe N Fe N
TBP-Neq 0.75 -0.38 431 -0.45
SQP-Nax 0.71 -0.34 4.24 -0.39
TBP-Nax 0.68 -0.33 4.19 -0.34
SQP-Neq 0.68 -0.33 4.22 -0.36

Of course, the Lowdin scheme for portioning the density matrix is just one of many possible
schemes, however, it clearly demonstrates that CAS(12,11) predicts very similar electronic

structures for the four different isomers.

For further analyzing the CAS-SCF wave function, local spin analysis 322 was carried out for
the TBP-Neq and SQP-Nax isomers. For TBP-Ngq an effective spin of 0.58 h (1.16 unpaired
electrons) for the NH subsystem and an effective spin of 2.39 h (4.78 unpaired electrons) for
the residue was obtained. For SQP-Nax analogous values arise. Taking together the
experimental findings and the analysis of the CAS-SCF wave function, Int 11 is best described
as iron(111) site that couples antiferromagnetically with the iminyl radical to an overall quintet
ground state. DFT blurs the oxidation state of iron, which presumably is responsible for the
worse agreement between measured and computed spectroscopic parameters in comparison to
land Intl.

In Figure 7.17a, the spin density obtained from the CAS(12,11) ground state calculation is
shown, illustrating the antiferromagnetic radical coupling. Another DFT-based tool for
diagnosing multireference systems is the Fractional Occupation Number Weighted Electron
Density (FOD) that is obtained from finite temperature DFT calculations 323, The finite
temperature leads to fractional occupation numbers, allowing the partial occupation of
unoccupied orbitals with low energy. Plotting the FOD allows for visualization of the spatial
origin of static correlation. In Figure 7.17b, the FOD plot of the TBP-Neq isomer is shown that
qualitatively agrees with the computed spin density at the CAS(12,11) level of theory. The iron

site has smaller contributions to the FOD compared to the spin density, which is because all
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singly occupied d-orbitals contribute to the spin density, while only the “hot” orbitals contribute
to the FOD.

Figure 7.17 a) spin density at the CAS(12,11) and b) FOD at the B3LYP-D3 level of theory

for the TBP-Neq isomer. For obtaining the FOD, a smearing temperature of 9000 K was used.

The computed Fe-N Mayer bond order *2* at the CAS(12,11) level is around 1 for all isomers,
illustrating the pronounced single-bond character of the Fe-N bond. The single bond character
is also supported by relatively long Fe-N distances (1.85 A for TBP-Neq at the B3LYP-D3, 1.90
A at the CAS(12,11) level of theory). For the other isomers, DFT predicts Fe-N bond distances
of around 1.75 A. This is in striking contrast to the much shorter Fe-N bond distances found in
previously described iron-imido complexes. For example, Holland and coworkers 3%
investigated (L)Fe""'=NAd (L=ligands, Ad=adamantyl) complexes and found a Fe=N bond
distance of 1.67 A. For the corresponding (L)Fe"-NHAd complex, they found a Fe-N bond
distance of 1.84 A, reflecting the pronounced single bond character in the ferrous complex. In
addition, lovan et al. 3% studied (L)Fe'"CI-NAr complexes and proposed an antiferromagnetic
diradical coupling analogous to the coupling scheme proposed in this chapter. They found an
elongated Fe-N bond distance of 1.77 A. The high efficiency of Int Il in nitrogen-transfer
reactions most probably is a direct consequence of the pronounced Fe-N single bond,
facilitating the Fe-N bond breaking compared to iron imido complexes that show significant
double bond character. Betley and coworkers 3%’ obtained activation energies for the hydrogen
abstraction reaction of iron(l11)-iminyl complexes with toluene. They tested N-aryl and N-alkyl
substituted iminyl complexes and found that N-aryl complexes have higher activation energies
and therefore decreased reactivity, which was attributed to the stabilization of the N-aryl
compound by delocalization of spin density. Int Il does not feature any ligands at the nitrogen
site, which consequently prevents delocalization of spin density. This weakens the Fe-N bond

further and therefore increases reactivity of Int I1.
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7.4.4 Reaction mechanism

Activation process

The first step of the reaction is the formation of the first intermediate Int I from the precursor
1. The precursor 1 is a high-spin ferrous complex, while Int I is a high-spin ferric complex.
Therefore, 1 is oxidized upon activation. In analogy to the well-established peroxide
chemistry 328-330 it is assumed that 1 is oxidized by the aminating reagent PivONH3OTf in a
sacrificial process. PivONHsOTT therefore plays a dual role in this reaction. First, it oxidizes
1 under decomposition. Second, it was shown that Int I contains the PivONH ligand, so it is
acting as ligand as well. This proposed activation mechanism would require that two
PivONH3OTf molecules are involved in the formation of one Int I molecule. This is in
agreement with experimental UV-vis spectroscopy that shows that around 2 equivalents
(equiv.) are needed for obtaining maximum absorption for Int I. In addition, stopped-flow UV-
vis measurements of the reaction of 1 with PivONH3OTf yield a reaction order of 1 with respect
to the aminating reagent and a reaction order of 0.5 with respect to the precursor. The overall

activation process can be formulated in two steps. First, there is the oxidation.
Fe(acac)2(H20)2 + t-BUCOONH3*OTf — [Fe(acac)2(H20)2]* + t-BuCOO- + NH3 + OTf.

Iron(I1) is oxidized to iron(I11) under formation of ammonia and the pivaloxy radical t-BuCOO-.

In the second step, the coordination with a second aminating reagent molecule takes place.
[Fe(acac)2(H20)2]" + t-BUCOONHs*OTf — Fe(acac)2t-BUCOONH + 2 H,0 + 2 H* + OTf.
The combined reaction might be written as

Fe(acac)2(H20), + 2 t-BUCOONH3"OTf — Fe(acac).t-BuCOONH + t-BuCOO- + NH4OTf +
HOTf + 2 H20.

Overall, the reaction medium should be slightly acidic because one of the PivONH3OTf
molecules loses two protons upon coordination. Since many species are involved, a complicated
system of acid-base equilibria may occur. However, for the given reaction equation, a free

reaction energy AG p, of -7.0 kcal mol™ was computed.
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Reaction profile

The activation of the precursor is followed by decomposition of Int | to give Int Il and the
subsequent reaction of Int 11 with styrene 3 to give the desired amino ether P. The computed

reaction profile is given in Figure 7.18.
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Figure 7.18 Computed reaction profile at the B3LYP-D3/def2-TZVP level of theory. All
energies are given in kcal mol™. This figure was taken from ref. 283.

As discussed before, the formation of Int I from 1 is exergonic due to the formation of stable
molecules like ammonium triflate. For the decomposition of Int I to give Int 11, a two-step
mechanism was proposed. The pivaloxy radical formed during the activation process abstracts
a hydrogen atom from Int I, leading to the transient radical intermediate 1-R. In the second
step, I-R decomposes to Int 11 under formation of CO- and isobutene. Both side products were
detected in gas chromatography. For the decomposition of I-R, three bonds break
simultaneously: a) the N-O bond, b) the Fe-O bond and c) the C-C bond within the pivaloxy

group, leading to Int I1 and the side products in a single step. The formation of Int I1 is highly
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exergonic due to the formation of stable molecules like CO>. The proposed radical intermediate
I-R has a lower barrier for the decomposition to form Int Il than Int I, as will be discussed
below. However, it never was directly observed in experiment, indicating its short life time. As
simulations of the kinetics will reveal, its concentration during the reaction is always too small
to be detectable by experiment. For the conversion of Int I to Int I, the isosbestic point in the
experimental UV-vis spectra is around 590 nm, but no clean isosbestic point could be identified.
Multivariate curve resolution 33! of the UV-vis spectra indicates a third intermediate that

prevents identification of a clear isosbestic point.

The next step is the key step of the whole reaction, namely the addition of Int Il to the double
bond of styrene 3. The reaction has a very small barrier, indicating the high efficiency of Int 11
for nitrogen transfer reactions. The formed iron-bound aziridine 1-3 dissociates easily to give
the bare aziridine 1-4 under restoration of the catalyst. In the last step of the reaction, the acid
catalyzed ring opening of 1-4 by the nucleophilic methanol was computed. For this, the
protonated aziridine was assumed. Also, this last reaction step has a very small reaction barrier
and leads regioselectively to the formation of 2-methoxy-2-phenylethan-1-amine. Importantly,
it was verified experimentally that the aziridine reacts with methanol under acidic conditions to
the desired product in a very fast reaction even in the absence of any iron catalyst, which further
supports the proposed iron-free ring opening of the aziridine 283, The proposed pathway is one
of many possible pathways and it is not excluded that other pathways that have the same
observable outcome are competing. In the following, alternative reaction mechanisms are

explored.
Alternative reaction pathways

In addition to the minimum energy path described in Figure 7.18, additional alternative reaction
pathways were explored. The decomposition of I-R consists of three simultaneous bond
cleavages, namely the N-O bond, the Fe-O bond and the C-C bond. However, also the step-
wise mechanism in which the Fe-O bond is cleaved first, followed by simultaneous cleavage of
the N-O and C-C bonds was computed. The corresponding transition states are shown in Figure
7.19. The step-wise TS is 9.7 kcal mol™ higher in energy than the concerted one, indicating the

importance of the additional Fe-O bond for the barrier height.
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Figure 7.19 Transition states of concerted (left, TS-2) and step-wise (right) decomposition of

I-R. This figure was adapted from ref. 283.

Besides the step-wise decomposition of I-R, the direct decomposition of Int I under formation
of Int Il and the tert-butyl radical was computed. The corresponding barrier amounts to 43.9
kcal mol, in comparison to the barriers of 21.1 kcal mol™ and 18.5 kcal mol™ for the proposed
decomposition in Figure 7.18. Therefore, this direct decomposition of Int I is far too high in
energy and does not constitute a viable alternative to the proposed mechanism.

In the previous section, it was noted that an acidic medium is assumed. This, of course, raises
the question whether Int I could not exist in the protonated state [Int I-H]*. The analysis of the
spectroscopic data of [Int I-H]* was carried out analogously to the analyses carried out for Int
I and Int I1. The details are not discussed here, but the interested reader is referred to ref. 283.
The existence of [Int I-H]* could not be ruled out by this analysis. However, the presented
reaction mechanisms (either via the decomposition of the radical intermediate I-R or via the
direct decomposition of Int I) were also computed for the protonated species [Int 1-H]*.
Interestingly, the direct decomposition of [Int I-H]* has a barrier of 37.4 kcal mol* and is
therefore lower than the corresponding barrier of Int 1. However, for the two-step process, the
barriers are 28.4 kcal mol™ and 42.2 kcal mol™?. Therefore, by far the lowest-in energy path

identified leading to Int 11 is the one proposed in Figure 7.18.
Simulation of the reaction Kinetics

A very useful approach that works like a “reality check™ for any computed reaction profile is to
simulate the kinetics of the reaction based on the computed barriers and to compare this kinetics
with experimental data. This technique can help to identify obvious flaws in the reaction profile.
For example, chronologically, the first TS found for the decomposition of 1-R from Figure 7.18
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actually was the TS with the already cleaved Fe-O bond (see Figure 7.19, right panel).

Simulations of the reaction kinetics using this TS energy were not able to reproduce the

experimental data at all, indicating that the profile must be fundamentally flawed. This

eventually led to the discovery of the much more stable transition state TS-2. The idea behind
dea(t)

these simulations is that the time dependence of the concentration of a species 2.~ is described

by a first-order ordinary differential equation (ODE) and depends only on the educt
concentrations of all elementary steps where this species is involved. For example, consider the
following hypothetical elementary reaction.

ALSBycC. (7.4)

dea(t) dep(®)
dt ' dt ?

. . . - deg(t)
In eq. (7.4), k is the corresponding rate constant. The derivatives and = only

depend on the concentration of A in the following way.

M: —kCA(t)
dcit(t) C ke () — deg(t) (7.5)
dt calt) = dt

Following this simple approach for the computed reaction profile in Figure 7.18, a system of
coupled first-order differential equations can be formulated, with each species of the profile
having its own differential equation. Given some initial concentrations, the concentration
profiles are then obtained by integrating the system of ODEs numerically. In this chapter, the
Python programming language together with the solvers provided by the SciPy package 332 was
used. For an introduction to a graphical tool, see Appendix B.2. The rate constants can be
obtained from the computed reaction barriers via the Eyring equation 3%,

1
b — %eﬁ% , (7.6)

(2

For the simulations carried out here, always the forward and backward reaction were
considered. No transition states were computed for the activation of the precursor. In order to
keep the simulations stable, a small barrier was assumed in the simulations. From experiment
it is known that the activation happens very fast. The experimental initial concentrations of the

species (1, PivONHsOTHT, styrene and methanol) were used for the simulations as well.

128



A Combined Spectroscopic and Computational Study on the Mechanism of Iron-Catalyzed
Aminofunctionalizations

Fe(acac),(H,0), (1)

——Int|
100 - 0.035 - )
—————— f —— Aminoether
& . 0.030 |
g, 80 ri .
.|
[} —
S r 3 0.025-
5 - = -|ntl exp. h\ i E
£ g4 -=-Intllexp. Vi =
g : L] 5 00204
—— Int 1 sim. ,i 8
5 Int Il sim. 2 g
2 -]
s T € 0015
m© 40 L @
2 , 2
@ o )
g P o 0010
S 20 ".
0.005
0 T T T T 1 0000 ™ ™ bl T T T T 1 T ™ il ™
10' 10? 10° 10 10° 10° 10° 10* 10° 102 10" 10° 10' 102 10° 10* 10° 10°
Time (s) Time (s)

Figure 7.20 a) Time-dependence of the concentrations of Int I and Int Il obtained from
simulations of the kinetics in the absence of styrene. Experimental concentration profiles are
given by dashed lines. Experimental concentration percentages were obtained from
experimental UV-vis spectra. b) Simulated concentration profiles in the presence of styrene.

This figure was taken from ref. 283.

In Figure 7.20, two different simulations are shown. First, the decay of Int I and the
corresponding formation of Int Il were simulated. For this, the initial concentration of styrene
was set to zero, so that the reaction stops after the formation of Int Il and hence Int Il
accumulates. This resembles the experiments carried out in the absence of styrene for measuring
the decay rates of Int | and Int I1. Since Int 11 is formed from Int I, the relative amount of
these two species is used as measure for reaction progress. The experimental values were
obtained from the corresponding time-dependence of the intensity of the characteristic
chromophore. It can be seen that the simulations predict too large reaction times by around 1-2
orders of magnitude. It is important to keep in mind, however, that the computed reaction rates
are very sensitive with respect to the reaction barrier. A change of the reaction barrier by 2 kcal
mol? changes the rate constant by a factor of 30. Therefore, the deviations are entirely
explainable with the expected errors of the chosen methodology, indicating that the computed
barriers actually are in quite the right range. The second simulation was carried out in the
presence of styrene, leading to the formation of the final product. During these simulations, it
was noticed that Int 11 does not accumulate significantly due to the very fast consumption of
Int 11 relative to its formation. The formation of Int Il is the bottleneck of the reaction, while
the nitrogen transfer reaction with styrene happens very fast. This is in agreement with
experiment because also experimentally Int 11 is only observable in the absence of styrene.

Importantly, no accumulation of the radical intermediate I-R was ever observed in any of the
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simulations performed. As discussed before, also experimentally 1-R was only observed

indirectly, but never directly.
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Chapter 8 Conclusion and Outlook

Accurate computational protocols based on state-of-the-art electronic structure calculations
were developed and applied to highly relevant chemical transformations in the field of
homogeneous catalysis. The catalytic systems investigated encompass large and flexible
organic molecules for applications in enantioselective synthesis, as well as transition metal
containing systems with elusive electronic structure. In principle, the approach used throughout
this thesis is based on a multi-level filtering strategy for the various conformers or isomers of
the system under investigation. In particular, a large number of conformers is initially generated
at the semi-empirical or force field levels and then the number of candidate structures is
progressively reduced while ascending a hierarchy of levels of theory. Standard DFT
functionals were used for refining the geometries of the conformers and sorting them by energy,
while the final electronic energies for the low energy structures were refined using accurate
post-HF methods like DLPNO-CCSD(T) and HFLD or advanced exchange-correlation
functionals like ®@B97M-DA4.

In Chapter 4, the intramolecular hydroalkoxylation of 4-phenylpent-4-ene-1-ol catalyzed by an
IDPi catalyst was investigated. Three different mechanisms were computed. The preferred
mechanism describes a concerted but asynchronous bond formation in which the C-H and C-O
bonds are formed in a single step. It was found that the reaction is best described by an induced-
fit model in which both the catalyst and the substrate change their conformation to a certain
extend in order to allow for optimal interaction between the molecules. Further, it could be
shown that the catalyst’s distortion energy to a large extend is governed by intra-catalyst
dispersion interactions. The stereoselectivity is governed by the different distortion energies of
the major and minor reaction pathways, respectively. In order to realize the minor pathway,
additional distortions of the catalyst and substrate have to be carried out that disrupt the intra-
catalyst LD interactions and therefore increase the geometric preparation energy.
Intermolecular dispersion interactions between the catalyst and the substrate on the other hand
are the major stabilizing interaction component that reduces the reaction barriers and
consequently are highly important for the reaction to occur on reasonable time scales.
Comparison of experimental enantiomeric ratios with computed intra-catalyst NCI strengths
for a series of related IDPi catalysts reveals a correlation between stereoselectivity and intra-
catalyst LD interaction, which further supports the proposed model.
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Chapter 5 has discussed cooperative catalytic effects for a series of modern organocatalysts
(CPA, DTPA, DSI, IDP, IDPI). To this end, the first step was to investigate the dimerization
process of one representative of each listed Brgnsted acid class. For the less bulky systems
(CPA, DTPA, DSI), the free dimerization energy is determined by the number and the strength
of the intermolecular hydrogen bonds. CPA features two strong hydrogen bonds leading to
negative free dimerization energies over the whole range of experimentally common
temperatures. DTPA and DSI feature weaker hydrogen bonds and therefore should dimerize
only under mild reaction conditions. The sterically demanding IDP and IDPi acids do not
dimerize because the attractive London dispersive interactions between the monomers cannot
compensate the large geometric preparation energy. In a second step, the C-C coupling reaction
between silyl nitronates and silyl ketene acetals catalyzed by IDPi catalysts was investigated. It
was found that catalyst aggregation is much more likely if additional charged or neutral
molecules form a buffer between the catalyst molecules, which “glues” the catalyst molecules
together by noncovalent interactions. The key point is that the mediator molecule sits between
the two catalyst molecules and allows for attractive interactions (e.g., electrostatic or dispersive)
with both catalyst molecules without a large geometric preparation energy. For the case study
reaction, aggregation of the chiral ion pair with another catalyst molecule shows free
aggregation energies of around 0 at 153 K, indicating that the possibility of dimerization
depends on the details of the experimental setup, such as temperature, solvent polarity or the
details of the catalyst architecture. Interestingly, the dimeric pathway offers faster reaction rates
compared to the monomeric pathway, indicating the potential importance of cooperative
catalytic effects even for very bulky catalysts for which cooperative catalytic effects usually are
not considered.

In Chapter 6, a computational protocol based on a geometric space-filling model together with
extensive conformer sampling was introduced for the description of explicit solute-solvent
interactions. As case study, the equilibrium of 1,4/1,6-disubstituted cyclooctatetraenes was
used. Due to intramolecular LD interactions, the sterically more crowed 1,6-substituted isomer
is always more stable than the 1,4-isomer, irrespective of the solvent or the size of the
substituent. Two different models were tested with 8 and 10 solvent molecules, respectively.
The model with 10 solvent molecules achieves quantitative agreement with experiment as well
as with implicit solvation calculations for the relative energy of both isomers. The explicit
solvation study allows for conclusions about the favored orientation of the solvent molecules.
It was found that the solvent molecules align parallel to the solute as well as parallel to each

other in order to maximize the intermolecular dispersive interactions.
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Chapter 5 and Chapter 6 show how modern computational approaches can be used to study
environmental effects in homogeneous catalysis. However, the efficiency of a catalyst of course
critically depends on the electronic structure of the active catalytic species, especially for cases
of covalent catalysis where the catalyst forms covalent bonds with the substrate. Chapter 7
focuses therefore on the amino etherification of styrene using simple and environmentally
friendly iron(l1) catalysts studied in a joint spectroscopic and computational project. Different
models for the experimentally found intermediates Int | and Int Il were proposed and the
corresponding computed spectroscopic properties were used to correlate the experimental and
computed data. Int I is a high-spin iron(111)-N-acyloxy complex that features a bidental binding
mode of the N-acyloxy group. Int Il contains an iron(lll) high-spin site that couples
antiferromagnetically with an iminyl (NH-) radical to overall yield a quintet ground state. The
pronounced single bond character of the Fe-N bond together with the inability of the iminyl
group to delocalize the spin density causes Int Il to be highly efficient in nitrogen-transfer
reactions, as was illustrated computationally by very small reaction barriers for the nitrogen-

transfer reaction with styrene.

Protocols like the ones applied in this thesis have gained more and more attraction by
computational as well as experimental chemists around the globe. It is expected that this trend
will increase further. The increased computational power together with improved and more
efficient algorithms will make application of such multi-step protocols more widespread and
allows for more and more realistic modeling of complicated chemical systems. Improved
multiscale approaches (such as two- or three-layered ONIOM approaches) are also likely to
contribute to achieving this goal. Moreover, more and more tools are being developed to
automate workflows, making these protocols easier to use and more efficient. This is not only
true for e.g., conformational sampling strategies, but for finding new reactions or low-energy
paths connecting given reactants and products as well. The achievements made in theoretical
and computational chemistry will likely find resonance in related fields of science, such as the

life sciences.
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Appendix A Supplementary Material

In this Appendix, supplementary material for Chapter 7 is provided.

A.1 Deconvoluted UV-vis spectra and experimental XAS spectra
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Figure A 1 Gaussian deconvolution of experimental UV-vis spectra of the precursor 1 (top),
the first intermediate Int 1 (middle) and the second intermediate Int Il (bottom). The
experimental spectra are shown in black, the fitted spectra (i.e., the sum of all gaussians) are
shown in red. For each species, four bands (A-D) are identified. This figure is adapted from ref.
283.
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Figure A 2 Gaussian deconvolution of the computed spectrum (black) of cis-1. The fitted

spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 3 Gaussian deconvolution of the computed spectrum (black) of trans-1. The fitted

spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 4 Gaussian deconvolution of the computed spectrum (black) of Int I (FeN+FeO).

The fitted spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 5 Gaussian deconvolution of the computed spectrum (black) of Int I (FeN). The fitted

spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 6 Gaussian deconvolution of the computed spectrum (black) of Int Il (TBP-Neg).
The fitted spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 7 Gaussian deconvolution of the computed spectrum (black) of Int Il (SQP-Nax).

The fitted spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 8 Gaussian deconvolution of the computed spectrum (black) of Int Il (TBP-Nax).
The fitted spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 9 Gaussian deconvolution of the computed spectrum (black) of Int Il (SQP-Neg).

The fitted spectrum (i.e., the sum of all gaussians) is shown in blue.
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Figure A 10 Experimental XAS spectra. This figure was not prepared by the thesis author. This

figure was taken from ref. 283.

A.2 Results from ab initio ligand field theory

In this section, the AI-LFT results for the precursor 1 and the first intermediate Int I are
presented and discussed. Since the second intermediate Int Il has a pronounced diradical
character, its discussion within the AI-LFT framework is omitted here. For obtaining AI-LFT
results of 1, CAS-SCF calculations with 6 electrons (Fe(ll) has 6 d-electrons) in 5 orbitals (the
5 3d-orbitals) were carried out. All multiplicities (quintet, triplet and single state) were taken
into account. For each multiplicity, all roots were included (5 roots for the quintet, 45 roots for
the triplet and 50 roots for the singlet state). The nephelauxetic effect of the ligands is usually

described by the parameter /3 calculated from eq. (A.1) 3%,

6 _ Bcomplex <1 (A 1)
Bfree B
B ompies 15 the Racah parameter B computed for the metal ion in the complex, while By, is

the computed Racah parameter of the free ion.

The results are shown in Table A 1. The first three orbitals are the non-bonding tzg orbitals that
have almost identical energies in cis-1 and trans-1. However, the three tog orbitals are not
degenerate because the coordination shell is not perfectly octahedral. The same effect can be
seen for the two antibonding eq orbitals which split significantly stronger than the tog orbitals.
This effect is even increased for the trans isomer (energy difference between the two eg orbitals
is 6131.2 cm™ for trans-1 and 2867.7 cm™ for cis-1). Especially the highest orbital energy
differs significantly between the two isomers. As was shown in section 7.4.1, the two isomers
of 1 show very similar spectroscopic properties for a wide range of techniques. However, they

differ significantly in their d-d excitation energies. Therefore, obtaining the d-d excitation
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energies experimentally (e.g., by means of magnetic circular dichroism) and comparing with

the computed transition energies could in principle lead to unambiguous assignment.

Table A 1 Relative orbital energies of the metal d-orbitals and Racah parameters quantifying
electron repulsion obtained from AI-LFT calculations for trans-1 and cis-1 assuming the d®
configuration for iron. No spin-orbit coupling was included.

Orbital number Orbital energy (cm™)
trans-1 cis-1
1 0.0 0.0
2 1194.6 1142.1
3 1958.8 2029.2
4 5688.3 6338.8
5 11819.5 9206.5
Racah parameter Value
A 22.490 eV 22.470 eV
B 0.142 eV 0.142 eV
C 0.528 eV 0.527 eV
C/B 3.714 3.717
B 0.963 0.961

The total root-mean square deviation of the transition energies obtained from LFT compared to
the ones obtained from CAS-SCF is 224.2 cm™ for trans-1 and 181.6 cm™ for cis-1 (averaged
over all multiplicities). This demonstrates that the precursor 1 can be fitted to the LFT model
very well. Note that the calculations did not include the NEVPT2 energy correction. Since the
NEVPT2 correction includes additional effects of dynamic correlation that go beyond the scope
of LFT, it is therefore expected that LFT yields larger deviations with respect to NEVPT2
energies than with respect to CAS-SCF energies 3*°. The influence of the ligands on the Racah
parameter B is very small, leading to values of 3 that are only slightly below 1. However, it is
assumed that CAS-SCF may systematically underestimate the reduction of B due to the very
ionic picture CAS-SCF draws 3%, The small covalent mixing between the iron 3d orbitals and
the ligand orbitals was also discussed for the QRO representation of the electronic structure of

trans-1 shown in Figure 7.9, which adds some plausibility the computed values for f.
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For Int 1, 5 electrons in 5 d-orbitals are considered. The sextet (one root), quartet (24 roots) and
doublet (75 roots) states were taken into account. While Int | (FeN+FeO) has a distorted
octahedral environment of the iron site, Int I (FeN) has a distorted trigonal-bipyramidal
geometry. Of course, in both cases splitting of the non-bonding orbitals is observed, since the
geometries are not perfectly symmetric and the ligands are different. In comparison to the
precursor 1, Int | shows a larger splitting between the non-bonding and antibonding orbitals.
This is expected because Int | is a ferric complex, while 1 is a ferrous one. However, Int I also
has different ligands than 1, since the two water molecules of 1 are substituted by the NHOPiv
group. The different splitting patters are the result of different oxidation states, ligands and
geometries. The nephelauxetic parameter B is smaller for Int | compared to 1. Although B is
overestimated by AI-LFT, the reduced values of B for the isomers of Int | matches the
expectations, since the covalent bonding interactions of iron(ll) with the water molecules
present in 1 should be much weaker than the covalency of the iron(l11)-nitrogen bond of Int I.
The RMS error for the excitation energies obtained from LFT averaged over the quartet and
doublet block amounts to 229.7 cm™ for Int I (FeN+FeO) and to 376.2 cm™ Int | (FeN)

compared to the CAS-SCF excitation energies.

Table A 2 Relative orbital energies of the metal d-orbitals and Racah parameters quantifying
electron repulsion obtained from AI-LFT calculations for Int I (FeN+FeO) and Int I (FeN)

assuming the d® configuration for iron. No spin-orbit coupling was included.

Orbital number Orbital energy (cm™)
Int 1 (FeN+ FeO) Int I (FeN)
1 0.0 0.0
2 1560.2 561.6
3 2941.8 4388.3
4 9813.1 8707.8
5 13672.1 12762.0
Racah parameter Value
A 23.000 eV 22.703 eV
B 0.146 eV 0.143 eV
C 0.548 eV 0.543 eV
C/B 3.761 3.805
B 0.899 0.881
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A.3 Example input files for Chapter 7

ﬁB3LYP def2-TZVP def2/] RIJCOSX VeryTightSCF D3BJ
%basis

newgto Fe “CP(PPP)“ end
end

### charge mult coordinates #it#

%eprnmr
nuclei = all Fe {fgrad, rho}

end

Figure A 11 Example input file for the computation of Mdssbauer parameters.

/’jBBLYP def2-TZVP def2/J RIJCOSX VeryTightSCF D3B3J

%tddft
nroots 2006
doNTO true
end

\\f## charge mult coordinates #i#

Figure A 12 Example input file for the computation of vertical excitation energies.

/’TBBLYP ZORA ZORA-def2-TZVP def2/J RIJCOSX VeryTightSCF D3BJ

%tddft
nroots 20
orbwin[@] = 0,0,0,0,0
orbwin[1l] = 0,0,-1,-1

doquad true
end

\\f## charge mult coordinates #it#

Figure A 13 Example input file for the computation of XAS excitation energies.
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//TE;LYP def2-TZVP def2/] def2-TZVP/C RIJCOSX VeryTightSCF D3BJ NMGRAD _—\\\\

»tddft
nroots 10
doNTO true
end

»rr
States 1,2,3,4,5
HessName “example.hess”
ASAInput true

end

\\ﬁff charge mult coordinates #i## 4////

Figure A 14 Example input file for computing the excited state normal mode gradient and

generating the input for orca_asa. Starting from ORCA 5, the orca_esd module is recommended

for computing resonance Raman spectra.

IUHF def2-TZVP def2/JK RI-JK conv NEVPT2 Moread
%moinp “TBP_Nax.gro”

»cassct
nel 12
norb 11
mult 5
nroots 1
trafostep ri
Orbstep SuperCI
Switchstep KDIIS

end

\\\ff# charge mult coordinates ### 4’///

Figure A 15 Example input file for the CAS-SCF ground state calculations of Int II.

ﬂUHF def2-TzVP def2/3K RI-JK conv NEVPT2 PATOM \

%cassct
nel 6
norb 5
mult 5,3,1
nroots 5,45,50
actorbs dorbs
end

\\\ﬁ## charge mult coordinates ### A‘//

Figure A 16 Example input file for the AI-LFT computations of a d®-system (the precursor 1).
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/’!BBLYP def2-TZVP def2/J RIJCOSX VeryTightSCF D3BJ] N
%scf
BrokenSym 5,1
end
\\f## charge mult coordinates ### ‘,/

Figure A 17 Example input file for broken-symmetry DFT calculations of Int I1. Importantly,

the multiplicity of the high-spin state must be given in the coordinate section.

All example input files given in this section are adapted to ORCA 5, e.g., by using the new

default grids.
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Appendix B Developed Software

This Appendix is used to introduce software tools that were developed by the author during the
course of this thesis. The software is publicly available on GitHub and is deployed as ready-to-
use binaries. The Appendix should give some insights into the design principles and basic usage

of the individual programs.

B.1 Command line analysis tool for LED

Overview

The ORCA LED analysis tool orca_1led is part of the official ORCA helpers repository 7 on
GitLab that serves to provide a set of small utility programs that help in processing input/output
files of ORCA calculations and might therefore be helpful for analysis. orca_led works
entirely on ORCA output files and therefore has no interface to the ORCA program package.
The main purpose of orca_led is to print the main results of the LED analysis of DLPNO-
CC calculations. For this, the program provides two output files. basename. 1ed contains the
results in well-formatted and easy-to-read style, while basename. csv provides the data in the
csv data format, which can be read in by e.g., Microsoft Excel. However, orca_led is also
able to decompose binding energies of an aggregate. For this, the user has to perform
calculations on the isolated monomers in their dimer geometries (for the computation of
electronic preparation) and on the monomers in their equilibrium geometries (for the
computation of geometric preparation). Thus, orca_1led takes up to 2/Vz,.+1 ORCA output

files as input.
Design principles

In principle, orca_led is a parsing program: it parses ORCA output files, collects the relevant
data and uses them for the decomposition of binding energies. Eventually, all relevant data are
printed to the standard output and to file. orca_1led is written in C++ (C++17 is required). The
basic data structures are the Dimer and Monomer classes that hold the data of the corresponding
calculations for the dimer and monomers. These data consist of doubles, std: :stringsand
std: :vector<double>s. Both classes have a constructor that takes a std: :string_view
object as parameter, which will hold the file name. This means that the reading and parsing of
input files happens during the construction of the Dimer and Monomer objects. Once these
objects are properly constructed, the input files are not needed anymore. It should be noted here

that, since Dimer and Monomer only contain built-in data types or types from the standard
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library, the compiler will generate move constructors and move assignment operator overloads
for both classes, which will increase performance (e.g., if std: :vector<T>: :push_back()
is used). The construction of the Monomer objects happens in parallel making the program more
efficient. For this, the C++11 task-based parallelization techniques based on std: : future
and std: :promise are used. Eventually, the Dimer object and a std: : vector<Monomer>
are passed to a driver function that takes care of all computations and input/output (1/O)
operations. For the formatting of the output strings and the printing, the fmt library 33 is used.
Once std::format (C++20) and std::print (C++23) are sufficiently supported by
compilers, those functionalities will be used instead to facilitate compilation and to increase

portability.
Basic usage

Pre-compiled and statically linked executables of orca_led are available for Windows und
Linux. However, the only used third-party library is fmt, which can be used in header-only
mode, making compilation of the source code from scratch easy. orca_led works via the

command line. For illustration of the basic usage, the help message is given in Figure B 1.

-h, --help: Print this message

-d, --dimer: Specify ORCA output file that contains LED results
-m, --monomers: Specify list of ORCA output files of monomers for electronic/geometric preparation
-¢, --compare: Specify two .led files obtained from previous orca_led runs to compare two binding energies.

Works only if the decomposition of binding energies was carried out!

How you should use this program:

Start with the dimer file. Only one dimer file can be specified

Continue with the monomer files from fragment 1 to fragment N in dimer geometry (for electronic preparation)
Continue with the monomer files from fragment 1 to fragment N in equilibrium geometry (for geometric preparation)
The program will produce a DIMERNAME.led file which contains the results

It will also write a DIMERNAME.csv file which can be opened by Excel or LibreOffice

If you mess something up with the ordering, the program might help you

Command line example:
orca_led --dimer dimer.out --monomers fragl.out frag2.out fragl_opt.out frag2 opt.out

For the compare mode you have to specify exactly two .led files
Command line example:
orca_led --compare filel.led file2,led

Figure B 1 Help message for the orca_led program.

orca_1led works entirely with output files from ORCA calculations. If only the dimer (or more
accurately the multimer) output file is passed to the program, only essential results of the LED
analysis will be printed, since decomposition of the binding energy is not possible if no
monomers are provided. The program performs basic checks to see whether basis sets, number
of electrons, etc. match. If output files of the monomers are passed to the program, it expects

either exactly N, or 2N, . monomer output files, with N, , . being the number of fragments
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obtained from the multimer output file. If vV, . . -monomer files are passed to the program, it

will use them to compute the electronic preparation. If 2N, monomer files are passed,

electronic and geometric preparation will be computed. In addition, the program features a

comparison mode which takes exactly two .1led files (which will be generated by a usual

orca_led run).

*XX¥XXX GENERAL INFORMATION ABOUT THE DIMER SYSTEM **¥¥Xxx

nel: 998
nbasis: (]
nfragment: 2
HFType: RHF

xXx¥x%x%x¥X OVERALL ENERGIES *¥¥¥¥xx

E(HF): -7615.38715
E(Ref): -7615.38715
E(CCSD): -7639.00115
E(CCSD(T)): -7640.11942
E(CORR) : -23.61399
E(Triples): -1.11827

¥¥¥X¥XX DECOMPOSITION OF HARTREE-FOCK REFERENCE ENERGY ***Xxx*

E(HF) for Fragment 1: -7115.43580
E(HF) for Fragment 2: -499.27295
Electrostatic Interaction between fragments 2 and 1: -0.59365
Exchange Interaction between fragments 2 and 1: -0.08475
Consistency check:

Total Reference energy: -7615.38715
Sum of the fragments HF reference and interaction energies: -7615.38715

*FXXXXX DECOMPOSITION OF INTRA-EXCITATIONS **xxx*x

Fragment 1 Fragment 2

Intra strong pairs -21.36844 -2.03525
Intra triples -1.01573 -0.09157
Intra weak pairs -0.12855 -0.00612
Intra singles 0.00000 -0.00000

¥xxkkxx INTERACTION ENERGIES BETWEEN FRAGMENTS ik

Warning: To calculate the percentages the absolute amount of the energies was used!

Interaction between fragments 2 and 1:

Total Interaction Map:

Fragment 1
Fragment 2

HFint % CCint %
-0.67840 88.7 -0.08660 11.3

Fragment 1 Fragment 2

-0.76500
0.00000

Figure B 2 Snippet of the orca_1led output file for an example system that consists of two

fragments. The energies are given in hartrees.
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This comparison mode might be interesting if, as it was done in Chapter 4, differences in

binding energies shall be decomposed. In the following, some of the results obtained for the

transition state TS1-1 discussed in Chapter 4 are shown here. In the first step, some general

information about the system is printed and the main results from the LED analysis of the

multimer are re-printed (Figure B 2). Note that orca_1led also provides an interaction map,

that is, the total interaction between all pairs of fragments is printed in an upper triangular

matrix. For the decomposition of the binding energies (requires calculations of the monomers),

two different approaches are implemented. As discussed in section 2.3.4, the way the binding

energy is decomposed is not unique.

**kxxx* TMPORTANT MOTE *******

There are several different ways of how to decompose the binding energy
This program uses two different approaches and it will do both approaches by default

Approach 1: Calculate dispersive and non-dispersive interactions only at the DLPNO-CCSD level and treat triples interactions separately
Ebind = E_geo_prep + E_el prep (ref) + E_int_Coulomb (ref) + E_Int_Exchange (ref) + E_Disp (CCSD) + E_int_nondisp (CCSD) + E_int (C-(T))
Within approach 1 the non-dispersive interaction is NOT decomposed into pairwise interaction terms!

Approach 2: Decompose triples interactions into dispersive and non-dispersive contributions.

Decompose non-dispersive interactions further into electronic preparation and pairwise fragment interaction terms

Ebind = E_geo_prep + E_el prep + E_int Coulomb (ref) + E_Int Exchange (ref) + E_Disp (CCSD-(T)) + E_int nondisp (CCSD(T))
For systems with more than two fragments in addition a delocalized term from the triples excitations arises

P P

Approach ONE

FEEEEEE GEOMETRIC PREPARATION ENERGY **®®®*®
Geometric preparation for Fragment 1:

Geometric preparation for Fragment 2:
Sum:

******* HF-Interaction energy ******=*

Electronic preparation for Fragment 1:

Electronic preparation for Fragment 2:

Sum:

Electrostatic Interaction between fragments 2 and 1:

Exchange Interaction between fragments 2 and 1:

Consistency check:
Total HF interaction energy:

Sum of elec.preparation/electrostatic- and exchange Interaction:

HEEEEEE CCSD Interaction energy ****=*=

Warning: NonDisp (Strong Pairs) includes Singles excitations!
Total Nondispersion interaction energy:

Total Dispersion interaction energy:

*#***E** Triples Interaction energy *******

Total Triples interaction energy:

Consistency check:
Total interaction energy (with geometric preparation):
Sum of all mentioned interaction terms:

Figure B 3 First approach for decomposing the binding energy into various contributions.

energies are given in kcal mol™.

41.30974
9.17427
58.48481

136.68865
266.88582
482 .69447
-372.51948
-53.18222

-23.88721
-23.808721

9.64380

-33.71348

-3.35787

B.84824
B.284933
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R AR Approach TWO AR

*xxxxkx GEOMETRIC PREPARATION ENERGY **xxxxx

Geometric preparation for Fragment 1: 41.30974
Geometric preparation for Fragment 2: 9.17427
Sum: 50.48401

*xxkxxx ELECTRONIC PREPARATION OF REFERENCE WAVEFUNCTION *xxxxxx

Reference preparation for Fragment 1: 136.60865
Reference preparation for Fragment 2: 266.08582
Sum: 402.69447

*xxxxxx ELECTRONIC PREPARATION OF CORRELATION WAVEFUNCTION *xxxxxx

Correlation preparation for Fragment 1: 12.00462
Correlation preparation for Fragment 2: 14.91079
Sum: 26.91541

xoaxxxxx HF-INTERACTION ENERGY *xxxxxx

Electrostatic Interaction between fragments 2 and 1: -372.51946
Exchange Interaction between fragments 2 and 1: -53.18222
Sum of electrostatic- and exchange Interaction: -425.70168

*xoxxxxx DISPERSION INTERACTION ENERGY *xxxxx

CCSD strong pairs, weak pairs and (T) triples contribute!

Dispersion interaction between fragments 2 and 1: -38.24473
Total Dispersion (Strong pairs): -26.42635
Total Dispersion (Weak pairs): -7.28705
Total Dispersion (Triples): -4.53133
Total Dispersion (Sum): -38.24473

*xxxxx%x NON-DISPERSION INTERACTION ENERGY ****xxx
CCSD strong pairs, weak pairs and (T) triples contribute!

Non-Dispersive interaction between fragments 2 and 1: -16.09815
Sum: -16.09815

Consistency check:

Total interaction energy (with geometric preparation): 0.04824
Sum of all mentioned interaction terms: 0.04933
0 Sumar\y LR RS

E(Geo-prep) 50.48401
E(E1-prep) 429.60988
E(ref)_int -425.70168
EDisp_int -38.24473
ENonDisp_int -16.09815
E(tot)_int 0.04933

Total computation time: 427.49653 ms

Figure B 4 Second approach for decomposing the binding energy into various contributions.

The energies are given in kcal mol ™.
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The program uses two different approaches for the decomposition of the binding energies, as
can be seen from Figure B 3 and Figure B 4. Consistency checks are carried out routinely to

determine whether something went wrong during the computation.

Both approaches are always carried out, and for each approach, a summary containing the final
information is printed. In addition, the main results are printed to . x1s files that can be opened

with Microsoft Excel or comparable programs.

B.2 A graphical user interface-based tool for chemical reaction kinetics

Motivation

In section 7.4.4, the kinetics, i.e., the concentration course of the involved species with respect
to the time were obtained by integrating the set of ordinary differential equations (ODE)
numerically. For this, a program using the scripting language Python 3 was developed. For
researchers without background in programming, a graphical user interface-based (GUI) tool is
presented in this section. The main task of this program is, given a set of reaction equations and
initial concentrations, to set up the correct system of differential equations and to integrate that
system numerically. In addition, the obtained concentration profiles ¢(¢) are directly plotted for

a fast and convenient overview. The program is publicly available on GitHub 3%,
Theoretical background

The kinetics of chemical reactions can be formulated with the help of ordinary differential

equations, since the time derivative of the concentration dcd#t(t) of species A depends on the educt

concentrations of the corresponding elementary step. For the elementary reaction given in

eq. (B.1), the time derivatives of the concentrations are given in eq. (B.2).

4 5Byo. (B.1)
de,(t)
pra —kc4(t)
(B.2)
dep(t) deg(t)

A chemical reaction usually consists of multiple of these elementary reactions. From quantum
chemical calculations, the corresponding reaction mechanisms might be obtained. The
individual elementary steps are coupled to each other via the concentrations of the species.

Thus, the kinetics of a chemical reaction consisting of multiple elementary steps is given by a
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set of ODEs. The rate constant k, of the i-th elementary reaction is computed via the Eyring

equation.

k- = Te Rlli (Ce>1im. (83)

Ineq. (B.3), k5 is the Boltzmann constant, 7 is the temperature, & is the Planck constant, AGii

is the reaction barrier for the i-th elementary reaction, R is the ideal gas constant. c® is the

standard concentration and m is the molecularity. The term (c®)'~™ does not change the

numerical value of k,, but ensures that k, has the correct dimension (the dimension depends on
the molecularity of the elementary reaction). This formalism includes back reactions as ordinary
elementary steps. AGZ.* might be obtained from a computed reaction profile, as was done in
section 7.4.4. The rate constants can in principle also be obtained from experiment. Including
all elementary steps of a reaction system leads to a system of first-order but nonlinear ODESs
with constant coefficients that must be integrated numerically to obtain ¢ (¢). The different
rate constants can have very different numerical values because very fast and very slow
reactions can occur within the same reaction system. For integrating these systems, special
solvers, so-called stiff stable solvers, are needed that usually require the computation of the

Jacobian matrix 34,
Design principles

The program is entirely written in C++. The program basically consists of two parts, namely a
GUI part and the “backend” part. The idea is to keep the interaction between the individual
parts as small as possible. The interaction from the GUI’s side to the integrator happens via a
single JSON object. The backend will interact with the GUI’s infrastructure only at exactly one
point. This will help e.g., to deploy a command-line based version of the integrator engine if it
is independent of the GUI. Special attention is paid to data encapsulation. The integrator’s
driver function that is responsible for setting up all data structures accordingly and calling the
actual integration function is only 40 lines of code.

For the creation of the user interface, the Qt software package 3** version 6.3.1 was used. The
task of the GUI is to interact with the user. It shall read in the reaction equations and initial
conditions. It will take care of the plotting of the results and can be used to export the raw data
and figures. The GUI is also used to save sessions and to load previous sessions. The save/load

system is based on simple text files.
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The second part of the program is responsible for the actual computations. It consists of the
appropriate data structures for storing the system’s information (such as coefficient matrices)
and the needed functions for computing the Jacobian matrix and the right-hand side of the
equation system. For the actual integration of the system, the Odeint library contained in the
well-known Boost libraries is used 342, The implicit fourth-order Rosenbrock solver is used
together with an adaptive step size. The adaptive step size allows for varying step sizes between
individual integration steps, depending on an error estimate. The initial step size and error

tolerances have reasonable default values, but can be changed by the user via the GUI.

Basic usage

B MainWindow

Save... Load...

Set reaction equations here!

} } Actication energy
REacHonEcrEtion or rate constant
Forward reaction Backward reaction(optional)
A+B->C+D 23.0 24.0 m Put activation energies
instead of rate constants
C+A->D 23.3
kcal/mol
D-=E 240 243 .
el
B (‘" Hartree D
Temperature
293.15 K

— Read in System!

E

Figure B 5 Main window of the program together with the major control panels (A-E).

In Figure B 5, the main window is shown together with the major control panels. The different

fields can be used by the user and are explained in the further.

A: the save and load buttons can be used to save the current project or to load previous projects.

The save/load mechanism is based on text files that contain all necessary information.

B: in the given fields, the elementary reactions can be specified by the user. “->" is used as

separator between educts and products.

C: in these fields, the activation energy or rate constant can be specified for the forward (left)

and backward (right) reactions. Specifying forward rates/activation energies is mandatory.
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D: if activation energies instead of experimental rate constants shall be used, the corresponding

energy unit can be specified here together with the temperature.

E: once the user has specified all reactions and activation energies, the “Read in system” button

must be hit.

B MainWindow

Save... Load...

Set reaction equations here!
Actication energy
or rate constant
Ferward reaction Backward reaction(optional)

Reaction equation

A+B->C+D 23.0 24.0 Put activation energies
instead of rate constants
C+A-»D 23.3
B keal/mol
D-»E 24.0 243 »
eV
Hartree
Temperature
29315 K

— Read in System!

Set initial concentrations here!

Species c [mol/L]

Starting time
A 5
0 s
B 5
C 0
D 0 Ending time
100000 =
E 0 —————
Initial time intervall
0.0001 =
abs. error rel. error
1.0e-08 1.0e-06 — Calculate!

Figure B 6 Main window after the reaction equations were read in.

Once the user has specified all reactions and hit the “Read in system” button, the program
identifies the unique species in the system. The user can specify the initial concentration for
each species together with some technical parameters, such as the total integration time, the

initial time interval or the error thresholds for the solver.

Once the user has hit the “Calculate” button, the system of ODE:s is integrated and plotted. The
plots are shown in Figure B 7. Buttons for logarithmic axes are provided. In addition, buttons
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for exporting the shown figure and the raw data (i.e., the concentrations at each time point) are

implemented.

"7 MainWindow

Set reaction equations here!

5 § Actication energy
Reaction equation

‘or rate constant
Forward reaction  Backward reaction(optional)
A+B->C+D 30 240 [ Putactivation energies
instead of rate constants
C+A->D 25
8 keal/mol
D->E 240 243 )
Hartree
Temperature
20315 K

— Read in System!

Set initial concentrations here!

Species clmol/L]

Starting time.

A H
0

[ 5

c 0

b o Ending time

. . 100000
Initial time intervall
00001

abs, I
1.0e-06 1.0e-06 = Calculate!

[ logarithmic scale

olfL]

oncentration [m.

Export raw data

Export png

WA EEECEDOE

O logarithmic scale

Figure B 7 Main window after the concentration profiles were computed and plotted.
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