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Abstract

Machine Learning is an important method in Artificial Intelligence (AI). It has shown great success
in building models for tasks like prediction or image recognition by learning from patterns in large
amounts of data. However, it can have its limits when dealing with insufficient training data. A
potential solution is the additional integration of prior knowledge, such as physical laws, logic rules, or
knowledge graphs. This leads to the notion of Informed Machine Learning (Informed ML). However,
the field is so application-driven that general analyses are rare.

The goal of this PhD thesis is the unification of InformedML through general, systematic frameworks.
In particular, the following research questions are answered: 1) What is the fundamental concept of
Informed ML, and how can existing approaches be structurally classified, 2) is it possible to integrate
prior knowledge in a universal way, and 3) how can the benefits of Informed ML be quantified, and
what are the requirements for the injected knowledge?

First, a concept for Informed ML is proposed, which defines it as learning from a hybrid information
source that consists of data and prior knowledge. A taxonomy that serves as a structured classification
framework for existing or potential approaches is presented. It considers the knowledge source, its
representation type, and the integration stage into the ML pipeline. The concept of Informed ML is
further extended to the combination of ML and simulation towards Hybrid AI.
Then, two new methods for a universal knowledge integration are developed. The first method,

Informed Pre-Training, allows to initialize neural networks with prototypes from prior knowledge.
Experiments show that it improves generalization, especially for small data, and increases robustness.
An analysis of the individual neural network layers shows that the improvements come from transferring
the deeper layers, which confirms the transfer of semantic knowledge (Informed Transfer Learning).
The second method, Geo-Informed Validation, checks models for their conformity with knowledge
from street maps. It is developed in the application context of autonomous driving, where it can help
to prevent potential predictions errors, e.g., in semantic segmentations of traffic scenes.
Finally, a catalogue of relevant metrics for quantifying the benefits of knowledge injection is

defined. Among others, it includes in-distribution accuracy, out-of-distribution robustness, as well as
knowledge conformity, and a new metric that combines performance improvement and data reduction
is introduced. Furthermore, a theoretical framework that represents prior knowledge in a function
space and relates it to data representations is presented. It reveals that the distances between knowledge
and data influence potential model improvements, which is confirmed in a systematic experimental
study.

All in all, these frameworks support the unification of Informed ML, which makes it more accessible
and usable – and helps to achieve trustworthy AI.
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CHAPTER 1

Introduction

1.1 Motivation

Artificial Intelligence (AI) is a rapidly evolving field and is having a transformative impact on many
industries and aspects of our daily lives. Some everyday examples are image recognition technologies
including automatic photo tagging, conversational AI systems like Siri or ChatGPT, or advanced
driver-assistance systems that support humans in driving cars. In the last decades, AI technologies
have shown an almost inconceivable exponential development and will have an even more significant
role in the future.

One area of AI that has shown particularly great success in recent years is Machine Learning (ML).
ML deals with the development of computing algorithms that can automatically build models by
learning from data. Once the model has been trained, it can be used to make predictions on new,
unseen data. ML is successfully applied for a broad field of tasks, e.g., for image recognition [29],
natural language understanding [66], or in recommender systems [47]. These tasks were revolutionized
through methods of deep learning, which involves the training of neural network models that are
composed of multiple processing layers [30]. In addition to the originally classical AI domains, ML is
now also increasingly important in engineering and natural sciences. Application examples span a
wide range, including environmental modelling [49], material sciences [12], biomedicine [14], and
autonomous driving [7].

However, there are many circumstances where purely data-driven approaches can reach their limits
or lead to unsatisfactory results. The most obvious scenario is that not enough data is available to
train well-performing and sufficiently generalized models. Another important aspect is that a purely
data-driven model might not meet constraints such as dictated by natural laws, or given through
regulatory or security guidelines, which are important for trustworthy AI [10]. With ML models
becoming more and more complex, there is also a growing need for models to be interpretable and
explainable [50].
These issues have led to increased research on how to improve ML models by additionally

incorporating prior knowledge into the learning process. Although the integration of implicit
knowledge into ML is common, e.g., through labelling or feature engineering, there is a growing
interest about the integration of more and explicit knowledge. This additional knowledge is often
given by formal knowledge representations, such as logic rules [18, 69], knowledge graphs [3, 34,
27], algebraic equations [28, 62], or simulation models [16, 32, 46]. As an umbrella term for
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Chapter 1 Introduction

methods that inject such prior knowledge into data-driven learning systems, we henceforth use
Informed Machine Learning (Informed ML).

There are many different applications where Informed ML is already successfully used – especially
in scientific and engineering domains, where data acquisition can be expensive, and lots of prior
knowledge is available. For example: In neural networks for climate prediction, physical laws are
injected via knowledge-based loss functions [28]; In robotics, simulations are used as an additional
source for training data [48]; and in autonomous driving, the perception of traffic scenes is improved
by using knowledge graphs that reflect relations between detected objects [34].
Nevertheless, there are several open research questions about Informed ML. The field is so

application-driven that it has led to the development of many different and rather specific approaches.
In contrast, general analyses about Informed ML are still missing. This makes it difficult to transfer
existing approaches to new applications, or to estimate potential improvements in advance. To improve
this situation, the research goal of this PhD thesis is to answer the following central questions:

1. What is the fundamental concept of Informed ML, and how can existing approaches for
integrating prior knowledge into data-driven learning be structurally classified?

2. Is it possible to integrate prior knowledge into ML in a universal way, and how?

3. How can the benefits of Informed ML be quantified, and what are the requirements for the
injected knowledge?

For this, Informed ML is unified in this PhD thesis through the development of general, systematic
frameworks. These frameworks comprise different abstraction levels: From concepts, over methods
with applications, to theory and systematic analysis. First, a unified concept of Informed ML is
proposed, which illustrates its building blocks and serves as the foundation for all further developments.
Based on this, a systematic taxonomy is developed and a structured classification of existing approaches
is presented. Then, two new methods that permit a universal integration of knowledge into learning
systems are proposed. Here, these model-agnostic methods are particularly utilized to improve neural
network models. Their relevance is demonstrated in various applications with a primary focus on
autonomous driving. Finally, a framework for an Informed Learning Theory is presented, which
allows a systematic analysis and quantification of the effectiveness of knowledge integration.

The structure of this dissertation is as follows. This comprehensive introduction chapter consists of
three parts: This motivation (Section 1.1), a description of the technical background (Section 1.2), as
well as an overview of the PhD thesis contributions (Section 1.3). Chapters 2-5 give further summaries
of the published research papers. Finally, Chapter 7 concludes this document with a discussion, and
an outlook on future research.
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1.2 Technical Background
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(c) Prediction.

bicyclist

(d) Object detection.

Figure 1.1: Examples of AI Tasks. AI can be used for a large variety of tasks that require intelligent actions to
solve problems [59], e.g., (a) searching a path (e.g., a route in a street map graph), (b) decision making through
inference using first-order logic, (c) prediction through linear regression, or (d) image recognition and object
detection (e.g., pedestrian detection (image from Cityscapes dataset [15])). The first two are examples for
symbolic AI (knowledge-based AI) as they employ abstract knowledge representations, such as structural graphs
and logic rules. The latter two are examples for connectionist AI (data-based AI): These tasks involve learning
from examples, which can be well done with machine learning, e.g., by training neural network models.

1.2 Technical Background

Here, the necessary technical background on artificial intelligence, machine learning and neural
networks, is shortly summarized. Unless stated differently, the main references that are used for this
section are [59, 5, 39, 30].

1.2.1 Artificial Intelligence

Artificial Intelligence (AI) is the ability of machines, especially of computer programs, to perform
intelligent actions to solve problems and achieve goals [35]. The required actions can be associated
with originally human-like behavior and include perception, understanding, prediction and even some
form of manipulation of an environment [59]. The tasks that AI can accomplish are as extensive as the
tasks that human thinking can accomplish: From algorithms for searching and planning, over logical
reasoning and decision making, to pattern recognition and learning from examples (see Figure 1.1).

Historical Outline

First works of modern AI began shortly after the emergence of digital computers and can be dated
back to the 1940s and 1950s [59]. At that time, first versions of neural networks, machine learning
algorithms and symbolic reasoning capabilities were already being studied. Also, the famous Turing
Test was proposed, which tests if a machine can exhibit intelligent behavior that is equivalent to, or
indistinguishable from, that of a human [64].
Since then, AI research roughly considered the two antipodal paradigms of symbolic AI vs.

connectionist AI. Symbolic AI, also known as rule-based systems or knowledge-based AI, can be
regarded as a top-down approach that represents information through abstract symbols or logic rules.
For example, the AI tasks illustrated on the left side in Figure 1.1 involve such abstract knowledge
representations: (a) graph structures are used for searching, and (b) logic rules are used for reasoning.
The paradigm of symbolic AI dominated up until the 1980s. A specific type of symbolic AI are expert
systems. On the other hand, connectionist AI can be regarded as a bottom-up approach that represents
information through neural networks. These networks can be built by learning from data, which is
why connectionist AI is a special form of data-based AI. For example, the AI tasks illustrated on
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Chapter 1 Introduction

the right side in Figure 1.1 are typically solved by using data representations: (c) prediction and (d)
object detection models can be trained by learning from examples. The connectionist AI paradigm
became more popular in the 1990s and especially in the 2010s, deep learning with neural networks
has led to impressive performance and became the predominant paradigm in AI [23]. Combining both
paradigms, in particular, symbolic reasoning capabilities and neural networks towards a hybrid AI
approach is a longstanding goal in the area of artificial intelligence [61, 37, 52].

1.2.2 Machine Learning and Neural Networks

The goal of machine learning is to find a model that fits observed data and that can be used to draw
conclusions about new data. The modelling process consists mainly of two phases: Training and
testing. First, the model is trained on some given training data, then the model is evaluated or applied
on some other test data. A good model shows a good performance not only on the training data, but
also on unseen test data – this is called generalization.
There are roughly three machine learning scenarios that are different in the form of feedback that

is given by the data: Supervised, unsupervised, and reinforcement learning. The focus of this is
mainly on supervised learning, where the data consists of input-output pairs and the learned model
is supposed to be a mapping from input to output. The individual input values are called features
and the output values are called targets or labels. Typical supervised learning tasks are regression or
classification (See, e.g., Figure 1.1(c) and 1.1(d)).
Mathematically speaking, machine learning is similar to function approximation. It involves

finding a function f ∈ F , also called hypothesis, that best approximates an unknown relationship
g : X → Y between features x ∈ X and labels y ∈ Y in a given dataset D = {(xi, yi)}i=1...n with
sample size n. The optimal function f̂ (i.e., the final model1) can be found by minimizing the training
error, also called empirical risk R( f ), with a given loss function l:

f̂ := arg min
f ∈F

RD( f ), RD( f ) =
1
|D|

∑
(x,y)∈D

l( f (x), y) (1.1)

Empirical risk minimization is a key concept of statistical learning theory [65], for which further
details can be found in the overviews in [33, 39].

The choice of the function class F depends on the problem to be solved and the given data. Some
prominent function classes are linear models, decision trees, support vector machines, or neural
networks. For example, linear models are simple and easy to interpret and have the form

f (x) =
∑
j

wj ∗ xj + b, (1.2)

where x is a feature vector, xj is a single feature, and wj and b are the model parameters, also called
weights and biases. Neural networks are more complex, but are well-suited to also model non-linear
relationships.
In general, there is a tradeoff between selecting a complex function that fits the training data well

and a simpler function that may generalize better [39, 59]. This is called the bias-variance trade-off:

1 Here, the words model and function are used interchangeably for the same concept of a machine learning model. With
model the inference capabilities are emphasized, and with function its mathematical properties are emphasized.
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1.2 Technical Background

When the function is too simple for a comparably large sample size, it creates a strong bias, which
can lead to underfitting. On the other hand, when a function is too complex for a comparably small
sample size, it allows a large variance, which can lead to overfitting. A good model should neither be
underfitted, nor overfitted.

Regularization can help to prevent overfitting. Common techniques are L1- or L2-Regularization,
which add a penalty term to the loss function that encourage the model weights to be small:

f̂ := arg min
f ∈F

(
RD( f ) + λΩ( f )

)
, Ω( f ) =

∑
j

|wj |
q, q = {1,2} (1.3)

Here, λ defines the regularization strength, and the regularizerΩ itself quantifies the model complexity.
In particular, L1 regularization tends to produce a sparse model [59], i.e., some weights are set to zero.
Other forms of regularization are early stopping, which involves monitoring the loss on an additional
validation dataset, or data augmentation, which synthetically increases the data size.

In practice, learning algorithms use optimization techniques to find a model with a minimal loss.
A fundamental method is gradient descent, which computes the gradient of the loss function with
respect to the model parameters and then updates the model parameters in the opposite direction so
that the loss becomes smaller. An extension is stochastic gradient descent (SGD), which evaluates
the gradient only on a random sample or subset of the dataset and then directly updates the model
parameters. If the dataset is split into subsets, these are also called mini-batches. There are plenty of
further learning algorithms, e.g., the Adam optimization method.
Finally, it is worth to mention that the learning algorithm is usually executed for several epochs,

each being a single pass through the entire dataset. Every epoch consists of the following steps:
1. Forward propagation (Pass input data through current model and compute predicted output), 2. Loss
calculation (Predicted output vs. target output), 3. Backward propagation (Compute gradients of loss
with respect to model parameters), 4. Parameter update (Optimization technique, e.g., SGD).

Artificial Neural Networks

Neural Networks are a specific function class that can be used in machine learning. As illustrated in
Figure 1.2, a neural network is composed of several layers – usually one input, several hidden, and
one output layer – each containing several units (also called neurons) [5, 59, 30]. The input to a single
unit is computed as a weighted sum of the outputs from the previous layers. In fact, this is like a linear
model as shown in Equation 1.2. This value is then fed into a non-linear activation function, such as
the rectified linear unit, h(z) = max(0, z), to derive the output of that unit. The functional form of such
a multilayer feed-forward neural network model is then the concatenation of the individual layers and
their activation functions. For example, a network with 2 hidden layers and 1 output layer has the form

f (x) = h3
(
W3h2

(
W2h1

(
W1x + b1

)
+ b2

)
+ b3

)
, (1.4)

where x is the input vector, Wi and bi are the weight matrices and bias vectors of layer i, hi are
the non-linear activation functions, and f (x) is the output vector. The weights and biases are the
parameters that are learned using machine learning algorithms.

The training of neural networks with more than a few hidden layers is called deep learning. Every
layer constitutes a representation of the input data in a latent space.

The composition of a neural network (also called architecture) can have versatile forms. The most
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Input
layer I

Hidden
layer H1

Hidden
layer H2

Output 
layer O

i

j

k

l

wij wjk

wkl

yj = h (     wij xi )
i   I

Hidden units 1: 

Input features: xi

yk = h (     wjk yj )
j   H1

Hidden units 2:

yl = h (     wkl yk )
k   H2

Outputs / Targets:

Figure 1.2: Feed-Forward Neural Network. This simple neural network model has 1 input, 2 hidden, and 1
output layer. xi are the input features and yl are the outputs. The values at each unit are computed in a forward
pass as a weighted sum of the previous layer and by applying an activation function h. The weights w are the
parameters that are trained using machine learning algorithms. For simplicity, the bias parameters are neglected
in this Figure. (Figure recreated from [30]).

basic architecture is the feed-forward neural network, as described above. A more specific architecture
type are convolution neural networks, which are well suited for processing data with a grid-like
structure, such as images. These involve in at least one layer the application of a convolutional kernel,
which is a small weight matrix (also known as filter) that is applied to only a small local patch of
the input data, but which is slided over the whole input. This type of layers is well-suited to detect
local patterns, such as edges in images. A further type are recurrent neural networks, which are well
suited for processing sequential data such as text. Another prominent architecture is the Autoencoder,
which is used for unsupervised learning, and which is also used together with the so-called Attention
mechanism in the more modern transformer architectures [66].
Neural networks usually contain a huge number of parameters that need to be learned. The

simple example of the 2-hidden layer neural network above (Figure 1.2 and Equation 1.4) has 39
parameters2. However, neural networks in real-life applications usually have much more and wider
layers. The famous convolutional neural network architecture LeNet-5 [31], which was designed
for handwritten digit recognition, contains approximately 60,000 parameters. The groundbreaking
AlexNet architecture [29], which was developed in 2012 and demonstrated the superiority of neural
networks in the ImageNet object detection and image classification challenge [17], has approximately
60 million parameters. Latest neural networks for natural language processing can have even more
than billions of parameters [9].

The large model capacity of neural networks requires large amounts of training data. For example,
the LeNet-5 architecture can be trained with the MNIST dataset, which comprises handwritten images
across 10 digit classes and consists of a total number of 60,000 images. The slightly more complex
AlexNet architecture was trained with the ImageNet-1K dataset, which comprises images of 1000
different object classes and consists of over 1 million training images. As explained in Section 1.2.2,
a large and diverse dataset is generally required to avoid overfitting and to allow generalization.
However, recent studies investigated and advanced the classical bias-variance trade-off for very large
neural networks. They observed a double-descent risk curve, which describes the effect that in an
over-parameterized regime a decreasing test error can be observed [4, 40].

For the training of neural networks, the initialization of its weights and biases plays an important

2 (3*4 + 4) + (4*3 + 3) + (3*2 + 2) = 39
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1.2 Technical Background

role ([63]). The weights are usually initialized randomly and follow a uniform or normal distribu-
tion ([22, 24]). Random initialization aims at symmetry breaking (i.e., preventing that neurons learn
the same features) and avoids the vanishing gradient problem in the beginning of training. The most
appropriate distribution depends on the used activation function and the size of the previous network
layer.

The neural network parameters can also be initialized by reusing the parameters from a pre-trained
model, which can then be fine-tuned on given training data for the target task. [19] studied the
advantages of unsupervised pre-training and found that it leads to better performing classifiers and is
beneficial with small training datasets. They concluded that this is not only an improved optimization
procedure but also leads to better generalization. They also found that the largest effect on performance
benefits comes from pre-training the early layers, which often represent general features and low-level
statistics of the data. In the last years, supervised pre-training on the ImageNet dataset [17] became a
common transfer learning approach, especially for computer vision tasks [70, 26, 41].

Despite the modelling success of neural networks, their complexity brings certain challenges, such
as their massive data requirements and their lack of explainability. In particular, the data need has
raised important questions about how to learn from small data, how to generalize to unseen domains,
and how to ensure model robustness [68, 67, 25]. Moreover, the large number of neural network
parameters can make their decision process intransparent and hard to interpret [50]. But especially
when they are applied in critical domains, such as healthcare, finance, or autonomous driving, it is
important that their decisions are explainable and consistent with laws and regulations.
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1.3 Thesis Contributions

1.3.1 List of Publications

This cumulative dissertation is comprised of the following peer-reviewed publications, to which I was
the primary contributor. The following list is sorted topic-wise and is consistent with the presentation
order in this dissertation.

P1) L. von Rueden, S. Mayer, K. Beckh, B. Georgiev, S. Giesselbach, R. Heese, B. Kirsch,
J. Pfrommer, A. Pick, R. Ramamurthy, M. Walczak, J. Garcke, C. Bauckhage, J. Schuecker.
Informed Machine Learning - A Taxonomy and Survey of Integrating Prior Knowledge
into Learning Systems. IEEE Transactions on Knowledge and Data Engineering. 2021.
http://doi.org/10.1109/TKDE.2021.3079836

Preprint:
L. von Rueden, S. Mayer, J. Garcke, C. Bauckhage, J. Schuecker. InformedMachine Learning
- Towards a Taxonomy of Explicit Integration of Knowledge intoMachine Learning. arXiv
preprint arXiv:1903.12394. 2019.

P2) L. von Rueden, S.Mayer, R. Sifa, C. Bauckhage, J. Garcke. CombiningMachine Learning and
Simulation to aHybridModelling Approach: Current and Future Directions. Advances in
Intelligent Data Analysis (IDA). 2020. http://doi.org/10.1007/978-3-030-44584-3_
43

P3) L. von Rueden, S. Houben, K. Cvejoski, J. Garcke, C. Bauckhage, N. Piatkowski. Informed
Pre-Training of Neural Networks Using Prototypes from Prior Knowledge. Accepted at:
International Joint Conference on Neural Networks (IJCNN). 2023.

Preprint:
L. von Rueden, S. Houben, K. Cvejoski, C. Bauckhage, N. Piatkowski. Informed Pre-Training
on Prior Knowledge. arXiv preprint arXiv:2205.11433. 2022.

P4) L. von Rueden, T. Wirtz, F. Hueger, J.D. Schneider, C. Bauckhage, N. Piatkowski. Street-
Map Based Validation of Semantic Segmentation in Autonomous Driving. International
Conference on Pattern Recognition (ICPR). 2020. http://doi.org/10.1109/ICPR48806.
2021.9413292

Preprint:
L. von Rueden, T. Wirtz, F. Hueger, J.D. Schneider, C. Bauckhage. Towards Map-Based
Validation of Semantic Segmentation Masks. Workshop on AI for Autonomous Driving
(AIAD), International Conference on Machine Learning (ICML). 2020.

P5) L. von Rueden, J. Garcke, C. Bauckhage. How Does Knowledge Injection Help in Informed
Machine Learning? Accepted at: International Joint Conference on Neural Networks (IJCNN).
2023.

Moreover, I have also contributed to the following publications. These are not part of this dissertation:

P6) K. Beckh, S. Müller, M. Jakobs, V. Toborek, H. Tan, R. Fischer, P. Welke, S. Houben, L. von
Rueden. Harnessing Prior Knowledge for Explainable Machine Learning: An Overview.
IEEE Conference on Secure and Trustworthy Machine Learning (SaTML). 2023
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1.3 Thesis Contributions

P7) M. Günder, N. Piatkowski, L. von Rueden, R. Sifa, C. Bauckhage. Towards Intelligent
Food Waste Prevention: An Approach Using Scalable and Flexible Harvest Schedule
Optimization With Evolutionary Algorithms. IEEE Access. 2021.

P8) J. Wörmann, D. Bogdoll, E. Bührle, ..., L. von Rueden, ..., S. Zwicklbauer . Knowledge
Augmented Machine Learning with Applications in Autonomous Driving: A Survey.
arXiv preprint arXiv:2205.04712. 2022.

1.3.2 List of Key Contributions

The goal of this PhD thesis is the unification of Informed ML through general, systematic frameworks
for all abstraction levels: From concepts, over methods with applications, to theory and systematic
analysis. The key contributions of the relevant publications P1-P5 (see list in Section 1.3.1) are:

P1) Informed ML: Integrating Prior Knowledge into Data-Driven Learning Systems –
Concept, Taxonomy, and Survey
a) Proposition of a concept for Informed ML and definition as learning from a hybrid

information source that consists of data and prior knowledge
b) Development of a taxonomy that classifies approaches according to knowledge source,

formal representation type, and integration stage in the ML pipeline
c) Survey and description of available approaches

P2) Combining ML and Simulation to Hybrid AI
a) Proposition of structural frameworks for ML (turning data into models) and simulation

(turning models into data)
b) Identification of combination possibilities

P3) Informed Pre-Training of Neural Networks using Knowledge Prototypes
a) Proposition of a novel approach: Informed Pre-Training on knowledge prototypes
b) Improvements in generalization and out-of-distribution robustness
c) Investigation of neural network layers that are affected by the knowledge transfer (Informed

Transfer Learning)

P4) Geo-Informed Validation of ML Models for Autonomous Driving
a) Proposition of novel approach: Checking knowledge conformity with street maps
b) Application to semantic segmentation models for traffic scene perception

P5) Quantifying the Benefits: How Knowledge Injection Helps in Informed ML –
Metrics, Theory and Systematic Analysis
a) Proposition of a catalogue of performance metrics that are relevant for Informed ML
b) Development of a framework for an Informed Learning Theory: Representation of data

and knowledge in function space
c) Systematic Analysis: Dependency of performance improvements on distance between

data and knowledge

9
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Problem Data

Prior

SolutionML Pipeline
preproc.

define

execute

get

integrated in

Knowledge

*

Training Data

Final Hypoth.

Hypothesis Set

Learning Alg.

*

(Informed Machine Learning)
Prior-Knowledge Integration

(Convent. Machine Learning)
Data-Driven Learning

Figure 1.3: P1) Informed ML: Concept. The Informed ML pipeline requires a hybrid information source with
two components: Data and prior knowledge. In conventional ML, knowledge is used for data preprocessing
and feature engineering, but this process is deeply intertwined with the learning pipeline (*). In contrast, in
Informed ML prior knowledge comes from an independent source, is given by formal representations (e.g., by
algebraic equations, logic rules, or knowledge graphs), and is explicitly integrated.

1.3.3 Contributions Summary

In the following, the contents and the contributions of the published research papers P1-P5 (see list in
Section 1.3.1) are shortly described for an overview.

P1) Informed ML: Integrating Prior Knowledge into Data-Driven Learning Systems –
Concept, Taxonomy, and Survey

Despite its great success, ML can have its limits when dealing with insufficient training data. A
potential solution is the additional integration of prior knowledge into the training process, which leads
to the notion of Informed Machine Learning (Informed ML). In this paper, we present a structured
overview of various approaches in this field. We provide a definition and propose a concept for
Informed ML that illustrates its building blocks and distinguishes it from conventional ML (see
Figure 1.3). We introduce a taxonomy that serves as a classification framework for Informed ML
approaches. It considers the source of knowledge, its representation, and its integration into the ML
pipeline. Based on this taxonomy, we survey related research and describe how different knowledge
representations such as algebraic equations, logic rules, or simulation results can be used in learning
systems. This evaluation of numerous papers on the basis of our taxonomy uncovers key methods in
the field of Informed ML.

Further results, such as the developed taxonomy, are presented in the paper summary in Chapter 2.

Central research question: What is the fundamental concept of Informed ML, and how can
existing approaches for integrating prior knowledge into data-driven learning be structurally classified?
(see Section 1.1, Question 1)

Connection to subsequent papers: The definition and concept of Informed ML is used as the
basis for all papers (P1-P5). The taxonomy helps to classify other approaches or identify opportunities
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Figure 1.4: P2) Combining ML and Simulation: Structural Frameworks. These frameworks illustrate the
components of ML (left) and Simulation (right). The focus of ML is to turn data into models (i.e., discover
new knowledge), whereas the focus of simulations is to turn models into data (i.e., transform prior knowledge
into data). Both approaches can be combined at different stages to simulation-assisted ML, or ML-assisted
simulation.

for novel methods, such as the proposed Informed Pre-Training (P3) and Geo-Informed Validation
(P4). Moreover, the survey revealed a heterogeneity of existing approaches, which motivates the
development of an Informed Learning Theory and a systematic analysis framework (P5).

P2) Combining ML and Simulation to Hybrid AI

In this paper, we describe the combination of ML and simulation towards a hybrid modelling approach.
Such a combination of data-based and knowledge-based modelling is motivated by applications that
are partly based on causal relationships, while other effects result from hidden dependencies that
are represented in huge amounts of data. Our aim is to bridge the knowledge gap between the two
individual communities from ML and simulation to promote the development of hybrid systems. We
present conceptual frameworks that describe the stages of ML in terms of transforming data into
models, and the stages of simulation in terms of transforming models into data (see Figure 1.4 ). The
frameworks help to identify potential combination approaches and we employ it to give an overview
of simulation-assisted ML and ML-assisted simulation.

The results are further presented in the respective paper summary in Chapter 3.

Central research question: What is the fundamental concept of Informed ML (here: Hybrid AI),
and how can existing approaches for integrating prior knowledge (here: simulations) into data-driven
learning be structurally classified? (see Section 1.1, Question 1)

Connection to preceding and subsequent papers: The conceptual frameworks in this paper are
an extension of the Informed ML concept and taxonomy (P1). In particular, simulation-assisted ML is
a specific type of Informed ML. Moreover, simulation can transform prior knowledge (e.g., physical
formulas, or geospatial prototypes) into data representations, which is relevant for the proposed
methods in the subsequent papers (P3-P5).

P3) Informed Pre-Training of Neural Networks using Knowledge Prototypes

We present a novel approach for hybrid AI and propose Informed Pre-Training on prototypes from
prior knowledge. Generally, when training data is scarce, the incorporation of additional knowledge

11
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Figure 1.5: P3) Informed Pre-Training. Our idea is
that data distributions often follow domain invariant
relationships that are given by prototypes from prior
knowledge. The figure shows examples for such
knowledge prototypes (top) and corresponding natural
data items (bottom) for three datasets: GTSRB (left),
MNIST (middle), CO2 (right). We show that Informed
Pre-Training on such prior knowledge is possible and
significantly improves generalization and robustness.

Figure 1.6: P4) Geo-Informed Validation. We use
Informed ML to validate autonomous driving models
with prior knowledge from street maps. For example,
the left image shows a segmentation of a traffic scene in
the Cityscapes dataset [15] and the right image shows
the corresponding map [43]. Here, a road intersection
to the right is not detected in the segmentation, but is
given by the map. Such potential errors of AI modules
can be identified with Informed ML.

can assist the learning process of neural networks. An approach that recently gained a lot of interest is
Informed ML, which integrates prior knowledge that is explicitly given by formal representations,
such as graphs or equations. However, the integration often is application-specific and can be
time-consuming. Another more straightforward approach is pre-training on other large datasets, which
allows to reuse knowledge that is implicitly stored in trained models. This raises the question, if it is
also possible to pre-train a neural network on a small set of knowledge representations.

In this paper, we investigate this idea and propose Informed Pre-Training on knowledge prototypes.
Such prototypes are often available and represent characteristic semantics of the domain (see Figure 1.5).
We show that it (i) improves generalization capabilities, (ii) increases out-of-distribution robustness,
and (iii) speeds up learning. Moreover, we analyze which parts of a neural network model are affected
most by our Informed Pre-Training approach. We discover that (iv) improvements come from deeper
layers that typically represent high-level features, which confirms the transfer of semantic knowledge.
This is a before unobserved effect and shows that Informed Transfer Learning has additional and
complementary strengths to existing approaches.

The results are further outlined in the paper summary in Chapter 4.

Central research question: Is it possible to integrate prior knowledge into ML in a universal way,
and how? (see Section 1.1, Question 2)

Connection to preceding and subsequent papers: The taxonomy and survey of Informed ML
(P1) helped to find out that the novel approach of Informed Pre-Training had not been studied before.
The advantage of this novel approach is that it is a unified approach for all the prior knowledge
representations of the taxonomy (P1), e.g., algebraic equations, spatial invariances, or knowledge
graphs. Simulation (P2) can be used to transform the representations into data format. In the
subsequent paper (P5), the novel Informed Pre-Training is further investigated in terms of the distance
between data and knowledge prototypes.

P4) Geo-Informed Validation of ML Models for Autonomous Driving

AI for autonomous driving must meet strict requirements on safety and robustness, which motivates
the thorough validation of ML models. However, current validation approaches mostly require ground
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(a) Theoretical Framework:
Representation in Function Space.

(b) Systematic Analysis:
Benefit Dependency on Distances.

Figure 1.7: P5) Theoretical Framework and Systematic Analysis. In Informed ML, prior knowledge is
integrated into data-based learning [53]. To better understand its effect, we propose a framework that represents
data and knowledge in a function space (See (a)). We analyze how the distances between knowledge, train and
test data influence the potential model improvements. E.g., we find that Informed ML greatly improves model
robustness, especially when the knowledge is close to out-of-distribution data (See (b)).

truth data and are thus both cost-intensive and limited in their applicability. We propose to overcome
these limitations by a model agnostic, Geo-Informed Validation using a-priori knowledge from
street maps. In particular, we show how to validate semantic segmentation masks and demonstrate
the potential of our approach using OpenStreetMap. We introduce validation metrics that indicate
false positive or negative road segments. Besides the validation approach, we present a method to
correct the vehicle’s GPS position so that a more accurate localization can be used for the street-map
based validation. Lastly, we present quantitative results on the Cityscapes dataset indicating that our
validation approach can indeed uncover errors of semantic segmentation models (See Figure 1.6).

The results are outlined in the paper summary in Chapter 5.

Central research question: Is it possible to integrate prior knowledge into ML in a universal way,
and how? (see Section 1.1, Question 2)

Connection to preceding and subsequent papers: The taxonomy and survey of Informed ML (P1)
helped to find out that the novel approach of Geo-Informed Validation had not been studied before.

P5) Quantifying the Benefits: How Knowledge Injection Helps in Informed ML –
Metrics, Theory and Systematic Analysis

Informed ML describes the injection of prior knowledge into learning systems. It can help to improve
generalization, especially when training data is scarce. However, the field is so application-driven that
general analyses about the effect of knowledge injection are rare. This makes it difficult to transfer
existing approaches to new applications, or to estimate potential improvements. Therefore, in this
paper, we present a framework for quantifying the value of prior knowledge in Informed ML. Our main
contributions are three-fold. Firstly, we propose a set of relevant metrics for quantifying the benefits
of knowledge injection, comprising in-distribution accuracy, out-of-distribution robustness, and
knowledge conformity. We also introduce a metric that combines performance improvement and data
reduction. Secondly, we present a theoretical framework that represents prior knowledge in a function
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space and relates it to data representations and a trained model (See Figure 1.7(a)). This suggests
that the distances between knowledge and data influence potential model improvements. Thirdly, we
perform a systematic experimental study with controllable toy problems (See Figure 1.7(b)). All in all,
this helps to find general answers to the question how knowledge injection helps in Informed ML.

The results are outlined in the paper summary in Chapter 6.

Central research question: How can the benefits of Informed ML be quantified, and what are the
requirements for the injected knowledge? (see Section 1.1, Question 3)

Connection to preceding and subsequent papers: The concept of Informed ML (P1) points out
the hybrid information source consisting of training data and prior knowledge. These are used as
two counterparts in the theoretical framework and systematic analysis of this paper. The surveys (P1,
P2) identified the heterogeneity of approaches, which motivated the systematization in this paper.
Furthermore, the proposed approach of Informed Pre-Training (P3) is further investigated in this paper
to find out what the requirements for the injected knowledge are.
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CHAPTER 2

P1) Informed ML: Integrating Prior Knowledge
into Data-Driven Learning Systems –
Concept, Taxonomy, and Survey

The research summarized in this chapter has been published in the following paper [53]:

P1) L. von Rueden, S. Mayer, K. Beckh, B. Georgiev, S. Giesselbach, R. Heese, B. Kirsch, J.
Pfrommer, A. Pick, R. Ramamurthy, M. Walczak, J. Garcke, C. Bauckhage, J. Schuecker.
Informed Machine Learning - A Taxonomy and Survey of Integrating Prior Knowledge
into Learning Systems. IEEE Transactions on Knowledge and Data Engineering. 2021.
http://doi.org/10.1109/TKDE.2021.3079836

An earlier preprint version has been published here [54]:
L. von Rueden, S. Mayer, J. Garcke, C. Bauckhage, J. Schuecker. InformedMachine Learning
- Towards a Taxonomy of Explicit Integration of Knowledge intoMachine Learning. arXiv
preprint arXiv:1903.12394. 2019.

2.1 Research Question

In this paper, we investigate the fundamental concept of Informed ML and how existing approaches
can be structurally classified (see Section 1.1, central question No.1). In particular, we answer the
following open research questions:

• What is the definition of Informed ML?
• What kind of prior knowledge can be integrated into ML, and how?
• Are there similarities between the various available approaches and how can they be unified?

2.2 Results Summary

Our contributions in this paper are threefold: We propose an abstract concept for Informed ML
that clarifies its building blocks and relation to conventional ML (See Figure 1.3). It states that
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Chapter 2 P1) Informed ML: Integrating Prior Knowledge into Data-Driven Learning Systems –
Concept, Taxonomy, and Survey

Informed ML uses a hybrid information source that consists of data and prior knowledge, which comes
from an independent source and is given by formal representations. Our main contribution is the
introduction of a taxonomy that classifies Informed ML approaches, which is novel and the first of its
kind (See Figure 2.1). It contains the dimensions of the knowledge source, its representation, and
its integration into the ML pipeline. We put a special emphasis on categorizing various knowledge
representations, since this may enable practitioners to incorporate their domain knowledge into ML
processes. Moreover, we present a literature survey and a description of available approaches and
explain how different knowledge representations, e.g., algebraic equations, logic rules, or simulation
results, can be used in Informed ML.
In the following, we describe our developed taxonomy. Further results can be found in the paper

itself (see Appendix A).

Taxonomy

Our guiding question is how prior knowledge can be integrated into the ML pipeline and our answers
particularly focus on three aspects:

1. Source:
Which source of knowledge is integrated?

2. Representation:
How is the knowledge represented?

3. Integration:
Where in the learning pipeline is it integrated?

Based on a comparative and iterative literature survey, we identified a taxonomy with dimensions
for these three aspects (See Figure 2.1). Each dimension contains a set of elements that represent the
spectrum of different approaches found in the literature.
With respect to knowledge sources, we found three broad categories: Rather specialized and

formalized scientific knowledge, everyday life’s world knowledge, and more intuitive expert knowledge.
For scientific knowledge, we found the most Informed ML papers. With respect to knowledge
representations, we found versatile and fine-grained approaches and distilled eight categories (Algebraic
equations, differential equations, simulation results, spatial invariances, logic rules, knowledge graphs,
probabilistic relations, and human feedback). Regarding knowledge integration, we found approaches
for all stages of the ML pipeline, from the training data and the hypothesis set, over the learning
algorithm, to the final hypothesis. However, most Informed ML papers consider the two central stages.
Depending on the perspective, the taxonomy can be regarded from either one of two sides: An

application-oriented user might prefer to read the taxonomy from left to right, starting with some given
knowledge source and then selecting representation and integration. Vice versa, a method-oriented
developer or researcher might prefer to read the taxonomy from right to left, starting with some given
integration method. For both perspectives, knowledge representations are important building blocks
and constitute an abstract interface that connects the application- and the method-oriented side.

We observe that, while various paths through the taxonomy are possible, specific ones occur more
frequently and we will call them main paths. For example, we often observed the approach that
scientific knowledge is represented in algebraic equations, which are then integrated into the learning
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Which source of knowledge How is the knowledge

Source Representation

Logic Rules

Algebraic Equations

Probabilistic Relations

Spatial Invariances

Differential Equations

Knowledge Graphs

Simulation Results
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Training Data

Final Hypothesis

is integrated? represented?
Where is the knowledge integrated

Integration

in the machine learning pipeline?

Expert Knowledge

(Intuition, Less Formal)

Scientific Knowledge

(Natural Sciences,
Engineering, etc.)

Hypothesis Set

(Network Architecture,
Model Structure, etc.)

World Knowledge

(Vision, Linguistics,
Semantics, General K., etc.)

Learning Algorithm

(Regularization Terms,
Constrained Opt., etc.)

Figure 2.1: P1) InformedML: Taxonomy. This taxonomy serves as a classification framework for InformedML
and structures approaches according to the three above analysis questions about the knowledge source, knowledge
representation and knowledge integration. Based on a comparative and iterative literature survey, we identified
for each dimension a set of elements that represent a spectrum of different approaches. The size of the elements
reflects the relative count of papers. We combine the taxonomy with a Sankey diagram in which the paths
connect the elements across the three dimensions and illustrate the approaches that we found in the analyzed
papers. The broader the path, the more papers we found for that approach. Main paths (at least four or more
papers with the same approach across all dimensions) are highlighted in darker grey and represent central
approaches of Informed ML.

algorithm, e.g., the loss function. As another example, we often found that world knowledge, such as
linguistics, is represented by logic rules, which are then integrated into the hypothesis set, e.g., the
network architecture.

Further details on the concept, taxonomy, or the survey can be found in the paper itself (see Appendix A).

2.3 Author’s Contribution

The idea to do a survey about knowledge integration in ML and to derive a concept of Informed ML
was due to C. Bauckhage, J. Schuecker, and me. The concept itself was developed by me, J. Schuecker,
and S. Mayer. The idea to develop a taxonomy for a structured classification of available approaches
was due to me. The main parts of the paper (Sections 1-4, 6-8) were written by me, with support from
J. Schuecker, and S. Mayer.
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Chapter 2 P1) Informed ML: Integrating Prior Knowledge into Data-Driven Learning Systems –
Concept, Taxonomy, and Survey

The literature about individual Informed ML approaches was surveyed and described in the paper
(Section 5) by individual expert groups of the following co-authors (ordered by paper’s author list):
1) Algebraic Equations: L. von Rueden, R. Heese, M. Walczak; 2) Differential Equations: S. Mayer,
R. Heese, J. Schuecker; 3) Simulation Results: L. von Rueden, S. Mayer, R. Heese, M. Walczak, J.
Garcke; 4) Spatial Invariances: L. von Rueden, B. Georgiev, M. Walczak; 5) Logic Rules: L. von
Rueden, B. Kirsch; 6) Knowledge Graphs: S. Giesselbach, A. Pick, J. Schuecker; 7) Probabilistic
Relations: A. Pick, J. Schuecker; 8) Human Feedback: K. Beckh, R. Ramamurthy.

The whole research project was managed by me.
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CHAPTER 3

P2) Combining ML and Simulation to Hybrid AI

The research summarized in this chapter has been published in the following paper [52]:

P2) L. von Rueden, S.Mayer, R. Sifa, C. Bauckhage, J. Garcke. CombiningMachine Learning and
Simulation to aHybridModelling Approach: Current and Future Directions. Advances in
Intelligent Data Analysis (IDA). 2020. http://doi.org/10.1007/978-3-030-44584-3_
43

3.1 Research Question

In this paper, we further investigate the concept of Informed ML and a structured classification of
existing approaches (see Section 1.1, central question No.1), but here, we focus on prior knowledge in
the form of simulations. In particular, we answer the following open research questions:

• What is the difference between ML and simulation, especially in terms of data- vs. knowledge-
based modelling?

• How can they be combined to hybrid AI?
• Can simulation be used to transform prior knowledge into data representation?

3.2 Results Summary

ML and simulation have a similar goal: To predict the behavior of a system with data analysis
and mathematical modelling. On the one side, ML has shown great successes in fields like image
classification [29], language processing [36], or socio-economic analysis [8], where causal relationships
are often only sparsely given but huge amounts of data are available. On the other side, simulation is
traditionally rooted in natural sciences and engineering, e.g. in computational fluid dynamics [60],
where the derivation of causal relationships plays an important role, or in structural mechanics for the
performance evaluation of structures regarding reactions, stresses, and displacements [6].
However, some applications can benefit from combining ML and simulation. Such a hybrid

approach can be useful when the processing capabilities of classical simulation computations can not
handle the available dimensionality of the data, for example in earth system sciences [49], or when the
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Chapter 3 P2) Combining ML and Simulation to Hybrid AI

behavior of a system that is supposed to be predicted is based on both known, causal relationships and
unknown, hidden dependencies, for example in risk management [38].
However, such challenges are in practice often still approached distinctly with either ML or

simulation, apparently because they historically originate from distinct fields. This raises the question
how these two modelling approaches can be combined into a hybrid approach to foster intelligent data
analysis. Here, a key challenge in developing a hybrid modelling approach is to bridge the knowledge
gap between the two individual communities, which are mostly either experts for ML or experts for
simulation.
Our goal is to make the key components of the two modelling approaches ML and simulation

transparent and to show the versatile, potential combination possibilities to inspire and foster future
developments of hybrid systems.
The contributions of this paper are: 1. Conceptual frameworks of ML and simulation that serve

as an orientation aid for comparing and combining both methodologies, 2. a structured overview of
combinations of both modelling approaches, and 3. our vision of a hybrid approach with a stronger
interplay of data- and simulation based analysis.

Conceptual Frameworks

We developed structural frameworks that point out the individual components of both approaches, ML
and simulation (see Figure 1.4).

The main goal of ML is that a machine automatically learns a model that describes patterns in given
data. ML consists of two phases 1. model generation, and 2. model application, where the focus is
usually made on the first phase, in which an inductive model is learned from data. The components of
this phase are the training data, a hypothesis set, a learning algorithm, and a final hypothesis [1, 53]. It
describes the finding of patterns in an initially large data space, which are finally represented in a
condensed form by the final hypothesis. This can be described as a bottom-up approach.

The goal of a simulation is to predict the behavior of a system or process for a particular situation.
Simulation comprises the two phases 1. model generation, and 2. model application, where the focus
often is on the second phase, in which an earlier identified deductive model is used to create simulation
results. The components of this phase are the simulation model, input parameters, a numerical method,
and the simulation result. It describes the unfolding of local interactions from a compactly represented
initial model into an expanded data space. This and can be described as a top-down approach.

Combinations: Simulation-Assisted ML and ML-Assisted Simulation

There are several types of Simulation-Assisted ML. Simulations, in particular the simulation results,
can be generally integrated into the four different components of ML. The simulation results can be
used to a) augment the training data, b) define parts of the hypothesis set in the form of empirical
functions, c) steer the training algorithm in generative adversarial networks, or d) verify the final
hypothesis against scientific consistency.
Also, there are several types of ML-Assisted Simulation. ML techniques, in particular the final

hypothesis, can be used in different simulation components. Exemplary use cases for ML models in
simulation are a) model order reduction and the development of surrogate models that offer approximate
but simpler solutions, b) the automated inference of an intelligent choice of input parameters for a
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next simulation run, c) a partly trainable solver for differential equations, or d) the identification of
patterns in simulation results for scientific discovery.

Further details can be found in the paper itself (see Appendix B).

3.3 Author’s Contribution

The idea for the paper about the combination of ML and simulation was due to me. I developed
the structural frameworks, in particular for ML, ML-based simulation, and Simulation-Based ML.
S. Mayer supported the development of the simulation framework. I wrote the main part of the paper
(Section 1-4, and 6). S. Mayer wrote the section about Industry 4.0 (Section 5).
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CHAPTER 4

P3) Informed Pre-Training of Neural Networks
Using Knowledge Prototypes

The research summarized in this chapter has been published in the following paper [55]:

P3) L. von Rueden, S. Houben, K. Cvejoski, J. Garcke, C. Bauckhage, N. Piatkowski. Informed
Pre-Training of Neural Networks Using Prototypes from Prior Knowledge. Accepted at:
International Joint Conference on Neural Networks (IJCNN). 2023.

An earlier preprint version has been published here [56]:
L. von Rueden, S. Houben, K. Cvejoski, C. Bauckhage, N. Piatkowski. Informed Pre-Training
on Prior Knowledge. arXiv preprint arXiv:2205.11433. 2022.

4.1 Research Question

In this paper, we investigate how prior knowledge can be integrated with InformedML in an application-
independent, universal way (see Section 1.1, central question No.2). In particular, we answer the
following open research questions:

• How can a neural network be initialized with prior knowledge?
• Is it possible to pre-train on a few knowledge representations?
• If yes, how does it improve the neural network model?

4.2 Results Summary

One approach to alleviate problems due to insufficient training data for a specific learning task is
to build upon models that have been pre-trained on other large datasets. However, this relies on
reusing the implicit information from large datasets, which is not necessarily controllable. Thus,
relevant task-specific concepts still need to be learned. Moreover, appropriate large datasets or
pre-trained models are not always available. Another promising approach is to inject additional prior
knowledge via Informed ML methods, as proposed by [53]. While this ensures an alignment with
semantic concepts, the integration of formally represented knowledge into learning algorithms or
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Figure 4.1: P3) Informed Pre-Training on Knowledge Prototypes. We propose Informed Pre-Training on
prototypes from prior knowledge in order to improve neural network training, especially when real data is
scarce. Prior knowledge is often given by formal representations, e.g., by graph structures, image templates, or
scientific equations. They can be represented in data space - we then call them "knowledge prototypes". This
allows for Informed Pre-Training, i.e., to train a model on prior knowledge. Afterwards, the pre-trained model
is fine-tuned on real training data. The Informed Pre-Training leads to significantly increased generalization
capabilities and improved robustness.

model architectures can be application-specific and time-consuming, which in turn raises the need for
an improved method. This leads us to the questions, how we can we transfer prior knowledge into a
neural network? And is it possible to pre-train a neural network on a few knowledge representations?
Our main contributions in this paper are 1) the proposition of the novel approach Informed

Pre-Training using prototypes from prior knowledge representations, and 2) an investigation of neural
network layers that are affected by the knowledge transfer (Informed Transfer Learning).

Novel Approach: Informed Pre-Training

We propose the novel approach of Informed Pre-Training on prototypes from prior knowledge. Given
prior knowledge is often represented by image templates, graph structures or physical equations. We
utilize the fact that these representations can also be given in data or image space, we call them
knowledge prototypes (see Figure 1.5). These prototypes already reflect major concepts of a target
domain, which suggests that pre-training on them can lead to significant improvements.

From a practical point of view our approach consists of the following two main phases, as illustrated
in Figure 4.1:

1. Informed Pre-Training
a) Initialization of neural network model
b) Training on knowledge prototypes

2. Model fine-tuning
a) Informed initialization with pre-trained model
b) Training on real data

In contrast to existing pre-training methods, our method utilizes concise and controllable prior
knowledge that is given by a small set of semantic prototypes. In contrast to existing Informed ML
methods, our method can be universally applied to various knowledge formalization types and domains.
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(a) Pre-Training: ImageNet
(Conventional Transfer Learning)
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(b) Pre-Training: Knowledge (Informed
Transfer Learning)
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Figure 4.2: P3) Layer Transferability Analysis: Informed Transfer Learning Importance of individual
network layers for different pre-training types. ((a)) Pre-Training on the ImageNet dataset. Improvements come
from early layers, which typically represent low-level features. ((b)) Pre-Training on knowledge prototypes
(augmented). Improvements come from late layers, which typically represent high-level, semantic concepts.
((c)) Combining both types by using a model pre-trained on ImageNet for the initialization of a subsequent
pre-training on knowledge prototypes. After the respective pre-training schemes only the first k layers are
transferred. The bar charts highlight the performance gain after fine-tuning due to the transfer of the layers
preceding layer k. The experiment shows that knowledge-based, Informed Transfer Learning has an additional
and complementary effect to conventional, data-based transfer learning.

It is neither restricted to the types that we use in this paper (i.e., image templates, graph structures,
and scientific equations), nor domain specific. Instead, Informed Pre-Training can be used for any
kind of prior knowledge that can be represented in a data space, e.g., by rendering or simulation.

Our results show an improvement in test accuracy for small training data by up to 11%. Furthermore,
we obtain an increase of 15% on out-of-distribution robustness. Our approach also leads to faster
training convergence. Detailed experimental results can be found in the paper itself (see Appendix C).

Layer Transferability Analysis: Informed Transfer Learning

To provide an in-depth analysis we investigate the transfer learning contribution of individual model
layers (see Figure 4.2). For traditional data-based pre-training, benefits arise from transferring early
layers. In contrast, for our knowledge-based Informed Pre-Training, improvements stem from deeper
layers which tend to represent semantic concepts. This is a before unobserved effect, which shows that
pre-training on semantic features is viable and significantly different to existing approaches. We refer
to this effect as Informed Transfer Learning.

We compare our approach to ImageNet pre-training and find that the latter can be further improved
by a subsequent Informed Pre-Training on knowledge prototypes. We find an additional increase
of 13% in test accuracy. This further confirms the complementary advantages of data-based and
knowledge-based pre-training. Further details can be found in the paper itself (see Appendix C).

4.3 Author’s Contribution

The idea for Informed Pre-Training was developed by me and N. Piatkowski. I did the implementation,
conducted the experiments on MNIST and GTSRB, and wrote the paper. N. Piatkowski derived the
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prototype initialization bound, and K. Cvejoski conducted additional experiments on the CO2 times
series dataset (both are part of the paper’s appendix). The idea for the layer transferability analysis
and the comparison of data-based vs. knowledge-based transfer learning was due to me. S. Houben
supported with discussions especially about model training on the GTSRB traffic sign dataset. All
co-authors supported with feedback on the paper manuscript.
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CHAPTER 5

P4) Geo-Informed Validation of ML Models for
Autonomous Driving

The research summarized in this chapter has been published in the following paper [57]:

P4) L. von Rueden, T. Wirtz, F. Hueger, J.D. Schneider, C. Bauckhage, N. Piatkowski. Street-
Map Based Validation of Semantic Segmentation in Autonomous Driving. International
Conference on Pattern Recognition (ICPR). 2020. http://doi.org/10.1109/ICPR48806.
2021.9413292

An earlier preprint version has been published here [58]:
L. von Rueden, T. Wirtz, F. Hueger, J.D. Schneider, C. Bauckhage. Towards Map-Based
Validation of Semantic Segmentation Masks. Workshop on AI for Autonomous Driving
(AIAD), International Conference on Machine Learning (ICML). 2020.

5.1 Research Question

In this paper, we further investigate how prior knowledge can be integrated with Informed ML in a
universal way (see Section 1.1, central question No.2). In particular, we answer the following open
research questions:

• How can AI models for autonomous driving be validated using prior knowledge?
• How can geospatial knowledge, such as street maps, be used for Informed ML?

5.2 Results Summary

Environmental perception is important for autonomous vehicles in order to assess the surrounding
traffic scene and understand its context [13, 45]. A key component is semantic segmentation, which
assigns pixel-wise pre-defined class labels to the input images from vehicle’s cameras (see e.g.
Figure 1.6, left). Current algorithms use machine and deep learning techniques to build models that
predict semantic segments and surpass classic computer vision techniques in terms of performance [21,
20].
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Figure 5.1: P4) Street-Map Based Validation of Semantic Segmentation Models. We validate the drivable
area in semantic segmentation masks with a-priori geospatial knowledge. For this, we combine the segmentation
mask of a given camera view with the street map that corresponds the given vehicle position. We compute an
overlay of the segmentation in bird’s-eye view and the street-map’s field of view. We omit potentially occluding,
dynamic objects such as other vehicles or vegetation. The overlay is used to identify validation error regions in
the drivable area, which we classify into detected false positives (visualized with orange red pixels) and false
negatives (visualized with pink red pixels). The steps with C describe tasks involving a camera view and the
steps with M describe tasks involving a map view.

Although state-of-the-art neural networks for semantic segmentation achieve promising results, it
can still be observed that certain objects of the drivable area are not detected correctly. Moreover,
smaller networks being used for embedded purposes are often comparatively less accurate than
state-of-the-art networks with arbitrary size. As an example, roads and pedestrian walks could be
mixed up in difficult lighting conditions or unusual terrain, such as in Figure 1.6, which could result in
false negative or false positive road segments in the prediction.

We propose to support the goal of safe AI in autonomous driving by applying the idea of Informed
ML [53] and validate learned models with a-priori geospatial knowledge. We suggest to compare
semantic segmentation masks to the structured semantic information in street maps, as illustrated
in Figure 1.6, and present a novel method that computes the overlap of drivable area between the
segmentation output and the map. Our approach is inspired by how human drivers would perceive
environments: When they find themselves in a new environment, they often consult external knowledge
sources such as street maps and compare what they see in their vicinity to what they see on the map.

Our main contributions are the following. First, we introduce the novel approach of a Geo-
Informed Validation using street maps for semantic segmentation models in order to identify
potential prediction errors. Second, we define new Informed validation metrics that can be used for
comparing semantic segmentations of traffic scenes to street maps. Third, we present an algorithm for
localization correction that can be used to calibrate the street-map position according to the ground
truth segmentation. We present experimental results from applying our methods to the Cityscapes
traffic scene image dataset, which demonstrate that our approach can identify similar prediction errors
as a validation by ground truth data.
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Approach for Informed, Street-Map Based Validation

The approach is illustrated in Figure 5.1.

Informed Validation Metrics

The consistency of the semantic segmentation with the street map can be quantified by the two
validation metrics that we introduced. a) The Intersection over Segmentation (IoS) quantifies the
overlap of the segmentation with the map. A low IoS is an indicator for false positive road segments. b)
The Intersection over Map (IoM) quantifies, vice versa, the overlap of the map with the segmentation.
Dynamic segments are ignored. A low IoM is an indicator for false negative road segments.

Figure 5.1 shows an example for the detection of a false positive road. The predicted segmentation
shows a road straight forward and below the cars parked at the left side of the street. According to the
ground truth there is a parking space below that parking cars. Our map-based validation approach
identifies this deviation: The street map suggests a less broad road than in the prediction, resulting in
the detection of a false positive region (see orange red color at the left side of the validation error
image). For this image the validation metrics are IoS = 88.03%, and IoM = 97.22%, also reflecting
the false positive road prediction.

Further details on the approach, but also on the developed method for localization correction, as well
as more experimental results, can be found in the paper itself (see Appendix D).

5.3 Author’s Contribution

The basis for the Geo-Informed Validation using street maps was developed in a project together
with Volkswagen that was conducted by T. Wirtz and me. I refined and implemented the approach
(Informed validation and localization correction), and conducted the experiments. The paper was
mainly written by me, with helpful feedback from all co-authors.
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CHAPTER 6

P5) Quantifying the Benefits: How Knowledge
Injection Helps in Informed ML –
Metrics, Theory and Systematic Analysis

The research summarized in this chapter has been published in the following paper [51]:

P5) L. von Rueden, J. Garcke, C. Bauckhage. How Does Knowledge Injection Help in Informed
Machine Learning? Accepted at: International Joint Conference on Neural Networks (IJCNN).
2023.

6.1 Research Question

In this paper, we investigate the quantification of Informed ML and its benefits (see Section 1.1, central
question No.3) and answer particularly the following open research questions:

• How can knowledge injection improve ML and how can the benefits be quantified?
• How can knowledge Informed ML be formulated theoretically?
• What are the requirements for the injected knowledge so that it helps?

6.2 Results Summary

There are many different applications where Informed ML is successfully used – especially in scientific
and engineering domains, where data acquisition can be expensive, but lots of prior knowledge is
available. Just to give a few examples: In neural networks for climate prediction, physical laws are
injected via knowledge-based loss functions [28]. In robotics, simulations are used as an additional
source for training data [48]. Or in autonomous driving, spatial prototypes are employed to improve
object detection [56].

However, the field is so application-driven that it has led to the development of many different and
rather specific approaches. In contrast, general analyses about Informed ML are still missing [53].
This makes it difficult to transfer existing approaches to new applications, or to estimate potential
improvements in advance.
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Figure 6.1: P5)Metric Flavors. Models that
are trainedwith InformedMLusually achieve
a higher performance, e.g., accuracy or ro-
bustness, for smaller training data sizes [28,
62, 56]. We propose a new metric that quan-
tifies performance and data need in a single
metric in terms of the area under the curve:
Performance-by-Data AUC (M0). Other met-
ric flavors are the increase in performance
at max. and min. data size (M1 and M2),
and data reduction for a specific performance
(M3).

Figure 6.2: P5) Experimental Results. Every pixel in in
the triangular matrices represents the results from a single
experiment by showing the improvement of training a neural
network with Informed ML over default training in terms of
Performance-by-Data AUC. The left plot shows improvements
in In-Distribution (IID) Test Accuracy, and the right plot
in Out-of-Distribution (OOD) Robustness. The individual
experiments are varied in three dimensions: Distance between
prior knowledge and training data (vertical), distance between
prior knowledge and OOD data (horizontal), as well as distance
between training data and OOD data (diagonal). The left plot
confirms our Conjecture 3, and the right our Conjecture 4.

Therefore, our objective is to find general answers to the research question of how knowledge
injection via Informed ML does help. Our approach is to develop a framework for quantifying the
value of prior knowledge in Informed ML.

In summary, the main contributions in this paper are:

1. We propose ametrics catalogue for quantifying the benefits of Informed ML. We also propose
a new metric that combines performance improvements and data reduction.

2. We present a first theoretical framework for Informed ML.

3. We perform a systematic experimental study with controllable toy problems.

Metrics

The main goals of Informed ML are to train with less data, to achieve a better model performance, to
increase knowledge conformity, or to increase interpretability. However, most works about Informed
ML present individual metrics to quantify the benefits of their method and measure it for individual
dataset sizes.

We propose to measure performance (e.g., test accuracy) for various train data sizes and summarize
the results in a single metric that we call Performance-by-Data AUC. As illustrated in Figure 6.1, the
metric quantifies the area under the curve of performance p vs. training data size n.

Furthermore, we suggest a metrics catalogue where we focus on relevance for model generalization:
In-Distribution Test Accuracy, Out-of-Distribution Robustness, and Knowledge Conformity. The
generic performance p from above can be any of these 3 metric types.
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Theoretical Framework

We propose a theoretical framework that helps to formalize prior knowledge injection. It is a first
step towards an Informed Learning Theory. Our main idea is to regard prior knowledge as a function
that can be represented in the same space as the model or the training data (See Figure 1.7(a)). We
conjecture that the distance between data and knowledge determines the potential benefits of Informed
ML.

Lemma 1 (Prior Knowledge). Prior knowledge describes relations between concepts and can be
represented as a function.

Lemma 2 (Knowledge Representation in Function Space). Prior knowledge can be represented in the
same function space as given data representations.

Conjecture 3 (Informed Generalization Improvement). The smaller the distance between knowledge
and data, the larger the improvement through Informed ML on in-distribution generalization.

Conjecture 4 (Informed Robustness Improvement). The smaller the distance between knowledge and
out-of-distribution (OOD) data, and the larger the distance between in-distribution and OOD data, the
larger the potential improvement through Informed ML on the OOD robustness.

Systematic Analysis

To illustrate the framework, we perform a systematic experimental study with toy problems. As the
toy problem we propose a classification task, which allows to vary the knowledge and the injection
method in a controllable manner. We vary relevant parameters, such as the distance between data and
knowledge, and measure the potential improvements through Informed ML.
Figure 6.2 shows an excerpt of the results. For in-distribution test accuracy, we can see that the

improvements through Informed ML are largest when the distance between prior knowledge and
training data is small (upper pixel rows). This confirms Conjecture 3 from above. For the OOD
robustness, we can see that the improvement is largest when the distance between knowledge and
training data is large (lower pixel rows) and the distance between knowledge and OOD test data is
small (closer to diagonal). This confirms our Conjecture 4. We also nicely see that our introduced
metric of Performance-by-Data AUC is a good summary of the other metrics.

Further details, such as the metrics catalogue, more details on the theoretical framework, as well as
the experimental results, can be found in the paper itself (see Appendix E).

6.3 Author’s Contribution

I contributed all parts of the paper (theoretical framework, metrics catalogues, and systematic analysis) –
from idea, over implementation and experimentation, to writing the paper. J. Garcke and C. Bauckhage
supported with helpful discussions.
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CHAPTER 7

Conclusion

Informed ML describes the idea to inject additional prior knowledge into data-driven learning systems.
It is a very relevant topic for AI, because it can help to train well-performing ML models even when not
enough data is available, or help to increase the models’ knowledge conformity, such as the obedience
to natural laws or regulatory guidelines, which is important for trustworthy AI.
In this PhD thesis, Informed ML was unified through the development of general, systematic

frameworks. This is significant, because the field has so far been very application-driven, which led
to the development of various specific approaches. That heterogeneity made it difficult to transfer
existing approaches to new applications, or to estimate potential improvements in advance. In contrast,
a unification of Informed ML makes it more accessible, practical, and valuable.

7.1 Discussion

The following central research questions were answered in this PhD thesis: 1) What is the fundamental
concept of Informed ML, and how can existing approaches can be classified? 2) Is it possible to
integrate prior knowledge in a universal way, and how? 3) How can the benefits of Informed ML be
quantified, and what are the requirements for the injected knowledge? In this section, the achieved
results are discussed regarding these guiding questions.

What is the fundamental concept of Informed ML, and how can existing approaches for
integrating prior knowledge into data-driven learning be structurally classified?

This question has been answered thoroughly in this PhD thesis (especially in papers P1 and P2).
A concept for Informed ML was proposed and it was defined as learning from a hybrid information

source that consists of data and prior knowledge (P1). Furthermore, a taxonomy that serves as a
structured classification framework for Informed ML approaches was developed. It considers the
knowledge source, its representation, and the integration into the ML pipeline. Based on this, available
approaches were surveyed, and it was described how knowledge representations, such as algebraic
equations, logic rules, or simulation results, can be injected into data-driven learning systems.
The proposed Informed ML concept and the developed taxonomy have already demonstrated to

be established, useful tools. Since their publication, these structural frameworks are used regularly
by researchers and developers to get an overview of the field, and to identify potential Informed ML
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approaches for their application. The frameworks even helped to structure whole research projects,
such as the “KI Wissen” project, which investigates the integration of prior knowledge in AI models
for autonomous driving. Thus, the main goal of the PhD thesis – a unification of Informed ML to
make it more accessible and usable – has been clearly achieved.
The concept of Informed ML was further extended to the combination of ML and simulation

towards Hybrid AI (P2). For this, structural frameworks were proposed that explain the general
steps of both approaches. In summary, they depict ML as a bottom-up approach that generates
an inductive, data-based model (i.e., transforming data into knowledge) – whereas simulation is
described as a top-down approach that applies a deductive, knowledge-based model (i.e., transforming
prior knowledge into data). Versatile combination possibilities to hybrid AI systems were identified,
including simulation-assisted ML and ML-assisted simulation.

These structural frameworks have also turned out to be a helpful tool for other researchers. For this
PhD thesis itself, they are particularly relevant because they describe simulation as transforming prior
knowledge into data. The last aspect turned out to be a helpful view for the next central question.

Is it possible to integrate prior knowledge into ML in a universal way, and how?

Yes, it is possible to inject knowledge into data-driven learning in a universal way. For this, two new
methods were developed, which are Informed Pre-Training (paper P3) and Geo-Informed Validation
(paper P4).

The first method, Informed Pre-Training (P3), applies the idea that data distributions often follow
domain invariant relationships that are given by prototypes from prior knowledge. Such prototypes
can be given by various knowledge representation, e.g., geospatial templates, graphs, or equations.
It was shown that pre-training on such knowledge prototypes improves generalization capabilities,
especially for small data, and also increases out-of-distribution robustness. Furthermore, an analysis
of the neural network layers that are affected most by the Informed Pre-Training, has shown that the
improvements come from transferring the deeper layers. These typically represent high-level features,
which confirms the transfer of semantic knowledge through Informed Pre-Training (i.e., it induces
Informed Transfer Learning). This demonstrated that conventional, data-based pre-training and the
novel, knowledge-based pre-training have complementary strengths, so that the latter can be used to
achieve further improvements.
The second method, Geo-Informed Validation (P4), can be used to check ML models for their

conformity with geospatial knowledge. This method was developed in the application context of AI
for autonomous driving, which must meet strict requirements on safety and robustness. In particular, it
was proposed to validate models that have been trained for semantic segmentation of traffic scenes by
using prior knowledge about spatial perspectives and from street maps. It was shown, that Informed
Validation can be used to identify potential errors of ML models. For this, specific validation metrics
were defined that quantify the conformity of semantic segmentation predictions with geospatial
knowledge. This brings the advantage, that AI models can also be tested, even when no ground truth
data is available.

Both methods (P3, and P4) utilize the idea to transform formalized knowledge representations, such
as equations, graphs, or geospatial objects, into data representations (e.g., by using simulation), so that
they can be easier integrated into the ML pipeline. Although this idea was not clear from the beginning,
it turned out to be very practical for developing universal Informed ML methods. Other ideas
could have been to improve existing approaches like knowledge-based neural network architectures
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or knowledge-based loss functions, but this would still require time-consuming engineering (e.g.,
developing a modular architecture according to given knowledge rules) for every new application.
Therefore, knowledge integration into the data-based steps of the ML pipeline through Pre-Training
and Validation are preferable, because this has the advantage of simple, rather application-independent
integration methods. A further advantage is that the knowledge is not hard coded into the model, so
that there is still the flexibility to learn from new patterns in real data.

The idea to transform knowledge into data (and vice versa) is also connected to the idea of continual
lifelong learning [44]. This interplay between knowledge and data shows that a transformation between
them is also a natural approach for Informed ML.

How can the benefits of Informed ML be quantified, and what are the requirements for the
injected knowledge?

This question has been answered by several investigations in this PhD thesis (especially in paper P5,
and also in P3 and P4). In particular, a metrics catalogue for quantifying the benefits through Informed
ML was proposed, a framework for an Informed Learning Theory was developed, and a systematic
analysis of the dependency on the distance between data and knowledge was conducted.
The systematic metrics catalogue comprises three main benefits of Informed ML: Improving

in-distribution accuracy, out-of-distribution robustness, and knowledge conformity (P5). With respect
to the concrete quantification, a list of specific metrics was suggested, including a new metric that
combines performance improvement and data efficiency (called performance-by-data AUC). The
catalogue allows a transparent, and standardized comparison of various methods. Thus, it provides the
basis for future benchmarks of Informed ML. Several experiments have shown that all those metrics
can be improved particularly when the original training data is scarce. This confirms one of the main
motivations for using Informed ML: Being able to train good ML models with less data.
An interesting insight from this PhD thesis is that Informed ML is especially beneficial for

improving out-of-distribution robustness, i.e., for situations when a model is applied to test data
from an environment that is different than the training environment. This has been shown for the
developed method of Informed Pre-Training (P3) and in the systematic analysis (P5). Furthermore,
the main benefit of the developed Geo-Informed Validation (P4) is to increase knowledge conformity.
The insight that the injection of prior knowledge into ML can especially improve out-of-distribution
robustness contributes a more differentiated view on improvements through Informed ML. Simply
said, it does not only hold the assumption

“If you inject prior knowledge, then you can train a model with less data”,

but rather:

“If you inject prior knowledge that is valid across all environments, then you can train a model in one
environment and foster its performance in other environments”.

This idea also aligns with other ML research, e.g., with invariant risk minimization [2]. However,
the difference is that with this approach, it is still needed to gather data from several environments
and then learn the invariants. In contrast, in Informed ML, the prior knowledge already brings the
invariants and these can explicitly be integrated into the learning process.

The second part of the above central question, i.e., regarding the requirements on the knowledge, has
been answered through the development of a new theoretical framework: It describes prior knowledge
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and data in a joint representation space, leading to the conjectures that the distances between them
influence the performance improvement (P5). Evaluating and specifying the requirements on the
injected knowledge has been non-trivial, because knowledge can be represented in versatile forms.
As depicted in the Informed ML taxonomy, typical representations of prior knowledge are algebraic
equations, logic rules, knowledge graphs, simulation results, or human feedback. An investigation
on the requirements for each type would have been exhaustive. Therefore, an abstract view was
taken and knowledge was formulated as relations between concepts that can be represented as a
function, which brings the advantage that it can be related to other data representations. It was
conjectured that a) the smaller the distance between knowledge and data, the larger the improvement
through Informed ML on in-distribution generalization, and b) the smaller the distance between
knowledge and out-of-distribution test data, and the larger the distance between training data and
that out-of-distribution test data, the larger the potential improvement through Informed ML on the
robustness. Finally, a systematic experimental study with controllable toy problems was performed.
These confirmed the developed theories about the influence of the distances between knowledge and
data on potential model improvements.

7.2 Outlook

All in all, the main research questions of this PhD thesis have been thoroughly investigated and could
be well answered, so that the goal of a unification of Informed ML has been achieved. Of course,
every finding leads to new research ideas. In the following, potential future work is shortly described.

Informed ML Benchmark. What is currently missing in the field of Informed ML is a benchmark
that allows a standardized comparison of different approaches. This PhD thesis already provided
the fundamentals for such a benchmark, which are the unified metrics for quantification and the
systematic analysis approach with standardized variations of the distance between data an knowledge.
Furthermore, the developed method of Informed Pre-Training using knowledge prototypes brings
the opportunity to investigate Informed ML using the MNIST dataset, which is a well-established
benchmark for common ML tasks. Using this, the next step would be to create an extended suite of
benchmark datasets and then conduct a large-scale comparison of available Informed ML approaches.

Informed ML Theory. The framework for an Informed Learning Theory, which was proposed in
this PhD thesis, can also be investigated more deeply. The derivation of the conjectures about the
effect of distances between knowledge and data on model improvements can be further elaborated. It
would be interesting to conduct further theoretical investigations about the transformation of prior
knowledge into data representation and the ensuing relation between knowledge and training data in
function space, so that the current theoretical basics become more expounded.

Further Applications. There are plenty of applications, where Informed ML can be used more
extensively in the future. The frameworks that were developed in this PhD thesis can help to do
this. The Informed ML taxonomy can be used to identify further knowledge integration strategies for
individual applications. In particular, in science and engineering, where data acquisition is expensive
and lots of knowledge is available, there is a lot of potential for Informed ML. For example, the
proposed Geo-Informed ML can be extended and further applied in autonomous driving or in any other
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spatial applications. Another example that would also be interesting to investigate is the application of
Informed ML in language modelling, which is closely related to the next idea for future work.

Informed ML for Conversational and General AI. Current AI developments include conversational
systems, such as ChatGPT [42], which can be used for tasks like question answering, creative writing,
or problem solving. These systems go in the direction of an artificial general intelligence (AGI) [11]
and suggest that a new era has begun. However, the information that is provided by these systems is
not necessarily guaranteed to be accurate. Therefore, the verification of such AI systems, e.g., to check
the correctness of the provided answers or their conformity with regulatory or security guidelines, is
an important task. For this, Informed ML can provide potential solutions, because it can incorporate
factual knowledge where training data is scarce or validate and verify the AI systems’ predictions.
Thus, the investigation of how prior knowledge can be incorporated into conversational and general
AI systems constitutes very important future work – because Informed ML is helpful to achieve
trustworthy AI.
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6.2 P5) Experimental Results. Every pixel in in the triangular matrices represents the
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Raoul Heese, Birgit Kirsch, Julius Pfrommer, Annika Pick, Rajkumar Ramamurthy, Michal Walczak,
Jochen Garcke, Christian Bauckhage and Jannis Schuecker

Abstract—Despite its great success, machine learning can have its limits when dealing with insufficient training data. A potential
solution is the additional integration of prior knowledge into the training process which leads to the notion of informed machine learning.
In this paper, we present a structured overview of various approaches in this field. We provide a definition and propose a concept for
informed machine learning which illustrates its building blocks and distinguishes it from conventional machine learning. We introduce a
taxonomy that serves as a classification framework for informed machine learning approaches. It considers the source of knowledge,
its representation, and its integration into the machine learning pipeline. Based on this taxonomy, we survey related research and
describe how different knowledge representations such as algebraic equations, logic rules, or simulation results can be used in
learning systems. This evaluation of numerous papers on the basis of our taxonomy uncovers key methods in the field of informed
machine learning.

Index Terms—Machine Learning, Prior Knowledge, Expert Knowledge, Informed, Hybrid, Neuro-Symbolic, Survey, Taxonomy.

F

1 INTRODUCTION

MACHINE learning has shown great success in building
models for pattern recognition in domains ranging

from computer vision [1] over speech recognition [2] and
text understanding [3] to Game AI [4]. In addition to these
classical domains, machine learning and in particular deep
learning are increasingly important and successful in engi-
neering and the sciences [5], [6], [7]. These success stories
are grounded in the data-based nature of the approach of
learning from a tremendous number of examples.

However, there are many circumstances where purely
data-driven approaches can reach their limits or lead to
unsatisfactory results. The most obvious scenario is that
not enough data is available to train well-performing and
sufficiently generalized models. Another important aspect
is that a purely data-driven model might not meet con-
straints such as dictated by natural laws, or given through
regulatory or security guidelines, which are important for
trustworthy AI [8]. With machine learning models becoming
more and more complex, there is also a growing need for
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models to be interpretable and explainable [9].
These issues have led to increased research on how to

improve machine learning models by additionally incorpo-
rating prior knowledge into the learning process. Although
integrating knowledge into machine learning is common,
e.g. through labelling or feature engineering, we observe a
growing interest in the integration of more knowledge, and
especially of further formal knowledge representations. For
example, logic rules [10], [11] or algebraic equations [12],
[13] have been added as constraints to loss functions.
Knowledge graphs can enhance neural networks with in-
formation about relations between instances [14], which is
of interest in image classification [15], [16]. Furthermore,
physical simulations have been used to enrich training
data [17], [18], [19]. This heterogeneity in approaches leads
to some redundancy in nomenclature; for instance, we find
terms such as physics-informed deep learning [20], physics-
guided neural networks [12], or semantic-based regulariza-
tion [21]. The recent growth of research activities shows that
the combination of data- and knowledge-driven approaches
becomes relevant in more and more areas. However, the
growing number and increasing variety of research papers
in this field motivates a systematic survey.

A recent survey synthesizes this into a new paradigm of
theory-guided data science and points out the importance
of enforcing scientific consistency in machine learning [22].
Even for support vector machines there exists a survey
about the incorporation of knowledge into this formalism
[23]. The fusion of symbolic and connectionist AI seems
more and more approachable. In this regard, we refer to
recent a survey on graph neural networks and a research
direction framed as relational inductive bias [24]. Our work
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Figure 1: Information Flow in Informed Machine Learning. The informed machine learning pipeline requires a hybrid
information source with two components: Data and prior knowledge. In conventional machine learning knowledge is used
for data preprocessing and feature engineering, but this process is deeply intertwined with the learning pipeline (*).
In contrast, in informed machine learning prior knowledge comes from an independent source, is given by formal
representations (e.g., by knowledge graphs, simulation results, or logic rules), and is explicitly integrated.

complements the aforementioned surveys by providing a
systematic categorization of knowledge representations that
are integrated into machine learning. We provide a struc-
tured overview based on a survey of a large number of
research papers on how to integrate additional, prior knowl-
edge into the machine learning pipeline. As an umbrella
term for such methods, we henceforth use informed machine
learning.

Our contributions are threefold: We propose an abstract
concept for informed machine learning that clarifies its
building blocks and relation to conventional machine learn-
ing. It states that informed learning uses a hybrid informa-
tion source that consists of data and prior knowledge, which
comes from an independent source and is given by formal
representations. Our main contribution is the introduction
of a taxonomy that classifies informed machine learning ap-
proaches, which is novel and the first of its kind. It contains
the dimensions of the knowledge source, its representation,
and its integration into the machine learning pipeline. We
put a special emphasis on categorizing various knowledge
representations, since this may enable practitioners to in-
corporate their domain knowledge into machine learning
processes. Moreover, we present a description of available
approaches and explain how different knowledge represen-
tations, e.g., algebraic equations, logic rules, or simulation
results, can be used in informed machine learning.

Our goal is to equip potential new users of informed
machine learning with established and successful methods.
As we intend to survey a broad spectrum of methods in this
field, we cannot describe all methodical details and we do
not claim to have covered all available research papers. We
rather aim to analyze and describe common grounds as well
as the diversity of approaches in order to identify the main
research directions in informed machine learning.

In Section 2, we begin with a formulation of our concept
for informed machine learning. In Section 3, we describe how
we classified the approaches in terms of our applied survey-

ing methodology and our obtained key insights. Section 4
presents the taxonomy and its elements that we distilled
from surveying a large number of research papers. In Sec-
tion 5, we describe the approaches for the integration of
knowledge into machine learning classified according to the
taxonomy in more detail. After brief historical account in
Section 6, we finally discuss future directions in Section 7
and conclude in Section 8.

2 CONCEPT OF INFORMED MACHINE LEARNING

In this section, we present our concept of informed machine
learning. We first state our notion of knowledge and then
present our descriptive definition of its integration into
machine learning.

2.1 Knowledge

The meaning of knowledge is difficult to define in general
and is an ongoing debate in philosophy [25], [26], [27]. Dur-
ing the generation of knowledge, it first appears as useful
information [28], which is subsequently validated. People
validate information about the world using the brain’s inner
statistical processing capabilities [29], [30] or by consulting
trusted authorities. Explicit forms of validation are given by
empirical studies or scientific experiments [27], [31].

Here, we assume a computer-scientific perspective and
understand knowledge as validated information about rela-
tions between entities in certain contexts. Regarding its use
in machine learning, an important aspect of knowledge is
its formalization. The degree of formalization depends on
whether knowledge has been put into writing, how struc-
tured the writing is, and how formal and strict the language
is that was used (e.g., natural language vs. mathematical
formula). The more formally knowledge is represented, the
more easily it can be integrated into machine learning.
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2.2 Integrating Prior Knowledge into Machine Learning
Apart from the usual information source in a machine learn-
ing pipeline, the training data, one can additionally inte-
grate knowledge. If this knowledge is pre-existent and inde-
pendent of learning algorithms, it can be called prior knowl-
edge. Moreover, such prior knowledge can be given by
formal representations, which exist in an external, separated
way from the learning problem and the usual training data.
Machine learning that explicitly integrates such knowledge
representations will henceforth be called informed machine
learning.

Definition. Informed machine learning describes learning
from a hybrid information source that consists of data
and prior knowledge. The prior knowledge comes from an
independent source, is given by formal representations, and
is explicitly integrated into the machine learning pipeline.

This notion of informed machine learning thus describes
the flow of information in Figure 1 and is distinct from
conventional machine learning.

2.2.1 Conventional Machine Learning
Conventional machine learning starts with a specific prob-
lem for which there is training data. These are fed into
the machine learning pipeline, which delivers a solution.
Problems can typically be formulated as regression tasks
where inputs X have to be mapped to outputs Y . Training
data is generated or collected and then processed by algo-
rithms, which try to approximate the unknown mapping.
This pipeline comprises four main components, namely the
training data, the hypothesis set, the learning algorithm, and
the final hypothesis [32].

In traditional approaches, knowledge is generally used
in the learning pipeline, however, mainly for training data
preprocessing (e.g. labelling) or feature engineering. This
kind of integration is involved and deeply intertwined
with the whole learning pipeline, such as the choice of
the hypothesis set or the learning algorithm, as depicted
in Figure 1. Hence, this knowledge is not really used as an
independent source or through separated representations,
but is rather used with adaption and as required.

2.2.2 Informed Machine Learning
The information flow of informed machine learning com-
prises an additional prior-knowledge integration and thus
consists of two lines originating from the problem, as shown
in Figure 1. These involve the usual training data and
additional prior knowledge. The latter exists independently
of the learning task and can be provided in form of logic
rules, simulation results, knowledge graphs, etc.

The essence of informed machine learning is that this prior
knowledge is explicitly integrated into the machine learning
pipeline, ideally via clear interfaces defined by the knowl-
edge representations. Theoretically, this applies to each of
the four components of the machine learning pipeline.

3 CLASSIFICATION OF APPROACHES

To comprehend how the concept of informed machine learn-
ing is implemented, we performed a systematic classifica-
tion of existing approaches based on an extensive literature

survey. Our goals are to uncover different methods, identify
their similarities or differences, and to offer guidelines for
users and researchers. In this section, we describe our clas-
sification methodology and summarize our key insights.

3.1 Methodology
The methodology of our classification is determined by
specific analysis questions which we investigated in a sys-
tematic literature survey.

3.1.1 Analysis Questions
Our guiding question is how prior knowledge can be inte-
grated into the machine learning pipeline. Our answers will
particularly focus on three aspects: Since prior knowledge
in informed machine learning consists of an independent
source and requires some form of explicit representations,
we consider knowledge sources and representations. Since it
also is essential at which component of the machine learning
pipeline what kind of knowledge is integrated, we also
consider integration methods. In short, our literature survey
addresses the following three questions:

1) Source:
Which source of knowledge is integrated?

2) Representation:
How is the knowledge represented?

3) Integration:
Where in the learning pipeline is it integrated?

3.1.2 Literature Surveying Procedure
To systematically answer the above analysis questions, we
surveyed a large number of publications describing in-
formed machine learning approaches. We used a compar-
ative and iterative surveying procedure that consisted of
different cycles. In the first cycle, we inspected an initial
set of papers and took notes as to how each paper answers
our questions. Here, we observed that specific answers
occur frequently, which then led to the idea of devising a
classification framework in the form of a taxonomy. In the
second cycle, we inspected an extended set of papers and
classified them according to a first draft of the taxonomy. We
then further refined the taxonomy to match the observations
from the literature. In the third cycle, we re-inspected and re-
sorted papers and, furthermore, expanded our set of papers.
This resulted in an extensive literature basis in which all
papers are classified according to the distilled taxonomy.

3.2 Key Insights
Next, we present an overview over key insights from our
systematic classification. As a preview, we refer to Figure 2,
which visually summarizes our findings. A more detailed
description of our findings will be given in Sections 4 and 5.

3.2.1 Taxonomy
Based on a comparative and iterative literature survey,
we identified a taxonomy that we propose as a classifica-
tion framework for informed machine learning approaches.
Guided by the above analysis questions, the taxonomy
consists of the three dimensions knowledge source, knowledge
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(Natural Sciences,
Engineering, etc.)

Hypothesis Set

(Network Architecture,
Model Structure, etc.)

World Knowledge

(Vision, Linguistics,
Semantics, General K., etc.)

Learning Algorithm

(Regularization Terms,
Constrained Opt., etc.)

Figure 2: Taxonomy of Informed Machine Learning. This taxonomy serves as a classification framework for informed
machine learning and structures approaches according to the three above analysis questions about the knowledge source,
knowledge representation and knowledge integration. Based on a comparative and iterative literature survey, we identified for
each dimension a set of elements that represent a spectrum of different approaches. The size of the elements reflects the
relative count of papers. We combine the taxonomy with a Sankey diagram in which the paths connect the elements across
the three dimensions and illustrate the approaches that we found in the analyzed papers. The broader the path, the more
papers we found for that approach. Main paths (at least four or more papers with the same approach across all dimensions)
are highlighted in darker grey and represent central approaches of informed machine learning.

representation and knowledge integration. Each dimension con-
tains a set of elements that represent the spectrum of differ-
ent approaches found in the literature. This is illustrated in
the taxonomy in Figure 2.

With respect to knowledge sources, we found three
broad categories: Rather specialized and formalized scien-
tific knowledge, everyday life’s world knowledge, and more
intuitive expert knowledge. For scientific knowledge we
found the most informed machine learning papers. With
respect to knowledge representations, we found versatile
and fine-grained approaches and distilled eight categories
(Algebraic equations, differential equations, simulation re-
sults, spatial invariances, logic rules, knowledge graphs,
probabilistic relations and human feedback). Regarding
knowledge integration, we found approaches for all stages
of the machine learning pipeline, from the training data
and the hypothesis set, over the learning algorithm, to the
final hypothesis. However, most informed machine learning
papers consider the two central stages.

Depending on the perspective, the taxonomy can be
regarded from either one of two sides: An application-

oriented user might prefer to read the taxonomy from left
to right, starting with some given knowledge source and
then selecting representation and integration. Vice versa, a
method-oriented developer or researcher might prefer to
read the taxonomy from right to left, starting with some
given integration method. For both perspectives, knowledge
representations are important building blocks and constitute
an abstract interface that connects the application- and the
method-oriented side.

3.2.2 Frequent Approaches
The taxonomy serves as a classification framework and
allows us to identify frequent approaches of informed ma-
chine learning. In our literature survey, we categorized each
research paper with respect to each of the three taxonomy
dimensions.

Paths through the Taxonomy. When visually highlight-
ing and connecting them, a specific combination of entries
across the taxonomy dimensions figuratively results in a
path through the taxonomy. Such paths represent specific
approaches towards informed learning and we illustrate
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Figure 3: Knowledge Representations and Learning Tasks.

this by combining the taxonomy with a Sankey diagram,
as shown in Figure 2. We observe that, while various paths
through the taxonomy are possible, specific ones occur more
frequently and we will call them main paths. For example,
we often observed the approach that scientific knowledge
is represented in algebraic equations, which are then inte-
grated into the learning algorithm, e.g. the loss function.
As another example, we often found that world knowledge
such as linguistics is represented by logic rules, which are
then integrated into the hypothesis set, e.g. the network
architecture. These paths, especially the main paths, can be
used as a guideline for users new to the field or provide a
set of baseline methods for researchers.

Paths from Source to Representation. We found that the
paths from source to representation form groups. That is, for
every knowledge source there appear prevalent represen-
tation types. Scientific knowledge is mainly represented in
terms of algebraic or differential equations or exist in form
of simulation results. While other forms of representation
are possible, too, there is a clear preference for equations
or simulations, likely because most sciences aim at finding
natural laws encoded in formulas. For world knowledge,
the representation forms of logic rules, knowledge graphs,
or spatial invariances are the primary ones. These can be
understood as a group of symbolic representations. Expert
knowledge is mainly represented by probabilistic relations
or human feedback. This is appears reasonable because
such representations allow for informality as well as for
a degree of uncertainty, both of which might be useful
for representing intuition. We also performed an additional
analysis on the dependency of the learning task and found a
confirmation of the above described representation groups
as shown in Figure 3.

From a theoretical point of view, transformations be-
tween representations are possible and indeed often appar-
ent within the aforementioned groups. For example, equa-
tions can be transformed to simulation results, or logic rules
can be represented as knowledge graphs and vice versa.
Nevertheless, from a practical point of view, differentiating
between forms of representations appears useful as specific
representations might already be available in a given set up.

Paths from Representation to Integration. For most of
the representation types we found at least one main path
to an integration type. The following mappings can be
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Figure 4: Knowledge Integration and its Goals.

observed. Simulation results are very often integrated into
the training data. Knowledge graphs, spatial invariances,
and logic rules are frequently incorporated into the hy-
pothesis set. The learning algorithm is mainly enhanced by
algebraic or differential equations, logic rules, probabilistic
relations, or human feedback. Lastly, the final hypothesis is
often checked by knowledge graphs or also by simulation
results. However, since we observed various possible types
of integration for all representation types, the integration
still appears to be problem specific.

Hence, we additionally analyzed the literature for the
goal of the prior knowledge integration and found four
main goals: Data efficiency, accuracy, interpretability, or
knowledge conformity. Although these goals are interre-
lated or even partially equivalent according to statistical
learning theory, it is interesting to examine them as different
motivations for the chosen approach. The distribution of
goals for the distinct integration types is shown in Figure 4.
We observe that the main goal always is to achieve better
performance. The integration of prior knowledge into the
training data stands out, because its main goal is to train
with less data. The integration into the final hypothesis is
also special, because it is mainly used to ensure knowl-
edge conformity for secure and trustworthy AI. All in all,
this distribution suggests suitable integration approaches
depending on the goal.

4 TAXONOMY

In this section, we describe the informed machine learning
taxonomy that we distilled as a classification framework
in our literature survey. For each of the three taxonomy
dimensions knowledge source, knowledge representation and
knowledge integration we describe the found elements, as
shown in Figure 2. While an extensive approach catego-
rization according to this taxonomy with further concrete
examples will be presented in the next section (Section 5),
we here describe the taxonomy on a more conceptual level.

4.1 Knowledge Source

The category knowledge source refers to the origin of prior
knowledge to be integrated in machine learning. We observe
that the source of prior knowledge can be an established
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Table 1: Illustrative Overview of Knowledge Representations in the Informed Machine Learning Taxonomy. Each
representation type is illustrated by a simple or prominent example in order to give a first intuitive understanding.

Algebraic Differential Simulation Spatial Logic Knowledge Probabilistic Human
Equations Equations Results Invariances Rules Graphs Relations Feedback

E “ m ¨ c2

v ď c

Bu
Bt “ α B2u

Bx2

F pxq “ m d2x
dt2

120˝
A^B ñ C

Tom

is

Man

Shirt

wears

y

x

knowledge domain but also knowledge from an individual
group of people with respective experience.

We find that prior knowledge often stems from the
sciences or is a form of world or expert knowledge, as illus-
trated on the left in Figure 2. This list is neither complete nor
disjoint but intended show a spectrum from more formal to
less formal, or explicitly to implicitly validated knowledge.
Although particular knowledge can be assigned to more
than one of these sources, the goal of this categorization
is to identify paths in our taxonomy that describe frequent
approaches of knowledge integration into machine learning.
In the following we shortly describe each of the knowledge
sources.

Scientific Knowledge. We subsume the subjects of sci-
ence, technology, engineering, and mathematics under sci-
entific knowledge. Such knowledge is typically formalized
and validated explicitly through scientific experiments. Ex-
amples are the universal laws of physics, bio-molecular
descriptions of genetic sequences, or material-forming pro-
duction processes.

World Knowledge. By world knowledge we refer to facts
from everyday life that are known to almost everyone and
can thus also be called general knowledge. It can be more
or less formal. Generally, it can be intuitive and validated
implicitly by humans reasoning in the world surrounding
them. Therefore, world knowledge often describes relations
of objects or concepts appearing in the world perceived by
humans, for instance, the fact that a bird has feathers and
can fly. Moreover, by world knowledge we also subsume
linguistics. Such knowledge can also be explicitly validated
through empirical studies. Examples are the syntax and
semantics of language.

Expert Knowledge. We consider expert knowledge to be
knowledge that is held by a particular group of experts.
Within the expert’s community it can also be called common
knowledge. Such knowledge is rather informal and needs
to be formalized, e.g., with human-machine interfaces. It
is also validated implicitly through a group of experienced
specialists. In the context of cognitive science, this expert
knowledge can also become intuitive [29]. For example, an
engineer or a physician acquires knowledge over several
years of experience working in a specific field.

4.2 Knowledge Representation

The category knowledge representation describes how knowl-
edge is formally represented. With respect to the flow of
information in informed machine learning in Figure 1, it
directly corresponds to our key element of prior knowledge.

This category constitutes the central building block of our
taxonomy, because it determines the potential interface to
the machine learning pipeline.

In our literature survey, we frequently encountered cer-
tain representation types, as listed in the taxonomy in
Figure 2 and illustrated more concretely in Table 1. Our
goal is to provide a classification framework of informed
machine learning approaches including the used knowl-
edge representation types. Although some types can be
mathematically transformed into each other, we keep the
representation that are closest to those in the reviewed
literature. Here we give a first conceptual overview over
these types.

Algebraic Equations. Algebraic equations represent
knowledge as equality or inequality relations between math-
ematical expressions consisting of variables or constants.
Equations can be used to describe general functions or to
constrain variables to a feasible set and are thus sometimes
also called algebraic constraints. Prominent examples in
Table 1 are the equation for the mass-energy equivalence
and the inequality stating that nothing can travel faster than
the speed of light in vacuum.

Differential Equations. Differential equations are a sub-
set of algebraic equations, which describe relations between
functions and their spatial or temporal derivatives. Two
famous examples in Table 1 are the heat equation, which is
a partial differential equation (PDE), and Newton’s second
law, which is an ordinary differential equation (ODE). In
both cases, there exists a (possibly empty) set of func-
tions that solve the differential equation for given initial
or boundary conditions. Differential equations are often
the basis of a numerical computer simulation. We distin-
guish the taxonomy categories of differential equations and
simulation results in the sense that the former represents
a compact mathematical model while the latter represents
unfolded, data-based computation results.

Simulation Results. Simulation results describe the nu-
merical outcome of a computer simulation, which is an ap-
proximate imitation of the behavior of a real-world process.
A simulation engine typically solves a mathematical model
using numerical methods and produces results for situation-
specific parameters. Its numerical outcome is the simulation
result that we describe here as the final knowledge repre-
sentation. Examples are the flow field of a simulated fluid
or pictures of simulated traffic scenes.

Spatial Invariances. Spatial invariances describe proper-
ties that do not change under mathematical transformations
such as translations and rotations. If a geometric object is
invariant under such transformations, it has a symmetry (for
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example, a rotationally symmetric triangle). A function can
be called invariant, if it has the same result for a symmetric
transformation of its argument. Connected to invariance is
the property of equivariance.

Logic Rules. Logic provides a way of formalizing knowl-
edge about facts and dependencies and allows for translat-
ing ordinary language statements (e.g., IF A THEN B) into
formal logic rules (A ñ B). Generally, a logic rule consists
of a set of Boolean expressions (A, B) combined with logical
connectives (^, _, ñ, . . . ). Logic rules can be also called
logic constraints or logic sentences.

Knowledge Graphs. A graph is a pair pV,Eq, where
V are its vertices and E denotes edges. In a knowledge
graph, vertices (or nodes) usually describe concepts whereas
edges represent (abstract) relations between them (as in
the example “Man wears shirt” in Table 1). In an ordinary
weighted graph, edges quantify the strength and the sign of
a relationship between nodes.

Probabilistic Relations. The core concept of probabilistic
relations is a random variable X from which samples x
can be drawn according to an underlying probability dis-
tribution P pXq. Two or more random variables X,Y can
be interdependent with joint distribution px, yq „ P pX,Y q.
Prior knowledge could be assumptions on the conditional
independence or the correlation structure of random vari-
ables or even a full description of the joint probability
distributions.

Human Feedback. Human feedback refers to technolo-
gies that transform knowledge via direct interfaces between
users and machines. The choice of input modalities deter-
mines the way information is transmitted. Typical modali-
ties include keyboard, mouse, and touchscreen, followed by
speech and computer vision, e.g., tracking devices for mo-
tion capturing. In theory, knowledge can also be transferred
directly via brain signals using brain-computer interfaces.

4.3 Knowledge Integration
The category knowledge integration describes where the
knowledge is integrated into the machine learning pipeline.

Our literature survey revealed that integration ap-
proaches can be structured according to the four compo-
nents of training data, hypothesis set, learning algorithm,
and final hypothesis. Though we present these approaches
more thoroughly in Section 5, the following gives a first
conceptual overview.

Training Data. A standard way of incorporating knowl-
edge into machine learning is to embody it in the underlying
training data. Whereas a classic approach in traditional
machine learning is feature engineering where appropriate
features are created from expertise, an informed approach
according to our definition is the use of hybrid informa-
tion in terms of the original data set and an additional,
separate source of prior knowledge. This separate source
of prior knowledge allows to accumulate information and
therefore can create a second data set, which can then be
used together with, or in addition to, the original training
data. A prominent approach is simulation-assisted machine
learning where the training data is augmented through
simulation results.

Hypothesis Set. Integrating knowledge into the hypoth-
esis set is common, say, through the definition of a neural

network’s architecture and hyper-parameters. For example,
a convolutional neural network applies knowledge as to lo-
cation and translation invariance of objects in images. More
generally, knowledge can be integrated by choosing model
structure. A notable example is the design of a network
architecture considering a mapping of knowledge elements,
such as symbols of a logic rule, to particular neurons.

Learning Algorithm. Learning algorithms typically in-
volve a loss function that can be modified according to
additional knowledge, e.g. by designing an appropriate reg-
ularizer. A typical approach of informed machine learning
is that prior knowledge in form of algebraic equations,
for example laws of physics, is integrated by means of
additional loss terms.

Final Hypothesis. The output of a learning pipeline,
i.e. the final hypothesis, can be benchmarked or validated
against existing knowledge. For example, predictions that
do not agree with known constraints can be discarded or
marked as suspicious so that results are consistent with
prior knowledge.

5 DESCRIPTION OF INTEGRATION APPROACHES

In this section, we give a detailed account of the informed
machine learning approaches we found in our literature sur-
vey. We will focus on methods and therefore structure our
presentation according to knowledge representations. This
is motivated by the assumption that similar representations
are integrated into machine learning in similar ways as they
form the mathematical basis for the integration. Moreover
the representations combine both the application- and the
method-oriented perspective as described in Section 3.2.1.

For each knowledge representation, we describe the
informed machine learning approaches in a separate sub-
section and present the observed (paths from) knowledge
source and the observed (paths to) knowledge integration.
We describe each dimension along its entities starting with
the main path entity, i.e. the one we found in most papers.

This whole section refers to Table 2 and 3, which lists
the paper references sorted according to our taxonomy.

5.1 Algebraic Equations

The main path for algebraic equations that we found in our
literature survey comes from scientific knowledge and goes
into the learning algorithm, but also other integration types
are possible, as illustrated in the following figure.

Hyp. Set

Learn. Alg.
Algebraic
Equations

Scientific Kn.

Final Hyp.

Tr. Data

Expert Kn.

5.1.1 (Paths from) Knowledge Source

Algebraic equations are mainly used to represent formalized
scientific knowledge, but may also be used to express more
intuitive expert knowledge.
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Insert 1: Knowledge-Based Loss Term

When learning a function f˚ from data pxi, yiq
where the xi are input features and the yi are labels,
a knowledge-based loss term Lk can be built into the
objective function [10], [12]:

f˚ “ argmin
f

´ Label-basedhkkkkkkkkkikkkkkkkkkj
λl

ř
i Lpfpxiq, yiq`

Regul.hkkikkj
λrRpfq

`λkLkpfpxiq, xiqloooooooomoooooooon
Knowledge-based

¯ (1)

Whereas L is the usual label-based loss and R is a
regularization function, Lk quantifies the violation
of given prior-knowledge equations. Parameters λl,
λr and λk determine the weight of the terms.
Note that Lk only depends on the input features
xi and the learned function f and thus offers the
possibility of label-free supervision [13].

Scientific Knowledge. We observed that algebraic
equations are used in machine learning in various do-
mains of natural sciences and engineering, particularly in
physics [12], [13], [33], [34], [35], but also in biology [36],
[37], robotics [38], or manufacturing and production pro-
cesses [34], [39].

Three representative examples are the following: The
trajectory of objects can be described with kinematic laws,
e.g., that the position y of a falling object can be described
as a function of time t, namely yptq “ y0 ` v0t ` at2.
Such knowledge from Newtonian mechanics can be used
to improve object detection and tracking in videos [13]. Or,
the proportionality of two variables can be expressed via
inequality constraints, for example, that the water density
ρ at two different depths d1 ă d2 in a lake must obey
ρpd1q ď ρpd2q, which can be used in water temperature
prediction [12]. Furthermore, for the prediction of key per-
formance indicators in production processes, relations be-
tween control parameters (e.g. voltage, pulse duration) and
intermediate observables (e.g. current density) are known to
influence outcomes and can be expressed as linear equations
derived from principles of physical chemistry [34].

Expert Knowledge. An example for the representation
of expert knowledge is to define valid ranges of vari-
ables according to experts’ intuition as approximation con-
straints [33] or monotonicity constraints [39].

5.1.2 (Paths to) Knowledge Integration
We observe that a frequent way of integrating equation-
based knowledge into machine learning is via the learning
algorithm. The integration into the other stages is possible,
too, and we describe the approaches here ordered by their
occurence.

Learning Algorithm. Algebraic equations and inequa-
tions can be integrated into learning algorithms via addi-
tional loss terms [12], [13], [33], [35] or, more generally, via
constrained problem formulation [36], [37], [39].

The integration of algebraic equations as knowledge-
based loss terms into the learning objective function is

detailed in Insert 1. These knowledge-based terms measure
potential inconsistencies w.r.t., say, physical laws [12], [13].
Such an extended loss is usually called physics-based or
hybrid loss and fosters the learning from data as well as
from prior knowledge. Beyond the measuring inconsisten-
cies with exact formulas, inconsistencies with approxima-
tion ranges or general monotonicity constraints, too, can be
quantified via rectified linear units [33].

As a further approach, support vector machines can in-
corporate knowledge by relaxing the optimization problem
into a linear minimization problem to which constraints are
added in form of linear inequalities [36]. Similarly, it is possi-
ble to relax the optimization problem behind certain kernel-
based approximation methods to constrain the behavior of
a regressor or classifier in a possibly nonlinear region of the
input domain [37].

Hypothesis Set. An alternative approach is the inte-
gration into the hypothesis set. In particular, algebraic
equations can be translated into the architecture of neural
networks [34], [38], [40]. One idea is to sequence predefined
operations leading to a functional decomposition [40]. More
specifically, relations between input parameters, interme-
diate observables, or output variables reflecting physical
constraints can be encoded as linear connections between
the layers of a network model [34], [38].

Final Hypothesis. Another integration path applies alge-
braic equations to the final hypothesis, mainly serving as a
consistency check with given constraints from a knowledge
domain. This can be implemented as an inconsistency mea-
sure that quantifies the deviation of the predicted results
from given knowledge similar to the above knowledge-
based loss terms. It can then be used as an additional per-
formance metric for model comparison [12]. Such a physical
consistency check can also comprise an entire diagnostics
set of functions describing particular characteristics [41].

Training Data. Another natural way of integrating al-
gebraic equations into machine learning is to use them for
training data generation. While there are many papers in
this category, we want to highlight one that integrates prior
knowledge as an independent, second source of information
by constructing a specific feature vector that directly models
physical properties and constraints [42].

5.2 Differential Equations

Next, we describe informed machine learning approaches
based on differential equations, which frequently represent
scientific knowledge and are integrated into the hypothesis
set or the learning algorithm.

Hyp. Set

Learn. Alg.

Differential
EquationsScientific Kn.

5.2.1 (Paths from) Knowledge Source

Differential equations model the behavior of dynamical
systems by relating state variables to their rate of change. In
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the literature discussed here, differential equations represent
knowledge from the natural sciences.

Scientific Knowledge. Here we give three prominent ex-
amples: The work in [20], [43] considers the Burger’s equa-
tion, which is used in fluid dynamics to model simple one-
dimensional currents and in traffic engineering to describe
traffic density behavior. Advection-diffusion equations [44]
are used in oceanography to model the evolution of sea
surface temperatures. The Schrödinger equation studied
in [20] describes quantum mechanical phenomena such as
wave propagation in optical fibres or the behavior of Bose-
Einstein condensates.

5.2.2 (Paths to) Knowledge Integration
Regarding the integration of differential equations, our
survey particularly focuses on the integration into neural
network models.

Learning Algorithm. A neural network can be trained
to approximate the solution of a differential equation. To
this end, the governing differential equation is integrated
into the loss function similar to Equation 1 [45]. This re-
quires evaluating derivatives of the network with respect
to its inputs, for example, via automatic differentiation, an
approach that was recently adapted to deep learning [20].
This ensures the physical plausibility of the neural network
output. An extension to generative models is possible, too
[43]. Finally, probabilistic models can also be trained by min-
imizing the distance between the model conditional density
and the Boltzmann distribution dictated by a differential
equation and boundary conditions [46].

Hypothesis Set. In many applications, differential equa-
tions contain unknown time- and space-dependent param-
eters. Neural networks can model the behavior of such
parameters, which then leads to hybrid architectures where
the functional form of certain components is analytically
derived from (partially) solving differential equations [44],
[47], [48]. In other applications, one faces the problem of
unknown mappings from input data to quantities whose
dynamics are governed by known differential equations,
usually called system states. Here, neural networks can
learn a mapping from observed data to system states [49].
This also leads to hybrid architectures with knowledge-
based modules, e.g. in form of a physics engine.

5.3 Simulation Results
Simulation results are also a prominent knowledge repre-
sentation in informed machine learning. They mainly come
from scientific knowledge and are used to extend the train-
ing data.

Hyp. SetSimulation
Results

Scientific Kn.

Final Hyp.

Tr. Data

World Kn.

Learn Alg.

5.3.1 (Paths from) Knowledge Source
Computer simulations have a long tradition in many areas
of the sciences. While they are also gaining popularity

Insert 2: Simulation Results as Synthetic Tr. Data

The results from a simulation can be used as
synthetic training data and can thus augment the
original, real training data. Some papers that follow
this approach are [12], [18], [19], [59], [64], [65], [67].

Problem Data

ML Pipeline

Tr. Data

Final Hyp.

Hyp. Set

Learn. Alg.
Simul.
Results

Figure 5: Information flow for synthetic training data
from simulations.

in other domains, most works on integrating simulation
results into machine learning deal with natural sciences and
engineering.

Scientific Knowledge. Simulation results informing ma-
chine learning can be found in fluid- and thermodynam-
ics [12], material sciences [19], [60], [61], life sciences [59],
mechanics and robotics [64], [65], [66], or autonomous driv-
ing [18]. To make it more concrete, we give three examples:
In material sciences, a density functional theory ab-initio
simulation can be used to model the energy and stability of
potential new material compounds and their crystal struc-
ture [61]. Even complex material forming processes can be
simulated, for example a composite textile draping process
can be simulated based on a finite-element model [19]. As an
example for autonomous driving, urban traffic scenes under
specific weather and illumination conditions, which might
be useful for the training of visual perception components,
can be simulated with dedicated physics engines [18].

5.3.2 (Paths to) Knowledge Integration
We find that the integration of simulation results into ma-
chine learning is most often happens via the augmentation
of training data. Other approaches that occur frequently are
the integration into the hypothesis set or the final hypothe-
sis.

Training Data. The integration of simulation results into
training data [12], [18], [19], [59], [64], [65], [67] depends on
how the simulated, i.e. synthetic, data is combined with the
real-world measurements:

Firstly, additional input features are simulated and, to-
gether with real data, form input features. For example,
original features can be transformed by multiple approxi-
mate simulations and the similarity of the simulation results
can be used to build a kernel [59].

Secondly, additional target variables are simulated and
added to the real data as another feature. This way the
model does not necessarily learn to predict targets, e.g.
an underlying physical process, but rather the systematic
discrepancy between simulated and the true target data [12].

Thirdly, additional target variables are simulated and
used as synthetic labels, which is of particular use when the
original experiments are very expensive [19]. This approach
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Table 2: References Classified by Knowledge Representation and (Path from) Knowledge Source.

SOURCE REPRESENTATION

Algebraic Differential Simulation Spatial Logic Knowledge Probabilistic Human
Equations Equations Results Invariances Rules Graphs Relations Feedback

Scientific [12], [13], [33] [20], [43], [44] [12], [18], [19] [50], [51], [52] [53], [54] [14], [55], [56] [57], [58]
Knowledge [34], [35], [36] [45], [46], [47] [59], [60], [61] [62], [63]

[37], [38], [41] [48], [49] [64], [65], [66]
[39], [42] [67], [68], [69]

World [67], [70] [71], [72], [73] [10], [11], [13] [15], [16], [56] [74]
Knowledge [75], [76], [77] [21], [78], [79] [80], [81], [82]

[83] [84], [85], [86] [87], [88], [89]
[90], [91], [92] [93], [94], [95]

Expert [33], [39], [40] [74], [96], [97] [98], [99], [100]
Knowledge [101], [102], [103] [104], [105], [106]

[107] [108], [109], [110]

Table 3: References Classified by Knowledge Representation and (Path to) Knowledge Integration.

INTEGRAT. REPRESENTATION

Algebraic Differential Simulation Spatial Logic Knowledge Probabilistic Human
Equations Equations Results Invariances Rules Graphs Relations Feedback

Training [42] [12], [18], [19] [52], [77], [83] [81] [100], [105]
Data [59], [64], [65]

[67]

Hypothesis [34], [38], [40] [44], [47], [48] [60], [68], [69] [50], [51], [73] [53], [78], [79] [14], [15], [16] [74], [97], [101] [105]
Set [49] [71], [72], [75] [54], [91], [92] [62], [63], [82]

[76] [90] [80], [87], [95]

Learning [12], [13], [33] [20], [43], [45] [66] [10], [11], [13] [55], [56], [89] [57], [96], [101] [98], [99], [100]
Algorithm [35], [36], [37] [46] [21], [85], [86] [58], [102], [103] [104], [106], [110]

[39] [84] [108], [109]

Final [12], [41] [19], [61], [66] [88], [93], [94] [107]
Hypothesis [70]

can also be realized with physics engines, for example, pre-
trained neural networks can be tailored towards an appli-
cation through additional training on simulated data [64].
Synthetic training data generated from simulations can also
be used to pre-train components of Bayesian optimization
frameworks [65].

In informed machine learning, training data thus stems
from a hybrid information source and contains both simu-
lated and real data points (see Insert 2). The gap between the
synthetic and the real domain can be narrowed via adver-
sarial networks such as SimGAN. These improve the realism
of, say, synthetic images and can generate large annotated
data sets by simulation [67]. The SPIGAN framework goes
one step further and uses additional, privileged information
from internal data structures of the simulation in order to
foster unsupervised domain adaption of deep networks [18].

Hypothesis Set. Another approach we observed inte-
grates simulation results into the hypothesis set [60], [68],
[69], which is of particular interest when dealing with low-
fidelity simulations. These are simplified simulations that
approximate the overall behaviour of a system but ignore
intricate details for the sake of computing speed.

When building a machine learning model that reflects
the actual, detailed behaviour of a system, low-fidelity sim-
ulation results or a response surface (a data-driven model
of the simulation results) can be build into the architecture
of a knowledge-based neural network (KBANN [53], see
Insert 3), e.g. by replacing one or more neurons. This way,
parts of the network can be used to learn a mapping from
low-fidelity simulation results to a few real-world observa-
tions or high-fidelity simulations [60], [69].

Learning Algorithm. Furthermore, a simulation can di-
rectly be integrated into iterations of a a learning algorithm.
For example, a realistic positioning of objects in a 3D scene
can be improved by incorporating feedback from a solid-
body simulation into learning [66]. By means of reinforce-
ment learning, this is even feasible if there are no gradients
available from the simulation.

Final Hypothesis. A last but important approach that we
found in our survey integrates simulation results into the fi-
nal hypothesis set of a machine learning model. Specifically,
simulations can validate results of a trained model [19], [61],
[66], [70].
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5.4 Spatial Invariances
Next, we describe informed machine learning approaches
involving the representation type of spatial invariances.
Their main path comes from world knowledge and goes
to the hypothesis set.

Hyp. Set

Invariances

Scientific Kn. Tr. Data

World Kn.

Spatial

5.4.1 (Paths from) Knowledge Source
We mainly found references using spatial invariances in the
context of world knowledge or scientific knowledge.

World Knowledge. Knowledge about invariances may
fall into the category of world knowledge, for example
when modeling facts about local or global pixel correla-
tions in images [73]. Indeed, invariants are often used in
image recognition where many characteristics are invariant
under metric-preserving transformations. For example, in
object recognition, an object should be classified correctly
independent of its rotation in an image.

Scientific Knowledge. In physics, Noether’s theorem
states that certain symmetries (invariants) lead to conserved
quantities (first integrals) and thus integrate Hamiltonian
systems or equations of motion [52], [50]. For example, in
equations modeling planetary motion, the angular momen-
tum serves as such an invariant.

5.4.2 (Paths to) Knowledge Integration
In most references we found spatial invariances informing
the hypothesis set.

Hypothesis Set. Invariances from physical laws can be
integrated into the architecture of a neural network. For
example, invariant tensor bases can be used to embed
Galilean invariance for the prediction of fluid anisotropy
tensors [50], or the physical Minkowski metric that reflects
mass invariance can be integrated via a Lorentz layer into a
neural network [51].

A recent trend is to integrate knowledge as spatial in-
variances into the architecture or layout of convolutional
neural networks, which leads to so called geometric deep
learning in [111]. A natural generalization of CNNs are
group equivariant CNNs (G-CNNs) [71], [72], [75]. G-
convolutions provide a higher degree of weight sharing and
expressiveness. Simply put, the idea is to define filters based
on a more general group-theoretic convolution. Another
approach towards rotation invariance in image recognition
considers harmonic network architecture where a certain
response entanglement (arising from features that rotate at
different frequencies) is resolved [76]. The goal is to design
CNNs that exhibits equivariance to patch-wise translation
and rotation by replacing conventional CNN filters with
circular harmonics.

In support vector machines, invariances under group
transformations and prior knowledge about locality can
be incorporated by the construction of appropriate kernel
functions [73]. In this context, local invariance is defined

in terms of a regularizer that penalizes the norm of the
derivative of the decision function [23].

Training Data. An early example of integrating knowl-
edge as invariances into machine learning is the creation
of virtual examples [77] and it has been shown that data
augmentation through virtual examples is mathematically
equivalent to incorporating prior knowledge via a regular-
izer. A similar approach is the creation of meta-features [83].
For instance, in turbulence modelling using the Reynolds
stress tensor, a feature can be createad that is rotational,
reflectional and Galilean invariant [52]. This is achieved by
selecting features fulfilling rotational and Gallilean symme-
tries and augmenting the training data to ensure reflectional
invariance.

5.5 Logic Rules
Logic Rules play an important role for the integration of
prior knowledge into machine learning. In our literature
survey, we mainly found the the source of world knowledge
and the two integration paths into the hypothesis set and the
learning algorithm.

Hyp. Set

Logic
Rules

Scientific Kn.

World Kn.
Learn. Alg.

5.5.1 (Path from) Knowledge Source
Logic rules can formalize knowledge from various sources,
but the most frequent is world knowledge. Here we give
some illustrative examples.

World Knowledge. Logic rules often describe knowl-
edge about real-world objects [10], [11], [13], [78], [79] such
as seen in images. This can focus on object properties,
such as for animals x that pFLYpxq ^ LAYEGGSpxq ñ
BIRDpxqq [10]. It can also focus on relations between objects
such as the co-occurrence of characters in game scenes,
e.g. pPEACH ñ MARIO) [13].

Another knowledge domain that can be well repre-
sented by logic rules is linguistics [84], [85], [86], [91], [92],
[112], [113]. Linguistic rules can consider the sentiment of
a sentence (e.g., if a sentence consists of two sub-clauses
connected with a ’but’, then the sentiment of the clause after
the ’but’ dominates [86]); or the order of tags in a given word
sequence (e.g., if a given text element is a citation, then it can
only start with an author or editor field [84]).

Rules can also describe dependencies in social networks.
For example, on a scientific research platform, it can be
observed that authors citing each other tend to work in the
same field (Citepx, yq ^ hasFieldApxq ñ hasFieldApyq) [21].

5.5.2 (Path to) Knowledge Integration
We observe that logic rules are integrated into learning
mainly in the hypothesis set or, alternatively, in the learning
algorithm.

Hypothesis Set. Integration into the hypothesis set com-
prises both deterministic and probabilistic approaches. The
former include neural-symbolic systems, which use rules
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Insert 3: Knowledge-Based Artificial Neural Net-
works (KBANNs)

Rules can be integrated into neural architectures by
mapping the rule’s components to the neurons and
weights with these steps [53]:

1) Get rules. If needed, rewrite them to have a
hierarchical structure.

2) Map rules to a network architecture. Construct
(positively/negatively) weighted links for (ex-
isting/negated) dependencies.

3) Add nodes. These are not given through the
initial rule set and represent hidden units.

4) Perturb the complete set of weights.
After the KBANN’s architecture is built, the network
is refined with learning algorithms.

Get rules Map rules Add nodes Perturb weights

Añ B ^ C

B ñ D ^ E

A

B

D E C

A

C

B

D E

A

C

B

D E

Step 1: Step 2: Step 3: Step 4:

Figure 6: Steps of Rules-to-Network Translation [53].
Simple example for integrating rules into a KBANN.

as the basis for the model structure [53], [54], [90]. In
Knowledge-Based Artificial Neural Networks (KBANNs),
the architecture is constructed from symbolic rules by map-
ping the components of propositional rules to network
components [53] as further explained in Insert 3. Extensions
are available that also output a revised rule set [54] or also
consider first-order logic [90]. A recent survey about neural-
symbolic computing [114] summarizes further methods.

Integrating logic rules into the hypothesis set in a prob-
abilistic manner is yet another approach [78], [79], [91], [92].
These belong to the research direction of statistical relational
learning [115]. Corresponding frameworks provide a logic
templating language to define a probability distribution
over a set of random variables. Two prominent frameworks
are markov logic networks [78], [91] and probabilistic soft
logic [79], [92], which translate a set of first-order logic rules
to a markov random field. Each rule specifies dependencies
between random variables and serves as a template for so
called potential functions, which assign probability mass to
joint variable configurations.

Learning Algorithm. The integration of logic rules into
the learning algorithm is often accomplished via additional,
semantic loss terms [10], [11], [13], [21], [84], [85], [86]. These
augment the objective function similar to the knowledge-
based loss terms explained above. However, for logic rules,
the additional loss terms evaluate a functional that trans-
forms rules into continuous and differentiable constraints,
for example via the t-norm [10]. Semantic loss functions
can also be derived from first principles using a set of
axioms [11]. As a specific approach for student-teacher
architectures, the rules can be first integrated in a teacher
network and can then be used by a student network that is
trained by minimizing a semantic loss term that measures

the imitation of the teacher network [85], [86].

5.6 Knowledge Graphs

The taxonomy paths we observed in our literature survey
that are related to knowledge representation are illustrated
in the following graphic.

Hyp. Set

Learn. Alg.

Knowledge
Graphs

Scientific Kn.

Final Hyp.

Tr. Data

World Kn.

5.6.1 (Paths from) Knowledge Source
Since graphs are very versatile modeling tools, they can
represent various kinds of structured knowledge. Typically,
they are constructed from databases, however, the most
frequent source we found in informed machine learning
papers is world knowledge.

World Knowledge. Since humans perceive the world as
composed of entities, graphs are often used to represent
relations between visual entities. For example, the Visual
Genome knowledge graph is build from human annotations
of object attributes and relations between objects in natu-
ral images [15], [16]. Similarly, the MIT ConceptNet [116]
encompasses concepts of everyday life and their relations
automatically built from text data. In natural language
processing, knowledge graphs often represent knowledge
about relations among concepts, which can be referred to
by words. For example, WordNet [117] represents semantic
and lexical relations of words such as synonymy. Such
knowledge graphs are often used for information extraction
in natural language processing, but information extraction
can also be used to build new knowledge graphs [118].

Scientific Knowledge. In physics, graphs can imme-
diately describe physical systems such as spring-coupled
masses [14]. In medicine, networks of gene-protein inter-
actions describe biological pathway information [55] and
the hierarchical nature of medical diagnoses is captured by
classification systems such as the International Classification
of Diseases (ICD) [56], [63].

5.6.2 (Paths to) Knowledge Integration
In our survey, we observed the integration of knowledge
graphs in all four components of the machine learning
pipeline but most prominently in the hypothesis set.

Hypothesis Set. The fact that the world consists of inter-
related objects can be integrated by altering the hypothesis
set. Graph neural networks operate on graphs and thus
feature an object- and relation-centric bias in their archi-
tecture [24]. A recent survey [24] gives an overview over
this field and explicitly names this knowledge integration
relational inductive bias. This bias is of benefit, e.g. for
learning physical dynamics [14], [62] or object detection [16].

In addition, graph neural networks allow for the explicit
integration of a given knowledge graph as a second source
of information. This allows for multi-label classification in
natural images where inference about a particular object is
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Insert 4: Integrating Knowledge Graphs in CNNs
for Image Classification

Image classification through convolutional neural
networks can be improved by using knowledge
graphs that reflect relations between detected
objects. Technically, such relations form adjacency
matrices in gated graph neural networks [15].
During the detection, the network graph is
propagated, starting with detected nodes and
then expanding to neighbors [24].

Street

Car

Person

Crossing

Walk
Cross

Sign
Stop

Figure 7: Illustrative application example of using
neural networks and knowledge graphs for image
classification, similar as in [15]. The image (from the
COCO dataset) shows a pedestrian cross walk.

facilitated by using relations to other objects in an image [15]
(see Insert 4). More generally, a graph reasoning layer can
be inserted into any neural network [82]. The main idea is
to enhance representations in a given layer by propagating
through a given knowledge graph.

Another approach is to use attention mechanisms on
a knowledge graph in order to enhance features. In natu-
ral language analysis, this facilitates the understanding as
well as the generation of conversational text [80]. Similarly,
graph-based attention mechanism are used to counteract
too few data points by using more general categories [63].
Also, attention on related knowledge graph embedding can
support the training of word embeddings like ERNIE [87],
which are fed into language models like BERT [95], [119].

Training Data. Another prominent approach is distant
supervision where information in a graph is used to auto-
matically annotate texts to train natural language processing
systems. This was originally done naïvely by considering
each sentence that matches related entities in a graph as
a training sample [81]; however, recently attention-based
networks have been used to reduce the influence of noisy
training samples [120].

Learning Algorithm. Various works discuss the inte-
gration of graph knowledge into the learning algorithm.
For instance, a regularization term based on the graph
Laplacian matrix can enforce strongly connected variables to
behave similarly in the model, while unconnected variables
are free to contribute differently. This is commonly used
in bioinformatics to integrate genetic pathway information
[55], [56]. Some natural language models, too, include infor-
mation from a knowledge graph into the learning algorithm,
e.g. when computing word embeddings. Known relations
among words can be utilized as augmented contexts [89] in
word2vec training [121].

Final Hypothesis. Finally, graph can also be used to

improve or validate final hypotheses or trained models.
For instance, a recent development is to post-process word
embeddings based on information from knowledge graphs
[88], [93]. In object detection, predicted probabilities of a
learning system can be refined using semantic consistency
measures [94] derived form knowledge graphs. In both
cases, the knowledge graphs are used to indicate whether
the prediction is consistent with available knowledge.

5.7 Probabilistic Relations

The most frequent paths probabilistic relations found in our
literature survey comes from expert knowledge and goes to
the hypothesis set or the learning algorithm.

Hyp. Set

Learn. Alg.
Probabilistic

Relations

Scientific Kn.

Final Hyp.

Expert Kn.

World Kn.

5.7.1 (Paths from) Knowledge Source
Knowledge in form of probabilistic relations originates most
prominently from domain experts, but can also come from
other sources such as natural sciences.

Expert Knowledge. A human expert has intuitive
knowledge over a domain, for example, which entities are
related to each other and which are independent. Such
relational knowledge, however, is often not quantified and
validated and differs from, say, knowledge in natural sci-
ences. Rather, it involves degrees of belief or uncertainty.

Human expertise exists in all domains. In the car insur-
ance, driver features like age relate to risk aversion [96]. An-
other examples is computer expertise for troubleshooting,
i.e relating a device status to observations [91].

Scientific Knowledge. Correlation structures can also be
obtained from natural sciences knowledge. For example,
correlations between genes can be obtained from gene in-
teraction networks [122] or from a gene ontology [57].

5.7.2 (Paths to) Knowledge Integration
We generally observe the integration of probabilistic rela-
tions into the hypothesis set as well as into the learning
algorithm and the final hypothesis.

Hypothesis Set. Expert knowledge is the basis for prob-
abilistic graphical models. For example, Bayesian network
structures are typically designed by human experts and thus
fall into the category of informing the hypothesis set. Here,
we focus on contributions where knowledge and Bayesian
inference are combined in more intricate ways, for instance,
by learning network structures from knowledge and from
data. A recent overview [123] categorizes the type of prior
knowledge about network structures into the presence or
absence of edges, edge probabilities, and knowledge about
node orders.

Probabilistic knowledge can be used directly in the
hypothesis set. For example, extra nodes can be added to
a Bayesian network thus altering the hypothesis set [97],
or the structure of a probabilistic model can be chosen
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in accordance to given spatio-temporal structures [124]. In
other hybrid approaches, the parameters of the conditional
distribution of the Bayesian network are either learned from
data or obtained from knowledge [74], [101].

Learning Algorithm. Human knowledge can also be
used to define an informative prior [101], [125], which
affects the learning algorithm as is has a regularizing ef-
fect. Structural constraints can alter score functions or the
selection policies of conditional independence test, inform-
ing the search for the network structure [96]. More qual-
itative knowledge, e.g. observing one variable increases
the probability of another, was integrated using isotonic
regression, i.e. parameter estimation with order constraints
[103]. Causal network inference can make use of ontologies
to select the tested interventions [57]. Furthermore, prior
causal knowledge can be used to constrain the direction of
links in a Bayesian network [58].

Final Hypothesis. Finally, predictions obtained from a
Bayesian network can be judged by probabilistic relational
knowledge in order to refine the model [107].

5.8 Human Feedback
Finally, we look at informed machine learning approaches
belonging to the representation type of human feedback.
The most common path begins with expert knowledge and
ends at the learning algorithm.

Hyp. Set

Learn. Alg.

Human
Feedback

Tr. Data

Expert Kn.

5.8.1 (Paths from) Knowledge Source
Compared to other categories in our taxonomy, knowledge
representation via human feedback is less formalized and
mainly stems from expert knowledge.

Expert Knowledge. Examples of knowledge that fall
into this category include knowledge about topics in text
documents [98], agent behaviors [99], [100], [104], [105], and
data patterns and hierarchies [98], [106], [110]. Knowledge is
often provided in form of relevance or preference feedback
and humans in the loop can integrate their intuitive knowl-
edge into the system without providing an explanation for
their decision. For example, in object recognition, users can
provide their corrective feedback about object boundaries
via brush strokes [108]. As another example, in Game AI, an
expert user can give spoken instructions for an agent in an
Atari game [100].

5.8.2 (Paths to) Knowledge Integration
Human feedback for machine learning is usually assumed to
be limited to feature engineering and data annotation. How-
ever, it can also be integrated into the learning algorithm
itself. This often occurs in areas of reinforcement learning,
or interactive learning combined with visual analytics.

Learning Algorithm. In reinforcement learning, an agent
observes an unknown environment and learns to act based
on reward signals. The TAMER framework [99] provides

the agent with human feedback rather than (predefined)
rewards. This way, the agent learns from observations
and human knowledge alike. While these approaches can
quickly learn optimal policies, it is cumbersome to obtain
the human feedback for every action. Human preference
w.r.t. whole action sequences, i.e. agent behaviors, can cir-
cumvent this [104]. This enables the learning of reward func-
tions. Expert knowledge can also be incorporated through
natural language interfaces [100]. Here, a human provides
instructions and agents receive rewards upon completing
these instructions.

Active learning offers a way to include the “human in the
loop” to efficiently learn with minimal human intervention.
This is based on iterative strategies where a learning algo-
rithm queries an annotator for labels [126]. We do not con-
sider this standard active learning as an informed learning
method because the human knowledge is essentially used
for label generation only. However, recent efforts integrate
further knowledge into the active learning process.

Visual analytics combines analysis techniques and in-
teractive visual interfaces to enable exploration of –and
inference from– data [127]. Machine learning is increasingly
combined with visual analytics. For example, visual analyt-
ics systems allow users to drag similar data points closer
in order to learn distance functions [106], provide corrective
feedback in object recognition [108], or even to alter correctly
identified instances where the interpretation is not in line
with human explanations [109], [110].

Lastly, various tools exist for text analysis, in particular
for topic modeling [98] where users can create, merge and
refine topics or change keyword weights. They thus impart
knowledge by generating new reference matrices (term-by-
topic and topic-by-document matrices) that are integrated in
a regularization term that penalizes the difference between
the new and the old reference matrices. This is similar to the
semantic loss term described above.

Training Data and Hypothesis Set. Another approach
towards incorporating expert knowledge in reinforcement
learning considers human demonstration of problem solv-
ing. Expert demonstrations can be used to pre-train a deep
Q-network, which accelerates learning [105]. Here, prior
knowledge is integrated into the hypothesis set and the
training data since the demonstrations inform the training
of the Q-network and, at the same time, allow for interactive
learning via simulations.

6 HISTORICAL BACKGROUND

The idea of integrating knowledge into learning has a long
history. Historically, AI research roughly considered the two
antipodal paradigms of symbolism and connectionism. The
former dominated up until the 1980s and refers to reasoning
based on symbolic knowledge; the latter became more pop-
ular in the 1990s and considers data-driven decision making
using neural networks. Especially Minsky [128] pointed
out limitations of symbolic AI and promoted a stronger
focus on data-driven methods to allow for causal and fuzzy
reasoning. Already in the 1990s were knowledge data bases
used together with training data to obtain knowledge-based
artificial neural networks [53]. In the 2000s, when support
vector machines (SVMs) were the de-facto paradigm in



This work is licensed under a Creative Commons Attribution 4.0 License. For more information, see https://creativecommons.org/licenses/by/4.0/

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TKDE.2021.3079836, IEEE
Transactions on Knowledge and Data Engineering

IEEE TRANSACTIONS ON KNOWLEDGE AND DATA ENGINEERING 15

classification, there was interest in incorporating knowledge
into this formalism [23]. Moreover, in the geosciences, and
most prominently in weather forecasting, knowledge inte-
gration dates back to the 1950s. Especially the discipline
of data assimilation deals with techniques that combine
statistical and mechanistic models to improve prediction
accuracy [129], [130].

7 DISCUSSION OF CHALLENGES AND DIRECTIONS

Our findings about the main approaches of informed ma-
chine learning are summarized in Table 4. It gives for
each approach the taxonomy path, its main motivation, the
central approach idea, remarks to potential challenges, and
our viewpoint on current or future directions. For further
details on the methods themselves and the corresponding
papers, we refer to Section 5. In the following, we discuss the
challenges and directions for these main approaches, sorted
by the integrated knowledge representations.

Prior knowledge in the form of algebraic equations can
be integrated as constraints via knowledge-based loss terms
(e.g., [12], [13], [35]). Here, we see a potential challenge in
finding the right weights for supervision from knowledge
vs. data labels. Currently, this is solved by setting the
hyperparameters for the individual loss terms [12]. How-
ever, we think that strategies from more recently developed
learning algorithms, such as self-supervised [131] or few-
shot learning [132], could also advance the supervision from
prior knowledge. Moreover, we suggest further research
on theoretical concepts based on the existing generalization
bounds from statistical learning theory [133], [134] and the
connection between regularization and effective hypothesis
space [135].

Differential equations can be integrated similarly, but
with a specific focus on physics-informed neural networks
that constrain the model derivatives by the underlying dif-
ferential equation (e.g., [20], [45], [46]). A potential challenge
is the robustness of the solution, which is the subject of
current research. One approach is to investigate the the
model quality by a suitable quanitification of its uncer-
tainty [43], [46]. We think, a more in-depth comparison
with existing numerical solvers [136] would also be helpful.
Another challenge of physical systems is the generation and
integration of sensor data in real-time. This is currently
tackled by online learning methods [48]. Furthermore, we
think that techniques from data assimilation [130] could also
be helpful to combine modelling from knowledge and data.

Simulation results can be used for synthetic data genera-
tion or augmentation (e.g., [18], [19], [59]), but this can bring
up the challenge of a mismatch between real and simulated
data. A promising direction to close the gap is domain
adaptation, especially adversarial training [67], [137], or
domain randomization [138]. Moreover, for future work we
see further potential in the development of new hybrid
systems that combine machine learning and simulation in
more sophisticated ways [139].

The utilization of spatial invariances through model
architectures with invariant characteristics, such as group
equivariant or convolutional networks, diminish the model
search space (e.g., [71], [72], [76]). Here, a potential chal-
lenge is the proper invariance specification and implementa-

tion [76] or expensive evaluations on more complex geome-
tries [111]. Therefore, we think that the efficient adaptation
of invariant-based models to further scenarios can further
improve geometric-based representation learning [111].

Logic rules can be encoded in the architecture of
knowledge-based neural networks (KBANNs), (e.g., [53],
[54], [90]). Since this idea was already developed when
neural networks had only a few layers, a question is, if
it is still feasible for deep neural networks. In order to
improve the practicality, we suggest to develop automated
interfaces for knowledge integration. A future direction
could be the development of new neuro-symbolic systems.
Although the combination of connectionist and symbolic
systems into hybrid systems is a longtime idea [140], [141],
it is currently getting more attention [142], [143]. Another
challenge, especially in statistical relational learning (SRL),
such as Markov logic networks or probabilistic soft logic
(e.g., [79], [92], [144]). is the aquisition of rules when they
are not yet given. An ongoing research topic to this end is
the learning of rules from data, which is called structure
learning [145].

Knowledge graphs can be integrated into learning sys-
tems either explicitly via graph propagation and attention
mechanisms, or implicitly via graph neural networks with
relational inductive bias (e.g., [14], [15], [16]). A challenge
is the comparability between different methods, because
authors often use template like ConceptNet [80] or Visu-
alGenome [15], [16] and customize the graphs in to im-
prove running time and performance. Since the choice of
graph can have high influence [82], we suggest a pool of
standardized graphs in order to improve comparability, or
even to establish benchmarks. Another interesting direction
is to combine graph using and graph learning. A require-
ment here is the need for good entity linking models in
approaches such as KnowBERT [95] and ERNIE [87] and
the continuous embedding of new facts in the graph.

Probabilistic Relations can be integrated as prior knowl-
edge in terms of a-priori probability distributions that are
refined with additional observations (e.g., [74], [97], [101]).
The main challenges are the large computational effort and
the formalization of knowledge in terms of inductive priors.
Directions responding to this are variational methods with
origins in optimization theory and functional analysis [146]
and variational neural networks [147]. Besides scaling is-
sues, an explicit treatment of causality is becoming more
important in machine learning and closely related to graph-
ical probabilistic models [148].

Human feedback can be integrated into the learn-
ing algorithm by human-in-the-loop (HITL) reinforcement
learning (e.g., [99], [104]), or by explanation alignment
through interactive learning combined with visual analytics
(e.g., [109], [110]). However, the exploration of human feed-
back can be very expensive due to its latency in real systems.
Exploratory actions could hamper user experience [149],
[150], so that online reinforcement learning is generally
avoided. A promising approach is learning a reward esti-
mator [151], [152] from collected logs, which then provides
unlimited feedback for unseen instances that do not have
any human judgments. Another challenge is that human
feedback is often intuitive and not formalized and thus
difficult to incorporate into machine learning systems. Also
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Table 4: Main Approaches of Informed Machine Learning. The approaches are sorted by taxonomy path and knowledge
representation. Methodical details can be found in Section 5. Challenges and directions are discussed in Section 7.

Taxonomy Path Main Motivation Central Approach Idea Potential Challenge Current / Future Directions

Source Represent. Integration

Scientific Algebraic Learning Less data, Knowledge-based loss Weighting supervision Hyperparameter setting,
Knowl. Equations Algor. Knowl. conform. terms from constraints from data labels vs. Novel learning algorithms,

(See Sec. 5.1) (see Insert 1) knowledge Extension of learning theory

Differential Learning Knowl. conform., Physics-informed neural Solution robustness, Uncertainty quantification,
Equations Algor. Less data networks with derivatives Real-time data generation Numerical solver comparison,
(See Sec. 5.2) in loss function and integration Online learning, data assimilation

Simulation Training Less data Synthetic data generation Sim-to-real gap, i.e. Adversarial domain adaptation,
Results Data or data augmentation mismatch between real Domain randomization;
(See Sec. 5.3) (see Insert 2) and simulated data Hybrid systems

World Spatial Hypoth. Performance Models with invariant Invariance specification, Geometric-based
Knowl. Invariances Set (Small models) characteristics, e.g. group expensive geometric representation learning,

(See Sec. 5.4) equivariant DNNs/CNNs evaluations Adaptaion to complex scenarios

Logic Hypoth. Performance KBANNs (see Insert 3); Feasibility for deep Automated integration interface,
Rules Set SRL (e.g., Markov logic neural networks; Neuro-symbolic systems;
(See Sec. 5.5) networks, prob. soft logic) Acquisition of rules Structure learning

Knowl. Hypoth. Performance, Gr. propagation (see Insert 4), Comparability with custom Standardized graph data pool,
Graphs Set Less data attention; Gr. neural networks graphs, Getting the graph, Combine graph using and learning,
(See Sec. 5.6) (relational inductive bias) Entity linking Neuro-symbolic systems

Expert Probabilistic Hypoth. Less data Informed structure of High computational Variational methods combining
Knowl. Relations Set prob. graphical models, effort, Formalization prob. models with numerical opt.,

(See Sec. 5.7) informative priors of knowledge Probabilistic neural networks

Human Learning Less data, HITL Reinforcement learning; Feedback latency; Reward estimation from logs;
Feedback Algor. Performance, Explanation alignment via Formalization of intuition, Representation transformation,
(See Sec. 5.8) Interpretability Visual anal./interactive ml Evaluation methods Utilization for interpretability

human-gorunded evaluation is very costly, especially com-
pared to functionally-grounded evaluation [153]. Therefore
we suggest to further study representation transformations
to formalize intuitive knowledge, e.g. from human feed-
back to logical rules. Furthermore, we found that improved
interpretability still only is a minor goal for knowledge
integration (see Figure 4). This, too, suggests opportunities
for future work.

Even if these directions are motivated by specific ap-
proaches, we think that they are generally relevant and can
advance the whole field of informed machine learning.

8 CONCLUSION

In this paper, we presented a unified classification frame-
work for the explicit integration of additional prior knowl-
edge into machine learning, which we described using
the umbrella term of informed machine learning. Our main
contribution is the development of a taxonomy that allows a
structured categorization of approaches and the uncovering
of main paths. Moreover, we presented a conceptual clarifi-
cation of informed machine learning, as well as a systematic
and comprehensive research survey. This helps current and
future users of informed machine learning to identify the
right methods to use their prior knowledge, for example, to
deal with insufficient training data or to make their models
more robust.
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L. Rojas-Barahona, P.-H. Su, D. Vandyke, T.-H. Wen, and
S. Young, “Counter-fitting word vectors to linguistic constraints,”
arxiv:1603.00892, 2016.

[89] J. Bian, B. Gao, and T.-Y. Liu, “Knowledge-powered deep learning
for word embedding,” in Joint European Conf. machine learning and
knowledge discovery in databases. Springer, 2014.

[90] M. V. França, G. Zaverucha, and A. S. d. Garcez, “Fast relational
learning using bottom clause propositionalization with artificial
neural networks,” Machine Learning, vol. 94, no. 1, 2014.

[91] M. Richardson and P. Domingos, “Markov logic networks,” Ma-
chine Learning, vol. 62, no. 1-2, 2006.

[92] A. Kimmig, S. Bach, M. Broecheler, B. Huang, and L. Getoor, “A
short introduction to probabilistic soft logic,” in NIPS Workshop
on Probabilistic Programming: Foundations and Applications, 2012.
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Abstract. In this paper, we describe the combination of machine learn-
ing and simulation towards a hybrid modelling approach. Such a com-
bination of data-based and knowledge-based modelling is motivated by
applications that are partly based on causal relationships, while other
effects result from hidden dependencies that are represented in huge
amounts of data. Our aim is to bridge the knowledge gap between the
two individual communities from machine learning and simulation to
promote the development of hybrid systems. We present a conceptual
framework that helps to identify potential combined approaches and
employ it to give a structured overview of different types of combinations
using exemplary approaches of simulation-assisted machine learning and
machine-learning assisted simulation. We also discuss an advanced pair-
ing in the context of Industry 4.0 where we see particular further poten-
tial for hybrid systems.

Keywords: Machine learning · Simulation · Hybrid approaches

1 Introduction

Machine learning and simulation have a similar goal: To predict the behaviour
of a system with data analysis and mathematical modelling. On the one side,
machine learning has shown great successes in fields like image classification [21],
language processing [24], or socio-economic analysis [7], where causal relation-
ships are often only sparsely given but huge amounts of data are available. On the
other side, simulation is traditionally rooted in natural sciences and engineering,
e.g. in computational fluid dynamics [35], where the derivation of causal rela-
tionships plays an important role, or in structural mechanics for the performance
evaluation of structures regarding reactions, stresses, and displacements [6].

However, some applications can benefit from combining machine learning
and simulation. Such an hybrid approach can be useful when the processing

c© The Author(s) 2020
M. R. Berthold et al. (Eds.): IDA 2020, LNCS 12080, pp. 548–560, 2020.
https://doi.org/10.1007/978-3-030-44584-3_43
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capabilities of classical simulation computations can not handle the available
dimensionality of the data, for example in earth system sciences [30], or when
the behaviour of a system that is supposed to be predicted is based on both
known, causal relationships and unknown, hidden dependencies, for example
in risk management [25]. However, such challenges are in practice often still
approached distinctly with either machine learning or simulation, apparently
because they historically originate from distinct fields. This raises the question
how these two modelling approaches can be combined into a hybrid approach
in order to foster intelligent data analysis. Here, a key challenge in developing
a hybrid modelling approach is to bridge the knowledge gap between the two
individual communities, which are mostly either experts for machine learning or
experts for simulation. Both groups have extremely deep knowledge about the
methods used in their particular fields. However, the respectively used termi-
nologies are different, so that an exchange of ideas between both communities
can be impeded.

Related work that describes a combination of machine learning with simula-
tion can roughly be divided in two groups, not surprisingly, either from a machine
learning or a simulation point of view. The first group frequently describes the
integration of simulation into machine learning as an additional source for train-
ing data, for example in autonomous driving [23], thermodynamics [19], or bio-
medicine [13]. A typical motivation is the augmentation of data for scenarios
that are not sufficiently represented in the available data. The second group of
related works describes the integration of machine learning techniques in sim-
ulation, often for a specific application, such as car crash simulation [6], fluid
simulation [38], or molecular simulation [26]. A typical motivation is to iden-
tify surrogate models [16], which offer an approximate but cheaper to evaluate
model to replace the full simulation. Another technique that is used to adapt
a dynamical simulation model to new measurements is data assimilation, which
is traditionally used in weather forecasting [22]. Related work that considers an
equal combination of machine learning and simulation is quite rare. A work that
is closest to describing such a hybrid, symbiotic modelling approach is [4].

More general, the integration of prior knowledge into machine learning can be
described as informed machine learning [34] or theory-guided data science [18].
The paper [34] presents a survey with a taxonomy that structures approaches
according to the knowledge type, representation, and integration stage. We reuse
those categories in this paper. However, that survey considers a much broader
spectrum of knowledge representations, from logic rules over simulation results
to human interaction, while this paper puts an explicit focus on simulations.

Our goal is to make the key components of the two modelling approaches
machine learning and simulation transparent and to show the versatile, potential
combination possibilities in order to inspire and foster future developments of
hybrid systems. We do not intend to go into technical details but rather give a
high-level methodological overview. With our paper we want to outline a vision
of a stronger, more automated interplay between data- and simulation-based
analysis methods. We mainly aim our findings at the data analysis and machine
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Machine
Learning Simulation

Sim-
assisted ML

ML-assisted
Sim

Hybrid

Fig. 1. Subfields of Combining Machine Learning and Simulation. The fields
of machine learning and simulation have an intersecting area, which we partition into
three subfields: 1. Simulation-assisted machine learning describes the integration of
simulations into machine learning. 2. Machine-learning assisted simulation describes
the integration of machine learning into simulation. 3. A hybrid combination describes
a combination of machine learning and simulation with a strong mutual interplay.

learning community, but also those from the simulation community are welcome
to read on. Generally, our target audience are researchers and users of one of the
two modelling approaches who want to learn how they can use the other one.

The contributions of this paper are: 1. A conceptual framework serving as an
orientation aid for comparing and combining machine learning and simulation,
2. a structured overview of combinations of both modelling approaches, 3. our
vision of a hybrid approach with a stronger interplay of data- and simulation
based analysis.

The paper is structured as follows: In Sect. 2 we give a brief overview of the
subfields that result from combining machine learning and simulation. In Sect. 3
we present these two separate modelling approaches along our conceptual frame-
work. In Sect. 4 we describe the versatile combinations by giving exemplary refer-
ences and applications. In Sect. 5 we further discuss our observations in Industry
4.0 projects that lead us to a vision for the advanced pairing of machine learning
and simulation. Finally we conclude in Sect. 6.

2 Overview

In this section, we give a short overview about the subfields that result from a
combination of machine learning with simulation. We view the combination with
equal focus on both fields, driving our vision of a hybrid modelling approach
with a stronger and automated interplay. Figure 1 illustrates our view on the
fields’ overlap, which can be partitioned into the three subfields simulation-
assisted machine learning, machine-learning assisted simulation, and a hybrid
combination. Even though the first two can be regarded as one-sided approaches
because they describe the integration with a point of view from one approach,
the last one can be regarded as a two-sided approach. Although the term hybrid
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Machine Learning

1. Model Generation Phase: Learning an Inductive Model

2. Model Application Phase: Inference / Prediction

Model

Data Training Data

Hypothesis Set

Algorithm

Final Hypothesis

Fig. 2. Components of Machine Learning. Machine Learning consists of two
phases 1. model generation, and 2. model application, where the focus is usually made
on the first phase, in which an inductive model is learned from data. The compo-
nents of this phase are the training data, a hypothesis set, a learning algorithm, and
a final hypothesis [1,34]. It describes the finding of patterns in an initially large data
space, which are finally represented in a condensed form by the final hypothesis. This
is illustrated by the reversed triangle and can be described as a “bottom-up approach”.

is in the literature often used for the above one-sided approaches, we prefer to
use it only for the two-sided approach where machine learning and simulation
have a strong mutual, symbiotic-like interplay.

3 Modelling Approaches

In this section, we describe the two modelling approaches by means of a concep-
tual framework that aims to make them and their components transparent and
comparable.

3.1 Machine Learning

The main goal of machine learning is that a machine automatically learns a
model that describes patterns in given data. The typical components of machine
learning are illustrated in Fig. 2. In the first, main phase an inductive model is
learned. Inductive means that the model is built by drawing conclusions from
samples and is thus not guaranteed to depict causal relationships, but can instead
identify hidden, previously unknown patterns, meaning that the model is usually
not knowledge-based but rather data-based. This inductive model can finally be
applied to new data in order to predict or infer a desired target variable.

The model generation phase can be roughly split into four sub-phases or
respective components [1,34]. Firstly, training data is prepared that depicts his-
torical records of the investigated process or system. Secondly, a hypothesis set
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Simulation

1. Model Generation Phase: Identifying a Deductive Model

2. Model Application Phase: Running a Simulation

Data

Model

Simulation Result

Numerical Method

Parameter

Model

Fig. 3. Components of Simulation. Simulation comprises the two phases 1. model
generation, and 2. model application, where the focus often is on the second phase, in
which an earlier identified deductive model is used in order to create simulation results.
The components of this phase are the simulation model, input parameters, a numerical
method, and the simulation result. It describes the unfolding of local interactions from
a compactly represented initial model into an expanded data space. This is supposed
be illustrated by the triangle and can be described as a “top-down approach”.

is defined in the form of a function class or network architecture that is assumed
to map input features to the target variables. Thirdly, a learning algorithm
tunes the parameters of the hypothesis set so that the performance of the map-
ping is maximized by using optimization algorithms like gradient descent and
results in, fourthly, the final hypothesis, which is the desired inductive model.
This model generation phase is often repeated in a loop-like manner by tuning
hyper-parameters until a sufficient model performance is achieved.

3.2 Simulation

The goal of a simulation is to predict the behaviour of a system or process
for a particular situation. There are different types of simulations, ranging
from cellular automata, over agent-based simulations, to equation-based sim-
ulations [9,15,36]. In the following we concentrate on the last type, which is
based on mathematical models and is especially used in science and engineer-
ing. The first, required stage preceding the actual simulation is the identification
of a deductive model, often in the form of differential equations. Deductive in
this context means that the model describes causal relationships and can thus
be called knowledge-based. Such models are often developed through extensive
research, starting with a derivation, for example in theoretical physics, and con-
tinuing with plentiful experimental validations. Some recent research exists of
proof-of-concepts for identifying models directly from data [8,33].

The main phase of a simulation is the application of the identified model
for a specific scenario, often called running a simulation. This phase can be
described in four typical main components or sub-phases, which are, as illus-
trated in Fig. 3, the mathematical model, the input parameters, the numerical
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Simulation-Assisted Machine Learning

Integration of Simulation Results in:

or

a) Training Data b) Hypothesis Set c) L. Algorithm d) Final Hypothesis

Fig. 4. Types of Simulation-Assisted Machine Learning. Simulations, in par-
ticular the simulation results, can be generally integrated into the four different com-
ponents of machine learning. The triangles illustrate the machine learning (blue/dark
gray) or the simulation (orange/light gray) approach and their components, which are
themselves presented in Figs. 2 and 3. The simulation results can be used to (a) aug-
ment the training data, (b) define parts of the hypothesis set in the form of empirical
functions, (c) steer the training algorithm in generative adversarial networks, or (d)
verify the final hypothesis against scientific consistency. (Color figure online)

method, and finally the simulation result [36]. After the selection of a math-
ematical model, the input parameters that describe the specific scenario are
defined in the second sub-phase. They can comprise general parameters such
as the spatial domain or time of interest, as well as initial conditions quanti-
fying the systems’ or processes’ initial status and boundary conditions defining
the behaviour at domain borders. In the third sub-phase, a numerical method
computes the solution of the given model observing the constraints resulting
from the input parameters. Examples for numerical methods are finite differ-
ences, finite elements or finite volume methods for spatial discretization [36], or
particle methods based on interaction forces [26]. These form the basis for an
approximate solution, which is the final simulation result. This model application
phase is often repeated in a loop-like manner, e.g., by tuning the discretization
to achieve a desired approximation accuracy and stability of the solution.

4 Combining Machine Learning and Simulation

In this section, we describe combinations of machine learning and simulation
by using our conceptual framework from Sect. 3. Here, we focus on simulation-
assisted machine learning and machine-learning assisted simulation. For each of
the methodical combination types, we give exemplary application references.

4.1 Simulation-Assisted Machine Learning

Simulation offers an additional source of information for machine learning that
goes beyond typically available data and that is rich of knowledge. This addi-
tional information can be integrated into the four components of machine learn-
ing as illustrated in Fig. 4. In the following, we will give an overview about these
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integration types by giving for each an illustrative example and refer for a more
detailed discussion to [34].

Simulations are particularly useful for creating additional training data in
a controlled environment. This is for example applied in autonomous driving,
where simulations such as physics engines are employed to create photo-realistic
traffic scenes, which can be used as synthetic training data for learning tasks like
semantic segmentation [14], or for adversarial test generation [40]. As another
example, in systems biology, simulations can be integrated in the training data
of kernelized machine learning methods [13].

Moreover, simulations can be integrated into the hypothesis set, either
directly as the solvers or through deduced, empirical functions that compactly
describe the simulations results. These functions can be built into the architec-
ture of a neural network, as shown for the application of finding an optimal
design strategy for a warm forming process [20].

The integration of simulations into the learning algorithm can for example
be realized by generative adversarial networks (GANs), which learn a prediction
function that obeys constraints, which might be unknown but are implicitly
given through a simulation [31].

Another important integration type is in the validation of the final hypothesis
by simulations. An example for this comes from material discovery, where first
a machine learning model suggests new compounds based on patterns in a data
basis, and second the physical properties are computed and thus checked by a
density functional theory simulation [17].

An approach that uses simulations along the whole machine learning pipeline
is reinforcement learning (RL), when the model is learned in a simulated envi-
ronment [2]. Studies under the keyword “sim-to-real” are often concerned with
robots learning to grip or move unknown objects in simulations and usually
require retraining in reality. An application for controlling the temperature of
plasma follows the analogous approach, i.e., a training based on a software-
physics model, where the learned RL model is then further adapted for use in
reality [41].

4.2 Machine-Learning Assisted Simulation

Machine learning is often used in simulation with the intention to support the
solution process or to detect patterns in the simulation data. With respect to our
conceptual framework presented in Sect. 3, machine learning techniques can be
used for the initial model, the input parameters, the numerical method, and the
final simulation results, as illustrated in Fig. 4. In the following we will give an
overview about the integration types. Again, we do not intend to cover the full
spectrum of machine-learning assisted simulation, we rather want to illustrate
its diverse approaches through representative examples.

A prominent integration type of machine learning techniques into simulation
is the identification of simpler models, such as surrogate models [11,12,16,26].
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Machine-Learning Assisted Simulation

Integration of Machine Learning Model in:

a) Model b) Inp. Parameter c) Numerical M. d) Simulation Results

or

Fig. 5. Types of Machine-Learning Assisted Simulation. Machine learning tech-
niques, in particular the final hypothesis, can be used in different simulation compo-
nents. The triangles illustrate the machine learning (blue/dark gray) or the simulation
(orange/light gray) approach and their components, which are themselves explained
in Figs. 2 and 3. Exemplary use cases for machine learning models in simulation are
(a) model order reduction and the development of surrogate models that offer approxi-
mate but simpler solutions, (b) the automated inference of an intelligent choice of input
parameters for a next simulation run, (c) a partly trainable solver for differential equa-
tions, or d) the identification of patterns in simulation results for scientific discovery.
(Color figure online)

These are approximate and cheap to evaluate models that are particularly of
interest when the solution of the original, more precise model is very time- or
resource-consuming. The surrogate model can then be used to analyse the over-
all behaviour of the system in order to reveal scenarios that should be further
investigated with the detailed original simulation model. Such surrogate models
can be developed with machine-learning techniques either with data from real-
world experiments, or with data from high-fidelity simulations. One application
example is the optimization of process parameters using deep neural networks
as surrogate models [27]. Kernel-based approaches are also commonly used as
surrogate models for simulations, an example to improve the energetic efficiency
of a gas transport network is shown in [10]. A well-established approach for sur-
rogate modelling is model order reduction, for example with proper orthogonal
decomposition, which is closely related to principal component analysis [5,37].

Data assimilation, which includes the calibration of constitutive models and
the estimation of system states, is another area where machine learning tech-
niques enhance simulations. Data assimilation problems can be modelled using
dynamic Bayesian networks with continuous physically interpretable state spaces
where the evaluation of transition kernels and observation operators requires
forward-simulation runs [29].

Machine learning techniques can also be used to study the parameter depen-
dence of simulation results. For example, after an engineer executes a sequence of
simulations, a machine learning model can detect different behavioral modes in
the results and thus reduce the analysis effort during the engineering process [6].
This supports the selection of the parameter setting for the next simulation, for
which active learning techniques can also be employed. For example, [39] studied
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it for selecting the molecules for which the internal energy shall be determined
by computationally expensive quantum-mechanical calculations, as well as for
determining a surrogate model for the fluid flow in a well-bore while drilling.

The integration of machine learning techniques into the numerical method
can support to obtain the numerical solution. One approach is to exchange parts
of the model that are resource-consuming to solve, with learned models that can
be computed faster, for example with machine learning generated force fields in
molecular dynamics simulations [26]. Another approach that is recently investi-
gated are trainable solvers for partial differential equations that determine the
complete solution through a neural network [28].

A further, very important integration type is the application of machine
learning techniques on the simulation results in order to detect patterns, often
motivated by the goal of scientific discovery. While there are plenty of applica-
tion domains, two exemplary representatives are particle physics [3] and earth-
sciences, for example with the use of convolutional neural networks for the detec-
tion of weather patterns on climate simulation data [30]. For further examples we
refer to a survey about explainable machine learning for scientific discovery [32].

5 Advanced Pairing of Machine Learning and Simulation

Section 4 gave a brief overview of the versatile existing approaches that integrate
aspects of machine learning into simulation and vice versa, or that combine sim-
ulation and machine learning sequentially. Yet, we think that the integration of
these two established worlds is only at the beginning, both in terms of modelling
approaches and in terms of available software solutions.

In the following, we describe a number of observations from our project expe-
rience in the development of cyber-physical systems for Industry 4.0 applications
that support this assessment. Note that the key technical goal of Industry 4.0 is
the flexibilization of production processes. In addition to the broad integration of
digital equipment in the production machinery, a key provider of flexibilization
is a decrease of process design and dimensioning times and ideally, a merging
of planning and production phase that are today still strictly separated. This
requires a new generation of computer-aided engineering (CAE) software sys-
tems that allow for very fast process optimization cycles with real time feedback
loops to the production machinery. An advanced pairing of machine learning
and simulation will be key to realize such systems by addressing the following
issues:

– Simulation results are not fully exploited: Especially in the indus-
trial practice, simulations are run with a very specific analysis goal based
on expert-designed quantities of interest. This ignores that the simulation
result might reveal more patterns and regularities, which might be irrelevant
for the current analysis goal but useful in other contexts.

– Selective surrogate modelling: Even if modern machine learning
approaches are used, surrogate models are built for very specific purposes
and the decision when and where to use a surrogate model is left to domain
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experts. In this way, it is exploited too little that similar underlying systems
might lead to similar surrogate models and in consequence, too many costly
high-fidelity simulations are run to generate the data basis, although parts of
the learned surrogate models could be transferred.

– Parameter studies and simulation engines: Parameter and design stud-
ies are well-established tools in many fields of engineering. Surprisingly, the
frameworks to conduct these studies and to build the surrogate models are
third-party solutions that are separated from the core simulation engines. For
the parameter study framework, the simulation engine is a black box, which
does not know that it is currently used for a parameter study. In turn, the
standard rules to generate sampling points in the parameter space are not
aware about the internals of the simulation engine. This raises the question
how much more efficient parameter studies could be conducted so that both
software systems were stronger connected to each other.

These observations lead us to a research concept that we propose in this
paper and call it learning simulation engines. A learning simulation engine
is a hybrid system that combines machine learning and simulation in an opti-
mal way. Such an engine can automatically decide when and where to apply
learned surrogate models or high-fidelity simulations. Surrogate models are effi-
ciently organized and re-used through the use of transfer learning. Parameter and
design optimization is an integral component of the learning simulation engine
and active learning methods allow the efficient re-use of costly high-fidelity com-
putations.

Of course, the vision of a learning simulation engine raises numerous research
questions. We describe some of them in view of Fig. 1. First of all, the question
is how learning and simulation can be technically combined to such an advanced
hybrid approach, especially, if they can only be integrated into each other by
using the final simulation results and the final hypothesis (as shown in Figs. 4
and 5), or if they can also be combined at an earlier sub-phase. Moreover, the
counterparts of the learning’s model generation phase and the simulation’s model
application phase (see Figs. 2 and 3) should be investigated further in order
to better understand the similarities and differences to the simulation’s model
generation phase and a learning’s model application phase.

6 Conclusion

In this paper, we described the combination of machine learning and simulation
motivated by fostering intelligent analysis of applications that can benefit from
a combination of data- and knowledge-based solution approaches.

We categorized the overlap between the two fields into three sub-fields,
namely, simulation-assisted machine learning, machine-learning assisted simu-
lation, and a hybrid approach with a strong and mutual interplay. We presented
a conceptual framework for the two separate approaches, in order to make them
and their components transparent for the development of a potential combined
approach. In summary, it describes machine learning as a bottom-up approach
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that generates an inductive, data-based model and simulation as a top-down
approach that applies a deductive, knowledge-based model. Using this concep-
tual framework as an orientation aid for their integration into each other, we
gave a structured overview about the combination of machine learning and sim-
ulation. We showed the versatility of the approaches through exemplary methods
and use cases, ranging from simulation-based data augmentation and scientific
consistency checking of machine learning models, to surrogate modelling and
pattern detection in simulations for scientific discovery. Finally, we described
the scenario of an advanced pairing of machine learning and simulation in the
context of Industry 4.0 where we see particular further potential for hybrid
systems.
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26. Noé, F., Tkatchenko, A., Müller, K.R., Clementi, C.: Machine learning for molec-
ular simulation (2019). arXiv:1911.02792

27. Pfrommer, J., Zimmerling, C., Liu, J., Kärger, L., Henning, F., Beyerer, J.: Opti-
misation of manufacturing process parameters using deep neural networks as sur-
rogate models. Proc. CIRP 72(1), 426–431 (2018)

28. Raissi, M., Perdikaris, P., Karniadakis, G.E.: Physics informed deep learning
(part i): Data-driven solutions of nonlinear partial differential equations (2017).
arXiv:1711.10561

29. Reich, S., Cotter, C.: Probabilistic Forecasting and Bayesian Data Assimilation.
Cambridge University Press, Cambridge (2015)

30. Reichstein, M., Camps-Valls, G., Stevens, B., Jung, M., Denzler, J., Carvalhais,
N., et al.: Deep learning and process understanding for data-driven earth system
science. Nature 566(7743), 195–204 (2019)

31. Ren, H., Stewart, R., Song, J., Kuleshov, V., Ermon, S.: Adversarial constraint
learning for structured prediction. In: IJCAI (2018)

32. Roscher, R., Bohn, B., Duarte, M.F., Garcke, J.: Explainable machine learning for
scientific insights and discoveries (2020). IEEE Access

33. Rudy, S.H., Brunton, S.L., Proctor, J.L., Kutz, J.N.: Data-driven discovery of
partial differential equations. Sci. Adv. 3(4), e1602614 (2017)

34. von Rueden, L., Mayer, S., Beckh, K., Georgiev, B., Giesselbach, S., Heese, R.,
Kirsch, B., Pfrommer, J., Pick, A., Ramamurthy, R., Walczak, M., Garcke, J.,
Bauckhage, C., Schuecker, J.: Informed machine learning - a taxonomy and survey
of integrating knowledge into learning systems (2020). arXiv:1903.12394v2

35. Shaw, C.T.: Using Computational Fluid Dynamics (1992)
36. Strang, G.: Computational Science and Engineering, vol. 791 (2007)



560 L. von Rueden et al.

37. Swischuk, R., Mainini, L., Peherstorfer, B., Willcox, K.: Projection-based model
reduction: formulations for physics-based machine learning. Comput. Fluids 179,
704–717 (2019)

38. Tompson, J., Schlachter, K., Sprechmann, P., Perlin, K.: Accelerating Eulerian
fluid simulation with convolutional networks. In: ICML (2017)

39. Tsymbalov, E., Makarychev, S., Shapeev, A., Panov, M.: Deeper connections
between neural networks and gaussian processes speed-up active learning (2019).
arXiv:1902.10350

40. Tuncali, C.E., Fainekos, G., Ito, H., Kapinski, J.: Simulation-based adversarial test
generation for autonomous vehicles with machine learning components. In: IEEE
Intelligent Vehicles Symposium (2018)

41. Witman, M., Gidon, D., Graves, D.B., Smit, B., Mesbah, A.: Sim-to-real transfer
reinforcement learning for control of thermal effects of an atmospheric pressure
plasma jet plasma sources. Sci. Technol. 28(9), 095019 (2019)

Open Access This chapter is licensed under the terms of the Creative Commons
Attribution 4.0 International License (http://creativecommons.org/licenses/by/4.0/),
which permits use, sharing, adaptation, distribution and reproduction in any medium
or format, as long as you give appropriate credit to the original author(s) and the
source, provide a link to the Creative Commons license and indicate if changes were
made.

The images or other third party material in this chapter are included in the
chapter’s Creative Commons license, unless indicated otherwise in a credit line to the
material. If material is not included in the chapter’s Creative Commons license and
your intended use is not permitted by statutory regulation or exceeds the permitted
use, you will need to obtain permission directly from the copyright holder.



APPENDIX C

Paper P3) Informed Pre-Training of Neural
Networks Using Prototypes from Prior
Knowledge

85



Informed Pre-Training of Neural Networks
Using Prototypes from Prior Knowledge

Laura von Rueden1,2, Sebastian Houben2, Kostadin Cvejoski2, Jochen Garcke1,3, Christian Bauckhage1,2, Nico Piatkowski2
1University of Bonn, 2Fraunhofer IAIS, 3Fraunhofer SCAI, Sankt Augustin, Germany

Abstract—We present a novel approach for hybrid AI and pro-
pose informed pre-training on prototypes from prior knowledge.

Generally, when training data is scarce, the incorporation of
additional knowledge can assist the learning process of neural
networks. An approach that recently gained a lot of interest
is informed machine learning, which integrates prior knowledge
that is explicitly given by formal representations, such as graphs
or equations. However, the integration often is application-specific
and can be time-consuming. Another more straightforward
approach is pre-training on other large data sets, which allows
to reuse knowledge that is implicitly stored in trained models.
This raises the question, if it is also possible to pre-train a neural
network on a small set of knowledge representations.

In this paper, we investigate this idea and propose informed
pre-training on knowledge prototypes. Such prototypes are often
available and represent characteristic semantics of the domain.
We show that it (i) improves generalization capabilities, (ii)
increases out-of-distribution robustness, and (iii) speeds up learn-
ing. Moreover, we analyze which parts of a neural network
model are affected most by our informed pre-training approach.
We discover that (iv) improvements come from deeper layers
that typically represent high-level features, which confirms the
transfer of semantic knowledge. This is a before unobserved effect
and shows that informed transfer learning has additional and
complementary strengths to existing approaches.

Index Terms—Hybrid AI, Informed Machine Learning, Pre-
Training, Transfer Learning, Prototypes, Prior Knowledge

I. INTRODUCTION

Combining neural and symbolic reasoning capabilities to-
wards a hybrid modelling approach is a longstanding goal in
the area of artificial intelligence [1]–[3]. Over the last decade,
deep learning with neural networks has led to impressive
performance and became the predominant paradigm in AI
[4]. However, their massive data requirements have raised
important questions about how to learn from small data, how
to generalize to unseen domains, and how to ensure model
robustness [5]–[7].

One approach to alleviate problems due to insufficient
training data for a specific learning task is to build upon
models that have been pre-trained on other large datasets.
However, this relies on reusing the implicit information from
large datasets, which is not necessarily controllable. Thus
relevant task-specific concepts still need to be learned. More-
over, appropriate large datasets or pre-trained models are not
always available. Another promising approach is to inject
additional prior knowledge via informed machine learning
methods, as proposed by [8]. While this ensures an alignment
with semantic concepts, the integration of formally represented

Fig. 1: Data distributions often follow domain invariant relationships
that are given by prototypes from prior knowledge. The figure
shows examples for knowledge prototypes (top) and corresponding
natural data items (bottom) for three datasets: GTSRB (left), MNIST
(middle), CO2 (right). Our paper shows that informed pre-training
on such prior knowledge is possible and significantly improves
generalization and robustness.

knowledge into learning algorithms or model architectures
can be application-specific and time-consuming, which in turn
raises the need for an improved method.

We propose to merge pre-training and knowledge-informed
learning. Our idea is inspired by human learning: When
students learn to read digits, teachers show them a prototypical
image for each category (see Figure 1). This lets students
initially focus on the relevant information and avoids distrac-
tion by any semantically unimportant feature. After having
internalized the main concept, the learner can simply refine it
based on new observations. We transfer this idea to machine
learning and answer the following research questions:

How can we transfer prior knowledge into a neural net-
work? Can we pre-train a neural network on a few knowledge
representations?

In this paper, we propose the novel approach of informed
pre-training on prototypes from prior knowledge. Given prior
knowledge is often represented by image templates, graph
structures or physical equations. We utilize the fact that these
representations can also be given in data or image space, we
call them ”knowledge prototypes”. These prototypes already
reflect major concepts of a target domain, which suggests that
pre-training on them can lead to significant improvements.

We investigate our approach on three different image clas-
sification datasets, namely GTSRB [9], MNIST [10] and
USPS [11]. Our approach is highly relevant for computer
vision tasks, but can also be applied to versatile other AI
tasks. For example, additional experiments with the NOAA
CO2 dataset [12] also show the applicability to regression
problems.

Our study led to several new and remarkable findings. The
main contributions can be summarized as follows:



(a) Training Loss

0 1 2 3 4 5 6 7 8 9 10
Training Epochs

0

20

40

60

80

100

Va
lid

at
io

n 
Ac

cu
ra

cy
 [%

]

(Data Set: GTSRB, Size = 37890)

pre-trained: know. proto. (aug.)
pre-trained: know. prototypes
pre-trained: mean proto.
pre-trained: data samples
default initialization

(b) Validation Accuracy

0 50 100 150 200 250 300 350 400 450 500 550 600
Training Epochs

0

20

40

60

80

100

Va
lid

at
io

n 
Ac

cu
ra

cy
 [%

]

(Data Set: GTSRB, Size = 592)

pre-trained: know. proto. (aug.)
pre-trained: know. prototypes
pre-trained: mean proto.
pre-trained: data samples
default initialization

(c) Val. Accuracy (Small Data)

Fig. 2: Informed pre-training on knowledge prototypes leads to a learning speed-up and improves generalization, especially for small training
data. This figure shows the learning curves for our method (pre-trained: know. prototypes / know. proto. (aug.)) in comparison to default
initialization and other pre-training methods. As shown in (a), the training loss after pre-training on knowledge prototypes does not encounter
local minima or saddle points but instead shows a continuous descent. This suggests that informed pre-training can initialize the learning
algorithm in favourable regions of the loss landscape. Moreover, for small training data the accuracy converges to a higher and better value
(c). This effect can be further intensified when augmenting the knowledge prototypes.

1) We present the novel approach of informed pre-training
using prototypes from prior knowledge. In contrast to
existing pre-training methods, our method utilizes concise
and controllable prior knowledge that is given by a small
set of semantic prototypes. In contrast to existing in-
formed learning methods, our method can be universally
applied. To the best of our knowledge our approach has
not been considered or studied before and constitutes a
novel avenue for both pre-training and informed machine
learning.

2) Our results show an improvement in test accuracy for
small training data by up to 11%. Furthermore, we obtain
an increase of 15% on out-of-distribution robustness. Our
approach also leads to faster training convergence. We
compare our approach to several baselines and find that
our approach yields the best results.

3) To provide an in-depth analysis we investigate the transfer
learning contribution of individual model layers. For
traditional data-based pre-training, benefits arise from
transferring early layers. In contrast, for our informed
knowledge-based pre-training, improvements stem from
deeper layers which tend to represent semantic concepts.
This is a before unobserved effect, which shows that pre-
training on semantic features is viable and significantly
different to existing approaches. We refer to this effect as
“informed transfer learning”.

4) We compare our approach to ImageNet pre-training and
find that the latter can be further improved by a sub-
sequent informed pre-training on knowledge prototypes.
We find an additional increase of 13% in test accuracy.
This further confirms the complementary advantages of
data-based and knowledge-based pre-training.

5) Finally, we compare our method to other informed learn-
ing approaches, which shows that a concurrent train-
ing on data and prototypes is beneficial, too. However,
pre-training still prevails as it initializes parameters of
learning algorithms in a favourable region of the loss

landscape while still providing the flexibility of fine-
tuning to natural data features afterwards.

Please note, that one advantage of our method is that it can be
applied to various knowledge formalization types and domains.
It is neither restricted to the types that we use in this paper (i.e.
image templates, graph structures, and scientific equations),
nor domain specific. Instead informed pre-training can be used
for any kind of prior knowledge that can be represented in a
data space, e.g., by rendering or simulation. This makes our
approach especially beneficial for all domains where real data
acquisition is hard.

II. RELATED WORK

Our paper is located at the intersection of informed machine
learning, pre-training and transfer learning, and also relates to
the use of prototypes in artificial intelligence.

a) Informed Machine Learning: Informed learning be-
longs to the field of hybrid AI and describes the idea to
improve data-based learning systems through the integration
of additional prior knowledge [8]. The utilization of prior in-
formation for regularization has already been discussed many
years ago in the context of statistical learning theory [13], [14].
Recently, knowledge injection into neural networks became a
popular approach to alleviate the problem of small training
data or to ensure knowledge conformity. Given knowledge
representations can be integrated into the machine learning
pipeline using different approaches [8]. For example, logic
rules about object properties or physical equations describing
object dynamics can be integrated into the loss function as
constraints [15], [16], or they can be incorporated into the
model architecture as inductive biases [17]–[19]. Informed
machine learning is also closely related to causally-aware
machine learning [20], [21], as well as to neuro-symbolic
AI [22].

b) Pre-Training and Transfer Learning: The aim of
transfer learning is to improve a target task by reusing knowl-
edge from another source domain or task [23]. The weights of
a neural network are usually initialized randomly [24], [25] but



(a) Data Samples (Random Subset).

(b) Knowledge Prototypes.

Fig. 3: GTSRB data and prototypes from prior knowledge. A subset
of 10 from the total 43 classes are shown.

can also be initialized by reusing the parameters from a pre-
trained model. It can then be fine-tuned on given training data
for the target task. In the last years, supervised pre-training on
the ImageNet dataset [26] became a common transfer learning
approach, especially for computer vision tasks [27]–[29]. [30]
put the advantages of pre-training with ImageNet into question
and claimed that it does not necessarily result in better test
performance but only in a speed-up of the learning process.
Nevertheless, [31] showed that pre-training can improve ro-
bustness. Several works also studied layer transferability [27],
[29], [32] and found that the largest benefits in performance
stem from pre-training the early layers. These often represent
general features and low-level statistics of the data.

c) Prototypes in AI: In the context of machine learning
prototypes are representatives of a data distribution. Such
prototypes can be available from prior knowledge. This is
natural in computer vision, where prototypical images or
structural prototypes are traditionally used as templates for
object classification. For example, [33] used deformable pro-
totypes for handwritten digit recognition, or [34] used spatial
prototypes for traffic sign recognition. Prototypical images are
also used for creating synthetic training data [35], or can be
employed with autoencoders for one-shot learning [36]. When
prototypes are not yet available, they can be learned from the
dataset [37]–[39]. It is also possible to identify such prototypes
in the latent space and use them implicitly within so called
prototypical networks [40]. Moreover, there are also parallels
between our work and curriculum or continual learning [41],
[42]. The main difference is that curriculum learning usually
uses a subset of training examples, not knowledge prototypes.

III. APPROACH

We present the novel approach of informed pre-training of
neural networks using prototypes stemming from prior knowl-
edge. We first give a brief formalization that motivates the
approach. We then describe the utilized knowledge prototypes
and the practical approach.

A. Formalization

We consider a supervised learning scenario. Here, we espe-
cially regard the task of image classification. Let a data sample

D = {(xi, yi)}i=1...n, with images x ∈ X and labels y ∈ Y ,
be given. The learning task is to find a model f : X → Y
with f ∈ F .

We assume that additional prior knowledge is given in the
form of prototypes xp ∈ XP that represent the underlying
concepts of the actual data. In short we call these ”knowledge
prototypes”. Each of the prototypes is assigned to one class
so that we have a sample P = {(xp,j , yj)}j=1...m.

Intuitively, each data element x is constructed from a
prototype xp via

x = t(xp)

with some, possibly non-linear, transformation t : Xp → X
for t ∈ T .

Using this, it is straightforward to show that a model that
is pre-trained on knowledge prototypes is a good initialization
for the main learning task. In particular, the framework of
minimizing the empirical risk R(f) with a given loss function
l can be used to formulate the pre-training on the knowledge
prototypes P as follows:

f∗ := argmin
f∈F

RP(f), RP(f) =
1

|P|
∑

(x,y)∈P
l(f(x), y)

The main learning task on the real data D is:

f̂ := argmin
f∈F

RD(f), RD(f) =
1

|D|
∑

(x,y)∈D
l(f(x), y)

Clearly, |E [RD(f)−RP(f)] | should be as small as possible.
To show this, we have derived a prototype initialization bound.
Intuitively, it says that any model that is pre-trained on
the prototypes will be a good initialization, whenever the
prototypes are likely to be generated by the data distribution.
The result can also be refined to address the distance between
prototypes and data points. However, the final insight is the
same: prototypes shall represent concepts which appear in the
actual data.

B. Knowledge Prototypes
The knowledge prototypes are semantic representatives for

the structure of the underlying distribution of the data. Such
prototypes are available for a wide range of applications.
They can be based on different types of formal knowledge
representations, e.g., on image templates, but also on more
sophisticated forms such as structural graphs, or physical
equations.

In this paper, we consider the traffic sign recognition with
the GTSRB dataset, where templates of traffic sign symbols
are publicly available as the knowledge prototypes. In fact, we
simply recycled the image templates from the official GTSRB
result analysis application [9]. A subset of the knowledge
prototypes are shown in 3b. Moreover, we consider hand-
written digit recognition with MNIST and USPS, where we
employ the deformable graph prototypes from [33]. For this,
we simply made a screenshot and increased the line width
so that edges and nodes are smooth and transform them
into images. An excerpt of resulting knowledge prototypes is
shown in Figure 1.



Fig. 4: Approach overview. We propose informed pre-training on prototypes from prior knowledge in order to improve neural network
training, especially when real data is scarce. Prior knowledge is often given by formal representations, e.g. by graph structures, image
templates, or scientific equations. They can also be represented in data space - we then call them ”knowledge prototypes”. This allows for
informed pre-training, i.e. to train a model on prior knowledge. Afterwards, the pre-trained model is fine-tuned on real training data. The
informed pre-training leads to significantly increased generalization capabilities and improved robustness.

C. Informed Pre-Training on Knowledge Prototypes

From a practical point of view our approach consists of the
following two main phases, as illustrated in Figure 4:

1) Informed pre-training
a) Initialization of neural network model
b) Training on knowledge prototypes P

2) Model fine-tuning
a) Informed initialization with pre-trained model
b) Training on real data D

In the first phase, the model is trained only on the knowledge
prototypes. Taking into account that the number of model
parameters is much bigger then the number of prototype
samples, we consciously let the model memorize the proto-
types and run the learning algorithm until the training loss
approaches zero. In this situation this is favourable because
the prototypes contain no noise and we want to fully exploit
the prior knowledge. We further support this design choice
with the recent findings about the double-descent risk curve,
which describes the effect that in an over-parameterized regime
a decreasing test error can be observed [43], [44].

In the second phase, the model is initialized with the pre-
trained model and then fine-tuned to the real training data. For
both phases, we use the same model architecture and the same
hyperparameters.

a) Augmentation of Knowledge Prototypes: We found
that geometric augmentation of knowledge prototypes can
improve the benefits from informed pre-training. This can be
seen as a variation of the method. The first variation is pre-
training on only 1 prototype per class, the second variation is
pre-training on more than 1 prototype per class. In particular,
we experimented with up until 100 prototypes per class.
For this, GTSRB prototypes were augmented with plausible
random affine transformations: Rescaling, small translations,
rotation up to 5 degree. A random subset of 10 out of the
maximum 100 augmented knowledge prototypes are shown
in Figure 5. MNIST prototypes were potentially augmented
with random 2D perspective transformations (e.g. rescaling,

Fig. 5: Augmentation Examples of Knowledge Prototypes (GTSRB).

rotation, shearing).

IV. EXPERIMENTAL SETUP

We demonstrate our approach with experiments on the
task of image classification. Here, we shortly report the most
important information on the experimental setup.

a) Datasets: We employ three different image datasets,
which are the German Traffic Sign Recognition Benchmark
(GTSRB) [9], the widespread handwritten digit database from
MNIST [10], and the related but different dataset USPS [11].
We employ the usual splits into train / val / test subsets. For
GTSRB these amount to 37,890 / 1,290 / 12,630 and for
MNIST to 50,000 / 10,000 / 10,000 images. The USPS dataset
is used for testing for out-of-distribution robustness. It consists
of handwritten digit images as well, but they stem from a
different underlying data distribution then MNIST. Potential
domain shifts between training and target data are a challenge
in machine learning and it is desirable that a trained model is
robust to out-of-distribution data. The test set contains 2,007
images.

We investigate learning with small training data sets. There-
fore, we run our experiments for four different training subsets:
100%, 10%, 1%, and 0.1%. For MNIST this means: 50,000
/ 5,000 / 500 / 50 images. For GTSRB we create the subsets
through dividing by 8: 37,890 / 4710 / 592 / 74 images. The
exact numbers result from maintaining the organization into
image tracks (30 images each) for the larger two subsets, and
permitting the use of individual images for the smaller two
data subsets.
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(a) GTSRB (In-Distribution Generalization)
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Fig. 6: Test accuracies for different training data sizes (0.1%, 1%, 10%, and 100%) for informed pre-training on knowledge prototypes
(our approach), pre-training on data samples, and default initialization. a) In-distribution generalization is improved by informed pre-
training especially for smaller training data (≤ 10%). The zick-zack is due to the data set organization in image tracks. b) Out-of-distribution
robustness is improved by informed pre-training for all sizes.

b) Models: We show the benefits of our method on
three benchmark datasets using well-established standard ar-
chitectures and hyperparameters. For GTSRB, we used the
AlexNet [45] and for MNIST the LeNet-5 convolutional neural
network architecture [46]. We have also tested our method on
several additional architectures to confirm that the observed
effects generalize to other setups.

c) Training Parameters: We repeat every experiment run
10 times, and for every run we redo both the pre-training
and the fine-tuning. The repetitions differ in the random
initialization of the pre-training phase. We further shuffle the
split into train and val subset for the fine-tuning phase. We
run the fine-tuning for a fixed budget of 10 training epochs.
The 10 epochs are enough to reach a sufficient convergence,
but we have also run extended experiments for 100 epochs,
which show that the improvements from informed pre-training
persist.

d) Baselines: We compare our method of informed pre-
training on knowledge prototypes to several baselines: 1) de-
fault initialization, 2) pre-training on data samples, 3) pre-
training on mean prototypes. Finally, for GTSRB we also
compare our method to another baseline 4) pre-training on
ImageNet. For baseline 2, the same amount of data samples
and training iterations as for our method is used. It shows
that the benefits of informed pre-training are not due to the
advances from the learning algorithm, but really come from
the knowledge prototypes themselves. Baseline 3 provides a
comparison to pre-training on alternative prototypes, which
we compute as the class-wise mean in pixel space. Baseline
4 show interesting differences between our knowledge-based,
informed pre-training and the conventional, data-based pre-
training. For our method and all baselines the same number
of epochs and other hyperparameters are used.

V. RESULTS

With our experiments we now show that informed pre-
training on knowledge prototypes leads to improved gener-
alization for small training data, improved model robustness
with respect to out-of-distribution data, and also to a learning
speed-up. Moreover, we observe that these benefits result from
transfer learning of late layers. Finally, we compare informed
pre-training to other informed learning strategies. We present
the results on each of these findings.

A. Improved Generalization and Robustness

One motivation for the integration of prior knowledge into
machine learning approaches is to alleviate the problem of
little training data. In fact, our experimental results show that
informed pre-training improves in-distribution generalization
for small training data, as well as out-of-distribution robustness
for all data set sizes (See Figure 6 and Table I). In particular,
for GTSRB and small training data the improvement in
test accuracy with our approach (pre-trained: know. proto.
(aug.)) is 8-11% compared to default initialization (Figure 6a).
However, for applications out-of-distribution robustness is
also very important. To investigate this, we have trained a
model on MNIST and tested on USPS. Here, we observe a
significant improvement by nearly 15% for small data, and
even a remarkable improvement by about 5% for large training
data (Figure 6b). This shows that our proposed approach can
substantially improve out-of-distribution generalization.

We have also investigated augmentation of knowledge pro-
totypes. Pre-training on only one prototype per class (know.
prototypes) already leads to improvements, but these can still
be significantly increased through geometric augmentations
(know. proto. (aug.)). Whereas in the baseline augmentation of
data samples can even lead to deterioration, the augmentation
of our knowledge prototypes leads to improvements. Results
are shown in Figure 7. .



Test Accuracies [%], for different Train Data Sizes
Train Data Test Data Pre-Training ≈ 0.1% ≈ 1% ≈ 10% 100%

GTSRB GTSRB (default init.) 16.61± 1.74 65.01± 2.46 58.97± 4.79 94.82± 0.48
data samples 18.18± 2.96 65.38± 2.89 61.60± 3.13 94.89± 0.57
data samples (aug.) 17.69± 4.15 64.16± 3.01 55.39± 3.07 95.07± 0.72
mean prototypes 17.45± 3.62 65.69± 4.57 58.47± 6.54 94.82± 0.79
know. prototypes - (ours) 19.87 ± 3.21 69.81 ± 3.89 62.20 ± 5.07 95.07 ± 0.73
know. proto. (aug.) - (ours) 24.50 ± 6.61 75.96 ± 3.69 67.89 ± 5.91 95.53 ± 0.62

MNIST MNIST (default init.) 73.00± 3.04 89.55± 1.12 97.25± 0.16 98.53± 0.11
data samples 73.38± 3.11 89.93± 0.62 97.16± 0.15 98.46± 0.18
data samples (aug.) 75.43± 4.09 90.96± 0.77 97.08± 0.26 98.54± 0.14
mean prototypes 69.81± 3.47 89.53± 1.19 97.08± 0.26 98.42± 0.22
know. prototypes - (ours) 72.51 ± 2.70 89.90 ± 1.12 97.26 ± 0.15 98.46 ± 0.18
know. proto. (aug.) - (ours) 77.57 ± 4.26 91.77 ± 0.81 97.16 ± 0.23 98.69 ± 0.13

MNIST USPS (default init.) 41.73± 2.73 53.01± 1.83 66.03± 1.99 71.85± 1.38
data samples 41.75± 3.50 52.45± 2.83 64.98± 1.58 72.54± 1.83
data samples (aug.) 47.71± 3.09 58.56± 3.40 67.04± 2.99 73.61± 1.56
mean prototypes 39.70± 3.24 52.10± 2.54 64.76± 2.66 71.78± 1.55
know. prototypes - (ours) 42.11 ± 4.82 55.06 ± 2.31 66.93 ± 1.81 72.68 ± 1.33
know. proto. (aug.) - (ours) 56.00 ± 2.05 65.56 ± 2.58 71.06 ± 2.27 76.39 ± 1.18

TABLE I: Test accuracies in % (higher is better) for different data sets and training data sizes. We report mean values and standard deviations
from 10 repetitions. The bold rows highlight the results based on informed pre-training on knowledge prototypes (our approach).
Underlined results highlight the best results for each test case and training data size. We report results for pre-training on only 1 prototype
per class (know. prototypes), as well as for augmentation with 100 prototypes per class (know. proto. (aug.)).
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Fig. 7: Test accuracy after pre-training with respect to augmentation
strength, i.e., number of prototypes (From 1 to 100 per class).

B. Informed Transfer Learning of Semantic Layers

The goal of this experiment is to better understand where the
improvements of informed pre-training are coming from. For
conventional, data-based pre-training, e.g., on ImageNet, the
improvement results from the transfer of early neural network
layers, representing low-level, statistical features [27]. This
raises the question, which network layers are responsible for
performance gains after pre-training on knowledge prototypes.

We therefore designed an experiment to analyze the impor-
tance of individual network layers for transferring learning
performance. As before, we pre-train a neural network on
knowledge prototypes, but now we reuse only the first k
layers of the pre-trained model, i.e., the pre-trained model is
truncated after layer k. The remaining layers are re-initialized
with the default random procedure. We use the AlexNet
architecture, which has a total of eight layers resulting in
nine partitioning cases (k = 0 corresponds to a random
initialization of all layers and k = 8 to deploying the full
pre-trained model). For each k, we perform a separate fine-

tuning and then evaluate the test accuracy. Figure 8 shows the
results for the small GTSRB data subset (1%) and training
the AlexNet architecture, which has 8 layers. As the effect of
pre-training is especially apparent in the early training phase,
we deliberately evaluate the test accuracy after the first epoch
for the full training set, which correspond to 64 Epochs for
the small data set.

Figure 8a shows that for pre-training on ImageNet the
performance gain results, as expected, from transferring of the
early network layers. These account for general low-level im-
age features. In contrast, Figure 8b shows that for pre-training
on knowledge prototypes the performance gain results from
transferring the deep layers. These typically represent high-
level semantic features. This is a remarkable and before unseen
effect (we call this ”informed transfer learning”). Our results
suggest that the two pre-training types have complementary
strengths.

We furthermore investigate a third pre-training method that
consists of two pre-training phases: initializing the first five
layers with a regular ImageNet-pretraining and subsequently
pre-training on knowledge prototypes (see Figure 8c.) As it
depicts the contribution of the layers from knowledge-based
pre-training, we again measure the largest gains truncating the
late layers, albeit with a slight shift to the middle. Even more
remarkable, such a subsequent knowledge-based pre-training
can further improve pre-training on ImageNet as reported in
Table II.

C. Learning Speed-Up

Figure 2 depicts the learning curves for our experiments on
the GTSRB dataset. They show that pre-training on knowledge
prototypes leads to a learning speed-up, which indicates that
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(c) Pre-Training: ImageNet + Know. Proto.
(Convent. + Informed Transfer Learning)

Fig. 8: Importance of individual network layers for different pre-training types. (a) Pre-Training on the ImageNet dataset. Improvements
come from early layers, which typically represent low-level features. (b) Pre-Training on knowledge prototypes (augmented). Improvements
come from late layers, which typically represent high-level, semantic concepts. (c) Combining both types by using a model pre-trained on
ImageNet for the initialization of a subsequent pre-training on knowledge prototypes. After the respective pre-training schemes only the first
k layers are transferred. The bar charts highlight the performance gain after fine-tuning due to the transfer of the layers preceding layer
k. The experiment shows that knowledge-based, informed transfer learning has an additional and complementary effect to conventional,
data-based transfer learning.

Test Accuracies [%], for different Train Data Sizes
Test Data Pre-Training ≈ 0.1% ≈ 1% ≈ 10% 100%

GTSRB (default init.) 16.61± 1.74 65.01± 2.46 58.97± 4.79 94.82± 0.48
know. proto. (aug.) - (ours) 24.50 ± 6.61 75.96 ± 3.69 67.89 ± 5.91 95.53 ± 0.62
ImageNet 28.50± 1.12 76.31± 1.71 62.25± 3.75 96.92± 0.34
ImageNet + know. proto. (aug.) - (ours) 41.72 ± 2.72 85.48 ± 1.85 74.37 ± 3.44 97.27 ± 0.21

TABLE II: Test accuracies for 1) informed transfer learning (pre-training: know. proto. (aug.)), 2) conventional transfer learning (pre-training:
ImageNet), and 3) conventional + informed transfer learning (pre-training: first ImageNet, then know. proto. (aug.)). The bold rows highlight
results based on informed pre-training (our approach). Underlined results highlight the best results.

the model is initialized in a more favourable region of the loss
landscape. We conjecture that pre-training on knowledge pro-
totypes reflects the overall structure of the main learning task.
This interpretation can be likened to continuation methods,
where a non-convex optimization problem is transformed into
a convex optimization problem and then gradually converted
back while following the path of the minimizer [41], [42].

D. Concurrent Informed Learning

Finally, we have also tested other forms of informed learn-
ing. We injected the knowledge prototypes in the training data
itself and trained models concurrently on both. We also com-
bined informed pre-training and that concurrent learning. The
results show that informed transfer learning is not only possi-
ble via pre-training, but also via concurrent learning. However,
for small training data and especially the in-distribution case
the pure pre-training on knowledge prototypes leads to the
better results. An advantage of pre-training is the following:
Knowledge can also change over time. If we first pre-train
on knowledge and then refine to real data observations, the
inductive bias is less strong and still allows the flexibility to
adapt. This again makes our proposed method more robust.

VI. CONCLUSION

We proposed informed pre-training on knowledge proto-
types and found that it (i) improves generalization capabilities
(especially for small data), (ii) increases out-of-distribution
robustness, and (iii) speeds up the learning process. Moreover,
we showed that (iv) the improvements come from transferring
the deeper network layers that typically represent high-level,
semantic features (”informed transfer learning”). This is in
contrast to traditional data-based pre-training and shows that
both have complementary strengths. This is an interesting
insight, which also seems to agree with cognitive sciences [2],
[47]. A huge advantage of our method is that it is domain ag-
nostic and can be applied to various knowledge representations
types and domains. However, a potential challenge is the trans-
formation of formal knowledge into prototypes. Therefore, as
future research we see the application to more sophisticated
knowledge types. For scientific and visual domains technique
like rendering and simulation offer a helpful resource. For
example, one could use graph structures or high-dimensional
geometrical models that are used for synthetic data generation
(such as by [48]) and employ them as knowledge prototypes
for informed pre-training.
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Abstract—Artificial intelligence for autonomous driving must
meet strict requirements on safety and robustness, which moti-
vates the thorough validation of learned models. However, current
validation approaches mostly require ground truth data and
are thus both cost-intensive and limited in their applicability.
We propose to overcome these limitations by a model agnostic
validation using a-priori knowledge from street maps. In partic-
ular, we show how to validate semantic segmentation masks and
demonstrate the potential of our approach using OpenStreetMap.
We introduce validation metrics that indicate false positive or
negative road segments. Besides the validation approach, we
present a method to correct the vehicle’s GPS position so that
a more accurate localization can be used for the street-map
based validation. Lastly, we present quantitative results on the
Cityscapes dataset indicating that our validation approach can
indeed uncover errors in semantic segmentation masks.

I. INTRODUCTION

Environmental perception is important for autonomous ve-
hicles in order to assess the surrounding traffic scene and
understand its context [1], [2]. A key component is seman-
tic segmentation, which assigns pixel-wise pre-defined class
labels to the input images from vehicle’s cameras. Current
algorithms use machine and deep learning techniques to build
models that predict semantic segments and surpass classic
computer vision techniques in terms of performance [3], [4].

The development of artificial intelligence systems brings
certain challenges, especially when they are applied in safety-
critical areas. Building deep neural networks that generalize
well and are robust often comes with the need for large
amounts of ground truth data, which is typically acquired in
expensive manual labelling processes. To ensure the safety
of AI-based systems, mechanisms that support a trustworthy
development like interpretability, auditing and risk assessment
are discussed with growing interest [5].

The validation of machine learning models is particularly
important in the area of highly automated driving, for example
the identification and mitigation of risks of potential functional
insufficiencies in neural networks used for perception [6].
Since the perception component is responsible for the first
assessment of the vehicle’s surroundings, the detection and re-
duction of errors in this component can increase the reliability
of the resulting environment model. Proposed approaches for
mitigation are the detection of prediction uncertainties [7] and
the estimation of an according error propagation [8].

Fig. 1: Research question. Can predicted semantic segmen-
tation masks be validated with a-priori knowledge from street
maps? The left image shows a segmentation of a traffic scene
in the Cityscapes dataset [9] and the right image shows the
corresponding map [10]. Here, an intersection to the right,
which is shown in the map, is not reflected in the segmentation.

Although state-of-the-art neural networks for semantic seg-
mentation achieve promising results, it can still be observed
that certain objects of the drivable area are not detected
correctly. Moreover, smaller networks being used for em-
bedded purposes are often comparatively less accurate than
state-of-the-art networks with arbitrary size. As an example,
roads and pedestrian walks could be mixed up in difficult
lighting conditions or unusual terrain like in the segmentation
in Figure 1.

We propose to support the goal of safe artificial intelligence
in autonomous driving by applying the idea of informed ma-
chine learning [11] and validate learned models with a-priori
knowledge. In this paper, we suggest to compare semantic
segmentation masks to the structured semantic information in
street maps, as illustrated in Figure 1, and present a novel
method that computes the overlap of drivable area between the
segmentation output and the map. Our approach is inspired
by how human drivers would perceive environments: When
they find themselves in a new environment, they often consult
external knowledge sources such as street maps and compare
what they see in their vicinity to what they see on the map.

Related work comprises approaches for multi-modal per-
ception for autonomous driving, combining the inputs from
various driving data [4]. The combination of camera inputs and
street maps for semantic segmentation has already been used
to assign geographical addresses to detect buildings [12], or to
build conditional random fields for scene understanding [13],
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Fig. 2: Approach overview: We validate the drivable area in semantic segmentation masks with a-priori knowledge from street
maps. For this, we combine the segmentation mask of a given camera view with the street map that corresponds the given
vehicle position. We compute an overlay of the segmentation in bird’s-eye view and the street map’s field of view, omitting
occluding, dynamic objects such as other vehicles or vegetation. The overlay is used to identify validation error regions,
which we classify into detected false positives (indicated by a low IoS; visualized with orange red pixels) and false negatives
(indicated by a low IoM ; visualized with pink red pixels). The steps with C describe tasks involving a camera view and the
steps with M describe tasks involving a map view.

[14]. The integration of general geographic or geometric a-
priori knowledge in perception tasks has been investigated
in versatile forms, for example as shape priors for object
localization [15], temporal priors for revisited locations [16],
or spatial relation graphs for object detection [17]. However,
to the best of our knowledge, there is not yet an approach that
uses street maps for a validation of semantic segmentation
masks.

An advantage of our proposed method is that it facilitates
a model-agnostic validation of segmentation masks. It can
be applied to predictions from deep learning approaches, but
also to traffic scene segmentations from any other approach
including the ground truth data generation process itself.

Furthermore, our validation method can be applied either
offline in the testing phase of learned models, or even online
to assess potentials errors within the current prediction, since
the approach does not require ground truth to be available.
Another advantage is that it can be used to test models even
in geographical regions that had not been represented in the
training data. This is relevant because the characteristics of
semantic concepts such as roads, cars, or vegetation can be
very diverse across different regions, but training datasets
do not always reflect this domain variety [18], [19]. For
autonomous driving, external data sources such as street maps
thus provide a valuable alternative information source for static
objects present in ground truth data.

Our paper presents four contributions. First, we introduce
the approach to validate the drivable area in semantic segmen-
tation masks using a-priori knowledge obtained from street
maps, which can be used to identify prediction errors. Second,

we define new validation metrics that can be used for com-
paring semantic segmentations of traffic scenes to street maps.
Third, we present an algorithm for localization correction that
can be used to calibrate the street map position according to the
ground truth segmentation. Fourth, we present experimental
results on the Cityscapes dataset, which demonstrate that our
approach can identify similar prediction errors as a validation
by ground truth data. The paper is structured accordingly.

II. APPROACH: SEGMENTATION VALIDATION

Our approach validates the drivable area in a given semantic
segmentation mask using the corresponding geometric struc-
tures in a given street map. In this section we present how we
combine the segmentation and the street map in an overlay. We
define the validation metrics that we use for the identification
of potential validation errors. Finally, we demonstrate our
approach with two examples.

A. Overlay of segmentation and street map

An overview of our approach is illustrated in Figure 2. In the
following we shortly describe each step within the approach.

Step C1) Get camera view: We retrieve an image from
the vehicle’s front view of a traffic scene. Here we use the
Cityscapes [9] dataset.

Step C2) Get semantic segmentation: Using a neural
network, we obtain a segmentation mask that maps each image
pixel to a set of pre-defined class labels. In the example image
in Figure 2, the labels are visualized in a chosen color coding:
road is violet, car is blue, pedestrian walk is pink, etc. Here,



we used a model trained by the ERFNet encoder-decoder
architecture [20] to create the predictions.

Step C3) Transform to bird’s-eye view: To prepare the
validation of the drivable area segments using the street map,
we transform the segmentation image into a bird’s-eye view,
which corresponds to the view space of the street map.

Step M1) Get vehicle position: We get the position by
reading the GPS coordinates of the vehicle and thus retrieve
latitude, longitude and the heading. These values are given
in the Cityscapes dataset for each camera image. Since the
accuracy of the GPS position can be a challenge, we develop
a localization correction algorithm, which is further described
in Section III, and apply it to alleviate inaccuracies in the
position.

Step M2) Query street map graph: For the given latitude
and longitude we get the street map graph for the surrounding
area. For our analysis we use data from OpenStreetMap [10],
because this source offers a freely available option with
sufficient data coverage for an experimental demonstration of
our approach. For future application in production other map
providers that offer more detailed and accurate information,
for example in high-definition maps, might be preferable.

Step M3) Identify field of view: We transform the street
map graph to an image and rotate it in the direction of the
vehicle’s heading, which is obtained from the metadata of
the camera image. We zoom in so that it corresponds to the
potential field of view from the camera mounted on the car.

Step CM1) Compute overlay: We combine the prepared
images in an overlay of the semantic segmentation in bird’s
eye view with the road from the map image. As shown in
Figure 2, the road is illustrated as a transparent black area.
This allows us to recognize the overlap between the predicted
road segments from the semantic segmentation mask and the
street map.

Step CM2) Compute validation error: Finally we com-
pute the regions where the predictions of the trained model
deviate from the a-priori knowledge contained in the map.
Two types of validation errors can be derived: False positive
regions, i.e., where the segmentation shows a road, but the map
does not (here visualized by orange red), and false negative
regions, i.e., where the segmentation does not show a road, but
the map does (visualized by pink red). For computing reliable
error regions, we omit pixels that are assigned to labels that
could be occluding the drivable area like, e.g., vegetation or
cars.

B. Validation metrics

To quantify the overlap of semantic road segments with
the street map, we introduce two new validation metrics
that we call Intersection over Segmentation (IoS) and In-
tersection over Map (IoM ). In semantic segmentation, the
most commonly used evaluation metric for quantifying the
model performance is the Intersection over Union (IoU),
which is defined by the area of overlap between predicted
and ground truth segments divided by the area of union of
both segments. However, in our approach we are especially

(a) Intersection over Segment. (b) Intersection over Map

Fig. 3: Validation metrics. The consistency of the semantic
segmentation with the street map can be quantified by the two
validation metrics that we introduced. a) The Intersection over
Segmentation (IoS) quantifies the overlap of the segmentation
with the map. A low IoS is an indicator for false positive road
segments (see orange red region). b) The Intersection over Map
(IoM ) quantifies, vice versa, the overlap of the map with the
segmentation. A low IoM is an indicator for false negative
road segments (see pink red region).

interested in identifying either false positive or false negative
road prediction errors. Our introduced metrics evaluate these
errors for the road segments, so that they should precisely be
called IoSR and IoMR. For simplicity we omit this subscript
and just call them IoS and IoM in this paper.

The IoS metric quantifies the share of the semantic road
segments that are covered by the roads in the map and thus
helps to identify false positive errors. Here, we define false
positives as semantic road segments, where the street map
does not show a road segment. As illustrated in Figure 3a,
we compute the IoS as the overlap area from the semantic
road segment SR and the road in the map MR, divided by
the area of the semantic road segment SR itself. If the IoS is
high, the segmentation and street map are mostly consistent,
but the lower the IoS, the more false positive (FP ) pixels
are in the segmentation. Thus, the IoS can also be described
as the share of true positive road segments (TP ) of all road
segments:

IoS =
SR ∩MR

SR
=

TP

TP + FP

Vice versa, the IoM metric quantifies the share of the road
segments in the map that are covered by the road segments
in the segments and thus helps to identify false negative
errors. We define false negative errors as road segments that
are not represented in the segmentation although they are
present in the map. For its calculation, any dynamic semantic
segments, such as vehicles or pedestrians, and vegetation that
might occlude the road segment, are omitted. As illustrated
in Figure 3b, we compute the IoM as the intersection of
the semantic road segment SR and the road in the map
MR, divided by the area of the road in the map MR minus
intersections with dynamic semantic segments SD. The lower
the IoM , the more false negative (FN ) pixels are in the
segmentation. The IoM can also be described as the share
of true positive road segments from all road segments in the



Fig. 4: Example for the detection of a false positive road.
The predicted segmentation shows a road straight forward and
below the cars parked at the left side of the street. According
to the ground truth there is a parking space below that
parking cars. Our map-based validation approach identifies
this deviation: The street map suggests a less broad road
than in the prediction, resulting in the detection of a false
positive region (see orange red color at the left side of the
validation error image). For this image the validation metrics
are IoS = 88.03%, and IoM = 97.22%, also reflecting the
false positive road prediction.

map:

IoM =
SR ∩MR

MR − (MR ∩ SD)
=

TP

TP + FN

Another metric that combines the IoS and IoM is the
dice coefficient. It can be used to quantify the general overlap
between the road in the map and in the semantic segmentation.
We use it in our localization correction method, as further
described in Section III, and in our extended experiments as
an initial estimation if a segmentation mask contains potential
errors, as further explained in Section IV.

dice =
2 · (SR ∩MR)

SR +MR − (MR ∩ SD)
=

2 · TP
2 · TP + FP + FN

C. Example results

We demonstrate our approach with examples for two differ-
ent traffic scenes. The first example, given in Figures 4, shows
a traffic scene where the ground truth semantic segmentation
shows a parking space at the left side, but the prediction
shows a road. Our approach identifies this false positive road
segment, also indicated by a lower IoS metric. The second
example, given in Figure 5, shows a scene where the ground
truth semantic segmentation shows a road intersection to
the right, but the prediction does not. Again, our approach
identifies this false negative, also supported by a lower IoM
metric.

Fig. 5: Example for the detection of a false negative road.
The predicted segmentation shows a road running straight
forward, although there is an intersection to the right according
to the ground truth. Our approach identifies this deviation,
too: The street map shows an intersection to the right. This
results in a detected false negative region (see pink red color
at the right side of the error image). For this image the
validation metrics are IoS = 94.27%, and IoM = 90.33%,
also reflecting the false negative road prediction.

III. APPROACH: LOCALIZATION CORRECTION

The validation of segmentation masks using street map data
poses a challenge with respect to the localization precision.
Inaccuracies in the vehicle localization, e.g. through a GPS
position, would lead to inaccuracies in the correspondingly
selected street map area. In our experiments we employed the
widely used Cityscapes [9] dataset, for which we observed
such inaccuracies. Apart from this dataset, the currently most
used semantic segmentation datasets in relevant publications
do not contain all the required vehicle localization data in
terms of latitude, longitude and heading.

We thus used the Cityscapes dataset and avoid GPS localiza-
tion errors via an automatic correction algorithm applied to the
position, in order to demonstrate our approach. Nevertheless,
modern and future technologies like landmark detection and
priors can provide a localization within a few centimeters [21]
and in real-world applications of our street map based valida-
tion approach, data with such precise localization information
should be used.

We developed an algorithm that corrects the GPS position
based on an optimal fit with the ground truth segmentation.
While in the predicted segmentation larger errors with respect
to the street map can be expected (and it is our goal to
identify them with our validation approach), the ground truth
segmentation should have no or only small errors with respect
to the street map. Using this assumption, the position can be
calibrated according to the ground truth segmentation and can
then be re-used for the street map based validation of the
predicted segmentation.

The goal of our algorithm is to identify the most accurate
position within a GPS error range of a few metres for which



(a) Position range (b) Metrics for position range

(c) Overlay and error for selected iterations

Fig. 6: Localization correction. This figure illustrates our
algorithm for a localization correction based on ground-truth
segmentation masks. The algorithm takes a range around the
original GPS position into account (a) and computes the
overlap for potential positions that lie on roads within this
range (b). The saw tooth pattern in the metric diagram is the
result from scanning the road not only along its length, but
also along its width. Figure (c) shows the overlap for specific
iterations of positions and illustrates how the search algorithm
finds the optimal position.

the overlap between the street map and the ground truth
segmentation is maximal. Our algorithm is consists of three
steps. First, the position range according to the GPS error
around the original position is determined. The road elements
that lie in this range according to the street map are identified
(see Figure 6a). The second step executes an optimization
algorithm over a position search space: The identified road
elements are rasterized into a grid of positions that lie along
the length and the width of the road. The position headings are
set to the angle of the corresponding road element. For each
position in this search space, the dice coefficient, as defined in
Section II-B, is computed (see Figure 6b). The higher the dice
coefficient, the better the fit of the ground truth segmentation
to the street map and thus it is more probable that the position
is the true position (see Figure 6c). The position with the
maximum dice coefficient is saved as the new position. The
third step executes an additional optimization algorithm over a
fine position search space that covers the positions between the
new position and the closest other positions from the previous

search space. This step refines the found new position by
applying a similar search routine as before, but now for the
finer grid of positions.

IV. EXPERIMENTAL RESULTS

In this section we show comprehensive, statistical results
from applying our approach to the Cityscapes segmentation
dataset. We present results on three aspects: First, we apply our
localization correction algorithm to the ground truth segmen-
tations in order to find the most accurate GPS positions. Using
the corrected positions, we then apply our street map based
validation approach on the predicted segmentations in order to
identify potential prediction errors. Finally, we compare our
approach to a validation of the predictions with ground truth
data.

For our experiments, we use the Cityscapes train and
validation subsets, for which ground truth segmentations are
available and which comprise a total number of 3475 traffic
scenes. We apply an additional data cleaning step and remove
traffic scenes that contain segments with the label ground,
which describes areas that cars and pedestrians share equally.
This label can not be assigned to either road or no-road, which
is strictly relevant for our approach.

A. Localization correction

The localization correction significantly improves the accu-
racy of the GPS positions, as shown in the distribution of the
dice coefficients before and after the correction in Figure 7.
For the Cityscapes dataset we achieve an improvement from
initially dice = 0.50±0.28, to dice = 0.88±0.11. The found
GPS positions are saved for re-use in the validation of the
predicted segmentations.
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Fig. 7: Improvement by localization correction. Our algo-
rithm optimizes the overlap between street map and ground
truth segmentation, which is quantified by the dice coefficient.
While it originally follows an equal distribution, which indi-
cates a bad fit, after the correction it has a clear maximum at
high values, which indicates a strongly improved and good fit.

Although our algorithm significantly improves the fit be-
tween street map and ground truth segmentation, some seg-
mentations cannot be sufficiently aligned. A reason for this is
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Fig. 8: Statistical summary of validation metrics. The box-
whisker plots show the metrics dice, IoM , and IoS, each for
the ground truth and the predicted segmentation masks, for
the analyzed Cityscapes dataset. The metrics for the predicted
masks show clear outliers below the lower whiskers. These
are indicators for validation errors, which we want to identify.

the partially insufficient precision and information density of
the used map itself. Although open map providers like Open-
StreetMap integrate content from various contributors, which
can easily be updated, such sources often lack details. These
could include, for example, the precise geometric curvatures
or the exact width of a road. To alleviate such deficiencies,
we apply a further data cleaning step and filter out the traffic
scenes with a mediocre fit between ground truth segmentation
and street map. We continue our analysis with the data subset
above the median, i.e. for which dice > 0.91.

B. Street map based segmentation validation

We apply our street map based validation approach in
order to identify those segmentations that contain potential
prediction errors. Figure 8 shows the statistical summary of
our validation metrics. All in all the metrics have high values
of around 95%, reflecting a general large overlap between
the road segmentation and the street map. However, for the
predicted segmentation there are some outliers that indicate
validation errors. The existence of these outliers is expected
and shows the functionality of our validation metrics.

We identify the validation errors with the following proce-
dure. First, we query all predicted segmentations that have
a dice coefficient below a specified threshold, which we
call dicepred, max. The set threshold defines the relative count
of returned segmentations, as shown in Figure 9. For each
returned instance, we further determine if it indicates a false
positive or false negative error, depending on its IoS and IoM
validation metrics. Exemplary results for identified prediction
errors are shown in the left columns of Figure 11.

C. Comparison to ground-truth based validation

In order to analyze the quality of the identified validation
errors in the predicted segmentations, we compare them to
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Fig. 9: Relative count of identified validation errors. The
higher the threshold dicepred,max, the larger the identification
quantity. Predicted segmentations that have a dice coefficient
below are counted as an validation error. The highlighted
values for the lower whisker and lower quartile refer to the
thresholds deduced from the statistical summary in Figure 8.

the true prediction errors, which are the errors resulting from
a validation using the ground truth segmentation. We use
two pixel-based measures to quantify the performance of our
method. We compute the recall, which is the probability of
detection, i.e., the probability that our method indicates a
validation error, given a true error. Moreover, we compute the
precision, which describes the probability of correctness, i.e.,
the probability that there is a true error, given that our method
indicates a validation error.

Figure 11 lists the recall and precision for exemplary
results. It also visualizes the pixel regions from the identified
validation error and the true error. As the regions mainly
overlap, this shows that our method can uncover similar errors
as a validation using ground truth.

The recall and precision for the total analyzed dataset
are shown in Figure 10. The smaller the selected threshold
for filtering the outliers, the higher the precision and recall.
However, a trade-off between quantity and quality of the
found errors implies a medium threshold value, such as the
lower quartile or whisker (based on the statistical summary
in Figure 8). Further analysis shows that precision and recall
increase further with the size of the error region.

V. CONCLUSION

We proposed to validate machine learning models with
a-priori domain knowledge and presented an approach that
validates semantic segmentation masks with given street maps.

In particular, in our approach we combine the segmenta-
tion in bird’s eye view with the field of view in the street
map and use this overlay to compute validation errors. We
introduced two new validation metrics called Intersection over
Segmentation (IoS) and Intersection over Map (IoM ) that
we used to identify segmentation masks with false positive
and false negative road segments. Furthermore, we developed
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an algorithm that can correct inaccurate vehicle positions by
finding the best overlap with ground truth segmentation. We
performed an experimental study with the Cityscapes dataset
and OpenStreetMap, and showed that road segmentation errors
can indeed be detected by our proposed validation procedure.

A general challenge is the precision of the street map
itself. The validation procedure can only be as good as the
information density in the map. Although our experiments
with OpenStreetMap showed good results, even better results
can achieved with high definition maps. For future work we
therefore intend to perform the experiments with more precise
and comprehensive maps, which would then also allow to
investigate other classes than roads with our approach.

All in all, our proposed approach of a street map based
validation of semantic segmentations offers a new and valuable
way to support the goal of safe artificial intelligence in
autonomous driving.
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(a) Detection of false positives. A low IoS is an indicator for a false positive road segment in the predicted segmentation.

(b) Detection of false negatives. A low IoM is an indicator for a false negative road segment in the predicted segmentation.

Fig. 11: Examples of experimental results for detected errors using our street map based validation. This figure shows
how our street-map based validation approach can help to identify prediction errors. The rows show results from the validation
error list, which is the automated output from our algorithm. The six rows here are a manual selection of that automated
output. Figure (a) shows exemplary results for detected false positives, and (b) for detected false negatives. Next to the actual
error detection, we also show in the right columns how our method compares to a ground-truth based validation. It shows that
the error regions are overlapping and the precision and recall give high values. This means that our validation method using
street maps can identify similar error regions as a validation using ground truth data.
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Abstract—Informed machine learning describes the injection
of prior knowledge into learning systems. It can help to improve
generalization, especially when training data is scarce. However,
the field is so application-driven that general analyses about the
effect of knowledge injection are rare. This makes it difficult to
transfer existing approaches to new applications, or to estimate
potential improvements. Therefore, in this paper, we present
a framework for quantifying the value of prior knowledge in
informed machine learning. Our main contributions are three-
fold. Firstly, we propose a set of relevant metrics for quantifying
the benefits of knowledge injection, comprising in-distribution
accuracy, out-of-distribution robustness, and knowledge confor-
mity. We also introduce a metric that combines performance
improvement and data reduction. Secondly, we present a theo-
retical framework that represents prior knowledge in a function
space and relates it to data representations and a trained model.
This suggests that the distances between knowledge and data
influence potential model improvements. Thirdly, we perform a
systematic experimental study with controllable toy problems.
All in all, this helps to find general answers to the question how
knowledge injection helps in informed machine learning.

Index Terms—Hybrid AI, Informed Machine Learning, Prior
Knowledge Injection, Neural Networks

I. INTRODUCTION

Hybrid AI combines data-driven and knowledge-based mod-
els [1]–[3]. A particular approach that recently gained a lot
of popularity is informed machine learning, which describes
the injection of additional prior knowledge into learning
systems [4]. This can help to improve model performance,
especially when relevant training data is scarce [5]–[8]. Other
potential benefits are that it can increase model robustness [9]–
[11], help to ensure knowledge conformity [12]–[14], or can
even improve explainability [15].

There are many applications where informed machine learn-
ing is successfully used – especially in scientific and engi-
neering domains, where data acquisition can be expensive,
but lots of prior knowledge is available. Just to give a few
examples: In neural networks for climate prediction, physical
laws are injected via knowledge-based loss functions [5]. In
robotics, simulations are used as an additional source for
training data [8]. Or in autonomous driving, spatial prototypes
are employed to improve object detection [11].

However, the field is so application-driven that it has led
to the development of many and rather specific approaches.
In contrast, general analyses about informed machine learning
are still missing [4]. This makes it difficult to transfer exist-

(a) Function Space Illustration with Rep-
resentations of Data and Prior Knowledge.

(b) Model Improvement
using Prior Knowledge.

Fig. 1: In Informed Machine Learning, prior knowledge is integrated
into data-based learning [4], [16]. To better understand its effect, we
propose a framework that represents knowledge in a function space
(See a). We analyze how the distances between knowledge, train, and
test data influence the potential model improvements. E.g., we find
that informed learning greatly improves model robustness, especially
when the knowledge is close to out-of-distribution test data (See b).

ing approaches to new applications, or to estimate potential
improvements in advance.

Therefore, in this paper our objective is to find general
answers to the research question of how knowledge injection
via informed machine learning does help. We further subdivide
this into the following subquestions:

• How can knowledge injection improve machine learning?
• What are the requirements for the injected knowledge?
• How should the knowledge be injected?
Our approach is to develop a framework for quantifying the

value of prior knowledge in informed machine learning. For
this, we first define a set of metrics that quantify potential
benefits. Then we propose a theoretical framework that helps
to formalize prior knowledge injection. It is a first step
towards an informed learning theory. Our main idea is to
regard prior knowledge as a function that can be represented
in the same space as the model or the training data (See
Figure 1a). We conjecture that the distance between data
and knowledge determines the potential benefits of informed
machine learning. To illustrate the framework, we perform
a systematic experimental study with toy problems. As the
toy problems we propose a classification task, which allow to
vary the knowledge and the injection method in a controllable
manner. We vary relevant parameters, such as the distance
between data and knowledge (See Figure 1b), and measure the
potential improvements through informed machine learning.



In summary, the main contributions of this paper are:
1) We propose a set of metrics for quantifying the benefits

of informed machine learning.
2) We present a first theoretical framework for informed

machine learning.
3) We perform a systematic experimental study with con-

trollable toy problems.
Each of these contributions helps to answer the above

research questions. The paper is structured accordingly.

II. RELATED WORK

Our work is mainly related to hybrid AI and informed
machine learning, but also reuses concepts from learning
theory.

A. Informed Machine Learning
In informed machine learning, pre-given formalized knowl-

edge is injected into data-driven learning systems [4], [16],
[17]. It is sometimes also called theory-guided data sci-
ence [18], or causally-aware machine learning [19]. The taxon-
omy of informed learning depicts the diversity of applications
and methods in terms of knowledge source, representation
type, and integration method [4].

However, related work about the general, application-
independent, effect of knowledge injection in informed ma-
chine learning is rare. We shortly describe the works that
go in this direction, ordered by our contributions in terms
of 1) metric quantification, 2) theoretical framework and 3)
experimental study.

A first work that presents an approach for the quantification
of domain knowledge in informed machine learning is given
by Yang et al. [20]. They proposed a method based on the
Shapley value to quantify the contribution of injected prior
knowledge to the model performance improvement. The main
difference to our work is that they consider a set of knowledge
pieces and attribute the contribution of the individual pieces,
whereas we consider knowledge as an abstract unit and
analyze which properties it needs to have.

A first theoretical study about physics-informed neural
networks was presented by Shin et al. [21]. They provide
a convergence theory with respect to the number of data
samples. Yang et al. have also presented a theoretical study
on informed learning by wide neural networks [22]. They
especially investigate the trade-off between knowledge and
data labels.

A first experimental comparison of informed learning meth-
ods is given by Monaco et al. [23]. They consider three
application examples and on each they evaluate two informed
learning methods. In particular they measure the performance
for variations of the training data size. The difference to our
work is that they investigate pre-given applications, whereas
we investigate toy problems, which allow us to adapt the
experiments and the knowledge in a controllable manner.
Moreover, they only measure the prediction error for various
data sizes, whereas we develop and measure a total catalogue
of metrics.

B. Learning Theory
The foundations of statistical learning theory have been

developed already many years ago by Vapnik et al. [24].
Overviews about learning theory can be found in [25], [26]. At
the heart of it is the principle of empirical risk minimization,
which we shortly recap. The goal of a learning task is to find a
model f : X → Y , with f ∈ F , based on some given training
data D = {(xi, yi)}i=1...n, with features x ∈ X , labels y ∈ Y
and sample size n. The model can then be approximated by
minimizing the empirical risk R(f) with a given loss function
l:

f̂ := argmin
f∈F

RD(f), RD(f) =
1

|D|
∑

(x,y)∈D
l(f(x), y) (1)

Recently, an extension of the statistical learning theory was
proposed in terms of also taking into account the preservation
of invariants [27], also called invariant risk minimization [28],
[29]. This approach can be motivated by the goal of out-
of-distribution generalization [30]: Assuming training data
is collected in various environments, then statistical invari-
ants across them should also hold in novel testing environ-
ments [31]. This idea is similar to our understanding of
informed machine learning: Prior knowledge describes causal
relationships that are underlying a given data distribution,
i.e. invariants. Integrating these into a learning task can thus
improve model performance. The main difference is that in
invariant risk minimization the invariants still need to be
learned, whereas in informed machine learning they are given
by prior knowledge.

III. METRICS FOR INFORMED LEARNING

As described in [4], the main goals of informed machine
learning are to train with less data, to achieve a better model
performance, to increase knowledge conformity, or to increase

Fig. 2: Illustration of Performance vs. Size of Training Data. Models
that are trained with informed machine learning usually achieve a
higher performance, e.g. accuracy or robustness, for smaller training
data sizes [5], [6], [11]. We propose a new metric that quantifies
performance and data need in a single metric in terms of the
area under the curve: Performance-by-Data AUC, in short PD (see
Section III-A). All in all, we suggest to quantify improvements in
terms of four metric flavours: Increase in Performance-by-Data AUC
(M0), increase in performance at max. and min. data size (M1 and
M2), as well as data reduction for a specific performance (M3).



interpretability. However, most works about informed learning
methods present individual metrics to quantify the benefits of
their method. For example, [5] reports test error and phys-
ical inconsistency for various data sizes, [20] compares test
accuracy for full data size, or [11] reports ouf-of-distribution
robustness for various data sizes.

Here, we propose a systematic metric catalogue, as well as a
new metric that combines performance improvement and data
efficiency. These allow a more transparent, and standardized
comparison of various methods. Moreover, they provide the
basis for future benchmarks of informed learning methods.

A. Performance-by-Data AUC

We propose to measure performance (e.g., test accuracy) for
various train data sizes and summarize the results in a single
metric that we call Performance-by-Data AUC. As illustrated
in Figure 2, the metric quantifies the area under the curve of
performance p vs. training data size n.

Definition 1 (Performance-by-Data AUC).

PD =

∫ nmax

nmin

p(n) dn (2)

This metric can be normalized through dividing by the
maximum possible area, i.e. by pmax ∗ (nmax−nmin), where
pmax is the maximum possible performance (e.g., 100% test
accuracy). Then PD ∈ [0.0, 1.0] and the larger the better.

For comparing two models, e.g., a (knowledge-)informed
model with performance pK and a default, data-based model
with performance pD, the difference between the two area
integrals can be computed.

Definition 2 (Improvement of Performance-by-Data AUC).

∆PD =

∫ nmax

nmin

∆p(n) dn (3)

=

∫ nmax

nmin

(pK(n)− pD(n)) dn (4)

The proposed ∆PD metric has the advantage that it encap-
sulates the performance for all data set sizes in a single metric.
This means, one does not need to choose a specific data set
size for which to compare the performance, or vice versa.

B. Metrics Catalogue

For evaluating informed learning methods, we focus on
metrics that are especially relevant for model generalization:
In-Distribution Test Accuracy, Out-of-Distribution Robustness,
and Knowledge Conformity. The generic performance p from
above can be any of these 3 metric types. As indicated in
Figure 2, we specifically evaluate each metric in 4 metric
flavours: The above described Performance-by-Data AUC (M0

in Figure 2), but also the performance at max. and min. data
size (M1 and M2), as well as the data amount that is required
to achieve a specific performance (M3). Further metric types
for evaluating informed methods are training time and model
size. Also a measurement of the model interpretability is

Box 1: Metrics Catalogue: Improvements through
Informed Learning
This catalogue represents the various goals of informed
learning and depicts how knowledge injection can improve
machine learning.

1) Increase of In-Distribution (IID) Test Accuracy
a) Increase: IID Accuracy-by-Datasize
b) Increase: IID Accuracy for Max. Datasize
c) Increase: IID Accuracy for Min. Datasize
d) Reduction: Training Datasize for specific IID Accu-

racy
2) Increase of Out-of-Distribution (OOD) Robustness

a) Increase: OOD Robustness-by-Datasize
b) Increase: OOD Robustness for Max. Datasize
c) Increase: OOD Robustness for Min. Datasize
d) Reduction: Training Datasize for specific OOD Ro-

bustness
3) Increase of Knowledge Conformity

a) Increase: Knowledge Conf.-by-Datasize
b) Increase: Knowledge Conf. for Max. Datasize
c) Increase: Knowledge Conf. for Min. Datasize
d) Reduction: Training Datasize for specific Knowl-

edge Conf.
4) Reduction of Training Data *
5) Reduction of Training Time
6) Reduction of Model Size
7) Improvement in Interpretability

* Please note that the important goal of data reduction is
represented below each of first three metric types (See 1a+d,
2a+d, 3a+d).

interesting, however, such a quantification is currently still an
open research question [15].

In summary, we suggest the metric catalogue that is shown
in Box 1 for evaluating informed learning methods.

IV. A FRAMEWORK FOR AN INFORMED LEARNING
THEORY

We want to better understand what influences the expected
performance gains of informed learning. In particular, it is of
great interest what the requirements on the injected knowledge
are. To investigate this, we employ and extend concepts from
statistical learning theory [25], [26]. This way, we hope to
make a first step in the direction of an informed learning
theory.

A. Knowledge in Function Space

The question about the requirements on the injected knowl-
edge is non-trivial, because knowledge can be represented
in versatile forms. As depicted in the informed learning
taxonomy [4], typical representations of prior knowledge are
algebraic equations, logic rules, knowledge graphs, simulation
results, or human feedback. An investigation on the require-
ments for each type could already be exhaustive.

Here, we therefore take an abstract view and conjecture:



Fig. 3: Function space with representations of prior knowledge fK ,
data fD , and OOD test data food (right), and decomposition in
generalization error terms (left). The circle illustrates the function
space F used by a learning algorithm. Beyond the circle is the
space of all possible functions. f̂D is the empirical best solution of
the algorithm (See Equation 1). fF (D) is the best possible solution
in F . fD represents the (unknown) data distribution. The blue
elements show the respective representations for prior knowledge (our
proposed informed learning extension). Particularly, fK represents
the (known) prior knowledge.

Axiom 3 (Prior Knowledge). Prior knowledge describes
relations between concepts and can be represented as a
function.

We use this to relate it to given data:

Axiom 4 (Knowledge Representation in Function Space).
Prior knowledge can be represented in the same function
space as given data representations.

Figure 3 illustrates the knowledge representation in a func-
tion space. Here, we also illustrate the distance |dK−D|
between the known knowledge representation fK and the un-
known data representation fD. In addition to the in-distribution
data, we also consider an out-of-distribution data, which is
represented by the unknown data representation food. The
illustration in function space depicts how prior knowledge can
give hints about the unknown data representations.

B. Knowledge-to-Data Distance

Let us consider the case for in-distribution (IID) generaliza-
tion. This means that a model is tested on data that follows
the same underlying distribution as the training data.

We are interested in the expected performance improvement
through informed learning by using the prior knowledge fK . In
the statistical learning theory, maximizing model performance
is equivalent to minimizing the empirical risk (see Equation 1).
We thus regard the risks R(f̂D) and R(f̂K). The generalization
error for the default, data-based model can be decomposed as
follows (see black drawing in Figure 3):

R(f̂D)−R(fD)︸ ︷︷ ︸
generalization error

=
(
R(f̂D)−R(fF (D))

)

︸ ︷︷ ︸
estimation error

+
(
R(fF (D))−R(fD)

)
︸ ︷︷ ︸

approximation error

(5)

We propose to also formalize the error for a purely informed
model with respect to generalization to the in-distribution data
(see blue drawing in Figure 3):

R(f̂K)−R(fD)︸ ︷︷ ︸
know. generalization error

=
(
R(f̂K)−R(fF (K))

)

︸ ︷︷ ︸
know. estimation error

+
(
R(fF (K))−R(fK)

)
︸ ︷︷ ︸

know. approximation error

+(R(fK)−R(fD))︸ ︷︷ ︸
know.-to-data error

(6)

For the model distance in terms of their generalization errors
follows then:

R(f̂K)−R(f̂D) = C + (R(fK)−R(fD))︸ ︷︷ ︸
know.-to-data error

∝ C + |dK−D|︸ ︷︷ ︸
know.-to-data distance

(7)

Conjecture 5 (Informed IID-Generalization Improvement).
The smaller the distance between knowledge and data, the

larger the improvement through informed learning on in-
distribution generalization.

C. Knowledge-to-OOD Distance
Let us consider the case of out-of-distribution general-

ization. Out-of-distribution generally refers to the evaluation
on test data that follows another distribution then the train
data [30].

Here, for the model distance in terms of their out-of-
distribution generalization errors follows then:

Rood(f̂K)−Rood(f̂D) ∝ Cood + |dK−ood|︸ ︷︷ ︸
know.-to-ood dist.

− |dD−ood|︸ ︷︷ ︸
data-to-ood dist.

(8)

Conjecture 6 (Informed OOD-Generalization Improve-
ment). The smaller the distance between knowledge and
the OOD data, and the larger the distance between IID and
OOD data, the larger the potential improvement through
informed learning on the OOD generalization.

V. SYSTEMATIC EXPERIMENTAL ANALYSIS

We performed a systematic experimental study of the effect
of knowledge injection in informed machine learning. For
this, we defined a controllable toy problem. We measured the
performance metrics as defined in Section III and employ the
theoretical framework from Section IV.

A. Experimental Setup

1) Toy Datasets: Let us consider a toy problem for the
task of classification, as illustrated in Figure 4b. We have also
investigated a toy problem for regression, which shows similar
results. Since the effects of knowledge injection, especially the
influence of the distances between knowledge and data, can
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Fig. 4: Toy dataset for classification with 3 classes. We use distinct
sets for in-distribution data (grey), out-of-distribution data (blue), and
prior knowledge (yellow). The distance can be varied between the sets
(as motivated by the theoretical framework in Section IV). (a) shows
the case when the centers of IID data, OOD data, and knowledge
overlap, i.e. for |dK−D| = 0, |dK−OOD| = 0. (b) shows an example
with distances between them (Here: |dK−D| = 1.5, |dK−OOD| =
0.75). In our experimental study, we measure the effect of informed
machine learning for various distance setups.

be more clearly with the classification problem, we consider
this in the following.

The toy dataset contains three classes. Each blob in Fig-
ure 4b represents another class (i.e. the top blob, lower left
blob, and middle right blob). The number of samples is 288,
with 96 samples per class.

In addition to the main (IID) data, we also consider a smaller
sets of OOD data, and of prior knowledge representations.
Here, the original prior knowledge representation can be un-
derstood as class prototypes, similar as in [11]. In applications,
such prototypes can, e.g., be structural templates (e.g. traffic
sign templates for image recognition). Such knowledge can
be transformed into a data format by rendering. Since prior
knowledge is more concise than data, we consciously chose
smaller standard deviations for the knowledge set.

The distances between the main (IID) data, the OOD data,
and the prior knowledge can be controlled and varied. An
example for a distance setup is shown in Figure 4b.

2) Systematic Analysis: In our systematic study, we vary
several parameters: 1) Distances between knowledge and data,
2) Amount of training data, 3) (informed) learning method.
For each setup, we measure the metrics from our metrics
catalogue. Especially, we focus on IID Test Accuracy, OOD
Robustness, and Knowledge Conformity (i.e., accuracy on the
IID data set, accuracy on the OOD data set, and accuracy on
knowledge samples).

We investigate a range of distance setups, as illustrated in
Figure 5. For this, we keep the position of the IID data set
fixed and move the OOD data set and/or the knowledge to
the side. In particular, we consider a maximum distance of
3.5 with a step size of 0.25, i.e. a total of 15 positions. We
combine distances of know-data with distances of know-ood,
resulting in the illustrated position triangles. For every position
we perform separate trainings.

Fig. 5: Illustration of distance variation in systematic experimental
study: Every position represents a unique experimental set up in
terms of distances between prior knowledge, (IID) data, and OOD
data. For every setup, we perform a default neural network training
and informed trainings in order to measure the gained performance
improvements. In addition, we train every setup for a range of training
data sizes.

Furthermore, we vary the size of the training data. We
consider 6 unique sizes from 10 to 300 data samples with
an exponential growth. By taking into account various training
data sizes, we can measure the metric flavours, as described in
Section III: Performance-by-Data AUC, performance at max.
data, performance at min. data, and data need to reach a
specific performance.

As informed machine learning, we apply two methods,
similar as in [11]: Combining training data and knowledge
samples in terms of 1) Concurrent Training, 2) Informed Pre-
Training.

3) Learning Setup: We apply a neural network with 1
hidden layer with 100 neurons. We use stochastic gradient
descent and cross entropy loss for the learning algorithm. As
the hyperparameters we use: batch size = 18, learning rate
= 0.01, momentum = 0.9, early stopping after 3 stagnating
epochs, regularization with weight decay = 0.2. Each experi-
ment is repeated 10 times. For every run the data samples are
generated randomly.

B. Results

The complete results in terms of improvements of informed
learning over the default setup can be found in Figure 7.
Results for Informed Pre-Training are shown in Figure 8. Both
informed learning methods show that our distance theorems
from Section IV are confirmed. We also nicely see, that our
introduced metric of Performance-by-Data AUC (Definition 2)
is a good summary of the other metrics. In general, we see
that informed learning can greatly improve OOD robustness.

A subset of the results is shown for a closer look in Figure 6.
The left subfigure shows the improvement in IID general-
ization. We observe that the smaller the distance between
knowledge and training data (upper pixel rows) the larger the
improvement. This confirms our Conjecture 5 from above. The
right subfigure shows the improvement in OOD robustness.
Here, we can see that the the improvement is largest when the
distance between knowledge and training data is large (lower
pixel rows) and the distance between knowledge and OOD test
data is small (closer to diagonal). This confirms our Conjecture
6 from above.



Fig. 6: Experimental Results: Improvements in IID-Generalization
and OOD-Robustness through Informed Training. The left plot con-
firms our Conjecture 5, and the right our Conjecture 6. (Complete
Results can be found in Figures 7 and 8.)

VI. CONCLUSION

In this paper, we presented a framework for quantifying
the value of prior knowledge in informed machine learning.
We first proposed a set of relevant metrics for quantifying the
benefits of knowledge injection, comprising in-distribution ac-
curacy, out-of-distribution robustness, and knowledge confor-
mity. We also introduced a metric that combines performance
improvement and data reduction, called performance-by-data
AUC. Secondly, we presented a theoretical framework that
represents prior knowledge in a function space and relates
it to data representations and a trained model. Thirdly, we
performed a systematic experimental study with controllable
toy problems. These confirmed our theories about the influence
of the distances between knowledge and data on potential
model improvements. All in all, our contributions hopefully
help to find general answers to the question how knowledge
injection helps. In particular they form the basis for potential
benchmarks of informed machine learning.
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Fig. 7: Experimental Results: Improvements through Informed Training.



Fig. 8: Experimental Results: Improvements through Informed Pre-Training.
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