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Abstract

This dissertation delves into the systematic parameterization of a simultaneous violation
of C and CP in the light-meson sector, i.e., a source of CP violation that has been mostly
disregarded over the past six decades. In order to uniquely identify these signals for new
physics, which may, for instance, contribute to the matter–antimatter asymmetry, we focus
on decays of the η meson. Throughout, we intuitively consider the Standard Model as an
effective low-energy approximation of an unknown underlying theory at some high-energy
scale Λ and rely on model-independent approaches of effective field theories and dispersion
theory in analogy to their well-established applications in strong interactions, however,
without making any assumption on possible new fundamental forces.
We start our analysis by revisiting fundamental neutrinoless quark-level operators in the
spirit of Standard Model effective field theories up to and including mass dimension 8,
which violate C and CP and conserve flavor, lepton-, and baryon-number. Providing
the first complete set of these operators, we find that chirality-violating and -conserving
ones are suppressed by v/Λ4 or 1/Λ4, with Higgs vev v, respectively. Subsequently, we
carefully translate these quark-level operators to chiral perturbation theory, relying on
well-established spurion techniques, in order to access interactions in the light-meson sector
and apply the thereby obtained new effective quantum field theory to more than 20 decays
in total. As our key results, we present respective observables in explicit dependence on Λ

and identify hierarchies in the chiral power counting as well as possible correlations.
We complement these findings with a dispersion-theoretical analysis of the C- and CP -
violating decays that appear at lowest order in the chiral expansion and their correlations.
The most promising candidates to find evidence for C and CP violation are the hadronic
three-body decays η(′) → π+π−π0 and η′ → ηπ+π−. Taking final-state interactions non-
perturbatively into account, we study the asymmetries in the momentum distribution of the
charged pions and determine the isoscalar and isotensor transitions in η(′) → π+π−π0 and
the isovector one in η′ → ηπ+π−, whose leading-order coupling constants are matched to the
previously derived effective field theory. The remaining decays found to contribute at lowest
chiral order are η → π0`+`− and η′ → η`+`−. We approach these with dispersion theory,
by using the hadronic three-body decays addressed above to predict hadronic contributions
to the C- and CP -odd η → π0γ∗ and η′ → ηγ∗ transition form factors. This strategy allows
us to correlate C and CP violation in different decays in a non-perturbative manner. A
combination of both of these measurements allows us to tighten the constraints on C and
CP violation in η → π+π−π0.
With a variety of possible extensions, this thesis provides a dedicated theoretical framework
to interpret hypothetical future findings, cf. the JEF or REDTOP collaborations, properly.
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Chapter 1

Introduction

According to the current understanding of physics, nature can be described by four fun-
damental interactions. These are gravity, electromagnetism as well as strong and weak
interactions. Except for gravity, these interactions can be summarized together with the
fundamental building blocks of the universe, the elementary particles, in the so-called Stan-
dard Model of particle physics [7–12]. The latter is a quantum-field-theoretical model based
on mathematical symmetries of nature. Generally, one distinguishes these symmetries be-
tween continuous and discrete ones, which differ in their number of symmetry operations,
which are either infinite or finite, respectively. The most important discrete space-time
symmetries are parity P (inversion of space coordinates), charge conjugation C (transfor-
mation between particles and antiparticles), and time inversion T . The fact that C, P ,
and T are mathematical constructs for quantum-mechanical systems raises the question
whether the observable nature always preserves these symmetries. Indeed, a violation of
certain combinations of discrete symmetries is considered as an essential prerequisite for our
existence, i.e., the asymmetry between matter and antimatter, which cannot be explained
by the latest state of the art.
In the following, we will get to know the Standard Model of particle physics (SM) on a purely
qualitative level and list several open questions of modern physics driving the search for
fundamental Beyond Standard Model (BSM) theories in Sect. 1.1. The incapability of the
SM to explain the matter–antimatter asymmetry, which is introduced in Sect. 1.2, is shortly
discussed in Sect. 1.3 by having a look at the violation of discrete space-time symmetries
of the SM. Here we especially underline the relevance of the η meson, which serves as a
suitable candidate to investigate one cause of this asymmetry, namely the violation of C and
the successive operation of C and P , called CP . Section 1.4 emphasizes the importance of
physical approaches from first principles at the example of strong interactions in the mesonic
arena, i.e., for bound states of light quarks at energies below roughly 1 GeV. In this sense,
Sect. 1.5 shortly introduces the—in the SM well-established—concepts of dispersion theory
and effective field theories (EFTs) and differentiates their application to BSM physics from
common high-energy BSM theories. A concise outline of this thesis is provided in Sect. 1.6.

1.1 | The Standard Model: an overview and open questions

The Standard Model of particle physics describes three fundamental physical interactions,
i.e., electromagnetism, weak interactions, and strong interactions; while gravity currently
eludes a verified quantum-field-theoretical description consistent with the former three. As
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1.1. The Standard Model: an overview and open questions

up
u

2.2MeV

charm
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I II III I II III

Quarks Leptons

Figure 1.1: Fundamental fermions of the Standard Model of particle physics. Each fermion
has spin 1/2. Quarks including their masses [13] are depicted on the left, while leptons are
on the right. Each of these categories consists of three generations. The up-type quarks
(green) carry the electromagnetic charge +2/3, the down-like quarks (blue) −1/3, leptons
(orange) −1, and neutrinos (red) are chargeless.

a relativistic quantum field theory with the underlying gauge group

SU(3)C × SU(2)L ×U(1)Y , (1.1)

established in the 20th century and since then evolving, it describes the interaction of the
known fundamental building blocks of our universe called elementary particles. These are
subdivided according to their spin, i.e., a quantum mechanical quantity with the mathemat-
ical properties of an angular momentum giving rise to observable magnetic moments, into
fermions (half-integer spin) and bosons (integer spin). The fermions are further classified
as quarks (u, d, s, c, b, t) and leptons (e−, τ−, µ−, νe, ντ , νµ), each of them containing six
particles, which are grouped into three generations (sometimes also called families) includ-
ing one pair of particles. The reasoning of this classification builds on the observation that
each fermion has two siblings with the same quantum numbers, but different masses. The
fermion pairs in each generation come with different electromagnetic charges. These funda-
mental fermions including their quantum numbers are summarized in Fig. 1.1. In addition,
for each elementary fermion there exists an antifermion with exactly the same properties
but an opposite charge. Note that only the ground states, i.e., the fermions in the first
generations build atomic systems and are thus responsible for the stable matter content of
our universe. Due to their larger masses, fermions of the second and third generation rather
quickly decay into lower-lying energy states.
The fundamental interactions are mediated by the exchange of vector-bosons (spin-1) intro-
duced to render the SM-Lagrange density, i.e., a hermitian and Poincaré-invariant function
containing all information about the propagation and interaction of particles and their sym-
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1.1. The Standard Model: an overview and open questions
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Figure 1.2: Fundamental bosons of the Standard Model of particle physics. The masses are
taken from Ref. [13]. Gauge bosons (green) have spin-1, while the Higgs (red) is spinless.

metries, gauge invariant. The mediator of the electromagnetic interaction is the photon γ
coupling to charged particles only. Gluons driving strong interactions couple to quarks,
which are the only particles in the SM carrying color-charge. The mediators of the weak
interaction are the Z- and W±-bosons coupling to every known particle except gluons.
Although gauge invariance demands all these particles to be massless, the Z- and W±-
bosons are even found to belong to the heaviest particles included in the SM. A possible
explanation for this riddle was proposed by Higgs, Brout, and Englert in the 60’s [9, 14]—
and verified nearly six decades later with the ATLAS and CMS experiments at the Large
Hadron Collider at CERN [15, 16]—who predicted a scalar field, known as the Higgs boson,
responsible for the creation of particle masses. Their formalism follows the idea that the
SM Lagrangian is invariant under gauge transformations, but the ground state is not. This
allows the Higgs field to acquire a non-vanishing vacuum expectation value (vev) picked
randomly by nature, which corresponds to a spontaneous breaking of the electroweak gauge
group by means of

SU(2)L × U(1)Y → U(1)Q . (1.2)

Although gauge invariance does not seem to be manifest, it is still there and allows for this
particular choice of vev. Therefore, one could say that gauge invariance is rather hidden
than broken. The respective Higgs potential leads to the problem of kinematic mixing
terms going along with non-invertable equations of motion. To circumvent this issue, a
gauge fixing term (allowed by local gauge invariance) can be added, which cancels the
kinematic mixing but introduces a mass term for the vector bosons. Hence, the Z- and
W±-bosons obtain their masses due to the interaction with the Higgs after electroweak
symmetry is broken. As left- and right-handed fermions1 transform differently in the SM,
due to its gauge group SU(2)L × U(1)Y , mass terms for fermions violate gauge invariance
too. This problem can be resolved by introducing a Yukawa interaction, i.e., a coupling of
two fermions with a scalar boson, between the massive SM fermions and the Higgs field, such
that fermions obtain their masses when the Higgs acquires its vev. Despite the outstanding
success of the SM to explain most phenomena in the electroweak and strong sector and to
withstand countless high-precision experiments, this theory is still not the end of the story:

• The formulation of general relativity as a quantum theory, i.e., quantum gravity, is
an ongoing endeavour of modern physics and may allow us to extend the SM by the
inclusion of gravity.

1For more details refer to Sect. 2.2.1
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• A still open question is whether the strong and electroweak interaction can be com-
bined to a more fundamental grand unified theory (GUT). Although according theories
exist, they could not be verified to date.

• Can quantum gravity, once it is formulated and approved, be further unified with
GUTs leading to a theory of everything?

• The four interactions of nature act on different scales. Although their relative strengths
are an important requirement to build the known stable matter, one may ask why
the weak interaction for instance exceeds the strength of gravity by roughly a factor
of 1024. This observation, known as the hierarchy problem, can precisely be related
to the question why the mass of the Higgs boson is so much smaller than the Plank
mass, i.e., roughly 1018 GeV, as one would assume new physics at the heavy scale
of the Higgs. This fact requires an extreme fine-tuning, ensuring that the quadratic
divergences from radiative corrections and the Higgs bare mass cancel accordingly.

• Within the SM, neutrinos are massless. But the observed neutrino oscillations [17],
i.e., processes allowing for a transition of neutrinos among their generations, require
non-vanishing neutrino masses.

• Only about 5% of the universe is made of visible matter. The remaining energy
content of the universe consists of dark matter (27%) and dark energy (≈ 68%),
which are responsible for the motion of visible matter in the cosmological Lambda-
CDM model and the accelerated expansion of the universe, respectively.

• We observe a strong asymmetry between matter and antimatter in our universe. This
requires a significant violation of symmetries that cannot be explained by the SM.

Of these physics puzzles, the latter is in the central scope of this dissertation and will be
detailed in the proceeding section.

1.2 | Asymmetry between baryonic matter and antimatter

The most popular and so far best approved cosmological theory to describe the origin of
matter and space-time is the Big Bang theory, cf. Ref. [18]. Elementary particles and
antiparticles are supposed to have been created equally by the Big Bang. They are not
only produced in pairs, but are also likely to annihilate when they meet, i.e., transitioning
into pure energy and creating a thermal equilibrium. But the simple fact of our existence
points towards an underlying mechanism prohibiting the steady annihilation of matter and
antimatter, otherwise a formation of stable atomic systems would not be possible.2 The
assumption that the missing antimatter in our galaxy is just shifted to larger cosmological
scales can be discarded, as this would induce a large amount of radiation that was never

2Whenever we speak about matter, we implicitly refer to baryons, a class of particles built from three
valence quarks, like the proton or neutron.
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observed. Therefore the most common modern, yet not verified, cosmological approach
assumes the necessary asymmetry between matter and antimatter to be dynamically created
during the baryogenesis. According to Sakharov [19] this origin of matter presupposes three
conditions:

1. Trivially, we need a violation of the baryon number demanding an unequal amount
of matter and antimatter.

2. Moreover, it has to be ensured that the symmetric amount of elementary particles and
their antiparticles preferably form matter instead of antimatter, necessitating a viola-
tion of C. Furthermore, CP must be violated too, in order to maintain this asymmetry
also between left(right)-handed baryons and right(left)-handed antibaryons. However,
these two violations do in principle not have to originate from the same source.

3. The baryon asymmetry has to be conserved over time, which requires a violation of
the thermal equilibrium. Otherwise, processes that increase and decrease the baryon
number may compensate each other.

A possible new kind of interactions that simultaneously violate both C and CP , thus
shedding a different light on the second Sakharov condition, is in the focus of this thesis.

1.3 | Violation of discrete space-time symmetries

The first violation of a discrete symmetry was observed by investigating the weakly induced
β decay, which showed a maximal violation of parity [20]. This was followed by the discovery
of the CP -violating decay KL → 2π [21]. It has to be emphasized that these violations are
only subject to the weak interaction. As far as the Standard Model is concerned, C, P ,
and T are separately conserved in the strong and electromagnetic interactions. In contrast,
the weak interaction preserves only the combined application of all three operators, i.e.,
CPT . The latter must be preserved for any local quantum field theory respecting Lorentz
invariance and hermiticity. This is known as the CPT theorem [22–24].
The idea that the conservation of discrete symmetries in the strong interactions does not
have to be manifest first rose to prominence in the year 1950 with the work of Purcell and
Ramsey [25], who proposed the violation of P and CP in the decay η → 2π. Later, this
idea was theoretically realized in a P - and CP -odd operator of dimension four in QCD,
which is well-known as the θ-term. The latter induces, amongst others, an electric dipole
moment (EDM) of the neutron. Rigorous experimental limits on EDMs imply corresponding
theoretical limits on η → 2π [26–28], a link that can even be established without recourse
to the θ-term as the fundamental mechanism [29–34]. Accordingly, no measurement so far
could find evidence for this process, which is probably beyond experimental reach for the
foreseeable future.
Given the dearth of experimental evidence for sources of CP violation beyond the Cabibbo–
Kobayashi–Maskawa mechanism in the weak interactions of the Standard Model (SM), cf.
Refs. [35, 36], it is worthwhile to investigate another category of CP -violating operators
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that have gained much less attention so far: T -odd and P -even (ToPe) interactions, which
in addition violate C according to the CPT theorem and hence enable the study of the
second Sakharov condition from Sect. 1.2 in an appealing manner.
For the investigation of ToPe interactions, the η(′) meson is of particular interest. In gen-
eral, decays of the η(′), most of which are suppressed at leading order in the SM, provide
a somewhat unique playground for the search of BSM physics. The η(′) is an eigenstate
of C and allows us to investigate ToPe forces in the absence of the weak interaction, such
that the observation of a corresponding C-violating η(′) decay would automatically indicate
physics beyond the Standard Model. Furthermore, the η provides an ideal stage to probe
C and CP violation outside the nuclear arena (see the review [34] and references therein),
which does not place rigorous bounds to constrain ToPe forces [37]. The new efforts of
the REDTOP [38–40] and JEF [41–43] collaborations to search for rare η(′) decays under-
line the timeliness of model-independent C- and CP -violating operators in the η sector.
This complements renewed recent interest in the feasibility to probe P - and CP -violating
operators in η and η′ decays [44–46], despite constraints from electric dipole moments.

1.4 | Intricacy of strong interactions at the mesonic level

The most successful theory so far describing strong interactions is Quantum Chromo Dy-
namics (QCD) relying on the SU(3)C gauge group. The elementary particles in this theory
are quarks and the corresponding gauge bosons mediating the strong interaction are called
gluons. The quarks can be subdivided according to their mass. The light quarks with
masses far below 1 GeV are u, d, and s (up, down, strange), while the remaining heavy
quarks are known as c, b, and t (charm, bottom, top), cf. Fig. 1.1.
A well-established tool in field theories to describe the interaction between its degrees of
freedom is perturbation theory, i.e., a series expansion in terms of the respective coupling
constant. Transition amplitudes can then be represented by a series of Feynman diagrams
that can be truncated at higher orders if the coupling constant is small enough. The
crucial fact that distinguishes QCD from perturbative theories as Quantum Electrodynam-
ics (QED) is that gluons themselves carry the gauge theory’s charge, called color, enabling
them to interact with each other; other than photons in QED. This follows from the non-
abelian structure of QCD. The consequence is a different running coupling constant than
in abelian theories. While the coupling in QED stays in good approximation constant over
a wide energy range, the strong coupling increases significantly with decreasing energies. It
is exactly due to this attribute that QCD is only able to provide a perturbative description
in the regime of asymptotic freedom, i.e., at energies large enough to ensure convergence
of the series expansion,3 but not for small energies in the confined regime. Confinement
describes the fact that quarks and gluons form color-neutral objects, known as hadrons.
The handling of confined states, for which a perturbative description is not applicable, is

3Here we ignore the fact that perturbation theory necessarily breaks down at a certain order. This is
caused by the fact that at some point the suppression in the small expansion parameter is surpassed by the
number of possible Feynman diagrams, which grows exponentially with the order of the expansion.
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Figure 1.3: Nonets for light pseudoscalar and vector mesons, with total angular momentum
J = 0, 1 respectively, in the plane of the isospin’s third component I3 and hypercharge
Y = 2(Q − I3). Mesons along the dashed diagonal lines have the same charge Q. While
uncharged pseudoscalars have the eigenvalue C = +1, uncharged vector mesons have C =
−1.

one of the most challenging problems of strong interactions. The simplest examples are
bound states of quarks and antiquarks, the so-called mesons. At low energies these mesons
are the relevant degrees of freedom, and not quarks and gluons anymore. In this work
we focus solely on light mesons, which consist of u, d, and s quarks.4 A commonly used
characteristics of mesons builds on the observation that u und d have very similar masses,
leading to the concept of isospin, an inner approximate symmetry of strong interactions
introduced in analogy to regular spin and explicitly broken by the quark-mass difference
and electromagnetic interactions. The light mesons including their quantum numbers are
depicted in Fig. 1.3.

1.5 | Methodology

To overcome the issues of investigating mesonic processes mentioned in the previous section,
we approach them systematically by dispersion theory and EFTs. Throughout, we will
use analogies of their applications to strong interactions, which have proven to be very
successful, in order to access new sources of C and CP violation. However, we make no
assumptions at any point in this thesis from which fundamental interactions ToPe forces
may possibly originate. We solely suggest that additional C and CP violation arises from
physics at some high-energy scale Λ and do not discuss the possibility of it being induced
by light, extremely weakly coupled particles. Thus, we follow the quite intuitive ansatz that
the SM itself, which is only below the unknown scale Λ, is just an effective approximation

4In many theories the attractive force between atomic nuclei is mediated by the ground states of light
mesons, which thus play a crucial role in nuclear physics.
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of a more fundamental theory. To access the underlying theory in a model-independent
way, one can utilize an expansion in powers of 1/Λ, indicating a hierarchy between the
corresponding operators, which incorporate the same symmetries and degrees of freedom
as the SM. After identifying these operators, the respective BSM effects can be accessed
at the mesonic level with chiral perturbation theory (χPT), which also allows us to identify
possible correlations between different C- and CP -odd decays. The corresponding operators
in terms of mesonic degrees of freedom are ordered as a series, such that each successive
term is suppressed by an increasing power of soft momenta and/or light-quark masses.
With this power counting one can truncate the expansion analogously to perturbation
theory in the usual sense. On the other hand, dispersion theory, which solely depends
on the fundamental physical principals of causality and probability conservation, allows
for a consistent non-perturbative summation of final-state rescattering effects. This means
that dispersion theory goes beyond the leading order χPT and hence provides a high-
precision analysis tool for observables from the theoretical side. We note that both of these
frameworks act complementarily: products of linear combinations of the EFT’s expansion
coeffcients, in general known as Wilson coefficients, and the couplings in χPT, referred to
as low-energy constants (LECs), can be matched to respective dispersive analyses.
The ansatz of investigating ToPe forces from first principles with the decay of light mesons
has to be clearly distinguished from most of the common high-energy BSM theories, like
supersymmetry [47], left-right symmetric models [48–56], and scenarios of composite Higgs
fields [55–61]. Many of such BSM theories describe physics phenomena at scales of large
energies, some of them far exceeding the capabilities of current experiments, or even at scales
of yet unknown energies. The advantage of examining ToPe effects in mesonic interactions
is that it enables the search of BSM signals at energies accessible with current experiments.
In turn, these experiments require high accuracy and precision to be sensible to C- and CP -
violating signals, probably even at a level that cannot be reached in the foreseeable future.
The different ansätze of investigating BSM effects in the low- and high-energy regime do not
necessarily contradict each other, but can rather act as supplementary theories describing
the same underlying physics, just in a different range of validity. Moreover, probes on low-
energy BSM physics (extracted by dispersion theory or χPT) can set more rigorous bounds
on the high-energy scale Λ, or vice versa.

1.6 | Thesis outline

Part I of this thesis serves as introductory material and introduces the well-disposed reader
to some basic physical and mathematical concepts that are elementary for the subsequent
parts of this thesis. In Ch. 2 we provide an overview of the quantum-field-theoretical
formulation of the Standard Model with the focus on the quantization of the (for this
thesis) most important classes of elementary particles and their transformation under the
discrete space-time symmetries C, P , and T . These considerations provide the basis for
a description of ToPe effects with effective field theories and chiral perturbation theory.
The foundations of dispersion theory are summarized in Ch. 3, which not only puts the
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fundamental principles of probability conservation and causality in a rigorous mathematical
framework but also includes the derivation of certain mesonic amplitudes including final-
state interactions. Throughout this part, we highlight important equations with frames to
help the reader keep an overview.
Part II includes the analysis of ToPe operators in effective field theories and starts with a
short prologue in Ch. 4. We work out a complete set of fundamental C- and CP -violating
quark-level operators in the spirit of Standard Model effective field theories that provides the
leading underlying contributions to respective η physics in Ch. 5. These operators include
information about the high-energy scale Λ. In Ch. 6 operators are matched carefully onto
χPT and applied to more than 20 processes in the light-meson sector. As a central result of
our analysis we quote corresponding observables in explicit dependence on Λ and identify
hierarchies as well as possible correlations between them.
Part III investigates some of the most promising candidates to find signals of C and CP
violation, according to the hierarchies in the chiral expansion worked out in the previous
part, with dispersion theory. The latter is more precise from a theoretical point of view,
because it consistently resums final-state interactions. Followed by a prologue in Ch. 7,
we analyze—motivated by Ref. [62]—possible charge asymmetries in the momentum dis-
tribution of the hadronic three-body decays η(′) → π+π−π0 and η′ → ηπ+π− in Ch. 8.
Furthermore, we extract coupling constants that can be matched with the EFT description
of Ch. 6. Subsequently, Ch. 9 studies further correlations by using the aforementioned
three-body decays as an input for the C- and CP -odd η → π0γ∗ and η′ → ηγ∗ transition
form factors. These results are used to place bounds on the respective semi-leptonic decays
and to sharpen the constraints on ToPe effects in the three-body decays analysed in Ch. 8.
Part IV provides a summary of this thesis and discusses possible extensions for future
analyses.
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Chapter 2

The Standard Model:
fundamental fields & discrete space-time symmetries

To put the heuristic introduction to the Standard Model from Sect. 1.1 in a rigorous mathe-
matical framework, we will shortly summarize its field theoretical description via a so-called
Lagrange density, or simply Lagrangian. In general, a Lagrangian, whose relation to phys-
ical observables can be obtained from well-known “cooking recipes” called Feynman rules,
is a compact description of all the information encoded in a quantum field theory. This
information is concisely described by Weinberg’s conjecture [63]:

“Quantum field theory itself has no content beyond analyticity, unitarity, cluster
decomposition, and symmetry. This can be put more precisely in the context of
perturbation theory: if one writes down the most general possible Lagrangian,
including all terms consistent with assumed symmetry principles, and then cal-
culates matrix elements with this Lagrangian to any given order of perturbation
theory, the result will simply be the most general possible S-matrix consistent
with analyticity, perturbative unitarity, cluster decomposition and the assumed
symmetry principles.”

In this sense, the Lagrangian of the Standard Model of particle physics [7–12] in its full
beauty before spontaneous symmetry breaking reads

L(4)
SM =− 1

4

(
W i
µνW

iµν +GaµνG
aµν +BµνB

µν
)

+
(
Dµϕ

)†(
Dµϕ

)
+m2ϕ†ϕ− λ

(
ϕ†ϕ

)2
+ i
(
l̄ /Dl + ē /De+ q̄ /Dq + ū /Du+ d̄ /Dd

)
−
(
l̄ Yeeϕ+ q̄ Yuuϕ̃+ q̄ Yddϕ+ h.c.

)
,

(2.1)

where we indicated Yukawa couplings by Ye,u,d and used the abbreviations l ≡ liLp, q ≡ qαiLp,
e ≡ eRp, u ≡ uαRp, d ≡ dαRp. The indices labeling fermions correspond to weak isospin
(i = 1, 2), color (α = 1, 2, 3), and generation (p = 1, 2, 3), respectively, whereas R and L
denote the chirality. In vector notation, i picks one element of the left-handed doublets1

(
qαLp
)i

=

(
uαLp
dαLp

)i
and

(
lLp
)i

=

(
νp
eLp

)i
, (2.2)

1Note that the SM only includes left-handed neutrinos and right-handed anti-neutrinos.
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respectively. Analogously, p determines the concrete flavor in the triplets

(
uαL,R

)
p

=

uαL,RcαL,R
tαL,R


p

,
(
dαL,R

)
p

=

dαL,RsαL,R
bαL,R


p

,
(
eL,R

)
p

=

eL,RµL,R
τL,R


p

. (2.3)

To keep the notation simple, we may occasionally drop some of these indices throughout
the course of this work. The interactions with gauge bosons are encoded in the covariant
derivative, for which we choose the sign convention

Dµ = ∂µ + igsT
aGaµ + igSiW i

µ + ig′Y Bµ . (2.4)

In this equation, T a ≡ λa/2 includes the Gell-Mann matrices λa as SU(3)C generators, Si ≡
τ i/2 includes the Pauli matrices τ i as SU(2)L generators, and Y denotes the hypercharge.
The gauge couplings corresponding to SU(3)C , SU(2)L, and U(1)Y are denoted by gs, g,
and g′, respectively. The kinetic terms of the gauge bosons Gaµ,W i

µ, Bµ are encoded in the
products of field strength tensors

Gaµν = ∂µG
a
ν − ∂νGaµ − gsfabcGbµAcν ,

W i
µν = ∂µW

i
ν − ∂νW i

µ − gεijkW j
µW

k
ν ,

Bµν = ∂µBν − ∂νBµ ,

(2.5)

with fabc and εijk as the strucuture constants of SU(3) and SU(2), respectively.

The field ϕ, and similarly ϕ̃ ≡ iτ2ϕ∗, is a scalar doublet, which can be written as

ϕ =
1√
2
U(x)

(
0

v + h(x)

)
with v =

√
m2/λ , (2.6)

where h is the physical Higgs that represents fluctuations around the vacuum expectation
value 〈

ϕ
〉

=
1√
2

(
0

v

)
(2.7)

and U(x) ∈ SU(2) contains the three Goldstone bosons W i
µ of the gauge theory.2 As the

latter are no observable degrees of freedom, we can set U(x) = 1 in the so-called unitary
gauge. This choice of gauge motivates the picture that the three degrees of freedom (one for
each W i

µ) manifest themselves as the longitudinal polarization of the three massive vector
bosons after the electroweak symmetry is spontaneuosly broken. Loosely speaking, the
Goldstone bosons are absorbed by the longitudinal polarization of the three massive vector
bosons W±µ , Zµ. These, together with the photon Aµ, are related to the Goldstone bosons

2According to Goldstone’s theorem [64], there is a massless boson for each spontaneously broken global
continuous symmetry.
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and Bµ by

W 1
µ =

1√
2

(W+
µ +W−µ ) , W 3

µ = sin θwAµ + cos θwZµ ,

W 2
µ =

i√
2

(W+
µ −W−µ ) , Bµ = cos θwAµ − sin θwZµ ,

(2.8)

after the spontaneous breakdown of the electroweak symmetry. The weak mixing angle θw
is related to g, g′, and the QED coupling e by means of

sin θw = −e
g
, cos θw = − e

g′
. (2.9)

Furthermore, the Yukawa interactions of the Higgs with the fermions give rise to fermion
masses after spontaneous symmetry breaking. The quark mass matrix can be diagonalized
with a unitary transformations acting on the quark triplets q. However, this comes along
with a non-flavor-diagonal interaction of W± with quarks,3 leading to additional flavor-
dependent factors known as elements of the Cabibbo–Kobayashi–Maskawa (CKM) matrix.
In total, the SM exhibits 19 free parameters which are not known a priori and have to be
fixed by a comparison to experiments. This set of degrees of freedom consist of

• nine fermion masses originating from Yukawa couplings,

• the Higgs mass,

• the Higgs vev,

• three gauge couplings gs, g , g′,

• three angles of the CKM matrix,

• the CKM CP -violating phase,

• the QCD vacuum angle θQCD.4

In the following we discuss the quantization and the quantum-field-theoretical description
of scalar fields in Sect. 2.1, fermions in Sect. 2.2, as well as abelian and non-abelian gauge
bosons like photons and gluons in Sects. 2.3 and 2.4, respectively. Most of the aspects
quoted in these sections can be found in standard QFT textbooks as Refs. [70–74], just to
mention a few. Furthermore, we discuss the discrete space-time symmetries of each field
based on the references above and Refs. [55, 75], to which we refer for further reading.

3A problem that does not occur for leptons.
4We did not include θQCD in the SM Lagrangian, as there is no strong (experimental) evidence for a

value unequal to zero [65–68]. The QCD theta term [69] enters LSM as −θQCDg
2
S G

aµνG̃aµν/32π2, with
G̃µν ≡ εαβµνG

αβ/2. In principle, similar θ-terms can be written down for the SU(2) and U(1) part of the
SM, however these can be removed by chiral rotations and are thus unphysical [70].
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2.1. The scalar field

2.1 | The scalar field

In this section we focus on the quantization of free scalar fields that applies for instance
to the Higgs and (pseudo-)scalar mesons. First, we consider the corresponding equation of
motion (eom), which is a relativistic formulation of the Schrödinger equation for spinless
fields, i.e., (

∂µ∂
µ +m2

)
φ = 0 . (2.10)

This is known as the Klein–Gordon equation and can be derived from a field theoretical
perspective applying the Euler–Lagrange equation

∂L
∂ϕ
− ∂µ

∂L
∂(∂µϕ)

= 0 (2.11)

to the Lagrangian density for free charged Klein–Gordon fields

LKG = (∂µφ)† ∂µφ−m2φ†φ . (2.12)

Note that Eq. (2.11) holds for arbitrary Lagrangians L and fields ϕ at leading order in
perturbation theory and is not restricted to scalar fields only. To obtain the eom as given
in Eq. (2.10), the derivatives have to be taken with respect to ϕ = φ†. Similarly, one has to
use ϕ = φ to get the eom of the hermitian conjugate φ†. The solution of the Klein–Gordon
equation expressed in terms of Fourier modes are

φ(t,x) =

∫
d3p

(2π)3

1√
2Ep

(
ape
−ipx + b†pe

ipx
)
,

φ†(t,x) =

∫
d3p

(2π)3

1√
2Ep

(
a†pe

ipx + bpe
−ipx

)
.

(2.13)

While the ladder operator a†p (ap) creates (annihilates) a scalar particle with momentum p,
b†p (bp) creates (annihilates) the respective antiparticle.5 Hence, the scalar field φ includes
information on both particle and antiparticle. Defining the canonical momentum π(x) ≡
∂tφ(x), the equal-time commutation relations read[

φ(t,x), π(t,y)
]

= iδ(3)(x− y) ,[
φ(t,x), φ(t,y)

]
=
[
φ†(t,x), φ†(t,y)

]
= 0 ,

(2.14)

in accordance with Bose symmetry.

5When dealing with uncharged particles it suffices to consider just one field φ(t,x) =∫
d3p

(2π)3
1√
2Ep

(
ape
−ipx + a†pe

ipx
)

and set φ† = φ. In this case, the Klein–Gordon equation becomes

LKG = 1
2

(∂µφ)2 − m2

2
φ2.
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2.1.1 | Discrete symmetries

We now shortly state the transformation of the scalar field φ(t,x) and its hermitian conju-
gate φ†(t,x) under the discrete space time symmetries C, P , and T .
As charge conjugation interchanges particles and antiparticles, the creation and annihilation
operators a(†)

p change places with b(†)p , giving rise to

Cφ(t,x)C† = eiαCφ†(t,x) and Cφ†(t,x)C† = e−iαCφ(t,x) , (2.15)

where αC indicates an arbitrary phase. The transformations under parity yield

Pφ(t,x)P† = eiαPφ(t,−x) and Pφ†(t,x)P† = e−iαPφ†(t,−x) , (2.16)

with another phase αP . And finally, time reversal acts as

T φ(t,x)T † = eiαT φ†(−t,x) and T φ†(t,x)T † = e−iαT φ(−t,x) . (2.17)

Given that the derivative transforms in the same manner as the space-time vector xµ, i.e.,6

C∂µC† = ∂µ , P∂µP† = εµ∂µ , T ∂µT † = −εµ∂µ , (2.18)

with

εµ =

{
+1 , for µ = 0

−1 , for µ = 1, 2, 3
, (2.19)

one can easily deduce that the Lagrangian in Eq. (2.12) preserves each discrete symmetry
separately. Note that some literature uses P∂µP† = ∂µ and T ∂µT † = −∂µ, which is
somewhat inappropriate considering the correct Lorentz structure.

2.2 | The fermion field

We turn our attention to the quantization of fermions, which applies to all quarks, leptons,
and their respective antiparticles in the Standard Model. As pioneered by Paul Dirac, the
equation of motion for fermions is

(iγµ∂µ −m)ψ = 0, (2.20)

or equivalently
ψ̄ (iγµ∂µ +m) = 0, (2.21)

and known as the Dirac equation. This equation is linked to the free Dirac Lagrangian,
which describes the propagation of fermions by

LD = ψ̄ (iγµ∂µ −m)ψ, (2.22)

6Note that the Einstein sum convention does not apply to εµ.
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with ψ̄ = ψ†γ0, via Eq. (2.11). The Dirac matrices γµ are defined by the Clifford algebra

{γµ, γν} ≡ γµγν + γνγµ = 2gµν , (2.23)

with the Minkowski metric gµν = diag(1,−1,−1,−1)µν . This algebra does not define
the Dirac matrices—which must have the dimension 4 × 4—uniquely.7 One convenient
representation for applications in the Standard Model, which we will use throughout, is the
Weyl representation

γµ =

(
0 σµ

σ̄µ 0

)
, with σµ ≡ (1, σ)µ and σ̄µ ≡ (1, −σ)µ. (2.24)

The vector σ = (σ1 σ2 σ3 )T is determined by the Pauli matrices

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
. (2.25)

At this point it may be worth to interrupt the argument and take a look at a fundamental
requirement LD has to meet. A vital attribute of any Lagrangian, as especially fleshed
out in Ch. 5, is hermiticity. The latter is required to yield real-valued, i.e., measurable,
observables. However, it might not be obvious that LD is hermitian if we use the well-known
identity

γ†µ = γ0γµγ0 . (2.26)

To resolve this issue, consider that a Lagrange density is related to the action S =
∫
d4xL.

With this relation as well as the fact that basic quantum mechanics demands wave func-
tions to vanish at infinity, we can conclude that total derivatives in L vanish after the
integration—an additional principle crucial for Ch. 5 and 6—and can hence not affect the
action. Thus, a partial integration allows us to write Eq. (2.22) in the manifestly hermitian
form

LD = ψ̄
[ i

2
γµ(~∂µ − ∂

~

µ)−m
]
ψ , (2.27)

where the arrows indicate the direction on which the derivatives act.
Returning to the quantization of fermion fields, we can express their Fourier representations
by

ψ(t,x) =
∑
s

∫
d3p

(2π)3

1√
2Ep

(
aspu

s
pe
−ipx + bs†p v

s
pe
ipx
)
,

ψ̄(t,x) =
∑
s

∫
d3p

(2π)3

1√
2Ep

(
as†p ū

s
pe
ipx + bspv̄

s
pe
−ipx

)
.

(2.28)

7We used the most common, somewhat sloppy, notation for Dirac matrices. To be more rigorous
about the correct matrix structure, consider spinor indices α, β, γ ∈ {0, 1, 2, 3}. The product of γ-
matrices hence reads γµγν ≡ γµαγγ

ν
γβ and the Lagrangian is a scalar product in spinor space by means

of LD = ψ̄α
(
iγµαβ∂µ −mδαβ

)
ψβ .
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2.2. The fermion field

According to the Pauli principle the spinor components obey the canonical anticommutation
relations {

ψα(t,x), ψ†β(t,y)
}

= δαβ δ
(3)(x− y) ,{

ψα(t,x), ψβ(t,y)
}

=
{
ψ†α(t,x), ψ†β(t,y)

}
= 0 ,

(2.29)

where we assumed the spinors to be evaluated at equal time. We can again physically inter-
pret as†p as the creation operator for particles, bs†p as the creation operator for antiparticles
and asp and bsp as the respective annihilation operators, each with momentum p and spin s.
The Dirac spinors usp and vsp themselves, whose the momentum dependence is indicated by
the index p, obey the equations of motion

(/p−m)usp = 0 and (/p+m)vsp = 0 , (2.30)

where we used the Feynman slash notation /p ≡ γµpµ. Corresponding spinor solutions for a
spin along arbitrary direction can be written in the compact form

usp =

(√
p · σξs√
p · σ̄ξs

)
, vsp =

( √
p · σηs

−
√
p · σ̄ηs

)
, (2.31)

where the square root over the matrix has to be understood as the positive square root over
each respective eigenvalue. For the different spin combinations we have

ξ+1/2 =

(
cos θ2

sin θ
2e
iφ

)
, ξ−1/2 =

(
− sin θ

2e
−iφ

cos θ2

)
, ηs = ξ−s . (2.32)

A common phase convention is ξ+1/2 = (1, 0)T , ξ−1/2 = (0, 1)T . The spinor solutions are
orthogonal by means of ūsus′ = −v̄svs′ = 2mδss′ and ūsvs

′
= 0.

For convenience and later use, we introduce the following nomenclature for fermion bilinears

scalar : ψ̄ψ , vector : ψ̄γµψ , tensor : ψ̄σµνψ ,

pseudoscalar : ψ̄iγ5ψ , axialvector : ψ̄γµγ5ψ , pseudotensor : ψ̄iσµνγ5ψ ,

(2.33)
where we use the short form for the commutator of Dirac matrices

σµν ≡ i

2
[γµ, γν ] (2.34)

as well as the fifth Dirac matrix

γ5 ≡ iγ0γ1γ2γ3 = γ†5, with (γ5)2 = 14 and {γ5, γ
µ} = 0 . (2.35)

Conventionally, imaginary units i are included in Eq. (2.33) to render each term hermitian.
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2.2.1 | The chiral limit

An important case of LD is the chiral limit, i.e., the limit in which fermion masses are set
to zero. In this case it is appealing to write the spinor solution as

ψ =

(
ζL
ζR

)
. (2.36)

Note that the two component Weyl spinors ζR and ζL can easily be formulated in terms of
ξs and ηs. Remaining in the Weyl basis, we conveniently introduce the chiral projectors

PR ≡
1

2
(1 + γ5) =

(
0 0

0 12

)
= P †R and PL ≡

1

2
(1− γ5) =

(
12 0

0 0

)
= P †L , (2.37)

for which the common relations of projection operators

PR + PL = 1 , P 2
R,L = PR,L , and PRPL = PLPR = 0 (2.38)

hold. This allows us to divide the spinor ψ into its so-called left- and right-handed compo-
nents by means of

ψ = ψR + ψL , with ψR ≡ PRψ =

(
0

ζR

)
and ψL ≡ PLψ =

(
ζL
0

)
. (2.39)

Hence, the free Dirac Lagrangian can be written as

LD = ψ̄Liγ
µ∂µψL + ψ̄Riγ

µ∂µψR −m(ψ̄RψL + ψ̄LψR) , (2.40)

from which we can read off that the fields of distinct chirality decouple in the chiral limit.
In this case the Dirac equation translates (still using the Weyl representation) into the two
independent Weyl equations

iσµ∂µζR = 0 and iσ̄µ∂µζL = 0 . (2.41)

Although it may seem odd at first glance to speak of massless fermions, the chiral limit is
manifest in the SM itself. Indeed, the SM Lagrangian describes a chiral theory of SU(2)

flavor doublets before the spontaneous breakdown of the electroweak symmetry, as is readily
given in Eq. (2.1), and does not explicitly include fermion masses. As already explained
previously, the latter are subject to a Yukawa coupling to the Higgs. Phrased differently,
any operator that couples left- to right-handed fermions—and thus violates chirality—needs
an insertion of the Higgs. This observation is of vital significance for Ch. 5.

Moreover, the chiral limit has important applications even after fermions acquired their
masses, especially for the strong interactions. Having another glimpse at Fig. 1.1, one may
notice the conspicuously small masses of the u, d, and s quarks, which are all well below

– 20 –



2.2. The fermion field

1GeV. Treating them as approximately massless, we can summarize their free propagation,
according to Eq. (2.40), by8

LχD = q̄Riγµ∂
µqR + q̄Liγµ∂

µqL , (2.42)

with left- and right-handed quark triplets qL and qR. This Lagrangian exhibits an accidental
symmetry as it is invariant under global rotations in flavor space, which transform the
triplets as [76, 77]

qR =

uRdR
sR

 7→ UR

uRdR
sR

 ≡ exp

(
−i

8∑
a=1

θRa
λa
2

)
e−iθ

R

uRdR
sR

 ,

qL =

uLdL
sL

 7→ UL

uLdL
sL

 ≡ exp

(
−i

8∑
a=1

θLa
λa
2

)
e−iθ

L

uLdL
sL

 .

(2.43)

In these transformations, the Gell-Mann matrices λa, which are explicitly given in Sect. 2.4,
act in flavor space. The rotation matrices UL and UR are elements of two distinct unitary
groups called U(3)L and U(3)R. The corresponding overall symmetry group decomposes as

U(3)L × U(3)R → SU(3)L × SU(3)R × U(1)V × U(1)A , (2.44)

where U(1)V is related to baryon-number conservation and U(1)A corresponds to the chiral
anomaly [78]. Therefore, we will henceforth consider the transformation matrices

R = exp

(
−i

8∑
a=1

θRa
λa
2

)
∈ SU(3)R and L = exp

(
−i

8∑
a=1

θLa
λa
2

)
∈ SU(3)L . (2.45)

The transformation of quarks triplets under this SU(3)L × SU(3)R symmetry, i.e.,

qL → LqL , q̄L → q̄LL
† , qR → RqR , q̄R → q̄RR

† , (2.46)

is the fundamental starting point when deriving mesonic interactions from underlying op-
erators at the quark level, as detailed in Ch. 6.1.

8At this point it may be more rigorous to consider the full QCD Lagrangian. But for the sake of simplicity
we will not include gluons at this stage of the discussion. However, this does not affect the validity of the
chiral symmetry discussed in this section. We merely note that gluons, which are considered in Sect. 2.4,
are invariant under chiral transformations.
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2.2.2 | Discrete symmetries

An important ingredient for the derivation of the discrete space-time symmetries for Dirac
structures is the observation that

ηs = −iσ2(ξs)
∗ , (2.47)

which relates the spinor solutions for fermions and antifermions by

usp = −iγ2(vsp)
∗ , vsp = −iγ2(usp)

∗ . (2.48)

Consequently, the charge conjugates of the fields ψ and ψ̄ are

CψC† = −ieiβC(ψ̄γ0γ2)T and Cψ̄C† = −ie−iβC(γ0γ2ψ)T , (2.49)

where we dropped the dependencies on the space-time coordinates for simplicity and applied
iγ2ψ

∗ = i(ψ†γ2)T = i(ψ̄γ0γ2)T . In this intermediate step the identity (γ0)2 = 14 comes in
handy.
Regarding spatial reflections, we first introduce p̄ = (t,−x) as the parity transform of the
four momentum p. Using the scalar products p̄ · σ = p · σ̄ and p · σ = p̄ · σ̄, we can easily
derive

usp = γ0u
s
p̄ , vsp = −γ0v

s
p̄ (2.50)

from Eq. (2.31). Thus, the fermion fields transform according to

PψP† = eiβPγ0ψ and Pψ̄P† = e−iβP ψ̄γ0 . (2.51)

In general, time reversal is an anti-unitary operator, i.e., T cT † = c∗ for c ∈ C. Hence, T is
the only discrete symmetry directly affecting the Dirac matrices by flipping the sign of γ2

and leaving the remaining ones unaffected. Its action on spinors can be deduced from the
fact that T flips the spin and the three-momentum. Thus we need the relations

u−sp̄ = −γ1γ3(usp)
∗ , v−sp̄ = −γ1γ3(vsp)

∗ (2.52)

to derive
T ψT † = eiβT γ1γ3ψ and T ψ̄T † = −e−iβT ψ̄γ1γ3 . (2.53)

Finally, we can most compactly summarize the transformation of fermion bilinears under
the three discrete space-time symmetries as

C(ψ̄Γχ)C† = − χ̄γ0γ2ΓTγ2γ0ψ ,

P(ψ̄Γχ)P† = ψ̄γ0Γγ0χ ,

T (ψ̄Γχ)T † = ψ̄γ1γ3Γ∗γ3γ1χ ,

(2.54)

where Γ indicates an arbitrary combination of Dirac matrices. For convenience we kept the
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2.3. The photon field

result as general as possible and used two different fermion fields ψ and χ. This especially
becomes relevant for the transformation under charge conjugation, which we derived by

C(ψ̄Γχ)C† = −(γ0γ2ψ)TΓ(χ̄γ0γ2)T =
[
(χ̄γ0γ2)ΓT (γ0γ2ψ)

]T
= −(χ̄γ0γ2)ΓT (γ2γ0ψ) .

(2.55)
While the sign-flip in the second step is due to the anticommutation of fermions, we get
another sign-flip from anticommuting γ0 and γ2 in the third step. In the latter we addi-
tionally dropped the overall matrix transposition, as the whole expression is just a scalar.
Another subtlety of C is that, although we anticommuted the fermion fields, the derivatives
in Eq. (2.27) keep acting on the same field. Consequently, these derivatives have to act on
the opposite direction, thus contributing with an additional negative sign.
With these findings and the properties of the γ-matrices fleshed out in the previous sections,
one can compute the discrete symmetries of any Dirac structure and can especially show
that the Dirac Lagrangian as given in Eq. (2.27) is invariant under C, P , and T separately.

2.3 | The photon field

We extend the discussion for the free Dirac Lagrangian from Sect. 2.2 and allow the fermions
to couple to the electromagnetic field Aµ = (Φ,A)µ, with scalar potential Φ and vector
potential A. The corresponding abelian gauge theory, known as QED, is described by the
Lagrangian

LQED = ψ̄γµ(i∂µ − eAµ)ψ − 1

4
FµνF

µν , (2.56)

with the field strength tensor
Fµν ≡ ∂µAν − ∂νAµ . (2.57)

This theory is invariant under the local U(1) gauge transformations

ψ(x)→ eiα(x)ψ(x) , Aµ(x)→ A(x)− 1

e
∂µα(x) . (2.58)

The equation of motion of the photon field evaluates to

∂µF
µν = eψ̄γνψ , (2.59)

which corresponds to the inhomogenous Maxwell equations.
The Fourier representation of the quantized photon field with momentum p is

Aµ(t,x) =

∫
d3p

(2π)3

1√
2Ep

2∑
λ=1

(
ελµa

λ
pe
−ipx + ελ†µ a

λ†
p e

ipx
)
, (2.60)

where the index λ labels the polarization. Compared to the case of an uncharged scalar,
the spin-1 case has additional polarization vectors ελµ. As the photon is massless, it does
not have a longitudinal polarization. Considering an arbitrary direction of the photon’s
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momentum, the transverse polarization vectors read [79]

εµλ=±1(p) =
1√
2
e∓iδ (0, ∓ cos θ cosφ+ i sinφ, ∓ cos θ sinφ− i cosφ, ± sin θ) , (2.61)

with Euler angles φ, θ, and δ fixing the orientation of p.9 The ladder operators obey the
equal-time commutation relations[

aλp , (a
λ′
q )†
]

= −gλλ′(2π)3δ(3)(p− q) ,[
aλp , a

λ′
q

]
=
[
(aλp)†, (aλ

′
q )†
]

= 0 ,
(2.62)

which lead to
[Aµ(t,x), πν(t,y)] = igµνδ

(3)(x− y), (2.63)

with πν ≡ ∂tAν .
Finally we quote the two important identities

pµp
µ = 0 , εµp

µ = 0 , (2.64)

which reflect the on-shell condition and gauge invariance, respectively.

2.3.1 | Discrete symmetries

The discrete symmetries of the photon field Aµ can be read off from Eq. (2.56) by noting
that ψ̄γµeAµψ must transform in the same manner as ψ̄γµi∂µψ.10 For the latter it is again
convenient to consider the hermitian formulation as given in Eq. (2.27). In this sense, we
obtain

CAµ(t,x)C† = −Aµ(t,x) ,

PAµ(t,x)P† = εµAµ(t,−x) ,

T Aµ(t,x)T † = εµAµ(−t,x) ,

(2.65)

where we applied that time reversal flips the sign of the imaginary unit i and adapted the
transformations given in Eq. (2.18). We additionally accounted for the minus sign from the
term (~∂µ− ∂

~

µ) under charge conjugation, as already discussed at the end of Sect. 2.2.2. As
each discrete symmetry is multiplicative, we can furthermore use Eq. (2.18) to derive

CFµν(t,x)C† = −Fµν(t,x) ,

PFµν(t,x)P† = εµενFµν(t,−x) ,

T Fµν(t,x)T † = −εµενFµν(−t,x) .

(2.66)

9Some more information about these angles can be found in Sect. B.1.
10In general, coupling constants like e are not assumed to transform under discrete space-time symmetries.
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2.4 | The gluon field

The inclusion of gluons to the Dirac Lagrangian proceeds similarly to Sect. 2.3, except that
we are now dealing with the non-abelian theory obeying the SU(3)C color gauge group.
The QCD Lagrangian

LQCD =
∑
j

q̄jn
[
δnm(iγµ∂µ −mqj ) + gsγ

µT anmG
a
µ

]
qjm −

1

4
GaµνG

aµν (2.67)

applies to all quarks qjn with color n and flavor j. The pure quark terms of LQCD always
couples a certain color with its respective anticolor. In contrast, the matrix T a ≡ λa/2

acting in color space, with the hermitian Gell-Mann matrices

λ1 =

0 1 0

1 0 0

0 0 0

 , λ2 =

0 −i 0

i 0 0

0 0 0

 , λ3 =

1 0 0

0 −1 0

0 0 0

 ,

λ4 =

0 0 1

0 0 0

1 0 0

 , λ5 =

0 0 −i
0 0 0

i 0 0

 , λ6 =

0 0 0

0 0 1

0 1 0

 ,

λ7 =

0 0 0

0 0 −i
0 i 0

 , λ8 =
1√
3

1 0 0

0 1 0

0 0 −2

 ,

(2.68)

as generators of SU(3), allows for non-trivial color contractions of quarks and gluons Gaµ.
The dynamics of the latter is encoded in the gluonic field strength tensor

Gaµν = ∂µG
a
ν − ∂νGaµ + gs fabcG

b
µG

c
ν , (2.69)

with the SU(3) structure constants fabc defined by[
T a, T b

]
= ifabcT

c . (2.70)

While the derivative character in Gaµν describes the propagation of massless gluons, the term
gs fabcG

b
µG

c
ν is a consequence of the non-abelian gauge theory. This interaction gives rise to

the self-coupling of gluons, with an accompanying running of the QCD coupling that causes
confinement and asymptotic freedom, as already heuristically discussed in Sect. 1.4.11

11A rigorous mathematical prove of confinement is still an open endeavour and part of the Millennium
Problems [80].
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2.4.1 | Discrete symmetries

Comparing LQCD with LQED, we observe that Gµ ≡ T aGaµ has to have the same discrete
symmetries as the photon field Aµ in Eq. (2.65), i.e.,

CGµ(t,x)C† = −Gµ(t,x) ,

PGµ(t,x)P† = εµGµ(t,−x) ,

T Gµ(t,x)T † = εµGµ(−t,x) .

(2.71)

However, we need to decouple the contributions of T a and Gaµ in order to work out the
symmetries of arbitrary color structures. As the matrix T a can only occur inside a quark
bilinear, we can apply the transformation in Eq. (2.54) analogously to ψ̄ΓT aχ upon replac-
ing Γ by (ΓT a). We can simplify these transformations for ψ̄ΓT aχ using

(T a)T = (T a)∗ ≡ xaT a with xa =

{
+1 , for a = 1, 3, 4, 6, 8

−1 , for a = 2, 5, 7
, (2.72)

which can be read off directly from Eq. (2.68). This finding combined with Eq. (2.71) gives
rise to

CGaµ(t,x)C† = − xaGaµ(t,x) ,

PGaµ(t,x)P† = εµGaµ(t,−x) ,

T Gaµ(t,x)T † = xaεµGaµ(−t,x) ,

(2.73)

and consequently

CGaµν(t,x)C† = −xaGaµν(t,x) ,

PGaµν(t,x)P† = εµενGaµν(t,−x) ,

T Gaµν(t,x)T † = −xaεµενGaµν(−t,x) .

(2.74)

The only non-trivial color contractions left are the ones including the totally anti-symmetric
and symmetric structure constants

fabc = − i
4
Tr (λa[λb , λc]) , dabc=

1

4
Tr (λa{λb , λc}) , (2.75)

which explicitly read

f123 = 1 , f147 = f246 = f257 = f345 =
1

2
, f156 = f367 = −1

2
, f458 = f678 =

√
3

2
(2.76)
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and

d118 = d228 = d338 =
1√
3
, d888 = − 1√

3
, d247 = d366 = d377 = −1

2
,

d146 = d157 = d256 = d344 = d355 =
1

2
, d448 = d558 = d668 = d778 = − 1

2
√

3
,

(2.77)
respectively. We observe that all non-vanishing values of fabc (dabc) contain an odd (even)
number of indices 2, 5, 7. This indicates

xaxbxcfabc = −fabc , xaxbxcdabc = dabc , (2.78)

and similar relations.
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Chapter 3

An introduction to dispersion theory

This section provides an introduction to the model-independent description of scattering
and decay amplitudes with dispersion relations. The latter allow for a non-perturbative
resummation of final-state interactions, strictly relying on the fundamental physical prin-
ciples of unitarity and analyticity. While unitarity is demanded by the conservation of
probability, analyticity is a mathematical consequence of causality.
These principles are presented in Sect. 3.1 and 3.2, respectively. We continue with the
analytic properties of four-point functions and set up corresponding dispersion relations in
Sect. 3.3. Having provided these foundations, we apply dispersion theory to the prominent
examples of the ππ scattering amplitude, the pion vector form factor, and to the inho-
mogeneous Omnès problem in Sect 3.4. A short overview of the kinematics of three- and
four-point functions as well as the basics of partial-wave expansion, used throughout these
sections, can be found in App. A and B.
We note that this chapter does not provide new insights into dispersion theory, but serves
as a summary for its most important concepts used in the course of this thesis. The
covered content is based on previous theses [81–89] and aims at the derivation of central
results with immediate benefit for Part III.1 For further reading about this topic we refer
to Refs. [34, 90–95].

3.1 | Unitarity

We start our endeavor to find the implications of probability conservation with the quantum
mechanical interaction picture, in which both states and operators are time dependent. A
general Hamiltonian in this picture is decomposed as

H = H0 +Hint, (3.1)

whereH0 describes the free propagation of a particle andHint encodes all information about
the perturbation generated by interactions among particles. The corresponding Schrödinger
equation

i∂t|ψ(t)〉 = HI(t)|ψ(t)〉 , with HI(t) = eiH0tHinte
−iH0t, (3.2)

has the solution

|ψ(t)〉 = U(t, t0)|ψ(t0)〉 , with U(t, t0) = T̂ e
−i

∫ t
t0

dt′HI(t′)
, (3.3)

1We note that especially Sects. 3.1, 3.2, and 3.3 are very close to the presentation of Ref. [87].
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where T̂ is the time-ordering operator and U(t, t0) is the time-evolution operator. Focusing
on the latter, we may now regard the fact that the probabilities of every possible scattering
event add up to 1. Imposing this seemingly trivial fact, we conclude that the norm of a
state must be the same at any time, i.e.,

〈ψ(t0)|ψ(t0)〉 !
= 〈ψ(t)|ψ(t)〉 = 〈ψ(t0)|U †(t, t0)U(t, t0)|ψ(t0)〉 . (3.4)

Thus, this constraint demands that the time-evolution operator is unitary. Hence, unitarity
is a more elegant way to express that probability is conserved and serves as one of the most
fundamental principles in physics. To investigate the consequence for general scattering
amplitudes, introduce the S-matrix as the time-evolution operator for asymptotic states,
i.e.,

S ≡ U(t+, t−) , (3.5)

with t− = −∞ and t+ = +∞. Accordingly, probability conservation demands that the
S-matrix is unitary, meaning

SS† = S†S = 1. (3.6)

Using this unitarity relation, the time evolution of asymptotic momentum eigenstates with
momenta kx can be written as

|k1, ..., kn(t+)〉 = S† |k1, ..., kn(t−)〉 , |k1, ..., kn(t−)〉 = S |k1, ..., kn(t+)〉 , (3.7)

or equivalently as

〈k1, ..., kn(t+)| = 〈k1, ..., kn(t−)|S , 〈k1, ..., kn(t−)| = 〈k1, ..., kn(t+)|S† , (3.8)

With these considerations we can describe the probability amplitude for the time evolution
of an arbitrary number m of initial states, with momenta pi, to a set of n final states, with
momenta qf , by the S-matrix element

Sfi ≡ 〈q1, ..., qn(t+)|p1, ..., pm(t−)〉 = 〈q1, ..., qn(t−)|S|p1, ..., pm(t−)〉. (3.9)

As the norm is conserved, we can drop the t± prescription within S-matrix elements for
simplicity. Instead of directly computing these S-matrix elements, we first decompose S
similarly to the Hamiltonian in the interaction picture. Conventionally, the S-matrix is
split according to

S = 1+ iT, (3.10)

such that all information about interactions are shifted to the Lorentz-covariant transfer
matrix T . In complete analogy to Sfi, the T -matrix element takes the form

(2π)4δ4(Qf − Pi)Tfi = 〈q1, ..., qn|T |p1, ..., pm〉, (3.11)
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where Qf and Pi denote the total four-momenta of final and initial states, respectively, so
that the delta distribution takes total four-momentum conservation into account. This Tfi
is called scattering amplitude or simply matrix element.

It is important to notice that—other than S—the transfer matrix T is not unitary. The
unitarity of the S-matrix rather dictates the condition2

T − T † = iT †T. (3.12)

Embedding this expression between momentum eigenstates we find

〈q1, ..., qn|T |p1, ..., pm〉 − 〈q1, ..., qn|T †|p1, ..., pm〉 = i〈q1, ..., qn|TT †|p1, ..., pm〉. (3.13)

If we subsequently insert a complete set of intermediate states, with total momenta Kn, on
the right-hand side of this equation and apply the definition in Eq. (3.11) we arrive at

Tfi − T ∗if = i
∑
n

∫
dΠn(2π)4δ4 (Pi −Kn)T ∗nfTni, (3.14)

which is for historical reasons referred to as the generalized optical theorem. In this nota-
tion, n labels the different intermediates states, each consisting of an arbitrary number of
single-particle states. Again, the distribution δ4 (Pi −Kn) ensures total four-momentum
conservation and the integration measure

dΠn =
∏
j∈n

d4kj
(2π)4

2π δ(k2
j −m2

j ) θ(k
0
j ) (3.15)

sets the intermediate states on-shell, in a way consistent with Lorentz covariance. We
furthermore only allow for positive-energy states using the Heaviside function. The index
j counts single particles contributing to each intermediate multi-particle state n, while the
quantities kj and mj denote their respective four-momenta and masses.

As a fundamental result in field theories, Olive [96] has shown that the conditions

Tfi ≡ lim
ε→0

Tfi(s+ iε) , T ∗if ≡ lim
ε→0

Tfi(s− iε) , (3.16)

where we only display the dependence on the variable s that is related to the available
center-of-mass energy, hold in general and emerge from the CPT theorem. One can thus
rewrite the left-hand side of the optical theorem as

Tfi − T ∗if = discTfi , (3.17)

2This relation arises from S†S = 1. Note that we could have as well used SS† = 1 to derive the
expression T − T † = iTT †. Anyway, both formulations lead to equivalent physics.
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where the discontinuity is defined as

disc f(x) ≡ f(x+ iε)− f(x− iε) , (3.18)

with infinitesimal positive number ε. With this consideration we finally obtain the discon-
tinuity relation

discTfi = i
∑
n

∫
dΠn(2π)4δ4 (Pi −Kn)T ∗nfTni , (3.19)

which provides a model-independent and non-perturbative starting point to evaluate matrix
elements. Often the result in Eq. (3.17) is derived using time-reversal invariance for elastic
scattering processes. However, the identities from Olive [96] are more general and hold for
arbitrary processes with arbitrary discrete symmetries, as long as CPT is conserved. This
underlines that unitarity does not require any other invariance principle to determine the
discontinuity of a matrix element.
In many analyses one finds the unitarity relation of Eq. (3.19) expressed in terms of the
imaginary part of Tfi. To link these formulations to the discontinuity, consider Schwarz’
reflection principle, i.e.,

f∗(x) = f(x∗) , (3.20)

which applies to continuous functions f(x) that are holomorphic in the entire complex plane
(up to branch cuts) and real for x ∈ R (below the branch point).3 The discontinuity can
thus be expressed in terms of the imaginary part using

disc f(x) = 2i Imf(x+ iε), (3.21)

so that the T -matrix element obeys4

2i ImTfi = discTfi . (3.22)

The discontinuity or imaginary part calculated in this manner takes all orders of pertur-
bation theory into account and, once evaluated, can be inserted in dispersion relations, cf.
Sect. 3.2, to obtain the full scattering amplitude.
Before doing so, however, it is worth discussing the meaning of the unitarity equation in
Eq. (3.19), which is shown diagrammatically in Fig. 3.1, in more detail. The right-hand
side describes a loop with all allowed intermediate states that can be set on-shell without
violating energy-momentum conservation. An important observation, which can already
be made at the level of Eq. (3.14), is that unitarity presupposes the necessity of loops, or

3More precisely, it suffices if f(x) is real in a finite interval for x ∈ R. This aspects is important when
considering left-hand cuts in Sect. A.2.

4Note that Schwarz’ reflection principle holds for instance for elastic two-body scattering, but does not
apply if the corresponding amplitude is analytically continued to the respective three-body decay. We
will encounter this fact at a later stage of this thesis. However, Eq. (3.19) still holds in general for the
discontinuity.
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Figure 3.1: Qualitative illustration of the unitarity equation (3.19) for a T -matrix element
describing the transition of an x-particle initial state to a y-particle final state. The depicted
intermediate states are representative for the sum over all possible intermediate states. The
unitarity cut is indicated by the red dashed line.

in other words, a field theory without loops does not conserve probability. The on-shell
condition encoded in dΠn is illustrated by the dashed unitarity cut. This last statement
can be understood at the example of a scalar propagator, whose imaginary reads [70]

Im
1

p2 −m2 + iε
= −π δ(p2 −m2). (3.23)

Thus, the propagator obtains a non-vanishing imaginary part only if the particle goes
on-shell. Phrased differently, the imaginary part of a propagator is determined by its
singularity. As an immediate consequence, unitarity, which demands intermediate states
to be on-shell, implies poles setting in at the production threshold for the lowest-lying
intermediate states. The resulting structure of singularities that generates the discontinuity
of the scattering amplitude is called branch cut. If the total energy of the system is large
enough, additional singularities occur for each new set of intermediate states.
Finally, we note that Eq. (3.19) can be proven analytically with the residue theorem. As
shown by Cutkosky [97], the discontinuity of a loop can be evaluated by cutting through the
diagram in each way that sets the propagators on-shell without violating four-momentum
conservation. Replacing each cut propagator by

1

p2 −m2 + iε
→ −2iπ δ(p2 −m2) (3.24)

and summing over all possible cuts yields the discontinuity. This procedure is referred to
as cutting rule. An illustration for such a cut is given in Fig. 3.1. Note that the word cut
refers very efficiently to branch cuts, cutting rules, and Cutkosky’s name at the same time.

3.2 | Analyticity

As a complement to unitarity, analyticity provides the second fundamental physical princi-
ple dispersive analyses are based on. We start with the physical motivation of analyticity
as a mathematical consequence of causality. A constituent of the S-matrix, which we so far
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paid little attention to, is the time ordering operator T̂ introduced in Eq. (3.3). Noting that
the time ordering of scattering events means that these events are causally related, we can
directly build a bridge between causality and T̂ . To understand its crucial importance for
the analytic properties of the scattering amplitude, consider its mathematical formulation
in terms of the Heaviside step function. At hand of the example of two bosonic fields φ in
position space, the time ordering operator reads

T̂{φ1(x)φ2(y)} = φ1(x)φ2(y)Θ(x0 − y0) + φ2(y)φ1(x)Θ(y0 − x0) , (3.25)

with the Minkowski four-vectors x and y. Applying the residue theorem, we can express
the step function as

Θ(x) = − lim
ε→0

1

2πi

∫ ∞
−∞

dk

k + iε
e−ikx, (3.26)

with ε > 0, giving for instance rise to the Feynman propagator of freely propagating bosonic
fields

Df (x, y) =
〈

0|T̂{φ0(x)φ0(y)}|0
〉

=

∫
d4k

(2π)4

i

k2 −m2 + iε
eik(x−y) . (3.27)

We note that the infinitesimal imaginary part ε in the Green’s function is a direct con-
sequence of causality. While in principle both signs ±iε are allowed, depending on the
respective complex half-plane chosen to close the integration contour, only the positive one
leads to a forward evolution in time. Thus, the argument of a scattering amplitude has to
contain the +iε prescription, which was already applied in the evaluation of the disconti-
nuity of matrix elements in Sect. 3.1. In this referenced section we have seen that unitarity
implies branch-cut singularities for the amplitude f . Assuming that only s-channel scatter-
ing is allowed, the amplitude f(s + iε) is analytic, i.e., complex differentiable, throughout
the entire complex plane; except along a branch cut for real s starting at the lowest-lying
production threshold sth of intermediate states. We note that only the branch point sth is
fixed, while aligning the branch cut with the real axis is just a choice. Often this convenient
choice is made, because then the amplitude f(s+iε) remains on the physical Riemann sheet
as long as one does not cross the cut. Moreover, it is postulated that f contains no other
singularities than the ones imposed by unitarity and crossing symmetry. This is known as
the principle of maximal analyticity.

We now turn to the general description of analytic functions by invoking Cauchy’s integral
theorem. The latter states that every holomorphic function f(s) evaluated in the complex
argument s can be written as

f(s) =
1

2πi

∮
C

f(x)

x− s
dx, (3.28)

with C describing any closed integration contour in the complex plane that includes s but
omits singularities. In order to apply Cauchy’s theorem to the scattering amplitude, we
choose a contour that does not cross the branch cut as depicted in Fig. 3.2. With this
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Re(x)

Im(x)

C

s

Figure 3.2: Integration contour in the complex plane chosen to evaluate Eq. (3.28) with the
branch cut indicated in red. The vanishing integration over the arcs is indicated by dashed
lines.

choice, we can rewrite Eq. (3.28) in terms of one integral that runs around the branch cut,
i.e., around the line starting at sth and extending to infinity, and one that includes a circle
in the complex plane with infinitely large radius R. For f(s) falling off fast enough for large
arguments |s| → ∞ we then obtain

f(s) =
1

2πi

∫ ∞
sth

f(x+ iε)− f(x− iε)
x− s

dx+
1

2πi

∫
|x|=R

f(x)

x− s
dx

=
1

2πi

∫ ∞
sth

f(x+ iε)− f(x− iε)
x− s

dx,

(3.29)

which is solely given by the integration around the branch cut. Mind the negative sign
between f(x+ iε) and f(x− iε) in the numerator that follows from the reversed orientation
of integration in the lower half-plane. With these algebraic manipulations, we see that the
expression in the numerator can be identified as the discontinuity of f along the branch
cut. With the proper replacement s → s + iε motivated above, this finally results in the
dispersion relation

f(s+ iε) =
1

2πi

∫ ∞
sth

discf(x)

x− s− iε
dx . (3.30)

Once more, we note that if f(s) fulfills Schwarz’ reflection principle, which is valid for
functions that are analytic in the complex plane up to the branching cut at s ≥ sth and real
below the threshold sth, the discontinuity can be replaced by disc f(s) = 2i Imf(s+ iε).

We would like to stress that we made an assumption about the asymptotic behaviour of f
in Eq. (3.29) that may not necessarily hold for arbitrary functions. To resolve this issue,

– 35 –



3.3. Dispersion relations for four-point functions

we introduce so-called subtractions to achieve the desired asymptotics of f(s) and thus
a converging integral over the infinitely large circle. The idea behind subtractions is the
simple fact that for a sufficiently large integer n we obtain lim

x→∞
f(x)/xn = 0 . Noting that

for some s0 < sth ∈ R the discontinuity of f(s0) disappears, we can write

f(s)− f(s0)

s− s0
=

1

2πi

∫ ∞
sth

disc
(f(x)−f(s0)

x−s0

)
x− s

dx =
1

2πi

∫ ∞
sth

discf(x)

(x− s)(x− s0)
dx (3.31)

and thus obtain for the case n = 1 the once-subtracted dispersion relation

f(s) = f(s0) +
(s− s0)

2πi

∫ ∞
sth

discf(x)

(x− s)(x− s0)
dx . (3.32)

The quantity f(s0), which is independent of s, is an undetermined constant and hence in
general a free parameter of the amplitude. This degree of freedom can be matched to other
theories or fixed by data regression. For simplicity, we choose the subtraction point s0 = 0.
Iterating Eq. (3.31) we can render any dispersion integral—with an arbitrary high-energy
behaviour of f—finite by means of

f(s) = Pn−1(s) +
sn

2πi

∫ ∞
sth

discf(x)

xn(x− s)
dx, (3.33)

where Pn−1 is a polynomial, known as subtraction polynomial, of order n − 1 and all sub-
traction points are set to zero. The number of subtractions n fixes the asymptotics of f(s),
behaving as sn−1, and sets the number of degrees of freedom to n.5

In summary, the virtue of dispersion relations is that the knowledge about the discontinuity
suffices to reconstruct the whole scattering amplitude in a completely model-independent
and non-perturbative manner, i.e., strictly relying on complex analysis. Information on the
discontinuity of the scattering amplitude can be received from unitarity of the S-matrix.
It should be noted, however, that the above derivation is only directly valid for amplitudes
that depend on a single variable s.

3.3 | Dispersion relations for four-point functions

In this section we extend the dispersion relations introduced in the previous section to
describe four-point functions, like in 2 → 2 scattering processes. A more rigorous mathe-
matical derivation and in-depth discussion of this topic can for instance be found in Ref. [85].
In the following we conventionally choose the three Mandelstam variables s, t, and u as
defined in App. A.2. Each of these variables describes a different scattering channel, all
correlated by crossing symmetry. As described in App. A.2, only two Mandelstam variables

5In analogy to perturbative Lagrangian-based theories, the subtraction constants include a renormaliza-
tion that cancels divergences in a similar manner as counter-terms. Compared to effective field theories,
subtraction constants can be seen as analogs to low-energy constants.
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are needed to describe the dynamics of a system with four external states. Therefore it
suffices to write the matrix elementM in terms of s and t only, i.e.,

M(s, t) ≡M(s, t, u) =M(s, t, 3r − s− t), (3.34)

where 3r = s + t + u as defined in Eq. (A.12). To simplify the study of the analytic
structure of M(s, t), we fix t by a constant arbitrary real value t0, so that the amplitude
only depends on the variable s, i.e.,M(s, t0). If for s ≥ s+

th a many-body intermediate state
can be set on-shell without violating energy-momentum conservation, a branch cut arises
in the region [sth, ∞). Such a right-hand cut has already been discussed in Sect. 3.2. The
problem that complicates the treatment of four-point functions are additional singularities
in the s-channel due to the contribution of crossed channels. These singularities occur when
many-body intermediate states appear in the u-channel above threshold uth, i.e., for

s ≤ s−th ≡ 3r − t0 − uth . (3.35)

This newly introduced branch cut is called left-hand cut. As we are now more familiar with
the analytic structure ofM(s, t0), we can apply Cauchy’s integral theorem to receive

M(s, t0) =
1

2πi

∮
C
dx
M(x, t0)

x− s
. (3.36)

Avoiding branch cuts according to the complex integration contour shown in Fig. 3.3 and
assuming that M(s, t0) falls off fast enough for x → ±∞, one is left with the integration
along each cut. Similar to our previous considerations made in Sect. 3.2 we can hence write

M(s, t0) =
1

2πi

∫ s−th

−∞
dx

discxM(x, t0)

x− s
+

1

2πi

∫ ∞
s+th

dx
discxM(x, t0)

x− s
, (3.37)

where we for clarity use the notation discx to indicate the discontinuity in the variable x,
i.e., discxM(x, t) =M(x+ iε, t)−M(x− iε, t). As the integration along the two arcs in the
upper and lower complex half-plane does not vanish in general, we proceed with an n-times
subtracted dispersion relation, which enforces the desired convergence. Thus, we consider
the fixed-t dispersion relation

M(s, t0) = P t0n−1(s)+
Qn(s)

2πi

∫ s−th

−∞
dx

discxM(x, t0)

(x− s)Qn(x)
+
Qn(s)

2πi

∫ ∞
s+th

dx
discxM(x, t0)

(x− s)Qn(x)
, (3.38)

where P t0n−1(s) is a subtraction polynomial in s of order n− 1, with coefficients that could
depend on t0, and

Qn(s) ≡
n∏
i=1

(s− si) , (3.39)
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Re(x)

Im(x)

C

s−th s+
th

Figure 3.3: Integration contour C forM(s, t0) in the complex plane, avoiding left-hand cuts
(blue) and right-hand cuts (red). The fact that the integration along the arcs vanishes is
indicated by the dashed lines. Note that in principle left- and right-hand cuts can overlap
if s, t and u can become simultaneously larger than 4M2

π .

with subtraction points si ∈ R. Although the derivation so far relies on the assumption
that t = t0 is fixed, we can restore the t-dependence, which may enter the subtraction
polynomial Pn−1, the discontinuity ofM, and the threshold for the left-hand cut s−th, by

M(s, t) = P tn−1(s)+
Qn(s)

2πi

∫ s−th(t)

−∞
dx

discxM(x, t)

(x− s)Qn(x)
+
Qn(s)

2πi

∫ ∞
s+th

dx
discxM(x, t)

(x− s)Qn(x)
. (3.40)

Applying crossing symmetry, we finally arrive at

M(s, t) = P tn−1(s) +
Qn(s)

2πi

∫ ∞
s+th

dx
discxM(x, t)

(x− s)Qn(x)
+
Qn(u)

2πi

∫ ∞
uth

dx
discxM(x, t)

(x− u)Qn(x)
. (3.41)

Note that in this equation u and uth are functions of s and t, as described in the beginning
of this section. We additionally remark that the amplitude M(s, t) is by construction
analytic in s. However, the fixed-t dispersion relation was derived for t ∈ R obeying
Eq. (3.35). Hence, we cannot conclude that Eq. (3.41) applies for general t ∈ C, leading to
the caveat that this expression forM(s, t) is neither analytic in t nor in u. We will revise
the n times subtracted fixed-t dispersion relation in the next section to solve these issues.

3.3.1 | Reconstruction theorems

A significant improvement to the attempt made in the previous section can be achieved with
reconstruction theorems [98–101] that allow us to obtain an expression manifestly unitary
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in all three Mandelstam variables. Reconstruction theorems state that the amplitude of a
scalar 2 → 2 scattering process can—up to polynomial contributions in the Mandelstam
variables—be decomposed into functions with definite angular momentum that depend on
a single variable each. The derivation shown below was originally formulated by Ref. [88].
Here we merely sketch the main ideas.

In the following we make ample use of the decomposition of the matrix element into contri-
butions with fixed partial wave. A short introduction into partial-wave analyses—especially
with focus on the applications in this thesis—is presented in App. B. Let us differentiate
between the partial-wave amplitudes for the three scattering channels in this section using
fy` with y ∈ {s, t, u}. Up to and including P -waves, the partial-wave expansion ofM is

discsM(s, zs) = disc fs0 (s) + zsκ(s) disc f s1 (s) , (3.42)

in accordance with Eq. (B.20).6 Throughout, we will neglect the contributions of all higher
partial waves without further notice. This allows us to write a fixed-t dispersion relation
of the form

M(s, t, u) = P tn−1(s) +
Qn(s)

2πi

∫ ∞
sth

dx
disc fs0 (x) + [x (t− (s+ u− x)) + ∆s]disc fs1 (x)

(x− s)Qn(x)

+
Qn(u)

2πi

∫ ∞
uth

dx
disc fu0 (x) + [x ((s+ u− x)− t) + ∆u]disc fu1 (x)

(x− u)Qn(x)
,

(3.43)

where u = 3r − s − t. The definitions of the kinematic functions ∆s,t,u can be found in
App. A.2. Absorbing polynomials in s and u of order n − 1 in P tn−1 we can rephrase our
fixed-t channel dispersion relation as

M(s, t, u) = P tn−1(s) +
Qn(s)

2πi

∫ ∞
sth

dx
disc f s0 (x)

(x− s)Qn(x)
+
Qn(u)

2πi

∫ ∞
uth

dx
disc fu0 (x)

(x− u)Qn(x)

+ [s (t− u) + ∆s]
Qn−2(s)

2πi

∫ ∞
sth

dx
disc fs1 (x)

(x− s)Qn−2(x)

+ [u (s− t) + ∆u]
Qn−2(u)

2πi

∫ ∞
uth

dx
disc fu1 (x)

(x− u)Qn−2(x)
.

(3.44)

6Note that, in contrast to the previous section, we express the matrix element in this partial-wave
expansion in terms of the cosine of the s-channel scattering angle zs, i.e., we defineM(s, zs) ≡M(s, t, u).
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In complete analogy we can write a fixed-u dispersion relation, with s = 3r − t− u, as

M(s, t, u) = P un−1(t) +
Qn(s)

2πi

∫ ∞
sth

dx
disc fs0 (x)

(x− s)Qn(x)
+
Qn(t)

2πi

∫ ∞
tth

dx
disc f t0(x)

(x− t)Qn(x)

+ [s (t− u) + ∆s]
Qn−2(s)

2πi

∫ ∞
sth

dx
disc f s1 (x)

(x− s)Qn−2(x)

+ [t (u− s) + ∆t]
Qn−2(t)

2πi

∫ ∞
tth

dx
disc f t1(x)

(x− t)Qn−2(x)
.

(3.45)

Lastly, the fixed-s dispersion relation, with t = 3r − s− u, reads

M(s, t, u) = P sn−1(u) +
Qn(t)

2πi

∫ ∞
tth

dx
disc f t0(x)

(x− t)Qn(x)
+
Qn(u)

2πi

∫ ∞
uth

dx
disc fu0 (x)

(x− u)Qn(x)

+ [t (u− s)−∆t]
Qn−2(t)

2πi

∫ ∞
tth

dx
disc f t1(x)

(x− t)Qn−2(x)

+ [u (s− t) + ∆u]
Qn−2(u)

2πi

∫ ∞
uth

dx
disc fu1 (x)

(x− u)Qn−2(x)
.

(3.46)

We can summarize Eqs. (3.46), (3.44), and (3.45) by

M(s, t, u) = Pn−1(s, t, u) +
Qn(s)

2πi

∫ ∞
sth

dx
disc fs0 (x)

(x− s)Qn(x)

+
Qn(t)

2πi

∫ ∞
tth

dx
disc f t0(x)

(x− t)Qn(x)
+
Qn(u)

2πi

∫ ∞
uth

dx
disc fu0 (x)

(x− u)Qn(x)

+ [s (t− u) + ∆s]
Qn−2(s)

2πi

∫ ∞
sth

dx
disc fs1 (x)

(x− s)Qn−2(x)

+ [t (u− s)−∆t]
Qn−2(t)

2πi

∫ ∞
tth

dx
disc f t1(x)

(x− t)Qn−2(x)

+ [u (s− t) + ∆u]
Qn−2(u)

2πi

∫ ∞
uth

dx
disc fu1 (x)

(x− u)Qn−2(x)
,

(3.47)

in which Pn−1(s, t, u) indicates a simultaneous polynomial in s, t, and u. Noting that each
dispersion integral depends on one Mandelstam variable only, we can write the reconstruc-
tion theorem in the convenient form

M(s, t, u) = Fs0(s) + F t0(t) + Fu0 (u) + [s (t− u) + ∆s]Fs1(s)

+[t (u− s) + ∆t]F t1(t) + [u (s− t) + ∆u]Fu1 (u) .
(3.48)
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The thereby newly introduced single-variable functions are defined by

Fy` (y) = P `n−(2`+1)(y) +
Qn−2`(y)

2πi

∫ ∞
yth

dx
disc fy` (x)

(x− y)Qn−2`(x)
, (3.49)

where the P `m(y) are distinct polynomials of order m in y for each partial wave ` ∈ {0, 1}.
In this derivation we absorbed several times polynomials in s, t, and u, respectively, by a
redefinition of Pm(y). As discussed in great detail in Ref. [88], the reconstruction theorem
itself is invariant under certain polynomial shifts, while the single-variable functions are
not. This is known as the ambiguity of this dispersive representation.
Finally, we remark that the number of subtractions necessary to render the dispersion
integral finite can for example be determined with the Froissart bound [102]. The latter
states that an amplitude for scalar 2 → 2 scattering grows asymptotically, i.e., for s →
∞, not faster than s ln2(s). The remaining missing information about the high-energy
behaviour of the amplitude is encoded in the subtraction constants.

3.4 | Prominent applications

This section covers three common applications of dispersion relations to analyze mesonic
interactions below the scale of about 1 GeV: the ππ scattering amplitude (Sect. 3.4.1), the
pion vector form factor (Sect. 3.4.2), and the inhomogeneous Omnès problem (Sect. 3.4.3).
Each of them is of vital importance for the dispersive analyses in Part III and requires
knowledge about all previously presented concepts about dispersion theory.

3.4.1 | The ππ scattering amplitude

In all dispersive approaches presented in this thesis, we will make ample use of elastic ππ
rescattering effects. Therefore, the aim of this section is to derive the well-known relation
between the ππ phase shift and the ππ → ππ partial-wave amplitude for definite total
isospin. In order to describe the latter we will choose the basis of cartesian pions, which
are related to phyiscal pions and isospin states by

|π±〉 = ±|1,±1〉 =
1√
2

(
|π1〉 ± i|π2〉

)
, |π0〉 = |1, 0〉 = |π3〉 . (3.50)

This choice simplifies the decomposition into contributions of different isospin significantly.
Throughout this section we will use the kinematic assignments of Sect. A.2 and assume
isospin symmetry, i.e., neglect the mass difference between up and down quarks as well as
electromagnetic effects. We start by defining the ππ scattering amplitude in cartesian basis
as

〈πk(p1)πl(p2)|T |πi(q1)πj(q2)〉 = (2π)4δ(4) (p1 + p2 − q1 − q2)Mkl,ij(s, t, u). (3.51)
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Employing isospin conservation, Bose statics, as well as crossing symmetry we can decom-
pose the amplitude in terms of [103]

Mkl,ij(s, t, u) = δijδklA(s, t, u) + δikδjlA(t, u, s) + δilδjkA(u, s, t) . (3.52)

Moreover, the scalar function A is related to the three possible contributions of definite
total isospin by

T 0(s, t, u) = 3A(s, t, u) +A(t, u, s) +A(u, s, t) ,

T 1(s, t, u) = A(t, u, s)−A(u, s, t) ,

T 2(s, t, u) = A(t, u, s) +A(u, s, t) .

(3.53)

A rigorous derivation for this isospin decomposition in all its particulars can be found in
Ref. [81]. As stated in Ref. [76], the full ππ → ππ amplitude in terms of physical pions can
be evaluated with the T I using an appropriate Clebsch–Gordan series.
We now turn to the evaluation of the T I with dispersion theory. Considering only elastic
rescattering and absorbing a symmetry factor due to identical particles in a redefinition
of T I → 1

2T
I , the corresponding s-channel discontinuity in accordance with cutting rules

reads7

discs T I(s, zs) = i

∫
d4k

(2π)4
T I(s, z′s)T I∗(s, z′′s )(2π)δ

(
k2−M2

π

)
(2π)δ

(
(l−k)2−M2

π

)
, (3.54)

where l = p1+p2, zs = cos θs, z′s = cos θ′s, and z′′s = cos θ′′s . Here and in the following, the un-
primed center-of-mass scattering angles correspond to the ones between the initial and final
state momenta, the primed ones belong to the angles between the initial and intermediate
state, and the double-primed quantities denote the angles between the intermediate and final
state. The angular dependencies can be most conveniently worked out by choosing—without
loss of generality—the initial state momenta to point in z-direction, the intermediate ones
in arbitrary direction, and the final state momenta in the xz-plane. Accordingly, the spatial
unit vectors read

p̂1 = (0, 0, 1)T , q̂1 = (
√

1− z2
s , 0, zs)

T , k̂ = (
√

1− z′2s cosφ′s,
√

1− z′2s sinφ′s, z
′
s)
T .

(3.55)
By definition we have z′′s = k̂ · q̂1, such that

z′′s = zsz
′
s +

√
1− z2

s

√
1− z′s2 cosφ′s . (3.56)

To simplify the integral in Eq. (3.54), it is advantageous to formulate the Dirac distributions
in terms of k0 and |k|. This can be accomplished by the relation

δ
(
f(x)

)
=

n∑
i=1

δ(x− xi)
|f ′(xi)|

, (3.57)

7One can alternatively also use the generalized optical theorem from Eq. (3.19).
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with xi as the simple roots of f(x) and the prime denoting the first derivative. The occurring
delta distributions can then be reduced to

δ
(
|k|2−M2

π

)
=
δ
(
k0 −

√
|k|2 +M2

π

)
2
√
|k|2 +M2

π

and δ
(
(l−k)2−M2

π

)
=
δ
(
|k| −

√
s

2 σπ(s)
)

2
√
s σπ(s)

,

(3.58)
where the shortened notation σπ(s) =

√
1− 4M2

π/s was introduced. In the derivation of
the second of the above listed delta distributions it comes in handy to use the fact that
|k| =

√
2σπ(s)/2 in the center-of-mass frame. Using Eq. (3.58) we can now carry out the

energy and momentum integration in d4k = dk0d|k||k|2dΩk trivially. The unitarity relation
becomes

discs T I(s, zs) =
i

32π2
σπ(s)

∫
dΩkT I(s, z′s)T I∗(s, z′′s ), (3.59)

with dΩk = dz′sdφ′s. The dz integration simplifies if we separate the angular part of T I(s, zs)
using a partial-wave expansion, which reads

T I(s, zs) = 16π

∞∑
`=0

(2`+ 1)tI` (s)P`(zs) , (3.60)

where in comparison to Eq. (B.16) a purely conventional constant was pulled out of the def-
inition of the ππ partial-wave amplitude tI` (s) with fixed isospin.8 According to Eq. (B.16),
the inverse transformation is given by

tI` (s) =
1

32π

∫ 1

−1
dzs P`(zs)T I(s, zs). (3.61)

With Eq. (3.60) we can separate the angular dependence and the one on s in the disconti-
nuity relation of Eq. (3.59) by

∞∑
`=0

(2`+ 1)P`(zs)discs tI` (s)

=
i

2π
σπ(s)

∞∑
`,`′=0

(2`+ 1)(2`′ + 1)

∫ 1

−1
dz′s

∫ 2π

0
dφ′sP`(z

′
s)P`′(z

′′
s )tI` (s)t

I∗
`′ (s).

(3.62)

Next, employ the addition theorem for spherical harmonics

P`(z
′′
s ) = P`(zs)P`(z

′
s) + 2

∑̀
n=1

(`− n)!

(`+ n)!
Pn` (zs)P

n
` (z′s) cos(nφ′s), (3.63)

8The constant is chosen such that it cancels the constants that would later appear in the denominator
of Eq. (3.69).
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which applies for angles obeying Eq. (3.56). In this equation the Pn` (z) denote associated
Legendre polynomials. Inserting this theorem in Eq. (3.62), the terms proportional to cosφ′s
drop out after the integration over dφ′s and we obtain

∞∑
`=0

(2`+ 1)P`(zs)discs tI` (s)

= iσπ(s)

∞∑
`,`′=0

(2`+ 1)(2`′ + 1)

∫ 1

−1
dz′sP`(z

′
s)P`′(z

′
s)P`′(zs)t

I
` (s)t

I∗
`′ (s) .

(3.64)

The integral on the right-hand side can now be carried out trivially with the orthogonality
of Legendre polynomials ∫ 1

−1
dz′s P`(z

′
s)P`′(z

′
s) =

2

2`+ 1
δ``′ , (3.65)

resulting in

∞∑
`=0

(2`+ 1)P`(zs)discs tI` (s) = 2iσπ(s)
∞∑
`=0

(2`+ 1)P`(zs)t
I
` (s)t

I∗
` (s) (3.66)

and thus
discs tI` (s) = 2iσπ(s)|tI` (s)|2. (3.67)

With Schwarz’ reflection principle we can write disc tI` = 2i ImtI` . Using that the imaginary
part of any complex number x can be written as Imx = |x| sin(arg(x)) exp(−i arg(x)),
which can be derived easily considering the Euler form of complex numbers, we obtain

|tI` (s)| =
sin δI` (s)

σπ(s)
, (3.68)

where we introduced the ππ scattering phase shift δI` (s) = arg(tI` (s)). Finally, we arrive at
the ππ-partial-wave amplitude

tI` (s) =
sin δI` (s) eiδ

I
` (s)

σπ(s)
, (3.69)

which is solely determined by the phase input δI` . We note that Bose symmetry demands
an odd (even) isospin of the ππ final state for an odd (even) relative angular momentum
between the two pions.

3.4.2 | The pion vector form factor

We now introduce the Omnès function in order to parameterize ππ rescattering in a non-
perturbative and model-independent manner. For this purpose, we consider the fundamen-
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tal example of the pion vector form factor F Vπ (s). The latter can be accessed via γ∗ → π+π−

and is physically motivated as the Fourier transform of the pion’s spatial charge distribution.
We choose the normalization F Vπ (0) = 1, ensuring that at low energies—or equivalently at
large distances—one scatters off the pion as a homogenous structure, i.e., without resolving
its composites.9 For useful kinematic relations concerning the following calculations we
refer to Sect. A.1.

To define the pion vector form factor we first consider

〈π+(p+)π−(p−)|Jµ(0)|0〉 = pµ+F1 + pµ−F2 , (3.70)

with the isovector part of the electromagnetic current10

Jµ =
1

2

(
ūγµu− d̄γµd

)
. (3.71)

The decomposition into the unknown scalar functions F1,2 follows from Poincaré invariance.

Note that there is no explicit dependence on the photon momentum qµ = (p+ + p−)µ. On
the one hand, the latter can be absorbed by F1,2 using four-momentum conservation, on
the other hand it neither contributes to the matrix element for on-shell photons, due to
εµq

µ = 0, nor for off-shell photons. The last statement directly follows from the fact that
qµ contracted with a conserved current vanishes.11 Invoking gauge invariance, we find

0
!

= qµ〈π+(p+)π−(p−)|Jµ(0)|0〉 = (M2
π + p−p+)(F1 + F2) , (3.72)

where we set the pions on-shell by p2
− = p2

+ = M2
π . Thus, we can express the amplitude by

only one of the two scalar functions and obtain

〈π+(p+)π−(p−)|Jµ(0)|0〉 = (p+ − p−)µF
V
π (s), (3.73)

which is the defining equation for the pion vector form factor F Vπ ≡ F1 = −F2, with s = q2.
In the following, we restrict the calculation to elastic unitarity, meaning that we only allow
for ππ intermediate states. Hence, the diagrammatic representation of Fig. 3.4 translates
according to cutting rules into12

(p+−p−)µdiscs F Vπ (s) = i

∫
d4k

(2π)2
T I∗(s, zs)(2k−q)µF Vπ (s)δ

(
k2 −M2

π

)
δ
(
(q − k)2 −M2

π

)
.

(3.74)
In the same manner as in section Sect. 3.4.1, we use Eq. (3.58) to carry out the integrals

9The case FVπ (s) = const. corresponds to a point-like pion.
10As noted in Ref. [95], G-parity forbids the coupling of the isoscalar part of the photon to two pions and

can hence be neglected for the process at hand.
11This fact can be seen easily using the Dirac equation by means of iqµψ̄γµψ = i(p+ + p−)µψ̄γµψ =

ψ̄γµ(∂

~

µ + ~∂µ)ψ = 0.
12We again absorb the symmetry factor 1/2 in the definition of T I .
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disc

 γ

π+

π−

F Vπ

 γ

π+

π−

F Vπ T=

Figure 3.4: Diagrammatic representation of the discontinuity of the pion vector form factor
F Vπ . The dashed line in red indicates the unitarity cut.

over dk0 and d|k|. The unitarity relation becomes

(p+ − p−)µdiscs F Vπ (s) =
i

32π2
σπ(s)F Vπ (s)

∫
dΩk T I∗(s, zs)(2k − q)µ , (3.75)

where |k| =
√
s σπ(s)/2 and k0 =

√
s/2 are fixed by the delta distributions. Next, we

apply a common trick to get rid of the integrand’s kµ dependence and thereby simplify the
angular integral. Again demanding Poincaré invariance, we can make the ansatz∫

dΩk T I∗(s, zk)(2k − q)µ
!

= qµI1 + (p+ − p−)µI2, (3.76)

with two yet unknown integrals I1,2. Contracting each side of this equation with qµ and
(p+ − p−)µ we obtain

0 = s I1 and

∫
dΩk zk T I∗(s, zk)(4M2

π − s) = (4M2
π − s) I2. (3.77)

Thus, Eq. (3.76) turns into∫
dΩk T I∗(s, zs)(2k − q)µ = (p+ − p−)µ

∫
dΩk zkT I∗(s, zk) . (3.78)

Upon insertion in Eq. (3.75), the discontinuity of F Vπ yields

discs F Vπ (s) =
i

32π2
σπ(s)F Vπ (s)

∫
dΩk zkT I∗(s, zs). (3.79)

Regarding Eq. (3.61) and noting that zk = P1(zk), we have just projected out the P -wave
of T I∗, so that

discs F Vπ (s) = 2i σπ(s)F Vπ (s) tI∗1 (s). (3.80)

As stated in Sect. 3.4.1, Bose symmetry demands that only I = 1 can contribute for ` = 1.
Inserting Eq. (3.69), we finally arrive at a unitarity relation consistent with Watson’s final-
state theorem [104]

discs F Vπ (s) = 2i F Vπ (s) sin δ1
1(s)e−iδ

1
1(s)θ(s− 4M2

π) , (3.81)
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+ + + ...

Figure 3.5: Resummation of two pion final-state interactions at the example of the pion
vector form factor.

stating that the phase of F Vπ is the same as the phase shift of elastic ππ rescattering.

We now turn to the solution of the discontinuity relation for F Vπ (s). Already in the late
1950s, Omnès [105] provided an analytic solution for equations of the type

discs ΩI
` (s) = 2iΩI

` (s+ iε)e−iδ
I
` (s) sin δI` (s)θ(s− sth) , (3.82)

where ΩI
` (s) is a complex-valued function that is supposed to be free of zeros. To emphasize

that the following considerations hold for phase shifts with arbitrary I and `, we keep the
indices of δI` implicit. With Eq. (3.18) and the exponential form of the complex sine, the
problem above can be formulated as

ΩI
` (s− iε) = ΩI

` (s+ iε)e−2iδI` (s)θ(s− sth), (3.83)

resulting in
discs

(
lnΩI

` (s)
)

= 2iδI` (s)θ(s− sth). (3.84)

As an advantage of this rephrasing, we can apply a dispersion relation to solve for lnΩI
` (s).

Expecting the scattering phase shift δI` (s) to become constant for infinitely large s, we need
a once subtracted dispersion relation, by means of

lnΩI
` (s+ iε) = lnΩI

` (s0) +
s− s0

2πi

∫ ∞
sth

dx
discs (ln ΩI

` (s))

(x− s0)(x− s− iε)
, (3.85)

to render the dispersion integral finite. With the subtraction point s0 = 0 and the normal-
izing Ω(0) = 1 we obtain

ΩI
` (s+ iε) = exp

 s

π

∞∫
sth

dx
δI` (x)

x(x− s− iε)

 , (3.86)

which is known as the Omnès function [105]. A diagrammatic sketch of how the Omnès
function resums elastic ππ final-state interactions, for which sth = 4M2

π , is given in Fig. 3.5.
However, Eq. (3.86) does only provide one possible solution to Eq. (3.81). We can find the
general solution by multiplying the Omnès function with a real-valued polynomial P (s)

without affecting the discontinuity. Hence, the general solution to the pion vector form
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factor yields

F Vπ (s) = P (s) Ω1
1(s) . (3.87)

3.4.3 | The inhomogeneous Omnès problem

The homogeneous Omnès problem presented in the previous section only applies to ampli-
tudes depending on a single variable. Let us generalize the formalism by considering the
scattering process P1P2 → P3P4 with pseudoscalar mesons Pi of massMi. Unless otherwise
stated, we assume that Mi <

∑4
j=1, j 6=iMj , i.e., energy-momentum conservation prohibits

each particle to decay into the remaining ones. The complications arising when relaxing
this constraint are discussed in Sect. 3.4.3.3.
In the following we derive a unitarity constraint for the s-channel partial-wave amplitude,
while the derivations for the t- and u-channel amplitudes proceed in complete analogy.
For simplicity and the sake of the argument, we restrict our analysis to the P1P2 → P3P4

scattering amplitude with fixed isospin I. We define the corresponding amplitude by

〈P1(p1)P2(p2)|T |P3(p3)P4(p4)〉I = (2π)4δ(4) (p1 + p2 − p3 − p4)MI(s, t, u) (3.88)

and choose the momentum assignment and the Mandelstam variables as given in Sect. A.2.
Considering only elastic rescattering, as qualitatively depicted in Fig. 3.6, the s-channel
discontinuity ofMI(s, zs) ≡MI(s, t, u) reads

discsMI(s, zs) = i

∫
d4k

(2π)2
MI(s, z′s)T I∗(s, z′′s ) δ

(
k2 −M2

π

)
δ
(
(l − k)2 −M2

π

)
, (3.89)

where T I is the P3P4 scattering amplitude with definite total isospin I, l = p1 + p2 and
zs, z′s, as well as z′′s follow the respective definitions in Sect. 3.4.1. If we evaluate the Dirac
distributions, as has been done several times in the previous sections, we find

discsMI(s, zs) =
i

32π2

λ1/2(s,M2
3 ,M

2
4 )

s

∫
dΩkMI(s, z′s) T I∗(s, z′′s ), (3.90)

with dΩk = dz′sdφ′s. To parameterize our amplitude in terms of the respective scattering
phase shift, we repeat the derivation of Eq. (3.69), but this time allow for arbitrary masses
of the particles in the final state and obtain

tI` (s) =
s sin δI` e

iδI`

λ1/2(s,M2
3 ,M

2
4 )

, (3.91)

where δI` ≡ δI` (s) is the phase shift of the P3P4 amplitude. Allow us to use the same
convention for the partial-wave expansion of T I as in Eq. (3.60), such that

discsMI(s, zs) =
i

2π

∑
`

(2`+ 1) sin δI` e
−iδI`

∫
dz′sdφ

′
sMI(s, z′s)P`(z

′′
s ) . (3.92)

– 48 –



3.4. Prominent applications

discs


p1

p2

p3

p4

M

 =

p1

p2

p3

p4

M T ∗

Figure 3.6: Illustration of the s-channel discontinuity of pseudoscalar P1P2 → P3P4 scat-
tering. The quantity T denotes the elastic P3P4 scattering amplitude. The unitarity cut is
indicated in red.

Applying the redefined partial-wave expansion from Eq. (B.19) toMI , whose corresponding
partial wave is denoted by f I` , we obtain

∑
`

κ`s(s)P`(zs) discs f
I
` (s) =

i

2π

∑
`,`′

(2`+1) sin δI` e
−iδI` κ`

′
s (s) f I`′(s)

∫
dz′sdφ

′
sP`′(z

′
s)P`(z

′′
s ) .

(3.93)
Note that due to our redefinition of the partial-wave amplitude f I` , the term κ`s(s)P`(zs)

does not enter the discontinuity, cf. App. B.2.1.13 Using the addition theorem for spherical
harmonics, cf. Eqs. (3.63)–(3.66), the angular integrals can be carried out in a straightfor-
ward manner, yielding∑

`

κ`s(s)P`(zs) discs f
I
` (s) = 2i

∑
`

κ`s(s)P`(zs) sin δI` e
−iδI` f I` (s) . (3.94)

Finally, this leads us to the discontinuity equation for the s-channel partial-wave amplitude

discs f I` (s) = 2i sin δI` e
−iδI` f I` (s) θ(s− (M3 +M4)2) . (3.95)

To relate this result to the full amplitude MI(s, zs), remember that the reconstruction
theorem from Sect. 3.3.1 allows us to split MI(s, zs) into single-variable functions AI` (s).
As the latter contain all information about the right-hand cut, we can set

discs f I` (s) = discsAI` (s) and thus f I` (s) = AI` (s) + ÂI` (s) , (3.96)

where we introduced a function ÂI` (s), which has a vanishing discontinuity along the right-
hand cut in the complex s-plane, to obtain the most general solution. In the following, we
will refer to ÂI` (s) as the inhomogeneity. The resulting unitarity equation for the single-

13The shown evaluation becomes more intricate when taking higher partial waves into account, because
for ` ≥ 2 the Legendre polynomials are not anti-proportional to κ`s anymore. However, these contributions
are often negligibly small with respect to the dominant S- and P -waves.
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variable function AI` (s), i.e., the inhomogeneous Omnès problem, reads

discsAI` (s) = 2i sin δI` (s)e−iδ
I
` (s)

(
AI` (s) + ÂI` (s)

)
θ (s− sth) , (3.97)

with the two-particle threshold sth = (M3 + M4)2. The only, but crucial, aspect that
distinguishes this unitarity relation from the one of the homogeneous Omnès problem is the
newly introduced inhomogeneity ÂI` . The solution of the homogeneous part in Eq. (3.97)
is given by the Omnès function and was already derived in section 3.4.2. The evaluation
and physical meaning of ÂI` will be discussed further below. Note that for elastic two-body
scattering the discontinuity can be replaced by the imaginary part of AI` (s). In contrast, for
a three-body decay, which is obtained by analytic continuation, the right-hand side of the
unitarity equation above is not purely imaginary as ÂI` (s) becomes complex and Schwarz’
reflection principle is not applicable anymore. Therefore we solely refer to the discontinuity
of AI` (s).
For a mathematically more rigorous treatment of the inhomogeneous Omnès problem we
refer the reader to Refs. [85, 88].

3.4.3.1 | Solution

To solve Eq. (3.97) we proceed similarly to the treatment of inhomogeneous differential
equations. Start with the solution of the homogeneous equation, i.e., the case where ÂI` (s) =

0, which is given by the Omnès function ΩI
` (s) in Eq. (3.86). Hence, we can make the

product ansatz
AI` (s) = ΩI

` (s) ·ΨI
` (s) . (3.98)

If we first rewrite Eq. (3.97) as

AI` (s+ iε)e−2iδI` −AI` (s− iε) = 2i ÂI` (s) sin δI` (s)e−iδ
I
` (s)θ(s− sth) (3.99)

and insert the product ansatz, we obtain[
ΨI
` (s+ iε)−ΨI

` (s− iε)
]
|ΩI
` (s)|e−iδ

I
` (s) = 2i ÂI` (s) sin δI` (s)e−iδ

I
` (s)θ(s− sth) . (3.100)

Here we used the fact that ΩI
` (s ± iε) = |ΩI

` (s)|e±iδ
I
` (s). Therefore, the discontinuity of Ψ

reads

discs ΨI
` (s) = 2i

ÂI` (s) sin δI` (s)

|ΩI
` (s)|

θ(s− sth) . (3.101)

With an n-times subtracted dispersion relation we obtain

ΨI
` (s) = Pn−1(s) +

sn

π

∞∫
sth

dx
sin δI` (x)ÂI` (x)

|ΩI
` (x)|xn(x− s)

(3.102)
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A T +

F

T

T

A

T

T

Figure 3.7: Schematic sketch of the right-hand side in Eq. (3.97) as the sum of single-variable
function AI` (s) and inhomogeneity ÂI` (s). The diagram on the left shows the homogeneous
contribution with right-hand cut (red), while the diagram on the right indicates the inho-
mogeneous part including additional left-hand cuts (blue) in the crossed-channel.

and thus

AI` (s) = ΩI
` (s)

Pn−1(s) +
sn

π

∞∫
sth

dx
sin δI` (x)ÂI` (x)

|ΩI
` (x)|xn(x− s)

 , (3.103)

where Pn−1 is a subtraction polynomial of order n− 1. In the literature this is referred to
as a Khuri–Treiman integral equation [106]. The great advantage over Eq. (3.49) is that
the Omnès representation in Eq. (3.103) has a unique solution.

3.4.3.2 | Inhomogeneity

The corrections to the homogenous Omnès problem arise from left-hand-cut contributions to
the partial wave. These are contained in the inhomogeneity ÂI` , which is—by its definition
in Eq. (3.96)—given as

ÂI` (s) =
2`+ 1

2κ`s(s)

∫ 1

−1
dzsP`(zs)MI(s, t, u)−AI` (s) . (3.104)

Here we directly replaced the partial wave f I` (s) by the corresponding expression from
Eq. (B.19). For simplicity, we focus on the s-channel for now and restrict the calculation
here and in the following to the case whereM3 = M4. The evaluation of the angular integral
proceeds in three steps:

1. Adapt the reconstruction theorem in Eq. (3.48) to the decay of interest and decompose
MI(s, t, u) in terms of single-variable functions AI` (s), AI` (t), and AI` (u).

2. Express all dependencies on t and u occurring in the reconstruction theorem in terms
of the scattering angle zs and κs as given in Eq. (A.15).

3. Use the symmetry t(zs) = u(−zs), as demanded by Eq. (A.16) for M3 = M4, and
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thus ∫
dzs znsAI` (t) = (−1)n

∫
dzs znsAI` (u) (3.105)

to eliminate the u dependence and simplify the integrand.

Following these steps we can express the integral over every summand in the reconstruction
theorem in terms of the angular average

〈znsAI` (s)〉 ≡
1

2

∫ 1

−1
dzs znsAI` (t) =

1

2

∫ 1

−1
dzs znsAI`

(
3r − s+ zsκs(s)

2

)
. (3.106)

This equation shows that the inhomogeneity in the s-channel single-variable function is
determined by contributions of the crossed-channels. Therefore, the unitarity relation for
the s-channel single-variable function from Eq. (3.97) can be depicted as in Fig. 3.7. The
derivation for the t- and u-channel inhomogeneities proceeds in a similar manner. For a
crossed-channel amplitude, where we allow the intermediate state to include two particles
of distinct mass, we can express the respective inhomogeneities via the angular averages

〈znt A(t)〉± =
1

2

∫ 1

−1
dzt znt A

(
3r − t+ ztκt(t)±∆t/t

2

)
. (3.107)

3.4.3.3 | Analytic continuation

In the following we will shortly discuss the intricacies that arise when analytically continuing
the occurring masses and Mandelstam variables from the assignment used in the two-
particle scattering amplitude to the physical realm of the three-particle decay P1 → P2P3P4,
cf. Sect. A.2 for the explicit kinematic relations. It shall be underlined that one can in
principle approach the three-body problem by directly evaluating three-particle unitarity
cuts. However, this would be far more involved than the procedure explained in this section.
Coming back to the analytic continuation, the first, somewhat trivial, observations we make
is that the kinematically allowed domains for the Mandelstam variables are shifted according
to Eqs. (A.22) and (A.23) and that energy conservation demands the involved masses to
obey M ≡M1 ≥

∑4
i=2Mi. The quantity M2 is now equivalent to the available three-body

center-of-mass energy and we should replace it by M2 + iε as noted by Refs. [107, 108].
The only dependence of the single-variable functions on M enters the angular averages
in Eqs. (3.106) and (3.107) through r and κs,t. The kinematic functions κs,t, which are
defined through square roots of Källén functions, can acquire non-vanishing imaginary
parts for M >

∑4
i=2Mi. As a consequence, a naive integration of the angular averages

would cross the two-particle cut. This fact is characteristic for the emerging three-particle
cuts as shown in Fig. 3.8. Consequently, the angular averages require a deformation of the
integration contour in the complex plane. A suitable choice for this purpose is provided in
App. E.2, which discusses the numerical implementation, at hand of the decays discussed
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Figure 3.8: Qualitative illustration of rescattering effects in a three-body decay. The vertex
T includes the resummation of elastic two-particle scattering, the left diagram corresponds
to the homogeneous part of the single variable function A from Eq. (3.103) with right-hand
cut (red). The remaining ones are contributions arising due to the inhomogeneity. The blue
dashed lines indicate left-hand cuts in the crossed channels, while a three-particle cut is
denoted by the green line. For simplicity none of the plenty of possible cuts is shown in the
very last diagram.The infinite amount of contributing diagrams is obtained by expressing
Â in terms of A and iterating Eq. (3.103).

in Ch. 8, in all its details. Note that the mentioned problems do not come up for 2 → 2

processes.
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C and CP violation in effective field
theories
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Chapter 4

Prologue

Chapters 5 and 6 are based on the publication1

• H. Akdag, B. Kubis, A. Wirzba, “C and CP violation in effective field theories”,
JHEP 06 (2023) 154 [arXiv:2212.07794[hep-ph]].

The main motivation of this part of the thesis was to derive a C- and CP -odd χPT ex-
pression for the decay η → π+π−π0 that could be matched to the dispersive analysis
presented at a later stage in Ch. 8. As a starting point, we first considered the C- and
CP -odd operators at the quark level that were found at dimension 7 in Refs. [109–112].
As pointed out to us explicitly [113], but not mentioned in these references, these opera-
tors are chirality-violating and therefore have to implicitly include a Higgs, rendering them
effectively to dimension 8 if the Higgs vacuum expectation value is considered in the dimen-
sional counting. However, Refs. [109–112] provide no information on chirality-conserving
operators at dimension 8. Beside this issue, we initially intended to extend the formalism of
Ref. [114]. The latter derived P - and CP -violating operators in chiral perturbation theory
starting from well-known quark-level operators at mass dimension six. However, it turned
out that the extension of their group theoretical considerations on SU(2) cannot be applied
straightforwardly to the three-flavor case.
To tackle the first of these two problems, we considered the low-energy effective field the-
ory (LEFT) in order to revisit fundamental flavor-conserving, lepton- and baryon-number-
preserving, neutrinoless quark operators that violate C and CP in Ch. 5. After having
verified that C- and CP -violating operators indeed first appear at dimension 7 we have
also provided a corresponding complete list of dimension-8 operators. To overcome the sec-
ond intricacy, we relied on the external source method of Gasser and Leutwyler [115, 116]
and treated the genuine C- and CP -odd quark operators as spurions, in analogy to the
chirality-breaking mass term included in standard χPT. It turned out that the decomposi-
tion into explicit irreducible representations of SU(3)L×SU(3)R in the spirit of Ref. [114] is
not necessary for the construction of chirally invariant operators, if we account for the con-
straints imposed by discrete space-time symmetries. In this sense, the fundamental quark
operators are matched to light-meson physics in Ch. 6. The latter additionally includes
the extension to large-Nc and, in addition to the initially intended decay η → π+π−π0, the
application to more than 20 decays in total. As central results of this analysis we provide
the corresponding observables in explicit dependence on the underlying high-energy scale
Λ for these possible effects of new physics.

1Parts of the introduction of this publication were reused in Ch. 1.
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With the following paragraph we would like to clearly point out the contribution of the
author of this thesis to the publication in question. The main author of this publication
was responsible for most formulations, the technical development of the formalism, as well
as for the analytic and numeric results. To be more precise, this includes the literature
search; keeping the dialog with respective experts on this topic; the analytic reformulation
of the complete sets of LEFT operators in order to obtain eigenstates of the discrete space-
time symmetries; identifying the relevant C- and CP -odd operators and distinguishing the
chirality violating operators at dimension 8 from the chirality preserving ones; extending
the spurion technique to these quark operators; matching each of the latter onto χPT by
writing down all possible corresponding chirally invariant traces; establishing a respective
large-Nc expansion to describe the η′; proposing most of the presented applications; and
evaluating the latter numerically with Mathematica [117]. All these steps were accompanied
by continuous consultation of the co-authors Bastian Kubis and Andreas Wirzba, who also
reviewed the analytic and numeric results and extended discussions in the manuscript.
Without their experienced guidance this project would not have been possible.
Finally, we cannot let the support of the following people be unmentioned: we acknowledge
the helpful discussions with Christopher Murphy, Yi Liao, Xiao-Dong Ma, Hao-Lin Wang,
Susan Gardner, and Jun Shi and especially thank Peter Stoffer for his advices on the rigorous
translation from LEFT operators to χPT. In addition, we are grateful for explanations
about naive dimensional analysis by Jordy de Vries and for dicussions on related topics
with Daniel Severt.
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Chapter 5

Effective beyond Standard Model theories: fundamental C-
and CP -violating operators

The efforts in search of new physics have reached a milestone with the observation of the
Higgs boson at CERN’s Large Hadron Collider [15, 16], one of the most important building
blocks of the Standard Model of particle physics (SM). Until now, there is no evidence for
new particles other than the ones contained in the SM, at least up to an energy scale of the
order 1TeV. However, physics beyond the Standard Model (BSM) can arise from heavy par-
ticles with masses above some unknown high-energy scale Λ exceeding the TeV range, which
is out of experimental reach for the foreseeable future. It is commonly agreed on that—if
such heavy degrees of freedom exist—the SM provides merely an effective description of
the underlying beyond-Standard-Model theory. A convenient way to approach the effects
of the latter below the scale Λ concerns the construction of effective field theories, provid-
ing a fundamental, model-independent framework. According to the Appelquist–Carazzone
theorem [118] heavy particles decouple in a perturbative manner with (anomaly-free) inter-
actions in the low-energy range. Hence the underlying BSM theory can be described by the
Standard Model effective field theory (SMEFT), whose perturbative expansion in powers of
the small parameter 1/Λ yields

LSMEFT = LSM +
1

Λ
L5 +

1

Λ2
L6 +

1

Λ3
L7 + . . . with LD ≡

∑
i

CDi Q
D
i . (5.1)

In this operator-product-type of expansion the quantity LSM denotes the renormalizable
Lagrangian of the SM with mass dimension 4, the non-renormalizable Lagrangians LD
include operators QDi with mass dimensions D > 4 that are suppressed by powers of
1/Λ, and the CDi are the respective dimensionless coupling constants known as Wilson
coefficients.
In general LSMEFT is richer than LSM itself, as the LD are only restricted by Lorentz
invariance, the same SU(3)C×SU(2)L×U(1)Y gauge group, and the same particle content
as the SM. In the recent past, much effort has been devoted to the systematic construction
of complete sets of operators contributing to the LD, which includes the classification and
counting of all possible QDi (cf. Ref. [119] for a short overview) as well as eliminating
redundant operators with the aid of equations of motion, partial integration, and Fierz
identities. The complete operator bases up to and including dimension 9 in SMEFT have
been counted and/or computed in Refs. [119–128]. If we exclude the existence of, yet
unobserved, hypothetical light degrees of freedom that couple extremely weakly to the SM
particle content, such as axions and sterile neutrinos, SMEFT reduces to the SM in the limit
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of small energies. An extension of SMEFT including new light particles can for instance be
found in Refs. [129–135].
However, when going to even smaller energies, SMEFT may not be the most convenient
theory to describe phenomena exclusively occurring below the electroweak scale ΛEW . v,
with v denoting the Higgs vacuum expectation value (vev). In this scenario, particles of
the SM with masses larger than ΛEW are no observable degrees of freedom anymore and
the gauge group reduces to SU(3)C × U(1)Q. This means that the top quark, the weak
gauge bosons W± and Z0, and the Higgs are integrated out and we are left with the
dynamics of QCD and QED only, while effects of weak interactions are implicitly encoded
in the constant Wilson coefficients, also giving rise to point-like interactions with neutrinos.
Nevertheless, the construction of a consistent and complete basis of such a theory, without
operator redundancies and terms of repeated flavors compositions, and its matching to
SMEFT at larger energies is quite involved [136]. The appropriate theory to handle effects
in this energy regime is known as low-energy effective field theory (LEFT), which is in
principle a valid theory on its own, even without recourse to SMEFT. The continuation of
LEFT to energies above ΛEW may for instance as well be given by the Higgs effective field
theory [137–144], which, in comparison to SMEFT, does not rely on the conjecture that the
Higgs belongs to an electroweak doublet.1 In either way, the operator product expansion
of LEFT proceeds in analogy to Eq. (5.1) with a small expansion parameter that can be
chosen as 1/v. With its own Wilson coefficients C̃di and operators Q̃di of dimension d, the
LEFT Lagrangian can be written as

LLEFT = vL̃3 + Lν kin + LQCD+QED +
1

v
L̃5 +

1

v2
L̃6 + . . . with L̃d ≡

∑
i

C̃di Q̃
d
i , (5.2)

where the three-dimensional Lagrangian L̃3 refers to a mass term of a possible Majorana
neutrino and the four-dimensional Lνkin includes the kinetic term for neutrinos. All other
dependencies on the Higgs vev are hidden in the respective Wilson coefficients and do not
contribute to the dimensional analysis, so that the different power counting schemes in
SMEFT and in LEFT have to be clearly distinguished. However, assuming SMEFT to be
the underlying theory of LEFT, we can account for the additional suppression in 1/Λ by
redefining the Wilson coefficients of LEFT as [146]

C̃di →
( v

Λ

)∑
j(Dj−4)

C̃di , (5.3)

where the Dj denote the dimension of SMEFT operators that can be combined in one
Feynman diagram to construct the desired LEFT operator. An overview of the considered
effective field theories at different energy scales is shown in Fig. 5.1. The latter also includes
χPT, which will be subject of Ch. 6.
Hitherto, the investigation of the complete basis in LEFT extends up to dimension 9 [136,
146–150], and the inclusion of axions or sterile neutrinos in LEFT can be found in Refs. [134,

1See Ref. [145] for a comprehensive review.
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151–153]. A famous and maybe historically most important example of a LEFT operator
is the Fermi theory of weak interactions [154, 155].
Our analysis aims at a rigorous derivation of C- and CP -violating sources in the mesonic
sector arising from fundamental quark operators in LEFT.2 These, due to the CPT the-
orem, T -odd and P -even (ToPe) contributions are of particular interest for cosmology, as
they provide, according to the Sakharov conditions [19], one prerequisite (in addition to the
T -odd, P -odd contributions) for the dynamical creation of the matter–antimatter asym-
metry during the baryogenesis. On the other hand, theoretical work about this class of
symmetry violation is severely lacking in contrast to the one for C-even and P -odd phe-
nomena. First thoughts on the structure of these BSM operators, independent of which
effective theory they could possibly belong to, were already made in the 1990s [158] and
extended throughout that decade [109–112]. It was claimed that the first C- and CP -odd
operators at low energies appear at dimension 7 and read3

ψ̄D~

~

µγ5ψχ̄γ
µγ5χ ,

ψ̄σµνλ
aψFµλGaνλ ,

ψ̄σµνψF
µλZνλ ,

(5.4)

for up to two fermion fields ψ and χ. An aspect withheld in these analyses is that the listed
operators are chirality-violating and thus need to be equipped with an additional Higgs
field. Therefore, according to a naive power counting, all these operators are of dimension
8 in SMEFT and of dimension 7 in LEFT. As the Higgs is integrated out in the latter theory,
its vev, which is absorbed in the Wilson coefficients, does not contribute to the dimensional
power. However, this leads to another unpleasant inconsistency: the heavy Z0-boson is
not integrated out although we are exclusively dealing with interactions at low energies.
We have not yet specified chirality-conserving C- and CP -odd operators of dimension 8
in LEFT. These are a priori not suppressed with respect to the chirality-violating ones
at dimension 7 in LEFT, as both can originate from operators of dimension 8 in SMEFT
and thus have the same suppression in 1/Λ. In a similar way this point was observed
in nucleon EDM analyses [159–161], which found that T - and P -odd chirality-violating
operators of dimension 5 in LEFT can effectively be of the same order of magnitude as
chirality-conserving ones at dimension 6 in LEFT.
At the time the operators in Eq. (5.4) had been proposed, the rigorously derived complete
operator basis in LEFT was not available.
In this chapter we thoroughly revisit the C- and CP -violating operators up to and including
dimension 8 in LEFT and provide the first complete set of these operators. With focus on
the application to ToPe forces in η decays, we restrict our analysis to flavor-conserving

2An alternative path for the C- and CP -violating sources could be realized in SMEFT at the W -scale,
cf. Refs. [156, 157], and should yield a set of operators that is equivalent to the one considered and presented
in this work.

3There are different formulations of the four-fermion operator in the cited literature, which are consistent
with each other when using the Gordon identity.
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5.1. LEFT: notations and conventions

BSM physics

Theory

p ≥ Λ

Scale

?

Gauge group

?

Particle content

SMEFT Λ > p ≥ ΛEW SU(3)C × SU(2)L × U(1)Y
Li, Qi, li, ui, di,
H,G,A,Z,W±

LEFT ΛEW > p ≥ Λχ SU(3)C × U(1)Q ψ, `, ν,G,A

χPT Λχ > p SU(3)R × SU(3)L × U(1)Q π,A, `, ν

Figure 5.1: Comparison of effective field theories at different energy scales p.

quark operators (with couplings to the gluon and photon fields). Additionally we quote the
corresponding semi-leptonic operators. A generalization to flavor-changing processes can
be carried out in complete analogy and is left for future analyses, if the phenomenological
interest in these operators is given. In Sect. 5.1 we introduce our notation and conventions,
along with a short overview of the considered LEFT bases. We discuss the discrete space-
time symmetries of building blocks of LEFT in Sect. 5.2. In Sect. 5.3 we summarize the
list of ToPe operators, whose derivation from known LEFT bases is sketched in App. C.
We close with a short conclusion in Sect. 5.4.

5.1 | LEFT: notations and conventions

Below the electroweak scale, the important degrees of freedom in the SM are two up-
type and three down-type quarks, which we summarize by ψ ∈ {u, c, d, s, b}, three charged
leptons ` ∈ {e, µ, τ}, and the corresponding left-handed neutrinos νL ∈ {νeL, ν

µ
L, ν

τ
L}. Except

for the latter, these fermions are described by the QCD and QED Lagrangians by means
of4

LQED+QCD =− 1

4
FµνF

µν − 1

4
GaµνG

aµν +
∑
ψ

ψ̄
(
i /D −mψ

)
ψ +

∑
`

¯̀
(
i /D −m`

)
` , (5.5)

with photonic and gluonic field-strength tensors Fµν , Gaµν . We denote the representations
of these tensors in dual space by X̃µν = 1

2εµναβX
αβ with Xµν ∈ {Fµν , Gaµν}. The gauge

covariant derivative acting on quarks is chosen to be

Dµψ =
(
~∂µ + ieQAµ + igT aGaµ

)
ψ ,

Dµψ̄ = ψ̄
(
∂

~

µ − ieQAµ − igT aGaµ
)
,

(5.6)

4One can in principle also include the QCD θ-term.
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5.2. Discrete space-time symmetries

with Dµψ̄ ≡ (Dµψ)†γ0. In this equation Q and T a = 1
2λ

a are the generators of U(1)Q and
SU(3)C , respectively, where λa denote the Gell-Mann matrices obeying the relations

[Ta, Tb] = ifabcTc , {Ta, Tb} =
1

3
δab + dabcTc . (5.7)

The quantities fabc and dabc denote the totally antisymmetric and symmetric structure
constants of SU(3). The gauge covariant derivative acting on ` is defined analogously,
but without a coupling to gluons. We will henceforth indicate the direction to which the
derivative acts by arrows, i.e., ψ̄ ~Dµψ = ψ̄(Dµψ) and ψ̄D

~

µψ = (Dµψ̄)ψ. It proves useful to
introduce a hermitian version of the gauge covariant derivative by

ψ̄iD~

~

µψ ≡ ψ̄i ~Dµψ − ψ̄iD

~

µψ . (5.8)

The remaining Lagrangian terms in the LEFT Lagrangian from Eq. (5.2) are built from the
same degrees of freedom contained in Eq. (5.5) obeying the gauge group SU(3)c ×U(1)em.
The choice of LEFT basis is not unique, we can for instance employ the Gordon identity,
equations of motion, Fierz identities, as well as integration by parts to shift operators
between the classes. In this work we consider the LEFT basis derived in Ref. [146] for
operators with mass dimension d ≤ 6 (5963 hermitian operators), Ref. [150] for operators
of dimension 7 (5218 hermitian operators), and Ref. [136] for the ones at d = 8 (35058
hermitian operators).

To tackle the overwhelming amount of more than 45 · 103 operators up to dimension 8 in
LEFT, we restrict our investigation to operators that may possibly contribute ToPe forces
in η decays. Therefore we ignore operators including neutrinos,5 drop all operators that
violate lepton- and/or baryon-number conservation, and restrict the analysis to C- and
CP -odd operators only that are at the same time flavor-conserving.6 Still, we allow for
chirality-conserving and -violating operators.

5.2 | Discrete space-time symmetries

In this section we shortly summarize the discrete symmetries of several quantities that
constitute the respective LEFT operators, to pick the correct C- and CP -violating operators
from the LEFT bases.

For any combination of Dirac matrices Γ, the well-known transformations of fermion bilin-

5The η decay listed as Γ20 in Ref. [13], η → π+e−ν̄e + c.c., is in fact a C- and T -allowed decay.
6We note that the requirement of C and CP violation places a very selective constraint, reducing the

amount of 45 · 103 operators tremendously.
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5.3. C- and CP -odd operators in LEFT

ears under C, P , and T , cf., Sect. 2.2,7 read

C : ψ̄Γχ
C−−→ − χ̄γ0γ2ΓTγ2γ0ψ ,

P : ψ̄Γχ
P−−→ ψ̄γ0Γγ0χ ,

T : ψ̄Γχ
T−−→ ψ̄γ1γ3Γ∗γ3γ1χ ,

(5.9)

where ΓT denotes the transposed of Γ, Γ∗ is its complex conjugate, and the factor −1 in the
first line arises from the anticommutation of fermion creation and annihilation operators.
As the fermions in each bilinear change places under C, it may not be evident at first glance
that the original covariant derivative ~Dµ contributes to both eigenstates of C, in contrast
to D~

~

µ.8

The discrete symmetries of the gauge fields can be deduced from the requirement that their
interaction with the quark currents implied by Eq. (5.5) preserves C, P , and T separately.
The hermitian generators Ta of SU(3) transform as Ta → T Ta = T ∗a under C and T . Hence
the discrete symmetries of all color structures can be derived with [55]

Ta
C−−→ xaTa , Ta

P−−→ Ta , Ta
T−−→ xaTa ,

Gµa
C−−→ −xaGµa , Gµa

P−−→ εµGµa , Gµa
T−−→ xaε

µGµa ,

Gµνa
C−−→ −xaGµνa , Gµνa

P−−→ εµενGµνa , Gµνa
T−−→ −xaεµενGµνa ,

(5.10)
where we used that εµ equals 1 for µ = 0 and −1 for µ ∈ {1, 2, 3} and kept the notation
short with xa = 1 for a ∈ {1, 3, 4, 6, 8} and xa = −1 for a ∈ {2, 5, 7}. We already elaborated
on these transformations in Sect. 2.4.1. To compile the discrete symmetries of operators
including SU(3) structure constants note that the non-vanishing values of fabc (dabc) contain
an odd (even) number of indices picked from {2, 5, 7}. Let us illustrate this at a simple
example: consider the C-transformation of the Weinberg-type term fabcG

aν
µ G

bρ
ν G

cµ
ρ , which

according to Eq. (5.10) has the eigenvalue (−1)3xaxbxc. Due to the color contraction with
fabc, either one or all signs xa,b,c must be negative, such that the operator is C-even. In
complete analogy, one can compute the discrete symmetries of arbitrary color contractions.
We summarize the C, P , and T transformations of various quark bilinears, gauge fields, and
color structures in Table 5.1, which comes in handy when searching for C- and CP -violating
operators in LEFT.

5.3 | C- and CP -odd operators in LEFT

In this section we list our most convenient choice of linearly independent ToPe operators
up to and including mass dimension 8 in LEFT, based on the operator bases in Refs. [136,

7In contrast to Sect. 2.2.2, we use a somewhat more synoptic notation to denote the transformation
under discrete symmetries.

8For the standard derivative ~D one needs the decomposition ψ̄ ~Dµψ = 1
2
ψ̄
[
(D

~

µ + ~Dµ)− (D

~

µ − ~Dµ)
]
ψ

to obtain (two distinct) C eigenstates.
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5.3. C- and CP -odd operators in LEFT

ψ̄ψ ψ̄iγ5ψ ψ̄γµψ ψ̄γµγ5ψ ψ̄σµνψ ψ̄iσµνγ5ψ Xµ Xµν fabcG
aν
µ G

bρ
ν G

cµ
ρ fabcT

aGbµνG
cµν fabcT

aT bGcµν

C + + − + − − − − + − +

P + − εµ −εµ εµεν −εµεν εµ εµεν + + εµεν

T + − εµ εµ −εµεν εµεν εµ −εµεν + − εµεν

Table 5.1: Discrete space-time symmetries of quark bilinears with a single flavor and several
gauge terms. In this simplified notation each SU(3) color generator Ta is thought to be
part of one quark bilinear. The sign εµ equals 1 for µ = 0 and −1 for µ ∈ {1, 2, 3},
Xµ ∈ {Aµ, TaGaµ}, and Xµν ∈ {Fµν , TaGaµν}. Replacing any field-strength tensor by its
representation in dual space X̃µν , i.e., any contraction with the Levi-Civita symbol εαβµν ,
flips the signs of P and T . An exchange of the structure constants fabc and dabc changes
signs of C and T . When multiplying each term with the imaginary unit i the sign of T
flips, while the inclusion of D~

~

µ in a bilinear flips the signs of C and T . If necessary, factors
of i are multiplied to render quark bilinears hermitian.

146, 150]. Details on the derivation of the full set of C- and CP -violating operators can
be found in App. C, which also takes care of operators that are not hermitian in the first
place.

At this point we shortly summarize the straightforward but, given the vast number of
operators, quite tedious procedure. First, multiply each LEFT operator by a complex
Wilson coefficient and add the hermitian conjugate. All LEFT bases under consideration are
formulated in terms of left- and right-handed fermions, such that the resulting multilinears
do not necessarily have definite eigenvalues under C, P , and T . To remedy this issue
we decompose the chiral fields into their (pseudo)scalar, (axial)vector, and (pseudo)tensor
contributions and compile their eigenvalues with the aid of Table 5.1 and similar relations
for different color structures. Finally we have to identify chirality-conserving and -violating
operators. If both appear at the same mass dimension of LEFT, we can ignore the latter,
which is in some more detail discussed in Sect. 5.3.2.

While the identification of chirality-violating fermion bilinears is straightforward, special
care has to be taken for quadrilinear quark operators. Some four-quark operators that are
naively found to be chirality-breaking may be mediated by gauge-invariant BSM couplings of
left-handedW± bosons to right-handed currents, induced via mixing of theW± bosons with
their right-handed BSM counterparts. For instance, the dimension-6 P - and T -violating
quadrilinear quark operator of Ng and Tulin [162]

i
CNT

Λ2

{
(ūRγ

µdR)(d̄LγµuL)− (d̄Rγ
µuR)(ūLγµdL)

}
(5.11)

(with Wilson coefficient CNT) can be traced back to the following gauge-invariant, mani-
festly chirally symmetric dimension-6 operator (resulting, e.g., in the reduction of minimal
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left-right-symmetric models [163, 164]—a subclass of left-right models [48, 49])

CLR

Λ2
(iH̃†DµH)(ūRγ

µdR) + h.c. . (5.12)

Here H with H̃ ≡ iτ2H
∗ is the Higgs doublet field, Dµ = ∂µ + igW aτa, a = 1, 2, and CLR

the pertinent Wilson coefficient. This term yields, after electroweak symmetry breaking, in
unitary gauge

− gv2

2
√

2

[
CLR

Λ2
ūRγ

µdRW
†
µ + h.c.

](
1 +

h

v

)2

, (5.13)

with h the lightest Higgs boson of the model, which corresponds to the physical Higgs boson,
and v its vacuum expectation value. After integrating out the Higgs and W± bosons, we
obtain, just below the W± mass, the four-quark operator (5.11) to leading order. Note
that the Higgs vev v cancels against the mass of the W± bosons, as the coupling to the
right-handed current involved the Higgs kinetic term and is therefore not of Yukawa nature.
More details can be found in Refs. [165, 166], see also Ref. [167].
In accordance with this argument, the chirality-conserving operators can also be easily
identified by the fact that they must appear at the same order in both LEFT and SMEFT,
if a consistent operator basis is used.
To shorten the notation in the following subsections, we omit the ratio of scales v4/Λ4,
which according to Eq. (5.3) is common to all our operators. Regarding Eq. (5.2), the
suppression in terms of these heavy scales can explicitly be restored by multiplying each
LEFT operator of dimension 7 by v/Λ4 and the ones of dimension 8 by 1/Λ4.

5.3.1 | Dimension-7 operators

We show in App. C that there are indeed no ToPe operators below dimension 7 in LEFT as
already implicitly claimed decades ago [158], but which was—to the best of our knowledge—
not proven explicitly in the literature.9 At dimension 7 we can confirm that exactly the
operators already quoted in Eq. (5.4) contribute (except the one including the Z-boson,
which obviously does not belong to LEFT), i.e.,

O(a)
ψχ ≡ c

(a)
ψχ ψ̄D

~

~

µγ5ψχ̄γ
µγ5χ ,

O(b)
ψ ≡ c

(b)
ψ ψ̄T aσµνψFµρG

aρ
ν ,

(5.14)

where c(a)
ψχ and c(b)

ψ denote real -valued Wilson coefficients with flavor indices ψ, χ combined
with superscripts (a), (b) serving as labels to classify operators unambiguously. The quadri-

9To consistently construct a C- and CP -odd operator from lower-dimensional ones, one could for instance
include a T - and P -odd operator of dimension 6 of SMEFT in a C-violating electroweak loop. However,
integrating out the weak gauge boson with mass dimension 1, i.e., replacing it by the quark current of
dimension 3, effectively leads to a dimension-8 operator in LEFT. Due to the completeness of the LEFT
operator bases used in this work, these contributions are automatically taken care of.
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linear in this equation can in principle appear with two different color contractions.10 In
addition, we find the (semi-leptonic) operators containing quarks and charged leptons

O(c)
`ψ ≡ c

(c)
`ψ

¯̀D~

~

µγ5`ψ̄γ
µγ5ψ ,

O(d)
`ψ ≡ c

(d)
`ψ

¯̀γµγ5`ψ̄D~

~

µγ5ψ .
(5.15)

5.3.2 | Dimension-8 operators

As all terms in Sect. 5.3.1 are chirality-breaking, we can a priori not neglect chirality-
conserving operators at dimension 8 in LEFT. Investigating the latter, we do not find any
ToPe operators for pure gauge terms or terms including four fermions and two derivatives.
For quark multilinears coupling to gluon field-strength tensors (henceforth called gluonic
operators) we identify

O(e)
ψ ≡ c

(e)
ψ fabcψ̄γ

µiD~

~

νT aψGbµρG
c ρ
ν ,

O(f)
ψχ ≡ c

(f)
ψχ ψ̄γ

µψχ̄γνT aχGaµν ,

O(g)
ψχ ≡ c

(g)
ψχ ψ̄γ

µγ5ψχ̄γ
νγ5T

aχGaµν ,

O(h)
ψχ ≡ c

(h)
ψχ fabcψ̄γ

µγ5T
aψχ̄γνT bχG̃cµν ,

O(i)
ψχ ≡ c

(i)
ψχ dabcψ̄γ

µT aψχ̄γνT bχGcµν ,

O(j)
ψχ ≡ c

(j)
ψχ dabcψ̄γ

µγ5T
aψχ̄γνγ5T

bχGcµν ,

O(k)
ψχ ≡ c

(k)
ψχ i

[
ψ̄T aχχ̄σµνψ + ψ̄γ5T

aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Gaµν ,

O(l)
ψχ ≡ c

(l)
ψχ i
[
ψ̄χχ̄σµνT aψ + ψ̄γ5χχ̄σ

µνγ5T
aψ − (ψ ↔ χ)

]
Gaµν ,

O(m)
ψχ ≡ c

(m)
ψχ

[
ψ̄σλµT aχχ̄σµνψ + ψ̄σλµγ5T

aχχ̄σµνγ5ψ + (ψ ↔ χ)
]
Ga νλ ,

(5.16)

as C- and CP -odd. Among these operators, O(i)
ψχ,O

(j)
ψχ,O

(k)
ψχ ,O

(l)
ψχ are antisymmetric under

flavor interchange, while O(m)
ψχ is symmetric.

Similar to the operators in Eq. (5.16) we find quark quadrilinears including photon field-

10We note that according to Refs. [161, 167], the four-quark operator in Eq. (5.14) should be valid just
below the W± threshold. This means that one expects QCD corrections when running down to a scale µ,
1GeV � µ � MW±, such that the quadrilinear in Eq. (5.14) would mix with its corresponding different
color contraction. These corrections are beyond the scope of our analysis and do not have any effect once
the LEFT basis is matched onto χPT.
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strength tensors (photonic operators), i.e.,

O(n)
ψχ ≡ c

(n)
ψχ ψ̄γ

µψχ̄γνχFµν ,

O(o)
ψχ ≡ c

(o)
ψχ ψ̄γ

µγ5ψχ̄γ
νγ5χFµν ,

O(p)
ψχ ≡ c

(p)
ψχ ψ̄γ

µT aψχ̄γνT aχFµν ,

O(q)
ψχ ≡ c

(q)
ψχ ψ̄γ

µγ5T
aψχ̄γνγ5T

aχFµν ,

O(r)
ψχ ≡ c

(r)
ψχ i
[
ψ̄χχ̄σµνψ + ψ̄γ5χχ̄σ

µνγ5ψ − (ψ ↔ χ)
]
Fµν ,

(5.17)

which, due to fewer possible color contractions, allow for fewer C- and CP -violating con-
tributions than the gluonic operators. Each of these photonic operators is completely
antisymmetric under interchange of quark flavors, up to the unknown Wilson coefficients.
Therefore the operators O(z)

χψ, with z ∈ {n, o, p, q, r}, can in principle always be absorbed by

O(z)
ψχ with an appropriate redefinition of the Wilson coefficients, leaving us with three inde-

pendent flavor combinations to consider for the off-diagonal contributions, e.g., O(z)
ud ,O

(z)
us ,

and O(z)
ds . Note that the diagonal elements O(z)

uu ,O(z)
dd , and O

(z)
ss vanish for all operators in

Eq. (5.17).
There are only two ToPe operators in dimension 8 LEFT that contain quark bilinears,
photons, and gluon field-strength tensors (photo-gluonic operators), which explicitly read

O(s)
ψ ≡ c

(s)
ψ ψ̄γµiD~

~

νT aγ5ψFµρG̃
a ρ
ν ,

O(t)
ψ ≡ c

(t)
ψ ψ̄γµiD~

~

νT aγ5ψFνρG̃
a ρ
µ .

(5.18)

Finally we quote our findings for semi-leptonic operators. The inclusion of leptonic bilinears
reduces the amount of possible color contractions and hence the number of contributing
ToPe operators enormously. Our results for gluonic operators at dimension 8 in LEFT read

O(u)
`ψ ≡ c

(u)
`ψ

¯̀γµ`ψ̄γνT aψGaµν ,

O(v)
`ψ ≡ c

(v)
`ψ

¯̀γµγ5`ψ̄γ
νγ5T

aψGaµν ,
(5.19)

while the ones for photonic terms are

O(w)
`ψ ≡ c

(w)
`ψ

¯̀γµ`ψ̄γνψFµν ,

O(x)
`ψ ≡ c

(x)
`ψ

¯̀γµγ5`ψ̄γ
νγ5ψFµν .

(5.20)

We list C- and CP -odd chirality-breaking quark quadrilinears in dimension 8 of LEFT,
which do not gain any further consideration, in App. C.3.5. These can surely be neglected
because, other than all the operators listed above, they do not arise from dimension 8
in SMEFT and thus originate from higher-dimensional operators in the SMEFT power
counting, which implies a corresponding suppression due to additional inverse powers of
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the BSM scale Λ.

5.4 | Conclusion

In this chapter, we provided a complete set of fundamental neutrinoless, flavor-preserving,
lepton- and baryon-number-conserving C- and CP -odd quark-level operators in LEFT up
to and including mass dimension 8. We have verified the operators from dimension-7 LEFT
that were known before, but have also tackled the issue that these operators are chirality-
violating, hence carefully taking chirality-conserving operators of mass dimension 8 into
account. These may in principle be of the same numerical size as those of dimension 7,
because both can arise from operators of dimension 8 of SMEFT; similar observations
were made previously for dimension-5 and -6 operators in nucleon EDM analyses. As a
consequence, every C- and CP -odd operator we identified is suppressed by 1/Λ4, with Λ

indicating the new-physics scale.
Finally, we remark that by dropping the constraint of flavor-conservation, C- and CP -
odd operators already appear at dimension 6 in LEFT, as similarly suggested in Ref. [156].
However, corresponding observables may not be distinguished easily from C or CP violation
from the weak interaction.
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Chapter 6

C- and CP -violating chiral perturbation theory

Some effort has been devoted to constructing chiral effective theories from underlying quark-
level operators in SMEFT or LEFT, to access BSM phenomena including mesonic interac-
tions below the hadronic scale of Λχ ≈ 1.2GeV. Most of these works rely (implicitly) on
the spurion analysis introduced in the work of Gasser and Leutwyler [115, 116] and were for
instance applied to neutrinoless double beta decays [168–171], baryon- and lepton-number-
violating interactions [172–177], neutron–antineutron oscillation [178], CP violation in ax-
ion interactions [153], EDM analyses in the chiral SU(2) case [114, 159, 160, 179], or in
Lorentz- and CPT -violating extensions of the SM [180–182]. However, probably due to the
missing set of ToPe operators on the quark level, a rigorous and complete derivation of C-
and CP -violating mesonic operators is still missing in the literature. Thus, this chapter
aims at the translation of the C- and CP -odd LEFT from Ch. 5 to mesonic operators and
their applications. For this endeavor we rely on the well-established techniques from chiral
perturbation theory (χPT).

At this point we would like to emphasize the importance of the effective field theory (EFT)
approaches applied in this thesis. The breakdown of different energy scales in the EFT
spirit is essential to incorporate the appropriate suppression of ToPe forces in terms of the
BSM scale Λ, the Higgs vev v, and hadronic scale Λχ. Furthermore, given the unknown
underlying mechanism above the scale Λ, the use of χPT in analogy to its usual application
in the non-perturbative realm of QCD is inevitable. We will confirm in the following that
ToPe operators necessarily are of higher dimension than, e.g., the lowest-dimensional T -
odd and P -odd operators that can generate EDMs; EFT naturalness arguments, both in
SMEFT and LEFT, therefore suggest the former to be further suppressed compared to the
latter, and hence more difficult to detect. The motivation to undertake the present study at
this point is clearly experiment-driven: the interpretation of new, improved limits on C- and
CP -violating effects requires a dedicated theory framework, which we here provide. Even
if new measurements continue to be essentially null tests, they can be viewed as tests of the
SMEFT or LEFT picture of BSM physics, which is especially important when compared
to similar EFT approaches in EDM analyses mentioned above.

In Sect. 6.1 we introduce the concepts of χPT in the SM and apply them to dimension-7
and -8 operators of the LEFT by introducing new sets sources fields. In Sect. 6.2 the ToPe
chiral theory is taken to the large-Nc limit, allowing for a consistent description of the η′.
Finally, we sketch the application of our formalism to various flavor-conserving decays of η
and η′ mesons in Sect. 6.3 and close with a brief summary in Sect. 6.4.
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6.1 | Construction of effective C- and CP -violating chiral Lagrangians

In the following we summarize and extend the principles of matching between LEFT and
χPT operators to obtain a model-independent effective SU(3) theory for C and CP vi-
olation in flavor-conserving light-meson interactions, originating from the complete list of
C- and CP -odd operators worked out in the previous chapter. We refer to this theory as
T -odd, P -even chiral perturbation theory (ToPeχPT). In particular, we work out the non-
trivial matching of quark multilinears with derivative character and couplings to gluons,
which is in this sense not included in the current literature, while introducing the formalism
in detail. Whenever possible, we restrict the matching to the leading order in the chiral
power counting and C and CP violation.
For the sake of clarity, we outline this section as follows. We first introduce the our notation
and conventions in Sect. 6.1.1 and summarize the discrete symmetries of each building block
of χPT Sect. 6.1.2. Subsequently we explain the matching procedure between LEFT and
χPT Sect. 6.1.3. Afterwards we illustrate the principles of matching in detail at the hand of
the original dimension-7 operators in LEFT and furthermore translate the dimension-8 op-
erators in Sects. 6.1.4 and 6.1.5, respectively. As a short intermediate summary we provide
an overview of the corresponding overall C- and CP -violating Lagrangian in Sect. 6.1.6.

6.1.1 | Chiral perturbation theory: notation and conventions

According to Gasser and Leutwyler [115, 116], the massless QCD Lagrangian L0
QCD can

be extended by introducing external sources to obtain the most general non-kinetic quark
operators, by means of

L = L0
QCD + q̄Lγ

µlµqL + q̄Rγ
µrµqR − q̄RsqL − q̄Ls†qR + q̄Lσ

µνtµνqR + q̄Rσ
µνt†µνqL , (6.1)

with the light-quark triplet q = (u, d, s)T , and external sources rµ = r†µ, lµ = l†µ, s, and
tµν , which are three-dimensional quadratic matrices in flavor space. The tensor source tµν
was first introduced in Ref. [183]. The spontaneous breakdown of the SU(3)L × SU(3)R ×
U(1)V global and continuous gauge group of this theory results in an SU(3)V × U(1)V
symmetry, thus generating eight Goldstone bosons φa as the relevant degrees of freedom.
The Goldstone bosons are not massless as the chiral symmetry is in addition explicitly
broken by the non-vanishing masses of up- and down-quarks.
The chiral theory (for reviews, see, e.g., Refs. [76, 77, 184]), which exhibits a certain power
counting in terms of soft momenta and light quark masses, can then be described by the
unitary matrix U defined as

U = exp

(
iΦ

F0

)
with Φ ≡ λaφa =

π
0 + 1√

3
η8

√
2π+

√
2K+

√
2π− −π0 + 1√

3
η8

√
2K0

√
2K−

√
2K̄0 − 2√

3
η8

 , (6.2)

where F0 . Fπ = 92.2MeV [13] is the pion decay constant in the chiral limit and η8
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the octet part of the η mesons. The matrix χ = 2B0s includes the scalar source and a
low-energy coefficient B0, and the field-strength tensors are given as

fµνR = ∂µrν − ∂νrµ − i[rµ, rν ] , fµνL = ∂µlν − ∂ν lµ − i[lµ, lν ] . (6.3)

The dynamics of the Goldstone bosons is driven by the gauge covariant derivative acting
on U and U † defined as1

DµU ≡ ∂µU − irµU + iUlµ , DµU
† ≡ ∂µU † + iU †rµ − ilµU † , (6.4)

which is necessary to ensure invariance under local extension of the global gauge transforma-
tions.2 In particular, note that the product rule applies to these derivatives [186], thereby—
together with the unitarity of U—inducing the important identity DµUU

† = −UDµU
†. To

keep the notation as simple as possible, we use the convention that the covariant derivative
only acts on the object immediately to its right, by means of DµUU

† ≡ (DµU)U † and
DµDνUU

† ≡ (DµDνU)U †. We remark that the covariant derivative may in principle also
act on any combination of chiral building blocks that transforms in the same manner as U
or U †, respectively, for instance on UfµνL or U †fµνR .
Our fundamental building blocks, ordered according to their power counting in soft mo-
menta, transform under SU(3)L × SU(3)R group actions as

O(p0) : U → RUL† , U † → LU †R† ,

O(p1) : DµU → RDµUL
† , DµU

† → LDµU
†R† ,

O(p2) : χ → RχL† , χ† → Lχ†R† ,

O(p2) : fµνR → RfµνR R† , fµνL → LfµνL L† ,

(6.5)

where L ∈ SU(3)L, R ∈ SU(3)R as explicitly given in Eq. (2.45). Any mesonic operator
in Standard Model χPT (SMχPT) can be built by coupling these building blocks in all
Lorentz-covariant ways that respect the conservation of discrete symmetries C, P , and T ,
and the invariance under SU(3)L × SU(3)R group actions. The latter condition demands
the inclusion of traces in flavor space, which we indicate as

〈
. . .
〉
. The lowest-order SMχPT

Lagrangian thus yields

L(2)
χ =

F 2
0

4

〈
DµUD

µU †
〉

+
F 2

0

4

〈
χU † + χ†U

〉
. (6.6)

To access mesonic interactions encoded in this Lagrangian, the matrix U can be expanded
in a simple Taylor series according to

U = 1+
i

F0
Φ− 1

2F 2
0

Φ2 − i

6F 3
0

Φ3 + . . . . (6.7)

1Confusion with the LEFT covariant derivative, which includes gluons, should be avoided by the context
and the fact we only use the LEFT derivative ~Dµ in vector notation.

2A local chiral symmetry is required to ensure that proper chiral Ward identities hold, cf. Ref. [185].
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Once the chiral Lagrangian has been built, the external sources can be fixed to their physical
values, i.e.,

s 7→Mq , rµ 7→ −eQAµ , lµ 7→ −eQAµ , tµν 7→ 0 , (6.8)

with the matrices Mq = diag(mu,md,ms) and Q = diag(2/3,−1/3,−1/3). Finally, we
quote the equation of motion to leading order [76, 77, 116, 184]

D2UU † − UD2U † − χU † + Uχ† +
1

3

〈
χU † − Uχ†

〉
= 0 , (6.9)

with D2 = DµD
µ, which proves useful to remove redundancies.

6.1.2 | Discrete space-time symmetries

Similar to Sect. 5.2, we now discuss the transformation properties of the fundamental chiral
building blocks under discrete space-time symmetries, which can be derived from those of
the underlying quark currents and densities.
The discrete symmetries of the mesons matrix Φ and the external sources rµ and lµ are
similar to the ones of the hermitian pseudoscalar quark density iq̄γ5q and the quark currents
q̄RγµqR and q̄LγµqL, respectively. This leads, upon suppressing the explicit dependencies
on the space-time coordinates, to

Φ
C←−→ ΦT , Φ

P←−→ −Φ , Φ
T←−→ −Φ ,

rµ
C←−→ −lTµ , rµ

P←−→ lµ , rµ
T←−→ rµ .

(6.10)

To proceed, consider that T is an anti-unitary operator, such that T : i −→ −i, and that the
derivative transforms as T : ∂µ −→ −∂µ. Hence we can conclude from the defining equations
of U and fµνL/R, as well as the fact that χ has to have the same discrete symmetries as U ,
the following transformation properties of our building blocks:3

U
C←−→ UT , U

P←−→ U † , U
T←−→ U ,

DµU
C←−→ DµU

T , DµU
P←−→ DµU † , DµU

T←−→ −DµU ,

χ
C←−→ χT , χ

P←−→ χ† , χ
T←−→ χ ,

fµνL/R
C←−→ −

(
fµνR/L

)T
, fµνL/R

P←−→ fR/Lµν , fµνL/R
T←−→ −fL/Rµν .

(6.11)

Here and in the following we use the definitions DµU
T ≡ (DµU)T and DµU

∗ ≡ (DµU)∗,
respectively. Regarding products of chiral building blocks, these transformations apply to

3Literature about the T -transformation of the chiral building blocks is scarce, cf. Refs. [187, 188]. Un-
fortunately, Ref. [188] adapted the T transformation from Ref. [187] erroneously, by choosing Φ

T←−→ Φ,
which would imply that [according to Eq. (6.7)] U is no eigenstate of T . Moreover, Ref. [188] quotes the
wrong time reversal of rµ, lµ, and fµνL/R, which should transform under T like the physical photon and the
photonic field-strength tensor, respectively.
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each matrix separately, while the algebraic properties of the trace play a vital role. For
convenience we explicitly illustrate the transformation under discrete symmetries at the
simple example of L(2)

χ . Under charge conjugation the Lagrangian transforms as

L(2)
χ

C−−→ F 2
0

4

〈
DµU

TDµU∗
〉

+
F 2

0

4

〈
χTU∗ + χ∗UT

〉
=
F 2

0

4

〈
DµU †DµU

〉
+
F 2

0

4

〈
U †χ+ Uχ†

〉
=
F 2

0

4

〈
DµUD

µU †
〉

+
F 2

0

4

〈
χU † + χ†U

〉
,

(6.12)

and is thus invariant. In the first equality we used that traces are invariant under matrix
transposition, leading to the observation that for any operator consisting of the building
blocks from Eq. (6.11) C merely reverses the order of the matrices (and flips sign and
handedness of fµνL/R), whereas in the second equality we applied the cyclic property of the

trace. Analogously, cyclicity renders L(2)
χ parity-invariant, while its T transformation is

trivial. At this point, note that the terms χU † and χ†U are summed without a relative
factor to ensure that we have an eigenstate of P . We will make ample use of this observation
in the following sections.

6.1.3 | Matching LEFT and χPT: building the chiral basis

Having provided the fundamental building blocks as well as their transformation under
SU(3)L × SU(3)R group actions and discrete space-time symmetries C, P , and T , we may
now match the C- and CP -violating LEFT operators from Sect. 5.3 onto χPT.

For this endeavour, we begin by regarding our LEFT operators as additional external
sources, cf. Eq. (6.1). These sources can be written as general chiral irreducible represen-
tations, which for an arbitrary quark multilinear consisting of n bilinears takes the form

O = Ta1b1...anbn(q̄X1∆1Γ1λ̂
1
a1b1qY1) . . . (q̄Xn∆nΓnλ̂

n
anbnqYn) , (6.13)

with λ̂iaibi as 3 × 3 matrices (not single matrix elements) projecting out the flavor ai, bi ∈
{u, d, s} of each quark bilinear, chiralities Xi, Yi ∈ {L,R}, any combination of Dirac matri-
ces Γi, arbitrary operators ∆i that leave the chiral structure invariant (these may include
derivatives acting on quark fields, leptonic terms, as well as photonic or gluonic field-
strength tensors), and a coefficient tensor T ≡ Ta1b1...anbn λ̂

1
a1b1

. . . λ̂nanbn , which depends on
the quark flavor and includes the Wilson coefficients of the respective LEFT operators.
Upon treating the coefficents T of the external sources as spurions with well-defined trans-
formation properties under SU(3)L × SU(3)R group actions, we can render the operators
in Eq. (6.13), in which the quarks triplets transform as

qL → LqL , q̄L → q̄LL
† , qR → RqR , q̄R → q̄RR

† , (6.14)
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chirally invariant.4 This procedure is completely analogous to the inclusion of quark masses
using the building block χ.
The only terms in our LEFT operators, cf. Eq. (6.13), that survive (at lowest order in the
QED coupling) the transition from energies above the chiral scale Λχ to the ones below it,
are photonic field-strength tensors and leptonic bilinears encoded in the ∆i and the spurion
T . All other quantites are either too heavy (already accounted for in LEFT, likeW - and Z-
bosons) or no observable degrees of freedom due to color confinement, as quarks—therefore
also derivatives acting on them—and gluons. However, although the latter do not appear
as observable quantities in the effective theory, we still have to account for the information
on their discrete symmetries and Lorentz structure when constructing the effective theory.
For the explicit mapping of quark-level operators to the mesonic level we proceed as follows.

• First, rewrite each LEFT operator in terms of chiral irreps, cf. Eq. (6.13), and identify
the spurions and their transformation properties under chiral group actions and C,
P , and T .

• Next, attach chiral building blocks to the spurions, respect the initial Lorentz struc-
ture of quark–gluon terms (which, at leading order, only includes the contraction with
the metric tensor gµν , but at higher orders also with the Levi-Civita symbol εαβµν),
and contract flavor indices to form chirally invariant traces in all possible ways at the
lowest possible order in chiral power counting, cf. Eq. (6.5). This also includes the
product of invariant flavor traces.

• Finally ensure hermiticity and the appropriate discrete symmetries by constraining
respective coupling constants (multiplied, if needed, by a factor of i) to be equal up
to a sign. These symmetries encode the remaining information from gluons, quark
bilinears, and their derivatives that were all in some sense integrated out.

• In order to establish operators at higher chiral orders, one may repeat the above
procedure with further insertions of Dµ, χ(†), and fµνR,L to build chiral invariants or
multiply other chirally invariant traces to the operators obtained at lower orders. In
either way, one has to ensure throughout that hermiticity and proper transformations
under the discrete symmetries are respected. In principle, higher-order operators can
also arise from products of the spurion T [169] or loops of lower-order operators. We
restrict the analysis to linear effects in the already strongly suppressed ToPe forces
and only work at tree level.

• Make sure to constantly get rid of redundancies by identifying independent and non-
vanishing operators.

We furthermore remark that there is no one-to-one correspondence between quark operators
with those at the mesonic level and that, as usual when building chiral theories to higher
orders, there is no way to know the number of possible operators a priori. One still has to

4The matrices L and R should not be mixed up with the chiral projection operators PL,R = (1± γ5)/2.
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keep in mind that, after building the chiral bases as described above for each LEFT operator,
there still remains the question how these operators can be distinguished in experiment, if
this is possible at all.
In the following we will denote the mesonic counterpart of any LEFT operator O(z)

ψχ by X(z)
ψχ .

6.1.4 | Matching dimension-7 LEFT operators

This section is devoted to providing a detailed discussion of the χPT Lagrangian arising
from the C- and CP -odd dimension-7 LEFT quark operators listed in Eq. (5.14) and the
semi-leptonic ones from Eq. (5.15).

6.1.4.1 | The quark quadrilinear operator

First we investigate the operator

O(a)
ψχ = c

(a)
ψχ ψ̄D

~

~

µγ5ψχ̄γ
µγ5χ . (6.15)

In terms of chiral irreps, this operator can analytically be rewritten as

O(a)
ψχ = c

(a)
ψχ

[
(q̄LD~

~

µλ
†qR)(q̄Rγ

µλRqR)− (q̄RD~

~

µλqL)(q̄Rγ
µλRqR)

+ (q̄RD~

~

µλqL)(q̄Lγ
µλLqL)− (q̄LD~

~

µλ
†qR)(q̄Lγ

µλLqL)
]
,

(6.16)

where, compared to Eq. (6.13), we use the abbreviations λ̂(†)
ψψ ≡ λ(†), λ̂χχL/R ≡ λL/R and

hence keep the dependence on the quark flavor implicit. For convenience we have chosen a
notation such that the spurions—which do in our case not contribute to the chiral power
counting—transform analogously to the building blocks from Eq. (6.5), i.e.,

O(p0) : λ → RλL† , λ† → Lλ†R† ,

O(p0) : λR → RλRR
† , λL → LλLL

† ,
(6.17)

such that O(a)
ψχ is a chiral invariant. In fact, λ transforms analogously to U or χ, while λR

transforms, e.g., as Uλ† (or as λU †) and λL as λ†U (or as U †λ).
The discrete symmetries of the λ yield

λ
C←−→ λT , λ

P←−→ λ† , λ
T←−→ λ ,

λR
C←−→ λTL , λR

P←−→ λL , λR
T←−→ λR ,

λL
C←−→ λTR , λL

P←−→ λR , λL
T←−→ λL .

(6.18)

Once the chiral operator basis is established, each spurion can be set to its physical value,
i.e., the respective 3 × 3 matrix projecting out the correct flavor in each bilinear, or more
explicitly λ(†), λL/R ∈ {diag(1, 0, 0), diag(0, 1, 0), diag(0, 0, 1)}. This gives rise to the con-
ditions λ = λ†, λL = λR, and, for the case ψ = χ, λ = λL. Furthermore, note that
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λλL = λ2 = λ for ψ = χ and λλL = 0 for ψ 6= χ.
Assigning the chiral irreps to each of the four summands in Eq. (6.16), we can symbolically
write

O(a)
ψχ = 3̄L ⊗ (15R ⊕ 3R)− 3L ⊗ (1̄5R ⊕ 3̄R) + (15L ⊕ 3L)⊗ 3̄R − (1̄5L ⊕ 3̄L)⊗ 3R . (6.19)

The group-theoretical derivation of such decompositions into chiral irreps is sketched in
App. D. At the mesonic level, these irreps come (a priori) with independent coupling con-
stants, called low-energy constants (LECs), which encode all information about the involved
non-perturbative QCD effects. The first summand in the equation above has, for instance,
the LEC g3̄L⊗(15R⊕3R) ≡ g3̄L⊗15R + g3̄L⊗3R . Each of these unknown LECs is common to all
χPT operators arising from the same irrep operator of Eq. (6.19). However, chiral symme-
try does not fix the relative size of mesonic operators in each single irrep, thus generating
additional LECs that have to be determined by external input.
We may now move on to the χPT operator basis and consider only the dominant linear
effects in the spurions as higher orders in λ would imply an additional suppression by the
small expansion parameter of LEFT.5 Let us start with the lowest possible order p0, which
only allows for λ(†), λL/R, and U to occur in the traces. There are two possible ways of
arranging the λ: either λ(†) and λL/R are part of the same trace, or of two different traces.
We cannot multiply by any other traces, as there is no non-constant chirally invariant trace
solely consisting of U and U †.6

Due to the unitarity of U , the only invariant traces that can be built in the first of the two
cases are

g
(a)

(15L⊕3L)⊗3̄R
g

(a)
0

〈
λλLU

†〉 , g
(a)

3̄L⊗(15R⊕3R)
ĝ

(a)
0

〈
λ†λRU

〉
,

g
(a)

(1̄5L⊕3̄L)⊗3R
g̃

(a)
0

〈
λLλ

†U
〉
, g

(a)

3L⊗(1̄5R⊕3̄R)
ğ

(a)
0

〈
λRλU

†〉 , (6.20)

where g(a)
0 , g̃

(a)
0 , ĝ

(a)
0 , ğ

(a)
0 denote LECs, and the superscripts like g(a)

(15L⊕3L)⊗3̄R
are introduced

to distinguish LECs that correspond to the same irrep, but may in principle be different
when they are derived from other operators of LEFT. Any linear combination of these traces
gives a chiral term consistent with the SU(3)L×SU(3)R symmetry of the underlying LEFT
operator, yet still does not account for the discrete space-time symmetries. The inclusion
of the correct C, P , and T transformations in the chiral operator implies an appropriate
linear combination of these four traces, while the LECs are constrained to be the same
up to a sign (multiplied by a factor of i if necessary), as already done for the mass term

5Translating each quark bilinear separately from LEFT to χPT has hidden complications. In Ref. [156]
this was done to illustrate examples of operators in χPT. In general there is no guarantee for the com-
pleteness of the operator basis, neither for the correct assignment of independent LECs nor for finding the
lowest contributing order. We thank Peter Stoffer for pointing this out to us. The last of these aspects is
also mentioned in Ref. [175]. Moreover, the translation of separate bilinears is doomed to fail if non-trivial
color structures occur, as we can only translate color-neutral objects to χPT.

6In general, one can neither multiply any additional chirally invariant trace that contains only fields
U and less than two derivatives, as all such traces can be brought to the form

〈
DµUU

†〉 = 0 using the
unitarity of U and the cyclic property of the trace.
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〈
χU † + χ†U

〉
in the original work of Ref. [115]. Hence the corresponding C- and CP -odd

operator takes the form

i
〈
(λλLU

† + λ†λRU)− (λLλ
†U + λRλU

†)
〉
, (6.21)

with only one overall LEC that can conventionally be chosen to be g(a)

(15L⊕3L)⊗3̄R
g

(a)
0 or any

of the four combination of LECs listed in Eq. (6.20).7 The expression in each parenthesis is
parity-invariant on its own, while the relative minus sign ensures C violation. An imaginary
unit in front of the trace is required by hermiticity and the T -odd nature of the initial LEFT
operator.8 Analogously, we find the operator

i
〈
λU † − λ†U

〉〈
λL − λR

〉
(6.22)

for the case where the spurions appear in two different traces. Unfortunately, both of
the operators in Eqs. (6.21) and (6.22) vanish once the spurions are set to their physical
values described previously. Hence, we must move to the next higher order O(p2) and
proceed in the same manner. This order is obviously more intricate, as we have to consider
more chiral building blocks from Eq. (6.5). Since the strategy should be clear by now,
we directly write down our results for all independent traces of combinations of spurions
and chiral building blocks that form hermitian C-, CP -, and T -odd operators that are at
the same time chiral and Lorentz invariants and do not vanish after the spurions acquire
their physical realizations. Henceforth we will drop all LECs belonging to chiral irreps, like
g

(a)

3L⊗(1̄5R⊕3̄R)
, as they can always be absorbed by the relative LECs between each operator.

Up to O(p2) we obtain:

X
(a)
ψχ =

v

Λ4
c

(a)
ψχ

[
ig

(a)
1

〈
λDµU

† + λ†DµU
〉〈
λLD

µU †U + λRD
µUU †

〉
+ ig

(a)
2

〈
(λD2U †UλLU

† + λ†D2UU †λRU)

− (λ†UλLD
2U †U + λU †λRD

2UU †)
〉

+ ig
(a)
3

〈
(λDµU

†DµUλLU
† + λ†DµUDµU

†λRU)

− (λ†UλLDµU
†DµU + λU †λRD

µUDµU
†)
〉

+ ig
(a)
4

〈
(λDµU

†UλLD
µU † + λ†DµUU †λRDµU)

− (λ†DµUλLU
†DµU + λDµU †λRUDµU

†)
〉

+O(p4)
]
.

(6.23)

7In the literature one often introduces a set of (anti-)hermitian chiral building blocks, cf. for instance
Refs. [76, 77, 183, 184], which make it easier to get rid of redundancies in higher-order operators. These
building blocks are eigenstates of the discrete symmetries and thus already have constraints imposed on
the LECs, at least to some extent, built in. However, as we are interested in leading contributions of C-
and CP -violating effects, the more historic building blocks quoted in Eq. (6.5) do not have any major
disadvantage.

8The constraints of hermiticity and the correct T transformation are often correlated.
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Keeping the implicit dependence of λL/R and λ(†) on the flavor ψ, χ in mind, each of the
for summands proportional to the g(a)

i gives in principle rise to nine operators, i.e., one for
each combination of flavor indices.
There is also another color contraction for the underlying LEFT operator O(a)

ψχ; as stated in
Ref. [173] this leads to the same operator basis but merely with different LECs. However
the latter can always be absorbed by redefining the LECs in Eq. (6.23).

6.1.4.2 | The quark bilinear operator

The matching of
O(b)
ψ = c

(b)
ψ ψ̄T aσµνψFµρG

aρ
ν , (6.24)

proceeds in the same manner, but includes further subtleties due to the presence of the
photonic and gluonic field-strength tensor. Once more we start with the decomposition in
chiral irreps by

O(b)
ψ = c

(b)
ψ

[
q̄R∆(b)

µνσ
µνλqL + q̄L∆(b)

µνσ
µνλ†qR

]
(6.25)

with ∆
(b)
µν ≡ T aGaρν Fµρ, λ̂

(†)
ψψ ≡ λ(†) with the same transformations under the gauge group

action and discrete symmetries as quoted in Eqs. (6.17) and (6.18). Again, when setting
the spurions to their physical values we can apply λ = λ†.
The quark–gluon structure of this operator is a Lorentz tensor coupling to the photonic
field-strength tensor Fµν . If we allow for further interactions of the photon with quarks,
Fµν has to be treated in the same manner as Gµν in the course of our matching procedure.
However, these contributions are suppressed by the QED coupling α. Working at lowest
order in α, Fµν on its own cannot contribute to hadronic states and can thus be considered
a fixed external source. In this case the corresponding χPT operator for O(b)

ψ has to take
the form

X
(b)
ψ =

v

Λ4
c

(b)
ψ

(
X

(b)
ψ

)µν
Fµν , (6.26)

with a mesonic Lorentz tensor
(
X

(b)
ψ

)µν that includes the traces over spurions and chiral

building blocks.9 As a consequence
(
X

(b)
ψ

)µν must not be symmetric under µ↔ ν and X(b)
ψ

has to be at least of chiral order p4.10 In accordance with Ref. [189], the gluon in Eq. (6.24),
which is a chiral singlet, merely enters X(b)

ψ as an overall constant that can—together with
all unknown non-perturbative QCD effects—be absorbed in the LECs. Apart from this, the
external source Fµν already reproduces the correct discrete symmetries of the operator O(b)

ψ ,

such that
(
X

(b)
ψ

)µν has to be matched to an operator that preserves C, P , and T separately.
As we search for a Lorentz tensor at lowest possible order, we either have to build the chiral
operator with two derivatives acting on matrices U (†) or one field-strength tensor fµνL/R. In
the first of these cases both derivatives have to enter the same trace, as a trace without

9As for any external source one can in general take derivatives of Fµν . However, these derivatives can
be shifted into the hadronic part of X(b)

ψ by partial integration.
10We need at least two Lorentz indices, which according to Eq. (6.5) result in one power in the chiral

counting each, to build
(
X

(b)
ψ

)µν . Moreover, we know that Fµν is of order p2 .
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spurions and only one derivative, i.e.,
〈
DµUU †

〉
, vanishes. However, as we have only one

spurion, these single traces are always symmetric under the exchange µ ↔ ν, which can
easily be seen using DµUDνU † = −(UDµU †)(UDνU †). For the remaining option with
fµνL/R the relative signs within each trace are fixed by the correct C transformation. These
relative signs lead to a cancellation of the respective traces, since λ(†) and fµνL/R are diagonal
and therefore commute, and furthermore for physical values λ = λ† and fµνL = fµνR . Hence,
there is no non-vanishing contribution to X(b)

ψ at order p4. To find chiral analogs of the

LEFT operator O(b)
ψ we must extend our search to operators at order p6. However, the

derivation of the complete operator set at this order is beyond the scope of our analysis.
Although X

(b)
ψ is suppressed in the chiral power counting compared to the one found in

Eq. (6.23), it may still be of relevance for physical applications, as it can contribute with a
different field content and different quantum numbers, e.g., partial waves.
Remember, throughout we will, for all operators, work at the lowest order in α and hence
treat Fµν11 and semi-leptonic bilinears as fixed external sources.

6.1.4.3 | Semi-leptonic operators

Starting with O(c)
`ψ , we can in this case match the quark–gluon structure, which is simply

given by the axialvector current ψ̄γµγ5ψ, onto χPT by identifying traces built from the
spurions λL/R that are Lorentz vectors and have the signature CPT = +−+. The operator
complying with these requirements is

X
(c)
`ψ =

v

Λ4
c

(c)
`ψ g

(c)
1

(
¯̀D~

~

µγ5`
)
i
〈
λLD

µU †U − λRDµUU †
〉

+O(p4) . (6.27)

Regarding the mesonic analog of O(d)
`ψ , it can be easily checked that there is no contribution

to X(d)
`ψ at O(p2).

6.1.5 | Matching dimension-8 LEFT operators

In this section we quote our results for the χPT expressions derived from the dimension-8
quark level in LEFT. Again we restrict the chiral basis to linear contributions in 1/Λ4,
lowest order in α, as well as to O(p2) for gluonic operators and O(p4) for photonic and
photo-gluonic ones, or in other words the lowest order for each contribution.

6.1.5.1 | Gluonic operators

There is only one leading-order contribution to X(e)
ψ

c
(e)
ψ

Λ4
i
〈(
λLD

2U †U + λRD
2UU †

)
−
(
λLU

†D2U + λRUD
2U †

)〉
+O(p4), (6.28)

11If we allow Fµν to hadronize, every of our remaining LEFT operators with a photonic field-strength
tensor maps onto the same χPT expression as a corresponding gluonic one, but with different LECs and
an additional suppression in α.
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which vanishes for physical values of the spurions as demanded by the equations of mo-
tion (6.9). ThusX(e)

ψ starts at the next higher order. We refrain from deriving the numerous
contributions of higher orders at this early stage in the analysis of ToPe operators and pro-
ceed similarly for all other operators.
The LEFT operators O(f,g,h,i,j) differ only in their color contractions and their vector or
axialvector Dirac structure and therefore map to the same χPT operator, but with different
LECs. They cannot be distinguished at the mesonic level and give rise to the operator

X
(f,g,h,i,j)
ψχ =

1

Λ4
c

(f,g,h,i,j)
ψχ

×
[
ig

(f,g,h,i,j)
1

〈(
λLU

†D2UU †λ̃RU + λRUD
2U †Uλ̃LU

†)
−
(
λ̃RUD

2U †UλLU
† + λ̃LU

†D2UU †λRU
)〉

+ ig
(f,g,h,i,j)
2

〈(
λLDµU

†UDµU †λ̃RU + λRDµUU
†DµUλ̃LU

†)
−
(
λLU

†λ̃RDµUU
†DµU + λRUλ̃LDµU

†UDµU †
)〉

+ ig
(f,g,h,i,j)
3

〈(
λLD

2U †λ̃RU + λRD
2Uλ̃LU

†)
−
(
λ̃RD

2UλLU
† + λ̃LD

2U †λRU
)〉

+ ig
(f,g,h,i,j)
4

〈
λLU

†λ̃RU − λRUλ̃LU †
〉〈
χ†U − χU †

〉
+O(p4)

]
,

(6.29)

where we defined the products of Wilson coefficients and LECs by c
(f,g,h,i,j)
ψχ g

(f,g,h,i,j)
i ≡∑

z=f,g,h,i,j c
(z)
ψχg

(z)
i . We will use this notation throughout for any combination of indices.

The diagonal matrices λL/R(λ̃L/R) project out the flavor ψ(χ) in complete analogy to
the definitions in the previous sections. Some terms can be discarded using

〈
D2UU † −

D2U †U
〉

= Dµ

(〈
DµUU †−DµU †U

〉)
= 0, which can also easily be deduced from Eq. (6.9).

Analogously, O(k) and O(l) can be projected onto one single mesonic operator. The pecu-
liarity of these quadrilinears is that the physical values of their spurions, let us call them
λ̂ψχ ≡ λ and λ̂χψ ≡ λ̃, appearing in the two contributing bilinears are no eigenstates of
hermitian conjugation. To simplify the evaluation we introduce the hermitian and antiher-
mitian combinations λ± = λ ± λ̃.12 When the spurions acquire their physical values, we
can set λ†+ = λ+, λ

†
− = −λ−, λ±λ†± = 1, and λ+λ− = −λ−λ+, independently of their

explicit flavor indices. Moreover, the λ± are real and thus λT± = λ†±. As λ and λ̃ transform
according to the first line in Eq. (6.18), the discrete symmetries of λ± become

λ±
C←−→ λT± , λ±

P←−→ ±λ†± , λ±
T←−→ λ± . (6.30)

The minus sign for the parity transform of λ− may be unintuitive, but compensates for the
fact that λ− is anti-hermitian, i.e., after inserting the physical values λ− is invariant under
parity as it should. With this new set of spurions—and noting that the antisymmetry of

12Going back to the irreducible representation of a general quark multilinear from Eq. (6.13), this redef-
inition of the spurions merely leads to another redefinition of the LECs.
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the LEFT operator under ψ ↔ χ demands that one bilinear includes λ(†)
+ while the other

one has to contain λ
(†)
− —we can evaluate the χPT analogs of O(k,l)

ψχ in the familiar way.
However, we do not find any operator at chiral order p2 and hence ignore the contribution
of X(k,l)

ψχ for now.

Analogously, the symmetry of the operator O(m)
ψχ under ψ ↔ χ demands that either both

quark bilinears include all possible combinations of the spurions λ(†)
− λ

(†)
− or of λ(†)

+ λ
(†)
+ . Again

there is no non-vanishing C- and CP -odd mesonic operator at leading order.

6.1.5.2 | Photonic operators

As previously seen for the gluonic operators, we can again match several photonic operators
from LEFT to the same χPT operator upon redefining the LECs. Hence the mesonic
counterpart of the operator O(n,o,p,q)

ψχ yields to lowest order

X
(n,o,p,q)
ψχ =

1

Λ4
c

(n,o,p,q)
ψχ[

g
(n,o,p,q)
1 εαβµν

〈(
λLU

†λ̃Rf
αβ
R U − λRUλ̃LfαβL U †

)
+
(
λ̃RUλLU

†fαβR − λ̃LU
†λRUf

αβ
L

)〉
+ g

(n,o,p,q)
2

〈
λLDµU

†U + λRDµUU
†〉〈λ̃LDνU

†U + λ̃RDνUU
†〉

+ g
(n,o,p,q)
3

〈
λLDµU

†U − λRDµUU
†〉〈λ̃LDνU

†U − λ̃RDνUU
†〉]

× Fµν +O(p6) .

(6.31)

Note that the ε-tensor flips sign under P and T . The photonic LEFT quadrilinear O(r)
ψχ,

mixing quark flavors in each bilinear, can again be conveniently matched using the (anti-)
hermitian spurions λ(†)

± . But once more, we do not find any operator up to and including
chiral order p4.

6.1.5.3 | Photo-gluonic operators

Both photo-gluonic operators O(s,t)
ψ map onto the same χPT expression

X
(s,t)
ψ =

1

Λ4
c

(s,t)
ψ g

(s,t)
1 εαβµν

〈
λLU

†fαβR U − λRUfαβL U †
〉
Fµν +O(p6) . (6.32)

6.1.5.4 | Semi-leptonic operators

We find that the C- and CP -violating contributions from the gluonic semi-leptonic opera-
tors O(u)

`ψ , O(v)
`ψ vanish at O(p2), while the photonic ones O(w)

`ψ , O(x)
`ψ give rise to

X
(w)
`ψ =

1

Λ4
c

(w)
`ψ g

(w)
1 i

〈
λLDνU

†U + λRDνUU
†〉¯̀γµ`Fµν +O(p6) (6.33)
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and
X

(x)
`ψ =

1

Λ4
g

(x)
1 c

(x)
`ψ i

〈
λLDνU

†U − λRDνUU
†〉¯̀γµγ5`F

µν +O(p6) , (6.34)

respectively.

6.1.6 | Summary of the effective C- and CP -odd Lagrangian

In the preceding sections we derived the lowest possible contributing order of mesonic
operators for all flavor-conserving, neutrinoless C- and CP -violating sources (except purely
leptonic ones) that preserve baryon and lepton number up to dimension 8 in LEFT. Working
to lowest order in the QED coupling α, i.e., treating photons and leptons as fixed external
sources, these contributions start at O(p2) for gluonic and semi-leptonic operators and at
O(p4) for photonic ones. We identified that the 24 LEFT operators O(a)

ψχ, . . . ,O
(x)
`χ (without

counting different flavor combinations) listed in Eqs. (5.14)–(5.19) give in general rise to 15
different groups of operatorsX(z) on the mesonic level, which build the full chiral Lagrangian

L/CP /T =
∑
ψ,χ,`

[
X

(a)
ψχ +X

(b)
ψ +X

(c)
`ψ +X

(d)
`ψ +X

(e)
ψχ +X

(f,g,h,i,j)
ψχ +X

(k,l)
ψχ +X

(m)
ψχ

+X
(n,o,p,q)
ψχ +X

(r)
ψχ +X

(s,t)
ψ +X

(u)
`ψ +X

(v)
`ψ +X

(w)
`ψ +X

(x)
`ψ

]
.

(6.35)

In this Lagrange density, the terms X(a)
ψχ , X

(b)
ψ , X(c)

`ψ , X
(d)
`ψ originate from dimension 7 of

LEFT, the rest from dimension 8. The contributions of order p2 for the gluonic operators
X

(a)
ψχ , X

(f,g,h,i,j)
ψχ can be found in Eqs. (6.23) and (6.29), respectively, whileX(e)

ψχ, X
(k,l)
ψχ , X(m)

ψχ

start at higher orders. The photonic operator X(n,o,p,q)
ψχ is mapped to its lowest possible

order p4 in Eq. (6.31), whereas X(r)
ψχ first appears at O(p6). For the photo-gluonic operators

we find that X(b)
ψ only starts at O(p6), and X(s,t)

ψ at O(p4) is given in Eq. (6.32). Finally,

the lowest possible contribution at O(p2) to the semi-leptonic operators X(c)
`ψ , X

(w)
`ψ , X(x)

`ψ

are listed in Eqs. (6.27), (6.33), and (6.34), while X(d)
`ψ , X(u)

`ψ , X(v)
`ψ start at higher orders.

6.2 | The large-Nc extension

So far, the framework of ToPeχPT covers the sector of the meson octet. It can, however, be
generalized to include the singlet η′, whose mass Mη′ remains non-vanishing in the chiral
limit due to the U(1)A anomaly, in a straightforward manner. Taking the number of colors
Nc to be large, this anomaly is suppressed, so that the η′ is rendered massless and takes
the role of the ninth Goldstone boson.
As a consequence for the perturbative treatment in the effective low-energy theory, not only
the momentum p but also Mη′ needs to be considered as small. This can be achieved by
simultaneously expanding the chiral Lagrangian in soft momenta, light quark masses, and
powers of 1/Nc. One hence introduces a small counting parameter δ and uses

p = O(
√
δ) , m = O(δ) , 1/Nc = O(δ) . (6.36)

– 84 –



6.2. The large-Nc extension

The large-Nc extension of SMχPT has been subject to many previous analyses, see for
instance Refs. [190–198] and the numerous references therein. As these considerations rely
on general gluon dynamics, we can apply the large-Nc extension in this section to ToPeχPT
without much trouble, and refer to the abovementioned works for further details.
To include the singlet in our formalism at the level of the general Lagrangian from Eq. (6.1),
we add the term LNc ≡ θω with a new external source θ, whose physical value is the QCD
vacuum angle θQCD, and the winding number density ω = g2/(32π2)GaµνG̃

aµν .13 The first
modifications we have to make in order to enhance the SU(3)L × SU(3)R symmetry to
U(3)L × U(3)R is to replace

U 7→ Ū = eiϕU , (6.37)

where ϕ ≡
√

2/3 η0/F0, and the new chiral transformation reads Ū → RŪL† with L ∈
U(3)L and R ∈ U(3)R. The remaining chiral building blocks stay unchanged, except that
they transform with L,R as elements of U(3)L,R instead of SU(3)L,R. We shall not intro-
duce a new notation for the large-Nc case of these building blocks, which is unambiguously
fixed by the use of either U or Ū in each operator. At leading order, the octet and sin-
glet components η8 and η0 are related to the physical mass eigenstates by the single-angle
mixing scheme (

η8

η0

)
=

(
cos θ sin θ

− sin θ cos θ

)(
η

η′

)
. (6.38)

Henceforth we work with the ideal mixing angle θ = arcsin(−1/3), so that

Ū = exp

(
iΦ̄

F0

)
with Φ̄ =


1√
3
η′ +

√
2
3η + π0

√
2π+

√
2K+

√
2π− 1√

3
η′ +

√
2
3η − π

0
√

2K0

√
2K−

√
2K̄0 2√

3
η′ −

√
2
3η

 .

(6.39)
For convenience and later use we quote ϕ in terms of the physical η and η′ fields, i.e.,

ϕ =

√
2

3
√

3F0

η +
4

3
√

3F0

η′ . (6.40)

We have to introduce new building blocks from the pure singlet contribution, which are

(ϕ+ θ)→ (ϕ+ θ) , Dµϕ→ Dµϕ , Dµθ → Dµθ , (6.41)

with
Dµϕ ≡ ∂µϕ− 2

〈
aµ
〉

and Dµθ ≡ ∂µθ + 2
〈
aµ
〉
, (6.42)

where 2
〈
aµ
〉

=
〈
rµ− lµ

〉
is the singlet axial current discussed in more detail in Ref. [197].14

13Note that none of the LEFT operators considered in this work can contribute to a singlet under
SU(3)L × SU(3)R, so that LNc , which arises naturally from QCD, is indeed the only external source with
the desired transformation property we can add to Eq. (6.1).

14More precisely, we have ϕ→ ϕ− i ln(detR) + i ln(detL) and θ → θ + i ln(detR)− i ln(detL), so that
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With these new building blocks we cannot only construct completely new operators, e.g.,
by contracting a vector operator with Dµϕ or Dµθ, but can also multiply any Lorentz -
invariant combination of them to any operator without affecting the transformation under
U(3)L × U(3)R. As ϕ and θ transform as CPT = + − − [196], odd powers of them will
change the discrete symmetries of the overall operator.

However, we do not have to consider the infinite amount of all new operators that arise
from insertions of the elements in Eq. (6.41), as the latter affect the power counting in
δ, which can be summarized as follows. Traceless operators are subject to purely gluonic
interactions, which scale at leading order as N2

c . Each trace in flavor space originates from
one quark loop, leading to a suppression of 1/Nc. Moreover each ϕ and θ counts as another
factor 1/Nc. Hence the generalized power counting in large-Nc χPT, i.e., the order of δ,
can be understood as

Oδ = −2 +Ntr +
1

2
Nχ +Nϕ , (6.43)

where Ntr denotes the number of traces, Nϕ indicates the power of ϕ and θ, and Nχ ≡
Np + 2Nm is the power counting in standard χPT as described in Sect. 6.1.1, which keeps
track of the power of soft momenta Np and the power of light quark masses Nm. This
power counting allows for four different contributions at order δ0, namely (Ntr, Nχ, Nϕ) ∈
{(2, 0, 0), (1, 2, 0), (1, 0, 1), (0, 0, 2)}, out of which only (1, 2, 0) can contribute to a C-odd
operator. Hence the leading contribution to all gluonic operators at large Nc can directly
be read off the respective contributions in standard ToPeχPT, which consist of one single
trace. Similarly, all photonic and photo-gluonic operators start at O(δ) in large-Nc, as they
require Nχ ≥ 4 and can thus be obtained by the corresponding ToPeχPT operators with
Ntr = 1, Nϕ = 0. Considering the matching of LEFT operators that initially had no chiral
counterpart at O(p2) for Nc = 3, the chiral singlets from Eq. (6.41) allow for new chirally
invariant operators in the large-Nc limit, so that these LEFT sources may indeed show up
at O(p2) but at higher order in δ.

ϕ and θ are not invariant on their own. However, Dµϕ and Dµθ are still invariant as separate quantities.
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For convenience we quote the order δ0 analog to Eq. (6.35) in the large-Nc limit as

L̄/CP /T =
iv

Λ4

∑
ψ,χ,`

[
c

(a)
ψχḡ

(a)
2

〈
(λD2Ū †ŪλLŪ

† + λ†D2Ū Ū †λRŪ)− h.c.
〉

+ c
(a)
ψχḡ

(a)
3

〈
(λDµŪ

†DµŪλLŪ
† + λ†DµŪDµŪ

†λRŪ)− h.c.
〉

+ c
(a)
ψχḡ

(a)
4

〈
(λDµŪ

†ŪλLD
µŪ † + λ†DµŪ Ū †λRDµŪ)− h.c.

〉
+ c

(c)
`ψ ḡ

(c)
1

¯̀D~

~

µγ5`
〈
λLD

µŪ †Ū − λRDµŪ Ū †
〉

+
1

v
c

(f,g,h,i,j)
ψχ ḡ

(f,g,h,i,j)
1

〈(
λLŪ

†D2Ū Ū †λ̃RŪ + λRŪD
2Ū †Ū λ̃LŪ

†)− h.c.
〉

+
1

v
c

(f,g,h,i,j)
ψχ ḡ

(f,g,h,i,j)
2

〈(
λLDµŪ

†ŪDµŪ †λ̃RŪ + λRDµŪ Ū
†DµŪ λ̃LŪ

†)− h.c.
〉

+
1

v
c

(f,g,h,i,j)
ψχ ḡ

(f,g,h,i,j)
3

〈(
λLD

2Ū †λ̃RŪ + λRD
2Ū λ̃LŪ

†)− h.c.
〉

+O(δ)
]
.

(6.44)
Interactions at higher order in δ can be obtained by the procedure described above. In the
following sections we will refer to the large-Nc limit of a ToPeχPT operator X(z)

ψχ as X̄(z)
ψχ .

As a final remark, all operators in ToPeχPT and its large-Nc extension that only differ
by the shift U → Ū carry the same LECs at leading order, as is the case for the leading
order in large-Nc SMχPT [197]. Nevertheless, we will still denote the LECs in the large-Nc

theory by ḡ(z)
i to be as general as possible.

6.3 | Application to C- and CP -violating decays

Up to now, various experiments have actively searched for C violation in η decays (in the
following we will use the abbreviation η(′) to refer to both η and η′), as in η(′) → 3γ [199–
201], η → π0γ [202], η(′) → π0`+`− [203–205] and η′ → η`+`− [204, 205] driven by a
single virtual photon, η → π+π−γ [206–208], η → 2π0γ [201, 209], η → 3π0γ [201, 209],
and in π0 → 3γ [210], without strong empirical evidence for this kind of BSM physics.15

However, in the foreseeable future the new experimental setups from the REDTOP [38–40]
and JEF [41–43] collaborations will search for rare η(′) decays with an increased accuracy
that may allow us to set more stringent bounds on ToPe forces.
The model-independent effective theory derived in the previous sections provides the theo-
retical foundation to identify the most promising decays to observe and to figure out any, as
yet unknown, correlation between different C- and CP -violating transitions. As the sources
of the latter are rigorously worked out on the quark level, we can provide the explicit de-

15Some of the listed decays may in principle also be driven by C- and P -odd operators, which are not
covered by our framework. These contributions have less physical motivation, as they conserve CP , and are
beyond the scope of this work. Therefore we assume all decay widths of C-violating amplitudes to originate
solely from sources with additional T violation and ignore possible P -violating effects at this stage.
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pendence of C- and CP -odd observables on the new-physics scale Λ. To this end, we not
only restrict our analysis to pure BSM processes, but also investigate the interference of
SM and C-violating contributions for suitable candidates. A list of all decays considered
in this work is contained in Table 6.1, which summarizes our results in a compact way.
Each C- and CP -odd contribution to these decays, except for η → 3π0γ, exhibits a unique
representation in terms of mesonic degrees of freedom. Identifying these mesonic operators
first eases the search for a corresponding ToPeχPT operator that generates the desired
transition. These chiral operators in turn can be related to the underlying quark operators.
For a consistent treatment of η and η′ decays, we will work with ToPeχPT in the large-Nc

limit with generalized power counting in δ throughout, as explained in Sect. 6.2. However,
we may still quote the power counting in soft momenta p, because it is directly visible in
the operators at the mesonic level. As central numeric results of this work we give the
theoretical estimates of observables in dependence on Λ (explained in more detail below),
while the limits that can be set on Λ with the currently most precise measurements are
quoted in the respective sections. In the rest of this manuscript we explain in detail the
assumptions and simplifications entering Table 6.1.
First of all, we need to emphasize that the computation of most of the considered decays
with ToPeχPT is rather meant to be a proof of principle. As we will see in the following,
a rigorous evaluation would require the complete construction of the chiral basis for all C-
and CP -odd LEFT operators also including higher orders in ToPeχPT, which leads to a
large number of free LECs that cannot be fixed at the present stage. Therefore we do not
investigate each single ToPeχPT operator. Instead, we focus on one set of operators that
stands out, namely the ones derived from the LEFT source

O(a)
ψχ =

v

Λ4
c

(a)
ψχ ψ̄D

~

~

µγ5ψχ̄γ
µγ5χ , (6.45)

for which, in comparison to Eq. (5.14), we restored the explicit dependence on the EFT scale.
This is the only LEFT operator able to generate the C- and CP -violating contributions to
all mesonic decays listed in Table 6.1 at the corresponding leading orders in p. The special
feature that makes this operator unique in our analysis and allows us to in particular
generate η(′) → π0π+π− at lowest order is its compositeness of both spurions λ(†) and λL,R.
These are the only decays, according to the third row in Table 6.1, that occur at lowest
order in δ and p.16

Comparing the fourth and fifth columns of Table 6.1 we see that in order to set a realistic
lower limit on Λ in the TeV range, the biggest chance to find evidence for ToPe forces in
future experiments is given by processes including an interference of SM and BSM contri-
butions. This is no surprising result, as the respective observables scale linearly with BSM
physics [62], i.e., with 1/Λ4, as opposed to purely C-odd decays that can only be observed
by quadratic effects scaling with 1/Λ8. Still, one can judge from our numerical results which
pure BSM processes are more suitable candidates for experimental setups than others, e.g.,

16The remaining non-vanishing terms in the leading-order Lagrangian from Eq. (6.44) contribute either
to interactions of the type η′η(π+∂µπ− + π−∂µπ+)Aµ or to operators with a larger number of mesons.
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Decay Mesonic operator Lowest order Current measurement Theoretical estimate Section

η(′) → π0π+π− i η(′)∂µπ0(π+∂µπ
− − π−∂µπ+) p2 (δ0) g2 = −9.3(4.5) · 103/TeV2 [1] |g2| ∼ 3 · 10−4 TeV2/Λ4 6.3.1

η′ → ηπ+π− i η′∂µη(π+∂µπ
− − π−∂µπ+) p2 (δ1) g1 = 0.7(1.0) · 106/TeV2 [1] |g1| ∼ 3 · 10−4 TeV2/Λ4 6.3.2

η(′) → π0γ∗ ∂µη
(′) ∂νπ

0Fµν p4 (δ2) – – 6.3.3

η′ → ηγ∗ ∂µη
′ ∂νηF

µν p4 (δ2) – – 6.3.3

η → π0e+e− η∂µπ
0 ēγµe p2 (δ1) BR < 7.5 · 10−6 [203] BR ∼ 7 · 10−27 TeV8/Λ8 6.3.4

η → π0µ+µ− η∂µπ
0 µ̄γµµ p2 (δ1) BR < 5 · 10−6 [205] BR ∼ 2 · 10−27 TeV8/Λ8 6.3.4

η′ → π0e+e− η′∂µπ
0 ēγµe p2 (δ1) BR < 1.4 · 10−3 [204] BR ∼ 9 · 10−28 TeV8/Λ8 6.3.4

η′ → π0µ+µ− η′∂µπ
0 µ̄γµµ p2 (δ1) BR < 6 · 10−5 [205] BR ∼ 6 · 10−28 TeV8/Λ8 6.3.4

η′ → ηe+e− η′∂µη ēγ
µe p2 (δ1) BR < 2.4 · 10−3 [204] BR ∼ 9 · 10−29 TeV8/Λ8 6.3.4

η′ → ηµ+µ− η′∂µη µ̄γ
µµ p2 (δ1) BR < 1.5 · 10−5 [205] BR ∼ 3 · 10−29 TeV8/Λ8 6.3.4

η → π+π−γ εαβµν η
(
∂νπ+∂ρ∂µπ− + ∂νπ−∂ρ∂µπ+

)
∂ρF

αβ p6 (δ2) ALR = 0.009(4) [13] |ALR| ∼ 5 · 10−16 TeV4/Λ4 6.3.5

η′ → π+π−γ εαβµν η
′(∂νπ+∂ρ∂µπ− + ∂νπ−∂ρ∂µπ+

)
∂ρF

αβ p6 (δ2) ALR = 0.03(4) [13] |ALR| ∼ 1 · 10−14 TeV4/Λ4 6.3.5

η → π0π0γ εαβµν η
(
∂νπ0∂ρ∂µπ0 + ∂νπ0∂ρ∂µπ0

)
∂ρF

αβ p6 (δ3) BR < 5 · 10−4 [209] BR ∼ 1 · 10−29 TeV8/Λ8 6.3.6

η′ → π0π0γ εαβµν η
′(∂νπ0∂ρ∂µπ0 + ∂νπ0∂ρ∂µπ0

)
∂ρF

αβ p6 (δ3) – BR ∼ 2 · 10−28 TeV8/Λ8 6.3.6

η′ → ηπ0γ εαβµν η
′∂µη∂νπ0Fαβ p4 (δ3) – BR ∼ 2 · 10−28 TeV8/Λ8 6.3.7

η′ → ηπ0π0γ η′∂µηπ
0∂νπ

0Fµν p4 (δ2) – BR ∼ 2 · 10−32 TeV8/Λ8 6.3.8

η → 3π0γ ∂µη∂νπ
0∂απ

0π0∂αFµν p6 (δ3) BR < 6 · 10−5 [209] BR ∼ 1 · 10−35 TeV8/Λ8 6.3.9

η′ → 3γ εµνρσ∂αη
′(∂γFαβ)(∂γ∂βFρσ)Fµν p10 (δ4) BR < 1 · 10−4 [199] BR ∼ 3 · 10−35 TeV8/Λ8 6.3.10

η → 3γ εµνρσ∂αη(∂γFαβ)(∂γ∂βFρσ)Fµν p10 (δ4) BR < 4 · 10−5 [202] BR ∼ 1 · 10−36 TeV8/Λ8 6.3.10

π0 → 3γ εµνρσ∂απ
0(∂γFαβ)(∂γ∂βFρσ)Fµν p10 (δ4) BR < 3.1 · 10−8 [210] BR ∼ 2 · 10−43 TeV8/Λ8 6.3.10

Table 6.1: Overview of C- and CP -odd decays analyzed in this work. At the lowest
possible order in soft momenta p, each process exhibits a unique representation in terms
of mesonic degrees of freedom (up to overall normalizations and partial integration) as
quoted in the second column, except for the decay η → 3π0γ, for which we list only
one possible momentum assignment. Each operator can be seen as part of a Lagrangian
once multiplied with a real-valued coupling constant. The decays are ordered according
to increasing number of photons (the dilepton decays are assumed to proceed via single
virtual photons), and furthermore according to increasing number of mesons involved. As
numerical results we quote the explicit dependence on the BSM scale Λ derived from the
dimension 7 LEFT quadrilinear, cf. Eq. (5.14), in the fifth column. The assumptions and
simplifications these results (i.e., coupling constants g1,2, left-right asymmetries ALR, and
branching ratios BR) rely on, can be found in the main text and referenced sections.

π0 → 3γ is the least suitable one since a realistic limit on Λ ∼ 1TeV would require the ex-
periment to measure a branching ratio that is roughly 1035 times smaller than the currently
most stringent limit.
In each section referenced in the sixth column of Table 6.1 we additionally quote the bound
on Λ that can be set by current experiments and find for all considered decays that Λ &
1 GeV. These can, for instance, be compared to indirect constraints on ToPe forces that
have been set with elementary fermion EDMs in Ref. [111, 112]. In these analyses a Z0 loop
consistent with SM symmetries was attached on top of ToPe operators at fermion level, so
that the interference of the vector and axialvector contribution of the two occurring Z0
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vertices flips C and P and hence converts the initial ToPe operator into a contribution
to elementary fermion EDMs. With this procedure, the aforementioned references found
a far more restrictive value of Λ & 50 TeV.17 However, these works made the somewhat
inappropriate assumption that their C- and CP -odd dimension-7 operators scale as 1/Λ3.
We have shown in Ch. 5 that the scaling in the spirit of SMEFT and LEFT should rather
be v/Λ4. Naively matching their result with this more appropriate dependence on Λ yields
roughly Λ & 13 TeV, which is a more realistic scenario for future high-energy experiments.
In order to compete with these limits from EDMs, which are according to our NDA estimates
roughly three orders of magnitude more stringent, future experiments have to increase their
sensitivity in respective light-meson decays significantly. However, as noted in Ref. [34], we
cannot judge the presence of ToPe forces from non-vanishing EDMs. In contrast, finding
evidence for non-vanishing signals of the observables listed in Tab. 6.1 would provide strong
evidence for ToPe effects.
Before investigating each decay appearing in Tab. 6.1 in detail, we would like to comment
on the method we use to estimate the included coupling constants. As a rough order-
of-magnitude estimate we rely on naive dimensional analysis (NDA) [61, 211–214]. The
latter describes a method to estimate the scale of coupling constants of an effective field
theory by simply counting powers of the mass dimension and keeping track of factors
of 4π in each operator. This simple kind of power counting already proved to be very
successful when estimating the order of magnitude of the LECs at O(p4) in SMχPT, as
illustrated in Ref. [214]. To properly account for the matching of LEFT and ToPeχPT
at the renormalization scale Λχ = 4πF0 we pursue the following strategy: for a generic
coupling g in any of our EFTs we introduce, in accordance to Weinberg’s power counting
scheme [61], a reduced coupling constant

g̃ ≡ (4π)2−nΛd−4
χ g , (6.46)

where n indicates the number of involved fields and d is the canonical dimension of the
operator, i.e., the overall mass dimension of fields and derivatives but without counting
couplings. This procedure renders the reduced coupling g̃ dimensionless and approximately
of order unity. We first consider the case without dynamical photons and apply the rescaling
to the coupling constant C(a)

ψχ ≡
v

Λ4 c
(a)
ψχ in Eq. (6.45), yielding

C
(a)
ψχ ψ̄(~∂µ − ∂

~

µ)γ5ψχ̄γ
µγ5χ =

(4π)2

Λ3
χ

C̃
(a)
ψχ ψ̄(~∂µ − ∂

~

µ)γ5ψχ̄γ
µγ5χ , (6.47)

where we obtained C̃
(a)
ψχ = C

(a)
ψχΛ3

χ/(4π)2 ∼ O(1) from Eq. (6.46) with n = 4 and d = 7.
When matching to a ToPeχPT operator with m photons, we have to include additional
factors of the reduced QED coupling, i.e., multiply the LEFT operator by em/(4π)m.18 In

17Here we ignore the limits that have been set by Ref. [112] with the operator including the weak gauge
boson in Eq. (5.4), as it does not appear in the considered LEFT bases.

18This statement is consistent with Weinberg’s power counting. If we take for instance the minimal
coupling of a photon via the covariant derivative, i.e., the part left out in Eq. (6.47), the NDA rule demands
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this way we continuously keep track of what causes the χPT operator to occur, as necessary
for a consistent description by NDA. At the level of ToPeχPT we proceed analogously for
any given operator that is derived from this LEFT source and relate the LECs (ḡ(a)

i ) to
reduced ones (g̃(a)

i ). To connect the corresponding reduced LECs g̃(a)
i ∼ O(1) to LEFT

as the underlying theory we can set g̃(a)
i ∼ C̃

(a)
ψχ for mesonic operators without dynamical

photons (and similarly for ToPeχPT operators with additional photons). This is justified
as NDA merely provides an order of magnitude estimate for coupling constants, which may
well differ by a factor of a few. With this matching between reduced couplings in LEFT
and ToPeχPT we can read off the approximate order of magnitude for the LECs ḡ(a)

i , which
can be used as a numerical input for the chiral theory.

6.3.1 | η(′) → π0π+π−

In this section we investigate possible C- and CP -violating contributions to the three-
body decay η(′) → π0π+π− with ToPeχPT. As already pointed out in Refs. [1, 62] these
BSM contributions are driven by transitions of total isospin I = 0 and I = 2. Hence the
amplitude can be decomposed as

M 6C(s, t, u) =M 6C0 (s, t, u) +M 6C2 (s, t, u) . (6.48)

These contributions were constructed in Ref. [1] using dispersion-theoretical methods. Re-
gression to the respective Dalitz-plot distribution [215] resulted in limits on the BSM cou-
pling constants g0, g2 ∈ R defined via

M 6C0 (s, t, u) ≈ ig0(s− t)(t− u)(u− s) ,

M 6C2 (s, t, u) ≈ ig2(t− u) .
(6.49)

While T violation arises naturally by the imaginary unit i, C violation is encoded in the
antisymmetry in the Mandelstam variables. In the following we investigate how to recon-
struct these amplitudes with ToPeχPT, so that g0 and g2 serve as input for this effective
theory allowing us to set limits on the BSM scale Λ.

6.3.1.1 | Kinematics and isospin projections

We define the C- and CP -odd contribution to the T -matrix element of η(′) → π+π−π0 by〈
π+(p+)π−(p−)π0(p0)

∣∣iT ∣∣η(′)(Pη(′))
〉

= (2π)4 δ(4)(Pη(′)−p+−p−−p0) iM6C(s, t, u) (6.50)

and work in the isospin limit, i.e., Mπ ≡ Mπ± = Mπ0 . The Mandelstam variables are
chosen to be

s = (Pη(′) − p0)2 , t = (Pη(′) − p+)2 , u = (Pη(′) − p−)2 , (6.51)

the reduced coupling eC̃(a)
ψχ = eC

(a)
ψχΛ3

χ/(4π)3 ∼ O(1), as n = 5 and d = 7.
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which are related to each other by

s+ t+ u = M2
η(′) + 3M2

π ≡ 3r . (6.52)

The isospin decomposition of the isoscalar and isotensor three-pion final states, i.e., |I = 0〉
and |I = 2〉 respectively, are given by [216]

|2(2)〉= 1

2

[(
|π+π0π−〉 − |π−π0π+〉

)
+
(
|π0π+π−〉 − |π0π−π+〉

)]
,

|2(1)〉= 1

2
√

3

[(
|π0π−π+〉 − |π0π+π−〉

)
− 2
(
|π−π+π0〉 − |π+π−π0〉

)
+
(
|π+π0π−〉 − |π−π0π+〉

)]
,

|0(1)〉= 1√
6

[(
|π0π−π+〉 − |π0π+π−〉

)
+
(
|π−π+π0〉 − |π+π−π0〉

)
+
(
|π+π0π−〉 − |π−π0π+〉

)]
,

(6.53)

where the integer in parenthesis denote the isospin of the first two pions. From this Clebsch–
Gordan series one can already judge that the isoscalar and isotensor contributions are
antisymmetric under exchange of the charged pions and thus C-violating (the |0〉 state
has also an enhanced symmetry under exchange of any two pions). Hence each ToPeχPT
operator that contributes to η(′) → π0π+π− can for instance be associated with an isospin
state of the form |π−π+π0〉 − |π+π−π0〉. With Eq. (6.53) we can project out the single
isospin contributions by means of19

|π−π+π0〉 − |π+π−π0〉 =
1√
3

(√
2 |0(1)〉 − 2 |2(1)〉

)
. (6.54)

6.3.1.2 | Limits on the BSM physics scale

Starting from the large-Nc Lagrangian at leading order δ0, cf. Eq. (6.44), we can evaluate
the matrix elementM6C upon expanding Ū up to second order in Φ̄ and neglecting photons.
We will first investigate the decay of the η meson and discuss the η′ at the end of this section.
Whenever possible, we conventionally eliminate derivatives acting on the decay particle
by partial integration, helping us to find a more compact notation of our operators. The
operator generating the C- and CP -odd contributions to the desired decay is

L̄/CP /T = i
v

Λ4F 4
0

2Nη→3π η∂
µπ0(π+∂µπ

− − π−∂µπ+) + . . . , (6.55)

19One could as well use |π+π0π−〉−|π−π0π+〉 = 1√
3
(
√

2|0(1)〉+|2(1)〉+
√

3|2(2)〉) or the order |π0π−π+〉−
|π0π+π−〉 = 1√

3
(
√

2|0(1)〉+|2(1)〉−
√

3|2(2)〉). As we cannot distinguish between the states |2(1)〉 and |2(2)〉
we can only make a statement for the overall isospin 2 contribution. The latter, as well as the overall isoscalar
contribution, is the same for all of the three sequences |π−π+π0〉 − |π+π−π0〉 , |π+π0π−〉 − |π−π0π+〉, and
|π0π−π+〉− |π0π+π−〉, as long as we stay consistent in notation. Hence, it does not matter which order we
choose for the pions in the isospin state for our ToPeχPT operators.
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where the ellipsis includes operators that cannot generate the desired transition at O(δ0)

and the normalization, given as a linear combinations of Wilson coefficients and LECs,
reads

Nη→3π = 4

√
2

3

(
c(a)
uu − c

(a)
ud − c

(a)
du + c

(a)
dd

)(
ḡ

(a)
3 − ḡ(a)

2

)
. (6.56)

We see that the leading-order contributions to η → π0π+π− arises solely from X̄
(a)
ψχ and

furthermore note that all contributions proportional to c(a)
ψχ with ψ = s and/or χ = s vanish.

The evaluation of the corresponding amplitudeM6C yields

M 6C = i
v

Λ4F 4
0

2Nη→3π p0(p− − p+) = i
v

Λ4F 4
0

Nη→3π (t− u) . (6.57)

In order to match the included coupling constants to known observables, we first have to
separate the different isospin contributions to this matrix element. According to Eq. (6.54),
M6C decomposes into20

M6C =
1√
3

(√
2M6C0 − 2M 6C2

)
. (6.58)

The isoscalar and isotensor contributions in this equation can be evaluated in compliance
with Eq. (6.53) by taking the appropriate linear combinations with interchange of pions.
Noting that under π+ ↔ π− (π+ ↔ π0, π− ↔ π0) the Mandelstam variables exchange as
t↔ u, (t↔ s, s↔ u), the amplitudesM 6C0,2 become

M 6C0 = iNη→3π
v

Λ4F 4
0

1√
6

[
(s− t) + (t− u) + (u− s)

]
= 0 ,

M 6C2 = iNη→3π
v

Λ4F 4
0

1

2
√

3

[
(s− t)− 2(t− u)− (s− u)

]
= −iNη→3π

v

Λ4F 4
0

√
3

2
(t− u) ,

(6.59)

and henceM6C = −2/
√

3M 6C2 at chiral order δ0.

Similarly, all contributions ofM 6C0 vanish in the isospin limit up to O(δ) and we thus need
at least six derivatives to have enough freedom to reproduce the totally antisymmetric
behaviour of the isospin 0 state. This fact was already known decades ago, cf. Ref. [217].
Hence, to evaluate a possible contribution ofM 6C0 we have to construct the contributions to
X

(a)
χψ at order δ2. Unfortunately this involves the construction of an overwhelming amount of

operators with independent free parameters to fix the already strongly suppressed amplitude
M 6C0 . One can bring all of these numerous operators to the form of Eq. (6.49) and effectively
fix one overall normalization that would correspond to g0. However, this would not provide
new physical insights, because these operators at order δ2 are less likely to contribute to
any other process in a meaningful way and the theory does thus not gain any predictive
power by fixing this normalization. Nevertheless, we give one arbitrarily chosen example

20The decomposition in Eq. (6.48), used for the dispersive approach in Ref. [1], absorbs the relative factors√
2/3 and 2/

√
3 directly in the coupling constants g0 and g2, respectively.
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how the I = 0 contribution arises from X̄
(a)
ψχ , i.e.,

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχḡ

(a)
0 i
〈(
λλL∂µ∂ν∂αŪ

†∂µ∂νŪ∂αŪ † + λ†λR∂µ∂ν∂αŪ∂
µ∂νŪ †∂αŪ

)
− h.c.

〉
,

(6.60)
as a proof of concept.
However, as we control the dominant isotensor contribution, we can use the result of Ref. [1],
i.e., g2 = −0.0093(46)GeV−2, to place bounds on the BSM scale Λ. For simplicity, we first
consider the NDA estimate of a generic meson operator included in Eq. (6.55) like

i
v

Λ4F 4
0

c
(a)
ψχḡ

(a)
i η∂µπ

0(π+∂µπ
− − π−∂µπ+) . (6.61)

According to Weinberg’s power counting from Eq. (6.46) the reduced coupling for this
generic operator with n = 4 and d = 6 reads

G̃
(a)
i ≡

v

Λ4F 4
0

c
(a)
ψχḡ

(a)
i

Λ2
χ

(4π)2
∼ O(1) . (6.62)

On the other side, we have already seen in Eq. (6.47) that the reduced coupling for the
underlying LEFT operator X̄(a)

ψχ , with n = 4 and d = 7, is

C̃
(a)
ψχ ≡

v

Λ4
c

(a)
ψχ

Λ3
χ

(4π)2
∼ O(1) . (6.63)

As both couplings are by construction of the same order of magnitude, we can set C̃(a)
ψχ ∼

G̃
(a)
i to obtain ḡ(a)

i ∼ ΛχF
4
0 . As long as there is no unexpected fine tuning of the Wilson

coefficients or LECs, we can apply the same NDA estimate to their linear combination
encoded in the normalization Nη→3π and therefore obtain Nη→3π ∼ ΛχF

4
0 . Combining

this estimate with the external input for the isotensor coupling (for simplicity we will only
consider the respective central value) by means of

M 6C = i
v

Λ4F 4
0

Nη→3π(t− u)
!

= ig2(t− u) , (6.64)

the currently best experimental precision for the η → π0π+π− Dalitz plot [215] can merely
set

Λ ∼
(

v

|g2|
Λχ

)1/4

> 13GeV (6.65)

as the lower limit on the BSM scale Λ.21 This result depends of course strongly on the
validity of NDA, but should give a reasonable approximation for the order of magnitude.
If we were to estimate a more realistic limit on Λ, i.e., a value in the TeV range, one
should expect an increase by a factor of 102 (staying in the framework of naive dimensional

21Note that NDA does not fix the sign of the normalization Nη→3π. In order to pick the correct sign of
the latter and thereby ensure that Λ ∈ R we take the absolute value of g2.
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analysis). Hence, to set a reasonable limit on Λ, let us take for instance Λ ∼ 1TeV, the
charge asymmetry in the η → π0π+π− Dalitz-plot distribution, which is proportional to
g2, has to be roughly 108 times smaller than the current value of Ref. [215], which can be
readily obtained from Eq. (6.65):22

|g2| ∼
v

Λ4
Λχ ≈ 3 · 10−4 TeV2/Λ4 . (6.66)

We now turn the focus on the decay amplitude η′ → π0π+π− that can be computed with
the same Lagrangian of Eq. (6.44) and reads

M 6C = i
v

Λ4F 4
0

Nη′→3π(t− u) , (6.67)

where Nη′→3π = Nη→3π/
√

2. Hence, the C- and CP -violating contributions to the decays
η → π0π+π− and η′ → π0π+π− are maximally correlated at leading order in large-Nc.
They merely differ by their available phase space and an overall factor

√
2. Unfortunately,

the current data situation [218] does not allow for a rigorous regression to the respective
Dalitz-plot distribution, cf. Ref. [1]. Therefore we can at this point not cross-check the limit
on g2 set above.

6.3.2 | η′ → ηπ+π−

In this section we focus on another interference of SM contributions and ToPe forces. The
decay η′ → ηπ+π− is driven by a transition of total isospin I = 1 and is at leading order of
the form

M 6C1 (s, t, u) = ig1(t− u) , (6.68)

with the same reasoning as for η(′) → π0π+π−. A result for the isovector coupling g1

(within the scope of current experimental precision) can again be found in Ref. [1]. In the
following we use the same kinematics as in the previous chapter but replace p0 → Pη and
Pη(′) → Pη′ .
There is no leading-order contribution from Eq. (6.44) that does not vanish after partial
integration. Non-vanishing contributions could be generated at subleading order in δ, i.e.,
in the Nc counting; at higher orders in the chiral expansion, which, given that we look for
the exact energy dependence of Eq. (6.68), would amount to quark-mass suppression; or
via isospin-breaking mixing of π0 and η(′), surely the smallest and most negligible effect.
We thus consider operators at O(δ1) but with O(p2) and use the freedom of the large-Nc

expansion to include the η′ via the chiral singlet (ϕ+ θ). Henceforth we will directly drop
the contribution of θ entering this chiral building block. Note that ϕ includes a linear
combination of η and η′. There are only a couple of operators that generate the desired

22Similarly, the more suppressed isoscalar coupling would have to take a value g0 ∼ Λ4
χg2 as demanded

by NDA.
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transition at the given order, as for instance

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχḡ

(a)
5 · ϕ

〈(
λŪ †λR∂µŪ∂

µŪ † − λ†ŪλL∂µŪ †∂µŪ
)

+ h.c.
〉
, (6.69)

which gives rise to∑
ψ,χ

X̄
(a)
ψχ ⊃ i

v

Λ4F 4
0

2Nη′→ηππ η′∂µη(π+∂µπ
− − π−∂µπ+) . (6.70)

The normalization of this operator is

Nη′→ηππ = 4

√
2

3

(
c(a)
uu − c

(a)
ud + c

(a)
du − c

(a)
dd

)
ḡ

(a)
5 . (6.71)

We note that every other operator able to generate η′ → ηπ+π− at O(p2), which can be
obtained by letting one of the two derivatives in Eq. (6.69) act on another chiral buildung
block, can analytically be written in this form and absorbed by a shift in the normalization.
The respective matrix element reads

M 6C1 = i
v

Λ4F 4
0

2Nη′→ηππ Pη(p− − p+) = i
v

Λ4F 4
0

Nη′→ηππ(t− u) . (6.72)

With the NDA prediction Nη′→ηππ ∼ ΛχF
4
0 , this result can be compared to the isovector

coupling g1 = 0.7(1.0)GeV−2 of Ref. [1]. This reveals that the current experimental limit
on the Dalitz-plot asymmetries [219] constrains the new-physics scale roughly as

Λ ∼
(
v

g1
Λχ

)1/4

> 4GeV , (6.73)

where we applied the central value of g1. A scale Λ ∼ 1TeV could be tested if the experiment
restricted the isovector coupling g1 and thus the corresponding mirror asymmetry to a value
that is approximately 10−8 times the current value.

6.3.3 | η(′) → π0γ∗ and η′ → ηγ∗

In this section we consider the simplest C-violating decays of the η(′) into an odd number
of photons. To shorten the notation we will refer to η(′) → π0γ∗ and η′ → ηγ∗ by X → Y γ∗

and ignore the decay into a real photon, as it has to either violate gauge invariance or does
not preserve angular momentum [34, 220]. The latter enforces a relative P -wave between
the pion and photon, which moreover demands that parity is conserved and hence CP is
violated. Already in the 1960s it was proposed that the Lagrangian driving the η → π0γ∗

transition starts at chiral order p4 [221], by means of

Lη→π0γ∗ ∝ ∂µη ∂νπ0Fµν +O(p6) . (6.74)
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This manifestation of gauge invariance was also applied in the SM contributions to kaon
decays [222, 223] and holds similarly for all processes X → Y γ∗ with pseudoscalars X, Y .

Without deriving the full set of mesonic operators for X̄(a)
ψχ at next-to-leading order, we

just give one example of how this operator contributes to X → Y γ∗. As similarly argued
in Sect. 6.1.4.2, a single-trace operator with the correct discrete symmetries that includes
both derivatives vanishes due to the antisymmetry of Fµν . Therefore we have to increase
the order of δ by either using ∂µϕ, i.e., the derivative of the chiral singlet, or simply writing
down a double-trace operator. To recover the form of Eq. (6.74) we stick to the latter
strategy and obtain

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχḡ

(a)
6

〈(
λfµνL ∂µŪ

† − λ†fµνR ∂µŪ
)
− h.c.

〉〈
λL∂νŪ

†Ū − λR∂νŪ Ū †
〉

(6.75)

at O(δ2), yielding ∑
ψ,χ

X̄
(a)
ψχ ⊃ e

v

Λ4F 2
0

NX→Y γ∗∂µX ∂νY F
µν ≡ LX→Y γ∗ , (6.76)

with

Nη→π0γ∗ = ḡ
(a)
6

8

3

√
2

3

(
− 4c

(a)
ud + 2c(a)

us − 2c
(a)
du + c

(a)
ds + c(a)

su − c
(a)
sd

)
,

Nη′→π0γ∗ = −ḡ(a)
6

16

3
√

3

(
2c

(a)
ud + 2c(a)

us + c
(a)
du + c

(a)
ds + c(a)

su − c
(a)
sd

)
,

Nη′→ηγ∗ = ḡ
(a)
6

8
√

2

3

(
− 2c(a)

us + c
(a)
ds − c

(a)
su − c

(a)
sd

)
.

(6.77)

One has to keep in mind that each of our LEFT operators, once taken to O(δ2), may in
principle also contribute at the same order of magnitude as X̄(a)

ψχ . But again, the full set
of NLO expression derived from all C- and CP -violating LEFT operators is beyond the
scope of this work. However, we already proved at this point that the decays at hand
provide orthogonal probes of ToPe forces as their normalizations in Eq. (6.77) are linearly
independent.

Still, we would like to comment on the contribution of the second original dimension-7
LEFT operator from Eq. (5.14), i.e., the bilinear O(b)

ψ . We note that the leading-order
contribution of the latter in the SU(3) case does not contribute to the desired decays of
order p4. However, we can still consider the U(3) version of this operator by including ϕ
using

X̄
(b)
ψ ⊃ i

v

Λ4
c

(b)
ψ ḡ

(b)
2 (∂µϕ)

〈
λ∂νŪ

† − λ†∂νŪ
〉
Fµν , (6.78)

which involves only one trace and is therefore of the order O(δ2) and O(p4).

We continue with LX→Y γ∗ from Eq. (6.76) and consider the decay of the virtual photon
in Sect. 6.3.4 to extract physical observables. To this end, we quote the normalization
according to NDA as similarly derived in Sect. 6.3.1.2, i.e., NX→Y γ∗ ∼ F 4

0 /Λχ, and remark
that any other leading-order contribution derived from O(a)

ψχ just leads to additional linear
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combinations of LECs and Wilson coefficients, which can be absorbed by a redefinition of
NX→Y γ∗ but do not affect the naive power counting. For further calculations it is convenient
to describe the decay X → Y γ∗ in terms of a singularity-free electromagnetic transition
form factor FXY (s). Using Poincaré invariance and current conservation, the amplitude
can be decomposed as [223, 224]

〈Y (p)|Jemµ (0)|X(P )〉 = −i
[
s(P + p)µ − (P 2 − p2)qµ

]
FXY (s), (6.79)

with electromagnetic current Jemµ , qµ = (P − p)µ, and s = q2.

6.3.4 | η(′) → π0`+`− and η′ → η`+`−

The framework presented in this paper allows us to consider the decays η(′) → π0`+`− and
η′ → η`+`− (abbreviated with X → Y `+`−) in two ways: we can either compute the decay
chain X → Y γ∗ → Y `+`− or even directly access it as a point interaction originating from
semi-leptonic operators. Note that in the decay chain the photon pole 1/q2 cancels against
a necessary q2 term in the numerator if the coupling to `+`− respects gauge invariance. As
a consequence, the single-photon and the direct amplitude cannot be separated by searching
for a photon pole [221, 224, 225]. Note that within the SM, these decays can be generated
via two-photon intermediate states [226–228].

The operator from Eq. (6.76) coupling to a conserved lepton current gives a dominant
contribution to X → Y `+`− if the underlying C- and CP -violating mechanism is driven
by a one-photon exchange. The only semi-leptonic operator at order δ0 is the one from
Eq. (6.44), which does not generate the desired transition. Instead of deriving the full set
of operators at O(δ) for all six semi-leptonic LEFT sources, we can easily discard most of
them with the following considerations. First of all, the photonic semi-leptonic operators
are obviously not involved at lowest order in α as we have no photon in the initial or final
state. Moreover, operators including a pseudoscalar or axialvector lepton bilinear must
couple to an hadronic operator that is P -odd to preserve parity. On the hadronic level, a
P -odd operator that involves an even number of pseudoscalars (in our case η(′), π0) requires
a contraction with the Levi-Civita symbol, as explained in more detail in Sect. 6.3.5. The
only Lorentz structure left that can contract with the ε-tensor includes three derivatives,
which have to act on different U (†) to generate a non-vanishing operator. However, this
goes along with an interaction containing at least three pseudoscalars. Hence, the only
LEFT operator that can contribute to X → Y `+`− at lowest order is the one involving the
P -even lepton bilinear, i.e., O(u)

`ψ . Using partial integration and the Dirac equation for the
leptons, one can pin down the requested leading-order semi-leptonic four-point interaction
to only one operator at O(δ) and O(p2):

X̄
(u)
`ψ ⊃

c
(u)
`ψ

Λ4
ḡ

(u)
1 iϕ

〈
λL∂µŪ

†Ū − λR∂µŪ Ū †
〉
¯̀γµ` . (6.80)
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This chiral operator gives rise to an expression of the form

(X∂µY )¯̀γµ` . (6.81)

For now we continue with the one-photon exchange driven by the LEFT operator O(a)
ψχ in

focus of this chapter and define the corresponding T -matrix element as

〈Y (p)`+(p`+)`−(p`−)|iT |X(P )〉 ≡ (2π)4δ(4)(P − p− p`+ − p`−)iM(s, t, u) , (6.82)

where the amplitudeM depends on the three Mandelstam variables

s = (P − p)2 , t` = (P − p`+)2 , u` = (P − p`−)2 , (6.83)

which obey s+ t+u = M2
X +M2

Y +2m2
` . Starting from Eq. (6.76) we allow the photon with

momentum q ≡ p`+ + p`− to decay into a lepton pair, so that the amplitude becomes23

iM(s, t, u) =
v

Λ4F 2
0

e2NX→Y γ∗
1

s
(Pµpν − Pνpµ)qµ ūr(p`−)γνvr′(p`+)

=
v

Λ4F 2
0

e2NX→Y γ∗ Pν ūr(p`−)γνvr′(p`+)

= e2(P + p)νFXY (s) ūr(p`−)γνvr′(p`+) .

(6.84)

In the second line we simplified the expression using q2 = s and the fact that qν con-
tracted with the lepton current vanishes as demanded by the Dirac equation. As a consis-
tency check, we expressed the amplitude in terms of the transition form factor FXY (s) =

vNX→Y γ∗/(2eΛ4F 2
0 ) from Eq. (9.6). We observe that the form factor is a constant at lead-

ing chiral order, which meets our expectations. Note that the second line in Eq. (6.84),
which comes from a LEFT operator of dimension 7, gives the same structure as the chiral
operator (6.80), which comes from an LEFT operator of dimension 8.
In analogy to Ref. [229], the doubly differential decay width reads

dΓX→Y `+`−

ds dτ
=

(
v

Λ4F 2
0

)2 α2

64πM3
X

N 2
X→Y γ∗

(
λ(s,M2

X ,M
2
Y )− τ2

)
, (6.85)

with the electromagnetic fine structure constant α = e2/4π, the Källén function λ(x, y, z) =

x2+y2+z2−2(xy+xz+yz), and the Lorentz -invariant τ = t`−u`. An analytic integration
over τ yields

dΓX→Y `+`−

ds
=

(
v

Λ4F 2
0

)2 α2

32πM3
X

N 2
X→Y γ∗ λ

3/2(s,M2
X ,M

2
Y )σ`(s)

(
1−

σ2
` (s)

3

)
, (6.86)

where σ`(s) =
√

1− 4m2
`/s and the physical range is restricted to 4m2

` ≤ s ≤ (MX−MY )2.
After an additional numeric integration over s we can investigate how rigorously the bounds

23Note that the photon propagator reduces the power counting in soft momenta by 2.
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6.3. Application to C- and CP -violating decays

on the new-physics scale Λ can be placed with measurements of the electronic and muonic
decay channels. With the shorthand notation

Λ̃X→Y `+`− ≡
v2

F 4
0 ΓX→Y `+`−

α2

32πM3
X

N 2
X→Y γ∗ · 10−2GeV8 (6.87)

we obtain the limits

Λ ∼ (0.087 Λ̃η→π0e+e−)1/8 > 2.3GeV , Λ ∼ (0.027 Λ̃η→π0µ+µ−)1/8 > 2.1GeV ,

Λ ∼ (10.1 Λ̃η′→π0e+e− )1/8 > 3.5GeV , Λ ∼ (7.4 Λ̃η′→π0µ+µ− )1/8 > 3.5GeV ,

Λ ∼ (1.0 Λ̃η′→ηe+e− )1/8 > 0.7GeV , Λ ∼ (0.3 Λ̃η′→ηµ+µ− )1/8 > 1.1GeV ,

(6.88)

where we applied the NDA estimate Nη→π0γ∗ ∼ F 4
0 /Λχ, used Mη = 547.86MeV, Mπ0 =

134.98MeV, me = 0.51MeV, mµ = 105.67MeV [13], neglected their errors with respect to
the dominating uncertainty from NDA, and inserted the branching ratios from Table 6.1.
We can again reverse this argument, i.e., the semi-leptonic branching ratios in explict
dependence of Λ read

BRη→π0e+e− ∼ 7 · 10−27 TeV8/Λ8 , BRη→π0µ+µ− ∼ 2 · 10−27 TeV8/Λ8 ,

BRη′→π0e+e− ∼ 9 · 10−28 TeV8/Λ8 , BRη′→π0µ+µ− ∼ 6 · 10−28 TeV8/Λ8 ,

BRη′→ηe+e− ∼ 9 · 10−29 TeV8/Λ8 , BRη′→ηµ+µ− ∼ 3 · 10−29 TeV8/Λ8 ,

(6.89)

respectively.24 At this point we once more underline that these estimates are only valid
for the mechanism X → Y γ∗ → Y `+`− driven by O(a)

ψχ. A more thorough investigation of
X → Y `+`− including the remaining LEFT sources, semi-leptonic four-point interactions,
as well as hadronic contributions to the X → Y γ∗ form factor is left for future work.

6.3.5 | η(′) → π+π−γ

While the SM contribution to the anomalous decay η(′) → π+π−γ is well known and has
been studied extensively in particular using dispersion-theoretical approaches [230–235],
the considerations of C violation in η → π+π−γ date back to the 1960s [224, 236] and
1970s [206–208]. Let us define the respective matrix element by

〈π+(p+)π−(p−)γ(q)|iT |η(′)(P )〉 = (2π)4δ(4)(P − p+ − p− − q)iMc(s, tc, uc) , (6.90)

with Mandelstam variables

s = (P − q)2 , tc = (P − p+)2 , uc = (P − p−)2 (6.91)

24Note that, here and henceforth, we use the total decay width Γη′ = 0.23MeV indicated as PDG average
in Ref. [13].
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6.3. Application to C- and CP -violating decays

obeying s+ tc + uc = M2
η(′)

+ 2M2
π . Unless otherwise stated, we work in the isospin limit.

We begin our discussion by relaxing the constraint of C-invariance and split the amplitude
according to

iMc(s, tc, uc) ≡MC
c (s, tc, uc) +M 6Cc (s, tc, uc) . (6.92)

The SM contributionMC
c (s, tc, uc) is, at leading order, given by the Wess–Zumino–Witten

(WZW) term [237, 238] and can be described by

MC
c (s, tc, uc) = iεαβµνε

∗αqβpµ+p
ν
−F

C
c (s, tc, uc) . (6.93)

The invariant function FCc can be expanded in terms of pion–pion partial waves according
to [239]

FCc (s, tc, uc) =
∑
`

P ′`(zs)f`(s) , zs =
s(t− u) + (M2

1 −M2
2 )M2

η(′)

λ1/2(s,M2
1 ,M

2
2 )(M2

η(′)
− s)

, (6.94)

where zs is the cosine of the scattering angle, P ′`(zs) refers to the first derivatives of the
Legendre polynomials, and for convenience and later use we keep the dependence on the
masses of the two mesons in the final state explicit. For the application at hand we can
simply set M1 = M2 = Mπ. For the C-even SM amplitude, only partial waves of odd `

contribute. Accounting for s-channel final-state rescattering and restricting the calculation
to the dominant P -wave, the scalar function FCc becomes

FCc (s, tc, uc) = P (s) Ω(s) , Ω(s) = exp

(
s

π

∫ ∞
4M2

π

dx
δ(x)

x(x− s)

)
, (6.95)

where Ω(s) is the Omnès function [105], δ(s) is the ππ P-wave phase shift, for which we
employ the parameterization of Ref. [240], and P (s) is a real-valued subtraction polynomial,
for which we employ P (s) = 5.09/GeV3(1+2.40s/GeV2−2.42s2/GeV4) for the decay of the
η and P (s) = 5.05/GeV3(1 + 0.99s/GeV2− 0.55s2/GeV4) for the η′ [241]. For our purposes
we can neglect all parameter uncertainties, left-hand cuts, and higher partial waves.
In contrast, we only work at leading order for the χPT analog of the C-violating contribution
M6Cc (s, tc, uc), which was found in Ref. [236] to be O(p6). It is commonly known that
an interaction with an odd number of pseudoscalars requires an ε-tensor to render the
Lagrangian invariant under parity.25 Thus we naively start at O(p4) like the WZW term.
To furthermore violate C the dipion system must have an even orbital angular momentum
l. Hence, when interchanging the pions, we find |π+π−〉 = (−1)l|π−π+〉 = |π−π+〉. Finally

25This statement is also manifest in the construction of chirally invariant traces: a parity-violating
trace, i.e., a trace with a relative minus sign between its parity transformed as for instance

〈
λU† − λ†U

〉
,

always includes an odd number of pseudoscalars according to Eq. (6.7). The only freedom we have in the
construction of χPT operators to restore parity invariance without flipping this relative sign or multiplying
other parity-violating traces (which both lead to an overall even number of pseudoscalars) is the inclusion of
an ε-tensor. We remark that this argument does not hold for semi-leptonic interactions, as the multiplication
with a parity-flipping lepton current or density does not change the number of mesons.
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6.3. Application to C- and CP -violating decays

demanding Bose statistics, i.e., symmetrizing under interchange of the pions, the amplitude
at O(p4) vanishes due to contraction with the ε-tensor. Thus we need to equip the matrix
element by another momentum configuration that is antisymmetric under π+ ↔ π−, which
leads to

M 6Cc (s, tc, uc) ∼ εαβµνε∗αqβpµ+pν−qρ(p
ρ
− − p

ρ
+) (6.96)

in consistency with Ref. [236]. Note that this matrix element also differs from the WZW
term by a relative factor i, ensuring T violation and hence CPT -invariance. For better
comparability of Eq. (6.96) with the SM amplitude in Eq. (6.93), we can also define a
scalar function in the C-violating case, i.e.,

F 6Cc (s, tc, uc) ≡ qρ(pρ− − p
ρ
+) + . . . = (tc − uc)/2 + . . . , (6.97)

where the ellipsis denotes higher-order terms in the chiral expansion. Comparing to
Eq. (6.94), we see that the amplitude (6.97) indeed corresponds to the leading C-odd
partial wave, a D-wave.

We now wish to reconstruct Eq. (6.96) with ToPeχPT and again pick one arbitrary operator
that may generate this matrix element at lowest order. One contribution at O(δ2) originates
from

X̄
(a)
ψχ ⊃ i

v

Λ4
c

(a)
ψχḡ

(a)
7 εαβµν

〈(
λλL∂

νŪ †∂ρf
αβ
R ∂µŪ∂ρŪ † − λ†λR∂νŪ∂ρfαβL ∂µŪ †∂ρŪ

)
− h.c.

〉
.

(6.98)
If we only consider contributions to η → π+π−γ, use partial integration, and make use of
the amplitude’s symmetry, this operator evaluates to the compact expression∑

ψ,χ

X̄
(a)
ψχ ⊃ e

v

Λ4F 3
0

Nη(′)→π+π−γ εαβµν η
(′)(∂νπ+∂ρ∂µπ− + ∂νπ−∂ρ∂µπ+)∂ρF

αβ . (6.99)

The constants

Nη→π+π−γ =
√

2Nη′→π+π−γ , Nη′→π+π−γ ≡ −
4√
3
ḡ

(a)
7

(
c(a)
uu − c

(a)
dd

)
(6.100)

serve as the normalizations. We cannot claim at hand of this single example that η →
π+π−γ and η′ → π+π−γ are maximally correlated. From this operator we can compute
the matrix element

M 6Cc (s, tc, uc) = e
v

Λ4F 3
0

Nη(′)→π+π−γ εαβµν ε
∗αqβpµ+p

ν
−(tc − uc) (6.101)

in consistency with the previous considerations. The respective NDA estimate yields
Nη(′)→π+π−γ ∼ F 4

0 /Λ
3
χ.

The interference of the SM and BSM amplitudesMC
c andM 6Cc gives rise to an asymmetry in

the distribution of charged pion momenta. To quantify this so-called left–right asymmetry,
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6.3. Application to C- and CP -violating decays

we introduce the ratio
ALR ≡

Γ(tc > uc)− Γ(uc > tc)

Γη(′)→π+π−γ

, (6.102)

where the Γ denote the phase space integrals over |Mc(s, tc, uc)|2 for tc > uc, uc > tc, and
the full range, respectively. These integrals are explicitly defined by

Γ =

∫ M2

η(′)

4M2
π

dsΓ0(s)

∫ zmax
s

zmin
s

dzs (1− z2
s ) |iFCc (s, tc, uc) + F 6Cc (s, tc, uc)|2 , (6.103)

with

Γ0(s) ≡
(M2

η(′)
− s)3λ3/2(s,M2

1 ,M
2
2 )

16(8πMη(′))
3s2

, (6.104)

again keeping the final-state masses M1 and M2 general for generalization in the coming
sections. The limits of the angular integration zmin

s , zmax
s are fixed by 0 ≤ zs ≤ 1 for

Γ(tc > uc), −1 ≤ zs ≤ 0 for Γ(uc > tc), and −1 ≤ zs ≤ 1 for Γη(′)→π+π−γ . Note that only
the contribution of the interference term, i.e.,

2Re
[
iFCc (s, tc, uc)

(
F 6Cc (s, tc, uc)

)∗]
⊂
∣∣∣iFCc (s, tc, uc) + F 6Cc (s, tc, uc)

∣∣∣2 , (6.105)

survives in the numerator of ALR, while the denominator is dominated by the SM part.
We can now express F 6Cc (s, tc, uc) in terms of zs and carry out the dzs integral analytically,
yielding

Γ(tc > uc)− Γ(uc > tc) = −
e vNη→π+π−γ

2Λ4F 3
0

∫ M2
η

4M2
π

dsΓ0(s)σ(s)
(
M2
η(′) − s

)
P (s)Im (Ω(s)) .

(6.106)

The last factor demonstrates a crucial aspect about the C-odd asymmetry: due to the
relative factor of i between C-conserving and C-violating amplitude, their interference
would actually vanish, were it not for strong rescattering phases. For the two different
decays of the η and η′ we obtain

Γ(tc > uc)− Γ(uc > tc)
∣∣
η→π+π−γ

= −6.6 · 10−12 GeV6 × e v

Λ4F 3
0

Nη→π+π−γ ,

Γ(tc > uc)− Γ(uc > tc)
∣∣
η′→π+π−γ

= −1.5 · 10−7 GeV6 × e v

Λ4F 3
0

Nη′→π+π−γ ,
(6.107)

respectively. The polynomial P (s) is already normalized such that the integral over the
full decay range reproduces the experimental decay width, i.e., Γη→π+π−γ ≈ 55 eV and
Γη′→π+π−γ ≈ 56 keV, respectively. Finally, the lower bound on the new-physics scale as a
function of ALR = 0.009(4) [13] for the decay of the η and ALR = 0.03(4) [13] for the η′
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6.3. Application to C- and CP -violating decays

under the abovementioned NDA approximation becomes

Λ|η→π+π−γ ∼
(

1.2 · 10−4 GeV5 e
v

ALRΛ3
χ

F0

)1/4

> 0.5GeV ,

Λ|η′→π+π−γ ∼
(

1 · 10−7 GeV5 e
v

ALRΛ3
χ

F0

)1/4

> 0.8GeV .

(6.108)

Both results were computed with the central values of the empirical asymmetries. In terms
of the BSM scale, the left-right asymmetries become

|ALR|η→π+π−γ ∼ 5 · 10−16 TeV4/Λ4 ,

|ALR|η′→π+π−γ ∼ 1 · 10−14 TeV4/Λ4 ,
(6.109)

respectively. The significantly larger asymmetry in the η′ decay is mainly due to the fact
that the phase space covers the whole region of the ρ(770) resonance in the π+π− invariant
mass, with its associated phase motion and peaking imaginary part. — In principle, the
D-wave phase motion of the C-violating amplitude would induce another contribution to
the asymmetry, which we have neglected in the above. However, this is strongly suppressed
relative to the P -wave in the near-threshold region covered in the η decay, staying well
below 1◦, while it rises only up to about 10◦ at the η′ mass [240], where it competes with
the resonating P -wave. Neither effect is relevant at the present level of accuracy.

6.3.6 | η(′) → π0π0γ

In full analogy to the charged π+π−γ final state from the previous section, we will investigate
C violation via the neutral one η → π0π0γ, as was suggested by Refs. [242, 243], and
furthermore extend the analysis straightforwardly to η′ → π0π0γ. The T -matrix element

〈π0(p1)π0(p2)γ(q)|iT |η(′)(P )〉 = (2π)4δ(4)(P − p1 − p2 − q)iMn(s, tn, un) (6.110)

is described by the Mandelstam variables

s = (P − q)2 , tn = (P − p1)2 , un = (P − p2)2 , (6.111)

fulfilling the relation s + tn + un = M2
η + 2M2

π0 . The matrix element Mn has the same
structure as given in Eq. (6.96). The ToPeχPT operator from Eq. (6.98) we found in the
charged channel is not able to generate non-vanishing contributions to the uncharged one.
This is rooted in the fact that all interactions in which no charged mesons participate are
located in the diagonal entries of matrices U (†). Hence, any product of the latter commutes
with the spurions and fµνL,R upon setting all charged mesons to zero. This fact rules out

single-trace operators at O(δ2) derived from X̄
(a)
ψχ . Thus we once more consider a double-

trace operator (although the chiral singlet ∂µϕ multiplied with a single trace might work
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as well), so that the lowest-order operator we find occurs at O(δ3) and reads26

X̄
(a)
ψχ = i

v

Λ4
c

(a)
ψχḡ

(a)
8 εαβµν

〈
Ū∂γ∂µŪ †+Ū †∂γ∂µŪ

〉〈(
λλL∂γf

αβ
L ∂νŪ †−λ†λR∂γfαβR ∂νŪ

)
−h.c.

〉
(6.112)

which yields ∑
ψ,χ

X̄
(a)
ψχ ⊃ e

v

Λ4F 3
0

Nη(′)→π0π0γεαβµν η
(′)∂νπ0∂ρ∂µπ0∂ρF

αβ . (6.113)

The normalizations

Nη→π0π0γ =
16

3

√
2

3
ḡ

(a)
8

(
2c(a)
uu − c

(a)
dd + c(a)

ss

)
, Nη′→π0π0γ =

16

3
√

3
ḡ

(a)
8

(
2c(a)
uu − c

(a)
dd − 2c(a)

ss

)
(6.114)

show that both decays are uncorrelated. In particular, as the LECs involved differ from
the ones relevant for the π+π−γ final state studied in the previous section, we note that
the C-violating operators do not relate to pion pairs of definite isospin. Finally, the decay
amplitude of the neutral channel becomes

Mn(s, tn, un) = e
v

Λ4F 3
0

NX→Y π0γεαβµνε
∗αqβpµ1p

ν
2(tn − un) , (6.115)

where NDA presumes that Nη(′)→π0π0γ ∼ F 4
0 /Λ

3
χ. As in Eq. (6.97), this corresponds to a

D-wave amplitude: for two identical neutral pions, only even partial waves are allowed, the
odd ones are forbidden by Bose symmetry.
As the decay at hand has no contribution by SM physics, the relevant observable is the full
decay width

Γη(′)→π0π0γ =
1

2

(
e

v

Λ4F 3
0

Nη(′)→π0π0γ

)2 ∫ M2
X

4M2
π0

dsΓ0(s)

∫ 1

−1
dzs (1− z2

s )(tn − un)2

=
2

15

(
e

v

Λ4F 3
0

Nη(′)→π0π0γ

)2 ∫ M2
X

4M2
π0

dsΓ0(s)
(M2

X − s)2(s− 4M2
π0)

s
,

(6.116)

where the kinematical functions can be adapted from Eq. (6.104) and the additional factor
1/2 accounts for Bose symmetry as we have two identical particles in the final state. The
numeric values of the phase space integrals yield

Γη→π0π0γ =

(
e

v

Λ4F 3
0

Nη→π0π0γ

)2

× 6.4 · 10−13 GeV11 ,

Γη′→π0π0γ =

(
e

v

Λ4F 3
0

Nη′→π0π0γ

)2

× 2.5 · 10−9 GeV11 .

(6.117)

26Note we have not explicitly checked whether a contribution at lower order in δ can be derived from
one of the other numerous C- and CP -odd LEFT operators. However, the lowest possible order in soft
momenta must still be p6.
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With the NDA estimate quoted above, the current experimental measurements of the decay
widths listed in Table 6.1 set the limits

Λ ∼
(

6.4 · 10−13 GeV11

Γη→π0π0γ
αv2 F0

Λ5
χ

)1/8

> 0.6GeV , (6.118)

while no search has been performed for η′ → π0π0γ to date. For arbitrary Λ the respective
branching ratios behave as

BRη→π0π0γ ∼ 1 · 10−29 TeV8/Λ8 ,

BRη′→π0π0γ ∼ 2 · 10−28 TeV8/Λ8 .
(6.119)

This tremendous suppression is due to the Λ−8 dependence of the decay width and under-
lines that decays allowing for an interference of SM and BSM amplitudes—as the charged
channel η → π+π−γ—are much more suitable to search for this kind of new physics, as
they scale with Λ−4.

6.3.7 | η′ → ηπ0γ

In this section we focus on the decay η′ → ηπ0γ, for which no measurement has been
recorded so far. We define the corresponding matrix element via

〈η(p1)π0(p2)γ(q)|iT |η(′)(P )〉 = (2π)4δ(4)(P − p1 − p2 − q)iM(s, t, u) , (6.120)

with Mandelstam variables

s = (P − q)2 , t = (P − p1)2 , u = (P − p2)2 , (6.121)

obeying s+ t+u = M2
η′ +M2

η +M2
π0 . At the mesonic level, the driving operator must have

the form
εαβµν η

′∂µη∂νπ0Fαβ (6.122)

in compliance with Sect. 6.3.5. Similar to the arguments given in Sect. 6.3.6 we cannot
build an operator at O(δ1). The lowest order contribution we find is

X̄
(a)
ψχ =

v

Λ4
c

(a)
ψχḡ

(a)
9 εαβµν ϕ

〈(
λLf

αβ
L ∂µŪ †Ū − λRfαβR ∂µŪ Ū †

)
− h.c.

〉〈
λ∂νŪ † − λ†∂νŪ

〉
(6.123)

at O(δ3).27 The corresponding Lagrangian∑
ψ,χ

X̄
(a)
ψχ ⊃ e

v

Λ4F 3
0

1

2
Nη′→ηπ0γ εαβµν η

′∂µη∂νπ0Fαβ , (6.124)

27We have not explicitly checked whether any of the remaining LEFT operators can generate η′ → ηπ0γ
at O(δ1) or O(δ2).
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with normalization

Nη′→ηπ0γ =
32
√

2

9

(
− c(a)

ud + c(a)
us − 2c

(a)
du − c

(a)
ds + 2c(a)

su + c
(a)
sd

)
ḡ

(a)
9 , (6.125)

results in the matrix element

iM = e
v

Λ4F 3
0

Nη′→ηπ0γ εαβµν p
µ
1p

ν
2q
αεβ . (6.126)

The lower number of derivatives/momenta involved in this amplitude as compared to the
decays η(′) → π0π0γ discussed in the previous section can again be understood in terms
of the contributing leading partial waves: while all of these decays violate C and do not
allow for a SM decay amplitude as the similar ones with a π+π− pair in the final state,
there are no restrictions from Bose symmetry on the ηπ0 final state, and hence the leading
contribution (6.126) is a P -, not a D-wave; note how the ηπ P -wave combines to JPC

quantum numbers 1−+. The respective decay width can be evaluated in the same manner
as in the previous sections and becomes

Γη′→ηπ0γ =

(
e

v

Λ4F 3
0

Nη′→ηπ0γ

)2 4

3

∫ M2
η′

M2
min

dsΓ0(s) , (6.127)

with Mmin ≡Mη +Mπ0 . A numeric integration yields

Γη′→ηπ0γ =

(
e

v

Λ4F 3
0

Nη′→ηπ0γ

)2

× 1.6 · 10−9 GeV7 , (6.128)

so that the NDA estimate Nη′→ηπ0γ ∼ F 4
0 /Λχ finally results in

BRη′→ηπ0γ ∼ 2 · 10−28 TeV8/Λ8 . (6.129)

6.3.8 | η′ → ηπ0π0γ

Another C-violating decay that has not yet been searched for is η′ → ηπ0π0γ. Let us define
the corresponding T -matrix element as

〈π0(p1)π0(p2)η(p3)γ(p4)|iT |η′(P )〉 ≡ (2π)4δ(4)(P − p1 − p2 − p3 − p4)iM(p1, p2, p3, p4) .

(6.130)
On the mesonic level this decay requires an operator coupling uncharged pseudoscalars to a
photon. As the covariant derivative only couples the photon to charged mesons, the desired
operator has to include one Fµν , similar to the Lagrangian in Eq. (6.74). This leaves us
with

η′∂µηπ
0∂νπ

0Fµν (6.131)

as the only possible assignment of derivatives that does not vanish for an on-shell photon
respecting gauge invariance, i.e., upon setting q2 = 0 and qµεµ = 0. Any operator with
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a derivative acting on η′ can be brought to the same form as the one above using partial
integration.

We thus arbitrarily choose the chiral operator

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχḡ

(a)
10 i(∂µϕ)

〈
(λλLf

µν
L ∂νŪ

† − λ†λRfµνR ∂νŪ)− h.c.
〉

(6.132)

as a contribution at lowest possible order. Only keeping non-vanishing terms, the corre-
sponding Lagrangian at O(δ2) in mesonic degrees of freedom reads∑

ψ,χ

X̄
(a)
ψχ ⊃ e

v

Λ4F 4
0

Nη′→ηπ0π0γ η
′∂µηπ

0∂νπ
0Fµν , (6.133)

with

Nη′→ηπ0π0γ ≡ −
4
√

2

9
ḡ

(a)
10

(
2c(a)
uu − c

(a)
dd

)
. (6.134)

The resulting matrix element evaluates to

iM(p1, p2, p3, p4) = e
v

Λ4F 4
0

Nη′→ηπ0π0γ(pµ3 (pν1 + pν2)− pν3(pµ1 + pµ2 ))p4µε
∗
ν , (6.135)

and is related to the decay width by

Γη′→ηπ0π0γ = (2π)4 S

2M

∫
dΦ4

∑
pol.

|M(p1, p2, p3, p4)|2 . (6.136)

Here dΦ4 is the four-body phase space, M is the mass of the decaying particle, and we
explicitly accounted for a symmetry factor S. We now turn the focus on the computation
of the four-body phase space and divide the final state into the two-body subsystems, with
momenta q = p1+p2 and k = p3+p4. At this point we will keep the mass assignments of the
particles as general as possible in order to be able to re-use the calculation at a later stage.
Introducing s12 = q2 and s34 = k2, the absolute values of the occurring three-momenta
read

|q| = λ1/2(M2, s12, s34)

2M
, |p12

1 | =
λ1/2(s12,m

2
1,m

2
2)

2
√
s12

, |p34
3 | =

λ1/2(s34,m
2
3,m

2
4)

2
√
s34

,

(6.137)
where the additional indices 12 and 34 indicate the respective center-of-mass systems chosen
for the evaluation and q is taken in the rest frame of the decaying particle. The explicit
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expressions for the four-momenta are

p1 =
(
γ12(E12

1 + β12|p12
1 | cos θ12) , |p12

1 | sin θ12 , 0 , γ12(β12E
12
1 + |p12

1 | cos θ12)
)T

,

p2 =
(
γ12(E12

2 − β12|p12
1 | cos θ12) , −|p12

1 | sin θ12 , 0 , γ12(β12E
12
2 − |p12

1 | cos θ12)
)T

,

p3 =
(
γ34(E34

3 + β34|p34
3 | cos θ34) , −|p34

3 | sin θ34 cosφ34 , −|p34
3 | sin θ34 sinφ34 ,

γ34(−β34E
34
3 − |p34

3 | cos θ34)
)T

,

p4 =
(
γ34(E34

4 − β34|p34
3 | cos θ34) , |p34

3 | sin θ34 cosφ34 , |p34
3 | sin θ34 sinφ34 ,

γ34(−β34E
34
4 + |p34

3 | cos θ34)
)T

,

(6.138)

with Eijn =

√
m2
n + |pijn |2, β12 = |q|/Eq, β34 = |k|/Ek, E2

q = |q|2 +s12, E2
k = |k|2 +s34, and

γij = 1/
√

1− β2
ij . The four-body phase space in terms of the five independent variables

reads

dΦ4 =
1

32(2π)10
ds12 ds34 dθ12 dθ34 dφ34

|q|
M

|p12
1 |√
s12

|p34
3 |√
s34

sin θ12 sin θ34 , (6.139)

where the non-trivial integration limits are

(m1 +m2)2 ≤ s12 ≤ (M −m3 −m4)2 , (m3 +m4)2 ≤ s34 ≤ (M −
√
s12)2 . (6.140)

For the remaining details regarding the kinematics we refer to Ref. [244], while equivalent
formulations can be found in Refs. [245–247].

Inserting the explicit masses of the contributing particles and applying S = 1/2, we finally
find with the NDA estimate Nη′→ηπ0π0γ ∼ F 4

0 /Λχ that the branching ratio yields

BRη′→ηπ0π0γ ∼ 4πα
v2

Γη′Λ2
χΛ8
· 1 · 10−15 ≈ 2 · 10−32 TeV8/Λ8 . (6.141)

6.3.9 | η → 3π0γ

In complete analogy to Sect. 6.3.8, we can derive the transition η → 3π0γ by appropriately
replacing the four-momenta and masses of η′ and η by the ones for η and π0.28 However,
the enhanced symmetry of this process prohibits any operator whose derivatives on pion
fields contract with the field-strength tensor. Thus, we require a term with at least four

28We do not consider the decay η′ → 3π0γ here, as the increased phase space allows for an ω in the
intermediate state. As a consequence, we would expect this to rather test the C-violating vector-meson
decay ω → 3π0, analogously to how η′ → π+π−π0γ is dominated by η′ → ωγ in the Standard Model.
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derivatives that does not lead to mass terms, as for instance

∂µη∂νπ
0∂απ

0π0∂αFµν , (6.142)

which we consider as an example for this decay. The corresponding chiral Lagrangian from
X̄

(a)
ψχ at lowest order (i.e., δ3) obtains a contribution from29

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχ ḡ11 i(∂µϕ)

〈
(λλL∂

αfµνL ∂αŪ
†Ū∂νŪ

†−λ†λR∂αfµνR ∂αŪ Ū
†∂νŪ)−h.c.

〉
, (6.143)

leading to the operator∑
ψχ

X̄
(a)
ψχ ⊃ e

v

Λ4F 4
0

Nη→3π0γ ∂µη∂νπ
0∂απ

0π0∂αFµν , (6.144)

with the normalization

Nη→3π0γ ≡ −
4

3

√
2

3
ḡ

(a)
11 (2c(a)

uu + c
(a)
dd ) . (6.145)

Accordingly, the overall matrix element becomes

iM(p1, p2, p3, p4) = e
v

Λ4F 4
0

Nη→3π0γ P
µ
(
pν1p

α
2 + pν2p

α
1 + pν1p

α
3 + pν3p

α
1 + pν2p

α
3 + pν3p

α
2

)
× p4α

(
p4µε

∗
ν − p4νε

∗
µ

)
.

(6.146)
With the same four-body phase space as in Sect. 6.3.8, but with appropriately re-assigned
masses, a symmetry factor S = 1/6, the NDA prediction Nη→3π0γ ∼ F 4

0 /Λ
3
χ, and the

experimental width Γη→3π0γ listed in Table 6.1 we find the lower limit

Λ ∼
(

4πα
v2

Γη→3π0γΛ6
χ

· 6 · 10−21 GeV13

)1/8

> 140MeV (6.147)

or
BRη→3π0γ ∼ 1 · 10−35 TeV8/Λ8 (6.148)

for the theoretically estimated branching ratio, respectively.

6.3.10 | η(′) → 3γ and π0 → 3γ

In this section we investigate the CP -odd contributions of the C-violating decays η(′) → 3γ

and π0 → 3γ, which have been considered in Refs. [243, 248, 249] while possible C- and
P -violating contributions through weak interactions (in the case of π0) have been discussed
in Ref. [250]. For this purpose we introduce the T -matrix element

〈γ(q1)γ(q2)γ(q3)|iT |X(P )〉 = (2π)4δ(4)(P − q1 − q2 − q3)iM(s, t, u) (6.149)
29Again, we have not considered other LEFT operators that may contribute at order δ2.
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with X = η′, η, π0 and define the Mandelstam variables

s = (P − q1)2 , t = (P − q2)2 , u = (P − q3)2 , (6.150)

with s + t + u = M2
X . The three-photon final state sets demanding constraints on the

amplitude. First of all, the covariant derivative only couples charged mesons to the photon,
thus we need exactly three field-strength tensors picked from fµνL , fµνR , Fµν to generate the
3γ final state and can use ∂µ instead of Dµ. Since we have an odd number of pseudoscalars,
a Levi-Civita symbol has to be involved when contracting the Lorentz indices to respect
parity invariance. Moreover Bose statistics demands a symmetrized 3γ final state, so that
non-vanishing operators require at least four additional derivatives [248]. Finally, to obtain
a coupling with a single meson (multiple) derivatives can only act on one single U or U † at
a time. We can now pick one ToPeχPT operator that meets all these requirements (which
demand an operator starting at O(δ4)) and arbitrarily choose

X̄
(a)
ψχ ⊃

vḡ
(a)
12 c

(a)
ψχ

Λ4F0
iεµνρσ

〈
(λλLf

L
µν∂

γfαβL ∂γ∂βf
L
ρσ∂αŪ

† − λ†λRfRµν∂γf
αβ
R ∂γ∂βf

R
ρσ∂αŪ)− h.c.

〉
,

(6.151)

giving rise to ∑
ψ,χ

X̄
(a)
ψχ ⊃ e

3 v

Λ4F0
2NX→3γ ε

µνρσ∂αX(∂γFαβ)(∂γ∂βFρσ)Fµν , (6.152)

with

Nπ0→3γ = ḡ
(a)
12

2

27

(
− 8c(a)

uu − c
(a)
dd

)
, Nη→3γ = ḡ

(a)
12

2

27

√
2

3

(
− 8c(a)

uu + c
(a)
dd − c

(a)
ss

)
,

Nη′→3γ = ḡ
(a)
12

2

27
√

3

(
− 8c(a)

uu + c
(a)
dd + 2c(a)

ss

)
.

(6.153)

This result is consistent with Refs. [243, 248] who claimed that the only contribution to
X → 3γ arises at order p10 in soft momenta.

Although the derivation of the full set of ToPeχPT operators up to chiral order p10 is far
beyond the scope of this work, every operator that contributes to X → 3γ at this order has
to have the same functional form as in Eq. (6.152), modulo partial integrations, so that all
contributions from the genuine LEFT operator O(a)

ψχ lead to the same NDA estimate. We
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continue the computation of the matrix element following Ref. [248] and write

∑
pol

|M(s, t, u)|2 =

(
e3 v

Λ4F0
2NX→3γ

)2

32 (q1q2)(q2q3)(q3q1)

×
[
(q1q2)2 (q1q3 − q2q3)2 + (q1q3)2 (q1q2 − q3q2)2 + (q2q3)2 (q2q1 − q3q1)2

]
=

(
e3 v

Λ4F0
NX→3γ

)2

s t u
[
u2 (t− s)2 + t2 (u− s)2 + s2 (u− t)2

]
.

(6.154)
Inserting this result in the decay width

ΓX→3γ =
S

256π3M3
X

∫ M2
X

0
ds
∫ M2

X−s

0
dt
∑
pol

|M(s, t, u)|2 (6.155)

with symmetry factor S = 1/6 and carrying out the integrals over s and t analytically, we
obtain

ΓX→3γ =
α3M15

X

24

1

5040

(
v

Λ4F0
NX→3γ

)2

. (6.156)

With the NDA estimate NX→3γ ∼ Λ−3
χ (4π)−4, the experimental decay widths, cf. Table 6.1,

and the abbreviation

Λ̃3γ ≡
1

5040

v2α3

24F 2
0 Λ6

χ(4π)8
, (6.157)

we set the following lower limits on Λ:

Λ ∼
[
M15
η′

Γη′→3γ
Λ̃3γ

]1/8

> 160MeV ,

Λ ∼
[
M15
η

Γη→3γ
Λ̃3γ

]1/8

> 120MeV ,

Λ ∼
[
M15
π0

Γπ0→3γ
Λ̃3γ

]1/8

> 40MeV .

(6.158)

Reversing the argument, the branching ratios as functions of Λ are

BRη′→3γ ∼ 3 · 10−35 TeV8/Λ8 ,

BRη→3γ ∼ 1 · 10−36 TeV8/Λ8 ,

BRπ0→3γ ∼ 2 · 10−43 TeV8/Λ8 .

(6.159)

6.4 | Summary and outlook

By matching the fundamental C- and CP -violating LEFT operators from Ch. 5 thoroughly
onto χPT we established a new rigorous and model-independent framework to access pos-
sible C- and CP -violating effects in flavor-conserving decays of η, η′, and π0, which solely
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relies on the conjecture that these BSM effects arise from phenomena at scales of yet un-
known high energies, for which the Standard Model provides an appropriate low-energy
approximation. In this context, novel 3 × 3 spurion matrices were applied to ensure the
transfer of the u, d, s flavor degrees of freedom and chirality structure of the quark bilin-
ears from the SMEFT and LEFT levels to chiral operators at the χPT level. Knowing
the underlying mechanisms at the level of LEFT and χPT, we derived mesonic operators,
amplitudes, and observables for more than 20 decays in total.

Furthermore, we estimated that the currently most precise experiments searching for C and
CP violation in the light-meson sector can merely restrict Λ to the few GeV range. Due to
the lack of sufficient input to fix the numerous low-energy constants and Wilson coefficients
entering the effective chiral theory, these estimates are based on naive dimensional analysis,
which does not only require knowledge about the mesonic operators (some of them were
already known in the 1960s) but also about the particular sources of these operators on the
quark level. These estimates are roughly three orders of magnitude less rigorous compared
to indirect limits on ToPe forces set in Ref. [112] from elementary fermion EDMs, which
we adapted to the more appropriate suppression in the sense of SMEFT and LEFT.

As the central numerical results of our analysis we reversed the argument above and ex-
pressed the observable branching ratios for pure BSM processes as well as asymmetry pa-
rameters for interferences of SM and BSM contributions in terms of the new-physics scale.
While the former scale with 1/Λ8, the interference effects are proportional to 1/Λ4 and are
thus more suitable candidates for experimental searches. Hence, the most promising of our
investigated decays to find evidence for ToPe forces are η(′) → π0π+π−, η′ → ηπ+π−, and
η(′) → π+π−γ. In addition, our estimates for the pure C-violating decays allow us to weed
out those that require significantly higher experimental precision than others.

We find that the currently most rigorous experimental limits on ToPe forces in the light-
meson sector must become more stringent by roughly a factor of 107 in order to test this
scenario for a BSM scale of Λ ∼ 1 TeV. Although these theoretical bounds cannot be
reached by experiments in the near future, the search for the decays proposed in this
work—prospectively conducted, for instance, by the REDTOP [38–40] and JEF [41–43]
collaborations—can still provide important insights to understand the sources of possible
C and CP violation. Any experimental evidence for these decays could imply, for instance,
that a simultaneous violation of C and CP violation originates from (weakly coupled)
light degrees of freedom, or that the SMEFT and/or LEFT power counting is bypassed by
another, yet unknown mechanism.

Obviously, this casts doubt at the possibility to interpret any observable C- and CP -odd
signals in terms of SMEFT. However, we can relax the constraints obtained here to some
extent by concentrating on LEFT without any reference to SMEFT at all; this would effec-
tively replace the TeV scale Λ by an electroweak scale of the order of 100GeV, and therefore
reduce the discrepancy between our theoretical expectation and current experimental sen-
sitivity by a factor of about 1/4 × 103 – 104 for interferences with SM amplitudes and 105

– 108 for pure BSM transitions.
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Our analysis opens a new window to model-independent theoretical analyses of C and CP
violation with a vast number of possible future extensions. These are not only restricted
to applications to meson scattering and decays not covered in this work, especially to ones
that include interferences of SM and BSM physics, but also to extensions to flavor-violating
transitions (once the LEFT basis of Ch. 5 is extended accordingly), to heavy-quark physics,
to processes in the baryon or nuclear sector [251–256], and cross-relations to EDMs [257].
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Dispersive analysis of C and CP violation
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Chapter 7

Prologue

This part covers two chapters that are subject to separate publications.
First, we comment on Ch. 8, which is based on

• H. Akdag, T. Isken, B. Kubis, “Patterns of C- and CP -violation in hadronic η and η′

three-body decays”, JHEP 02 (2022) 137 [arXiv:2111.02417[hep-ph]].1

The motivation of this article was to embed the idea of Ref. [62], who investigated C and CP
violation arising from isoscalar and isotensor transitions in η → π+π−π0, in the framework
of dispersion theory and hence to investigate the Dalitz-plot asymmetries originating from
the interference with the SM contribution more precisely. For this purpose, we construct the
amplitude of the three-body decay in a non-perturbative and model-independent manner,
relying on the fundamental principles of analyticity and unitarity. The underlying concepts
are explained in detail in Ch. 3. We furthermore extend these considerations to η′ →
π+π−π0, by merely increasing the available phase space, and η′ → ηπ+π−, whose ToPe
effects are driven by an isovector transition. The importance of these three decays has
already been proven in Sect. 6.3: they correspond to the few decays that contribute to
lowest order in soft momenta p, they allow for observables that are linear in ToPe forces,
i.e., have a suppression of 1/Λ4 in the BSM scale, and they are of experimental significance
as they do not include photons in the final states.
Ensuring that the high-energy behaviour of the single-variable functions, which enter the
overall matrix elements in the spirit of reconstruction theorems, meet various constraints
imposed by the well-investigated SM contribution, we apply the same justified asymptotics
for the single-variable functions of the BSM amplitudes. This allows us to fix our dispersive
representations of the isoscalar and isotensor transitions in η(′) → π+π−π0 by only one
complex subtraction constant each and the isovector contribution to η′ → ηπ+π− by two
subtraction constants. However, hermiticity and CPT -invariance demand that the under-
lying effective BSM coupling constants, which can be extracted by Taylor expansions of our
decay amplitudes, are purely imaginary (cf. Sects. 6.3.1 and 6.3.2). These couplings in turn
fix the phases of the subtraction constants. Hence, the isoscalar and isotensor transitions
in η(′) → π+π−π0 are determined by one real degree of freedom each, while the isovector
contribution to η′ → ηπ+π− includes two real free parameters.
A comparison with the respective Dalitz-plot distributions measured by the KLOE-2 [215]
and BESIII [219] collaborations shows that all signals for ToPe effects can be excluded
within at most 2σ. Furthermore, we observe that the current experimental precision re-
stricts these BSM contributions to the relative per mille level. The results of the effective

1Parts of the introduction of this publication were reused in Ch. 1.
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C- and CP -odd coupling constants were already used in Sects. 6.3.1 and 6.3.2 to match the
respective low-energy coefficients in ToPeχPT. The dispersive amplitudes are reconsidered
in Ch. 9 to investigate other C- and CP -odd signals and also will also be provided to the
REDTOP collaboration [40] for future high-precision analyses.
In the following we point out how the author of this thesis contributed to the publication
at hand. First of all, it has to be emphasized that a preliminary version of the analysis of C
and CP violation in η → 3π as presented in Sect. 8.1 and especially Figs. 8.1, 8.2, and 8.4
were already part of a previous thesis [88]. The main results of the latter were reconstructed
and verified by the author of the thesis at hand, who carried out an independent computa-
tion with Mathematica [117]; implemented a generalized algorithm to solve the system of
coupled-integration equations, giving rise to the single-variable functions, from scratch that
runs on all common operating systems and current compiler versions for C++; extended
the dispersive framework to analyze C- and CP -violation in the decays η′ → π+π−π0 and
η′ → ηπ+π− and evaluated the numeric results for them; made the observation of the in-
correctly granted phase freedom between SM and BSM amplitudes, not least due to the
progress made in Ref. [2] or Ch. 6, respectively; and finally contributed—as the main au-
thor of the publication above—most formulations, which are especially in Sect. 8.1 partly
adapted from Ref. [88].
Lastly, we would like to make the following acknowledgments: We are grateful to Susan
Gardner, Martin Hoferichter, and Peter Stoffer for very helpful discussions. We thank An-
drzej Kupść for his support with the data from Ref. [219], Bachir Moussallam for providing
the ηπ phase shift of Ref. [258], and Malwin Niehus for his support in the development of
the numerical algorithm for the solution of the Khuri–Treiman equations.
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Now we focus on Ch. 9, which is based on the publication

[3] H. Akdag, B. Kubis, A. Wirzba, “Correlations of C and CP violation in η → π0`+`−

and η′ → η`+`−”, arXiv:2307.02533[hep-ph], under review.

The aim of this work is to study the correlation of C- and CP -violating signals between
different decays in more detail. To this end we reconsider the decays that appear, according
to Tab. 6.1, at lowest order in the chiral expansion, i.e., η → π+π−π0, η′ → ηπ+π−,
η → π0`+`−, and η′ → η`+`−. Note that the SM contributions to the latter two are
driven by a two-photon exchange, which is still subject of current investigations [226, 228,
259–261], while we have already discussed the comparatively poor theoretical work on the
C-violating one-photon exchange at least to some extent in Sect. 6.3.4. Extending the
considerations to the latter, we use the rigorous parameterization of C and CP violation
in the dominant hadronic three-body decays obtained in Ch. 8 in order to predict the
isovector part in the hadronic long-distance contributions to the transition form factors
η → π0γ∗ and η′ → ηγ∗. These predictions solely use the ππ scattering phase shift and the
asymmetries of the hadronic Dalitz plots as input. The form factors are again computed
non-perturbatively in a dispersive framework, by cutting the respective dipion intermediate
states in η → π+π−π0 → π0γ∗ and η′ → ηπ+π− → ηγ∗. This procedure is inspired
by Ref. [262], which similarly derived the decays ω/φ → π0γ∗ that are compatible with
Standard Model symmetries. Using that the dispersive representations in Ch. 8 are linear
in the subtraction constants, we can parameterize their contribution to the transition form
factors in explicit dependence on the leading order isoscalar and isotensor BSM coupling
constants that enter η → π+π−π0, and the isovector coupling entering η′ → ηπ−π0. On the
other hand, we estimate the size of possible isoscalar contributions to the transition form
factor by a symmetry-driven vector-meson dominance (VMD) approach. To this end, we
first extract ρ-meson couplings by an analytic continuation of η → π+π−π0 and η′ → ηπ+π−

to the second Riemann sheet and relate them to the couplings with same total isospin in
the VMD amplitude with SU(3) symmetry arguments and naive dimensional analysis.
This procedure requires an extension of operators in ToPeχPT to describe the dynamics of
vector-meson interactions. We furthermore argue how long-distance contributions from C-
and CP -odd photon-hadron couplings or short-range semi-leptonic four-point interactions,
cf. Sect. 6.3.4 for their description with ToPeχPT, could enter our results, but keep the
focus on the conceptually more insightful hadronic long-range effects mentioned above.
With this theory apparatus we calculate limits on the branching ratios for η → π0`+`− and
η′ → η`+`− for the case that these transitions are driven by ToPe forces. We find that for
both decays the prediction of our dispersive representation yields upper limits that are of
the same order of magnitude as the experimental findings [203–205]. Moreover, we find the
experimental of η → π0`+`− to be more restrictive than our theoretical result and hence
use the experimental ones for η → π0`+`− to refine the isoscalar coupling constant entering
the C- and CP -odd contribution of η → π+π−π0, which was found in Ch. 8 to be less
rigorously constrained by the experiment than the respective isotensor coupling.
The author of this thesis carried out all numeric and analytic calculations in the concerning
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publication. This especially includes the analytic derivation of a dispersion relation for the
transition form factors; the non-trivial implementation of dispersion integrals as explained
in detail in App. E; the inclusion of vector mesons in the formalism of ToPeχPT with corre-
sponding applications to the required vector-meson interactions; the analytic continuation
of the C-violating P -waves in η → π+π−π0 and η′ → ηπ+π− to the pole position on the
second Riemann sheet, allowing to extract the effective coupling constants which enter the
respective isoscalar contribution; and an improved refit of the η → π+π−π0 Dalitz plot
that incorporates the constraint of the upper experimental limits on η → π0`+`−. The
co-authors Bastian Kubis and Andreas Wirzba contributed with invaluable discussions on
this topic, with driving ideas throughout the working process, and with a critical review of
all results and formulations.
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Chapter 8

Patterns of C and CP violation in hadronic
η and η′ three-body decays

Studying the charge asymmetry of the η → π+π−π0 Dalitz-plot distribution offers an ideal
stage in the search for ToPe forces. As pointed out in Ref. [62], in contrast to other C-
violating processes such as η(′) → 3γ, η(′) → π0γ∗, etc., the breaking of mirror symmetry
in η → π+π−π0 is linear in these BSM operators, as it is generated through interference
with the SM mechanism. Moreover, in Sect. 6.3 we have shown that η → π+π−π0 appears
at the lowest possible order in the chiral power counting and is thus one of the most
suitable candidates in order to investigate ToPe forces. The simplest observable that can
be probed experimentally is the left-right asymmetry ALR that compares the two halves of
the Dalitz-plot distribution divided along the π+↔ π− line of reflection [263]. It is also
possible to construct more sophisticated quadrant and sextant asymmetry parameters AQ
and AS that allow us to disentangle the contributions of the BSM ∆I = 0, 2 operators,
respectively [263–265]. The KLOE-2 collaboration, in the most precise measurement of the
η → π+π−π0 Dalitz plot to date, reports all three asymmetry parameters to be consistent
with zero [215], superseding many earlier experimental investigations [207, 263, 266–270].
Alternatively, C violation in the phenomenological expansion of the Dalitz-plot distribution,
i.e., a two-dimensional Taylor series around its center, can be studied by allowing for both
C-conserving and C-violating terms. Until now the KLOE-2 collaboration has probed
the first four C-violating terms of this parameterization, which again are all consistent with
zero [215]. Thus, experimentally there is no evidence found for C violation in η → π+π−π0.
Theoretical studies of C violation in η → π+π−π0 first came to prominence [263–265] after
the discovery of CP -violating K0

L → ππ decays in the 1960s [21, 271]. Already at this time
it was claimed that η → π+π−π0 is far more sensitive to isotensor ∆I = 2 than to isoscalar
∆I = 0 transitions, since the latter is suppressed by a large angular momentum barrier [217].
Chiral BSM Lagrangians from which we can deduce the effective mesonic operators X /C

I for
η → π+π−π0 were already discussed in Sect. 6.3.1. We have seen that both isoscalar and
isotensor transitions can be generated without mass terms and correspond to operators of
order p6 and p2, respectively. To shorten the notation, especially for the isoscalar operator,
we quote the operators in cartesian basis, cf. Eq. (3.50), as

X
/C
0 ∼ εijk (∂µ∂ν∂λπ

i)(∂µ∂νπj)(∂λπk) η ,

X
/C
2 ∼ εij3 π

i (∂µπ
j)(∂µπ3) η .

(8.1)

Note that both operators in this basis have to be multiplied by a real -valued LEC to obtain
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the desired T -odd attribute. This can be understood from the fact that under T both π1 and
π3 are invariant and π2 flips its sign, otherwise the charged pions in Eq. (3.50) would not
transform as T -odd quantities (as they should according to Sect. 6.1.2). Furthermore, note
that in contrast to the Levi-Civita symbol εαβµν with Lorentz indices, the three-dimensional
εijk acts in isospin space and is thus unaffected by T . The above operators imply a strong
kinematic suppression of the ∆I = 0 transition compared to ∆I = 2 across the Dalitz plot,
given the small available phase space in η → π+π−π0, as long as the respective coupling
strengths of both operators, i.e., g0 and g2, are of similar size. So far we only have the NDA
estimate g0 ∼ Λ4

χg2 ≈ 2 GeV4 · g2 from Sect. 6.3.1.2, which may be verified or corrected—
according to the current experimental precision—in the course of this chapter.

Since the 1960s C violation in this decay has been mostly neglected by theory until recently a
new theoretical formalism was proposed in Ref. [62]. In this framework the decay amplitude
is decomposed into three contributions that can be associated with operators describing the
isospin transitions ∆I = 0, 1, 2. While the Standard-Model contribution is driven almost
exclusively by the ∆I = 1 contribution (ignoring isospin breaking of higher order that
is known to have only tiny effects [272, 273]), the additional BSM amplitudes arise from
∆I = 0, 2 transitions. The individual strengths of the latter are given by two complex-
valued normalizations.1 Physically this approach is more meaningful compared to simple
phenomenological (i.e., polynomial) parameterizations, as it allows for a direct extraction
of the coupling strengths that may subsequently be matched to underlying BSM operators.
The energy dependence of the C-violating amplitudes in Ref. [62] is based on the well-
known one-loop representation of the SM decay in chiral perturbation theory (χPT) [274].
The authors find the BSM normalization of the ∆I = 0 amplitude to be between two and
four orders of magnitude less rigorously constrained than the ∆I = 2 one, which is a result
of the predicted kinematic suppression of the ∆I = 0 transition [217], but again there is no
hint for C violation in η → π+π−π0 as both BSM normalizations are consistent with zero.

A more rigorous construction of the BSM amplitudes consistent with the fundamental prin-
ciples of analyticity (a mathematical description of causality) and unitarity (a consequence
of probability conservation) can be achieved with techniques from dispersion theory, using
the so-called Khuri–Treiman representations [106]. As Sutherland’s theorem [275, 276], a
statement of current algebra, and χPT calculations [272, 277] proved that electromagnetic
effects are tiny compared to isospin breaking due to the light quark mass differencemu−md,
modern dispersion-theoretical studies of the SM contribution η → 3π [278–284] focus on
a consistent, non-perturbative description of the final-state interactions with the goal to
provide information on these fundamental SM parameters. Such a treatment of final-state
interactions can also be incorporated in the C-violating amplitudes by establishing the
corresponding dispersion relations for the ∆I = 0, 2 transitions. As a by-product, such dis-
persive amplitude representations allow us to argue more rigorously why the dependence on
yet unknown short-distance operators can be subsumed in a single unknown multiplicative

1As discussed at a later stage, we would already like to emphasize at this point that these normalization
of Ref. [62] neither respect hermiticity nor do they account for the correct T transformation.
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constant for each isospin. This non-perturbative approach has to be clearly distinguished
from the formalism of ToPeχPT in Ch. 6 and can act as a supplement of the latter, as
already shown in Sect. 6.3.1.2.

The opportunity to investigate C-odd effects as an interference in a Dalitz plot exists
similarly for the decay η′ → ηπ+π− (although without the potential benefit of the SM decay
being suppressed by isospin). This is particularly interesting as the possible asymmetry in
the distribution of the charged pions in this decay is sensitive to a different class of C-
violating operators from those constrained in η → π+π−π0, namely the ones with ∆I = 1.
Both decays therefore provide orthogonal probes as far as the isospin structure of the C-
violating operators is concerned. For η′ → ηπ+π− such an operator must include two
derivatives and explicitly reads

X
/C
1 ∼ εij3 π

i (∂µπ
j)(∂µη) η′ . (8.2)

The experimental limits on the left-right asymmetry ALR and the C-odd contributions of
the phenomenological Dalitz-plot expansion measured by the BESIII collaboration [219]
vanish again within one standard deviation. Prior to that, measurements by VES [285] as
well as an earlier BESIII result [286] came to the same conclusion, albeit with much lower
accuracy. While the theoretical description of the SM contribution relying on a sophisticated
dispersion-theoretical approach was first established in Refs. [82, 287], the incorporation of
C-violating effects is missing so far.

In this chapter we generalize the dispersion-theoretical analysis of C-conserving SM η → 3π

and η′ → ηππ decays to additional C- and T -violating BSM contributions. Accordingly, the
presented dispersive representations account for a consistent resummation of the respective
three-particle final-state interactions in all allowed isospin transitions. To establish disper-
sion relations for the new C-violating contributions we split our analysis into two parts,
Sect. 8.1 dealing with η → 3π and Sect. 8.2 with η′ → ηππ, and follow the same gen-
eral strategy in both of them. We start with the definition of the T -matrix elements and
the general kinematics of the respective process in Sects. 8.1.1 and 8.2.1. In Sects. 8.1.2
and 8.2.2 we decompose the amplitudes into ones depending on one Mandelstam variable
only, tremendously simplifying the evaluation. These single-variable amplitudes (SVA)
are constrained by elastic unitarity as described in Sects. 8.1.3 and 8.2.3. Sections 8.1.5
and 8.2.5 describe how to extract coupling constants for the effective BSM operators in
terms of the subtraction constants. The latter are the free parameters of our dispersive
representation, which are fixed by a χ2-fit to data in Sects. 8.1.6 and 8.2.6. Afterwards
we compare our representations of the three-body amplitudes to measurements of the cor-
responding Dalitz-plot distributions and theoretical constraints in Sects. 8.1.7 and 8.2.7.
Section 8.1.8 contains a brief comment on how to generalize the analysis for η → π+π−π0

to η′ → π+π−π0. We conclude our study with a summary covering both parts in Sect. 8.3.
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8.1. Dispersive representation of η → 3π

8.1 | Dispersive representation of η → 3π

To investigate ToPe forces in η → π+π−π0 we rely on the sophisticated and well-established
Khuri–Treiman framework [106], in which a set of integral equations for the scattering
process ηπ → ππ is established. For the corresponding dispersion relations we only take
the dominant elastic pion–pion rescattering into account. With an analytic continuation of
the decay mass as well as the Mandelstam variables one can project onto the physical realm
of the decay, thereby taking final-state interactions to all orders in perturbation theory into
account, and at the same time obtain a manifestly unitary amplitude. This formalism
builds on the inhomogeneous Omnès problem discussed in Sect. 3.4.3.
Before going into more detail, let us have a look at the general properties of the η →
π+π−π0 amplitude. Regarding the involved quantum numbers, Bose symmetry demands
that C = (−1)I+1 [264], where I is the total isospin of the three-body final state, which
has to be distinguished from the isospin of the decaying meson. In analyses consistent with
the symmetries of the Standard Model [273, 274, 278–284, 288–293], the decay amplitude
is exclusively driven by isospin-breaking effects. The reason for this lies in the fact that
this decay breaks G-parity, whose prerequisite is that either isospin or charge conjugation
symmetry is broken, or both. As Standard-Model analyses consider the latter the more
cherished symmetry (disregarding the weak interactions), the corresponding amplitudes
solely contain ∆I = 1 transitions.2 On the contrary, in this work we allow for even isospin
transitions ∆I = 0, 2 and hence imply C violation. Moreover, considering that all involved
particles are pseudoscalars, the decay at hand preserves parity and one can conclude that
CP has to be violated, too. In summary, the C-violating mechanisms are driven by isoscalar
∆I = 0 or isotensor ∆I = 2 operators [217, 221, 264, 265], such that the generalized
η → π+π−π0 amplitude has to be of the form [62]

Mc(s, t, u) =M 6C0 (s, t, u) + ξMC
1 (s, t, u) +M 6C2 (s, t, u), (8.3)

which is split into a contribution for each total isospin denoted by the respective index. In
accordance with Refs. [281, 283], we factorized out the isospin-breaking normalization of
the SM amplitude

ξ =
M̂2
K+ − M̂2

K0

3
√

3F 2
π

= −0.140(9) (8.4)

in terms of the pion decay constant Fπ and the QCD kaon-mass difference. The isoscalar
amplitude M 6C0 is isospin-conserving but C-violating, the Standard-Model amplitude MC

1

is isospin-violating but C-conserving, and the isotensor contribution M 6C2 violates both
quantum numbers. Note that isospin symmetry is an accidental (approximate) symmetry
of the strong interactions due to the smallness of the two lightest quark masses (as well as
their difference) on typical hadronic scales; as we do not know anything about the isospin
structure of the BSM operators, there is no reason to assume isospin to be a useful symmetry
for them, too, and hence imply any kind of hierarchy between isoscalar and isotensor C

2The C-conserving ∆I = 3 transition is strongly suppressed.
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violation on the underlying, fundamental level.
As a further consequence of Bose symmetry, the C-violating operators can only contribute
to the charged decay mode, but not to η → 3π0. The latter is thus solely given in terms of
MC

1 and explicitly reads

Mn(s, t, u) = ξ
[
MC

1 (s, t, u) +MC
1 (t, u, s) +MC

1 (u, s, t)
]
, (8.5)

as demanded by isospin symmetry. Corrections to Eq. (8.5) arise only due to higher-
order corrections such as virtual-photon effects or the charged-to-neutral pion mass differ-
ence [272, 273].
As the Standard-Model contributionMC

1 has already been extensively studied using Khuri–
Treiman equations in Refs. [278–284, 289, 290], in this section we generalize the dispersive
analysis by elaborating on the C- and CP -odd amplitudesM 6C0 andM 6C2 .

8.1.1 | Kinematics

Let us define the η → π+π−π0 transition amplitude in the common manner〈
π+(p+)π−(p−)π0(p0)

∣∣iT ∣∣η(Pη)
〉

= i (2π)4 δ(4)(Pη − p+ − p− − p0)Mc(s, t, u) . (8.6)

Up to the overall isospin-breaking normalization, we work in the isospin limit, i.e., Mπ ≡
Mπ± = Mπ0 , and conventionally write the corresponding Mandelstam variables as

s = (Pη − p0)2 , t = (Pη − p+)2 , u = (Pη − p−)2 , (8.7)

fulfilling the relation
s+ t+ u = M2

η + 3M2
π ≡ 3r . (8.8)

Note that the amplitude MC
1 is symmetric under t ↔ u, while M 6C0 and M6C2 are both

antisymmetric under the exchange of these two Mandelstam variables. In the two-pion
center-of-mass system, t and u can be expressed in terms of s and the s-channel scattering
angle zs by

t(s, zs) = u(s,−zs) =
1

2

(
3r − s+ κ(s)zs

)
, (8.9)

with
zs = cos θs =

t− u
κ(s)

, κ(s) = σ(s)λ1/2(M2
η ,M

2
π , s) , (8.10)

where σ(s) =
√

1− 4M2
π/s and λ(x, y, z) = x2+y2+z2−2(xy+xz+yz) denotes the Källén

function. Analogously, the scattering angles in the t and u channels are zt = (u − s)/κ(t)

and zu = (s− t)/κ(u), respectively.

8.1.2 | Reconstruction theorem

To avoid the intricate analysis of complex functions depending on multiple variables one
can exploit a decomposition of the amplitude into single-variable functions. Such a de-
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composition is commonly referred to as reconstruction theorem. It was first proven that
the latter holds exactly up to and including two-loop order in the framework of χPT for
ππ scattering [98], followed by generalizations for unequal masses [100] and scattering of
mesons belonging to the pseudoscalar octet [101].

We already encountered a reconstruction theorem in Sect. 3.3.1. Instead of repeating the
rather complicated derivation outlined there including additional contributions of different
two-body isospins and the expected symmetrization in the Mandelstam variables, let us
sketch how to derive the reconstruction theorem for the decay at hand in a much easier (but
maybe less rigorous) fashion. To this end, we start by considering the s-, t-, and u-channel
discontinuities for the according two-particle scattering amplitudes, i.e., ηπ0 → π+π−,
ηπ+ → π+π0, and ηπ− → π−π0 respectively, for the SM contributionMC

1 . Employing the
partial-wave expansion from Eq. (B.19) for the angular momentum ` of the two-body state
and summing over all allowed two-body isospins I, we can express these discontinuities
in terms of partial-wave amplitudes f I` (x). For this purpose, note that the pions in the
s-channel cannot couple to I = 1, neither can t- and u-channels include a state of I = 0.
Furthermore, due to Bose symmetry,3 odd partial waves must be accompanied by an odd
isospin of the ππ state. Combining these considerations and neglecting the discontinuities
of D- and higher partial waves, one may write for each channel [88]

discsMC
1 (s, zs) = disc f0

0 (s)− 2

3
disc f2

0 (s) −→ F0
0 (s)− 2

3
F2

0 (s) ,

disctMC
1 (t, zt) = disc f2

0 (t) − ztκ(t)disc f1
1 (t) −→ F2

0 (t) + (s− u)F1
1 (t) ,

discuMC
1 (u, zu) = disc f2

0 (u) + zuκ(u)disc f1
1 (u) −→ F2

0 (u) + (s− t)F1
1 (u) ,

(8.11)

where the single-variable functions FI` on the right, which we elaborate on in the next
section, denote the contribution of each discontinuity to the reconstruction theorem. Note
that when summing up the partial waves with different isospin we considered isospin factors,
which can be calculated from corresponding Clebsch–Gordon coefficients [13]. These relative
factors are a result of the Wigner–Eckart theorem [294, 295] and account for combinations
of the different incoming and outgoing isospin states. More information on how to extract
these isospin coefficients may be found for instance in Refs. [282, 283].4 On the right-hand
side, we moreover replaced zxκ(x) by the respective difference of Mandelstam variables, cf.
Sect. 8.1.1. We can proceed analogously for the C-violating contributions. For M6C0 with

3As the strong interaction does not distinguish between the electromagnetic charges, π0, π+, and π−

can indeed be treated as identical particles, such that each ππ wave function has to be symmetric according
to Bose statistics.

4Conventionally, constant factors are absorbed in the definition of the partial waves to obtain more
handy results.
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partial waves gI` we obtain

discsM 6C0 (s, zs) = zsκ(s)disc g1
1(s) −→ (t− u)G1

1(s) ,

disctM 6C0 (t, zt) = ztκ(t)disc g1
1(t) −→ (u− s)G1

1(t) ,

discuM6C0 (u, zu) = zuκ(u)disc g1
1(u) −→ (s− t)G1

1(u) ,

(8.12)

and the discontinuities forM 6C2 , whose partial waves are denoted by hI` , yield

discsM6C2 (s, zs) = −2zsκ(s)disch1
1(s) −→ 2(u− t)H1

1(s) ,

disctM6C2 (t, zt) = −disch2
0(t) + ztκ(t)disch1

1(t) −→ −H2
0(t) + (u− s)H1

1(t) ,

discuM 6C2 (u, zu) = disch2
0(u) + zuκ(u)disch1

1(u) −→ H2
0(u) + (s− t)H1

1(u) .

(8.13)

Hence, we can finally express each amplitude of total isospin, on the right-hand side of
Eq. (8.3), in terms of functions depending on only one kinematic variable, the relative
angular momentum and isospin of the ππ intermediate state [62, 289, 290]:

MC
1 (s, t, u) = F0(s) + (s− u)F1(t) + (s− t)F1(u) + F2(t) + F2(u)− 2

3
F2(s) ,

M 6C0 (s, t, u) = (t− u)G1(s) + (u− s)G1(t) + (s− t)G1(u) ,

M 6C2 (s, t, u) = 2(u− t)H1(s) + (u− s)H1(t) + (s− t)H1(u)−H2(t) +H2(u) .

(8.14)

Here we simplified the notation using that the isospin I of the two-pion state fixes the partial
wave ` unambiguously by means of A0,2 ≡ A`=0

I=0,2 and A1 ≡ A`=1
I=1, with A ∈ {F ,G,H}.

Note that the single-variable functions F , G, and H are completely decoupled and can
be evaluated independently. Furthermore, each single-variable function AI(s) has only a
right-hand cut. At this point the charge asymmetry in the C-odd contributions, stemming
from the exchange t↔ u, becomes evident. It is worth noting that the decomposition into
single-variable functions presented here is not unique. The relation between the Mandelstam
variables given in Eq. (8.8) allows us to shift the amplitude by polynomials in s, t, and u,
i.e., AI → AI + ∆AI , without affecting the reconstruction theorems. The five-parameter
ambiguity for the Standard Model reads [283]

∆F0(s) = −4a1 + b1 (5s− 9r)− 3c1 (s− r)− 27d1 r (s− r)

+ 4d1 s
2 − 162e1 r

2 (s− r)− 4e1 s
2 ,

∆F1(s) = c1 + 3d1 s+ 9e1 s
2 ,

∆F2(s) = 3a1 + 3b1 s− 3d1s
2 + 3e1 s

2 (s− 9r) ,

(8.15)
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while for the C-odd contributions we find

∆G1(s) = a0 + b0 s+ c0 s
2 (3r − s) ,

∆H1(s) = a2 + b2 s+ c2 s
2 ,

∆H2(s) = d2 − 3a2 s+ 3b2 s (s− 3r) + 9c2 r s (s− 2r)− c2 s
3 .

(8.16)

The invariance groups of the amplitudesMC
1 ,M

6C
0 , andM

6C
2 , given by polynomial ambigu-

ities, are different and independent of each other (in contrast to the erroneous assumption
made in Ref. [62]).
Finally, we would like to address the issue of corrections to the reconstruction theorems for
MC

1 ,M
/C
0 , andM

/C
2 stated in Eq. (8.14). The next discontinuities, beyond those in S- and

P -waves, would come from D- (for even isospin) and F -waves (for odd isospin). Since the
symmetry structure of the isoscalar amplitude does not allow for even partial waves, it is
obvious that its reconstruction theorem actually holds up to corrections due to F - and higher
(odd) partial waves. Moreover, possible D-wave contributions to the discontinuity of the
isotensor amplitude are only allowed to have I = 2, which is a nonresonant and extremely
small partial wave at low energies. As the validity of the reconstruction theorem for the
C-conserving amplitude MC

1 , which neglects discontinuities due to I = 0 D-wave pion–
pion rescattering, is well-established and tested against very accurate data, we conclude
that corrections to the decomposition of the C-violating amplitudes M/C

0 and M/C
2 are

necessarily even smaller and therefore entirely negligible.

8.1.3 | Elastic unitarity

Within the scope of this work we will exclusively study the dominant elastic rescattering
effects, i.e., we restrict the evaluation of the single-variable functions to ππ intermediate
states only. Due to the simplification of the reconstruction theorem, we are left with the
evaluation of a scalar 2 → 2 scattering amplitude for fixed isospin and partial wave, i.e.,
our single-variable functions AI . As we are dealing with an inhomogenous Omnès problem
we refer the reader to Sect. 3.4.3 for the derivations of formulas given below.
In order to obtain an amplitude with manifest unitarity, each single-variable function has
to obey the discontinuity relation

discAI(s) = 2i θ(s− 4M2
π)
[
AI(s) + ÂI(s)

]
sin δI(s) e

−iδI(s) , (8.17)

Here we introduced the so-called inhomogeneities ÂI(s) that do not have a discontinuity
along the right-hand cut and can be evaluated by a projection onto the respective partial
wave with fixed isospin

aI(s) = AI(s) + ÂI(s) . (8.18)

Note that the full information about the discontinuity of the partial wave along the right-
hand cut is contained in the respective AI(s). Let us now, for the sake of simplicity, define
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the angular average

〈zns AI〉 ≡
1

2

∫ 1

−1
dzs zns AI

(
t(s, zs)

)
. (8.19)

This allows to write the inhomogeneities for the Standard-Model amplitude in the shortened
form

F̂0(s) =
2

9

[
3〈F0〉+ 9(s− r) 〈F1〉+ 3κ 〈zsF1〉+ 10〈F2〉

]
,

F̂1(s) =
1

2κ

[
6〈zsF0〉+ 9(s− r) 〈zsF1〉+ 3κ 〈z2

s F1〉 − 10〈zsF2〉
]
,

F̂2(s) =
1

6

[
6〈F0〉 − 9(s− r) 〈F1〉 − 3κ 〈zsF1〉+ 2〈F2〉

]
,

(8.20)

and the ones for the C-violating contributions as

Ĝ1(s) = −3

κ

[
3(s− r) 〈zs G1〉+ κ 〈z2

s G1〉
]
,

Ĥ1(s) =
3

2κ

[
3(s− r) 〈zsH1〉+ κ 〈z2

s H1〉+ 2〈zsH2〉
]
,

Ĥ2(s) =
1

2

[
9(s− r) 〈H1〉+ 3κ 〈zsH1〉 − 2〈H2〉

]
.

(8.21)

Note that the argument of AI in Eq. (8.19) is Mandelstam t, meaning that the inhomogene-
ity in the s-channel single-variable function is determined by contributions of the crossed
channels. In other words, Â(s) contains left-hand-cut contributions to the respective partial
wave.
In order to obtain a unique solution for the discontinuity relation in Eq. (8.17) it is appealing
to first consider the homogeneous case by setting ÂI(s) = 0.5 The homogeneous solution
corresponds to the one of a pion form factor (of the appropriate quantum numbers) and is
given in terms of the Omnès function [105]

Ω(s) = exp

(
s

π

∫ ∞
4M2

π

dx
x

δ(x)

(x− s)

)
. (8.22)

Using the latter, the general solution becomes

AI(s) = ΩI(s)

(
Pn−1(s) +

sn

π

∫ ∞
4M2

π

dx
xn

sin δI(x) ÂI(x)

|ΩI(x)| (x− s)

)
, (8.23)

where Pn−1(s) is a polynomial in s of order n− 1. Its coefficients are known as subtraction
constants, which are the only free parameters of our amplitude. The order of the subtraction
polynomial is fixed by the asymptotics imposed on the single-variable functions and phase
shifts, as worked out in the following section.
Throughout this section, we will assume all subtraction constants within the same decay

5This scenario is consistent with Watson’s final-state theorem, which states that the phase ofAI coincides
with the phase shift of elastic ππ rescattering.
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amplitude representation to be relatively real. This is not rigorously true to arbitrary pre-
cision, as the SVAs do not fulfill the Schwarz’ reflection principle, and their discontinuities
are complex. However, the potential imaginary parts of the subtraction constants scale
with the available three-body phase space, and therefore are tiny for decays such as η → 3π

or η′ → ηππ. This has been tested explicitly for η → 3π [283], making use of the two-loop
representation in chiral perturbation theory [293], with the result that imaginary parts in
the dispersive subtractions are entirely negligible. This is, however, not true any more
for Khuri–Treiman representations of three-body decays with larger energy releases, see
φ→ 3π [107] or certain D-meson decays [296, 297].
Besides these degrees of freedoms, which have to be fixed by data regression or matching to
effective theories, the only input for the dispersive η → 3π amplitude are the ππ scattering
phase shifts δI(s).

8.1.4 | Subtraction scheme

Choosing the number of subtraction constants n is a rather sensitive issue. Having a purely
mathematical look at the dispersion integral in Eq. (8.23), the minimal number is the one at
which convergence is ensured. Any additional subtraction just leads to a rearrangement of
the equation. The thereby introduced subtraction constants have to fulfill the corresponding
sum rule, such that the minimally and higher subtracted integrals are analytically the
same. Any deviation from the respective sum rule violates the initially assumed high-
energy behavior and is inconsistent as a matter of principle. But allowing the additional
subtraction constants to vary from the sum rule suppresses the hardly-constrained high-
energy behavior of the dispersion integral and introduces additional degrees of freedom in
a fit to experimental data.
Past studies in the same Khuri–Treiman framework as presented here [281, 283] put their
main focus on maximal precision of the low-energy representation of the η → 3π Standard-
Model decay amplitude, and therefore incorporated a rather generous number of subtrac-
tion constants. Our aim here is slightly different: we will demonstrate that with rigorous
assumptions on the high-energy behavior, and accordingly a minimal number of free pa-
rameters, we are still able to describe the Dalitz plot data sufficiently well. Subsequently,
we impose the same high-energy asymptotics on the two C-violating amplitudes, and show
that as a result, they can be written in terms of one single subtraction constant each. In
this manner, we can prove that the mere assumption to describe the BSM amplitudes in
terms of a multiplicative normalization only [62] can be justified more rigorously in terms
of their analytic properties.
In order to investigate the convergence of the dispersion integral, some assumptions have to
be made for the asymptotics of δI(s) and AI(s). We rely on a Roy equation analysis [298,
299] to fix our phase shifts very precisely in the low-energy range, i.e., below about 1GeV2,
as shown in Fig. 8.1. Unfortunately the high-energy behavior is not severely restricted by
these equations. Therefore we suppose that in the limit s→∞ the phase shifts approximate
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Figure 8.1: The S- and P -wave ππ scattering phase shifts δ0 (red), δ1 (green), and δ2 (blue)
covering low-energy uncertainty bands as determined by Roy equation analysis [298, 299].
Left panel: behavior of the phase shifts in the low-energy region below the KK̄-threshold
at about 50M2

π . The phase space for η → 3π is indicated by the gray region. Right panel:
magnification of the physical decay region.

constants
δ0(s)→ π , δ1(s)→ π , δ2(s)→ 0 , (8.24)

and analytically continue them accordingly. These limits directly fix the asymptotics of the
Omnès functions, which behave for s→∞ like s−k if δI(s)→ kπ. Further, in order to use
the minimal number of subtraction constants, we assume that our amplitudes scale in the
limit of large momenta as

A0(s) = O(s0) , A1(s) = O(s−1) , A2(s) = O(s0) , (8.25)

and are thus even more restrictive than suggested by the Froissart–Martin bound [102].
Finally, with our minimal subtraction scheme we can obtain for the C-conserving Standard-
Model amplitude

F0(s) = Ω0(s)

(
α+ β s+

s2

π

∫ ∞
4M2

π

dx
x2

sin δ0(x) F̂0(x)

|Ω0(x)| (x− s)

)
,

F1(s) = Ω1(s)

(
γ +

s

π

∫ ∞
4M2

π

dx
x

sin δ1(x) F̂1(x)

|Ω1(x)| (x− s)

)
,

F2(s) = Ω2(s)

(
s

π

∫ ∞
4M2

π

dx
x

sin δ2(x) F̂2(x)

|Ω2(x)| (x− s)

)
.

(8.26)

This representation hence depends on three free parameters (all of which are chosen to be
real), where Refs. [281, 283] employed six. Similarly rigorous schemes with few parame-
ters have previously been suggested in Refs. [279, 280, 282]. Analogously the C-violating
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contributions become

G1(s) = Ω1(s)

(
ε+

s

π

∫ ∞
4M2

π

dx
x

sin δ1(x) Ĝ1(x)

|Ω1(x)| (x− s)

)
,

H1(s) = Ω1(s)

(
ϑ+

s

π

∫ ∞
4M2

π

dx
x

sin δ1(x) Ĥ1(x)

|Ω1(x)| (x− s)

)
,

H2(s) = Ω2(s)

(
s

π

∫ ∞
4M2

π

dx
x

sin δ2(x)Ĥ2(x)

|Ω2(x)| (x− s)

)
.

(8.27)

Note that these representations are not unique. We exploited the ambiguity of the dis-
persive representation, as given in Eqs. (8.15) and (8.16), to express the single-variable
functions in terms of independent subtraction constants only. Conventionally, we shifted
the polynomials ∆AI such that the I = 2 amplitudes do not contain subtraction constants.
Further, we would like to remark that the normalization of each amplitude of total isospin
in Eq. (8.3) has a phase that is fixed unambiguously by T violation and hermiticity. Hence,
the subtraction constants ε and ϑ, which absorb these normalizations, are complex quanti-
ties with a fixed phase, resulting in a total of five degrees of freedom forM. We furthermore
note that, were it not for strong rescattering phases, interference between the (then purely
real) Standard-Model and the (purely imaginary) C-violating amplitudes would vanish al-
together, and no Dalitz-plot asymmetries would be generated at all. This further increases
the importance to implement these rescattering effects via the corresponding phase shifts
exactly, using dispersion theory.6

The fact that these two subtraction constants indeed merely serve as overall normalizations
of the BSM contributions becomes evident when realizing that the dispersive representation
is linear in the subtraction constants. This very powerful property allows us to write

M(s, t, u) =
∑
ν

νMν(s, t, u) , Mν(s, t, u) =M(s, t, u)|ν=1, µ=0, ... , (8.28)

where ν and µ denote generic subtraction constants andM∈ {M6C0 ,MC
1 ,M

6C
2 }. The newly

introduced functionsMν have their own basis amplitudes AνI defined by

AI(s) =
∑
ν

νAνI (s) , AνI (s) = AI(s)|ν=1, µ=0, ... , (8.29)

each of those fulfilling the respective reconstruction theorem separately. The great advan-
tage of paraphrasing the amplitudes in this way is that instead of solving the Khuri–Treiman
equations for AI , we can calculate the AνI once and for all before fixing the subtraction
constants by data regression, thus simplifying the numerical evaluation tremendously. The
number of subtraction constants and the contributing isospins in each reconstruction theo-

6At this point we note the erroneous assumption made in Ref. [62] and the first version of Ref. [1], who
both allowed for arbitrary phases between the normalizations of the SM decay amplitudes and the C- and
CP -violating ones.
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rem amount to a total of twelve single-variable functions AνI to evaluate. Nonetheless, the
numerical implementation is not as easy, because the treatment of the angular averages and
the dispersion integrals is a quite delicate matter and is discussed in full detail in App. E.
At this stage we shortly point out these intricacies as follows: first, one has to ensure that
within the angular integration in Eq. (8.19) one does not cross the singularities generated
by the unitarity cut, which in turn arises by the analytic continuation to the decay region.
This issue can be handled by a suitable deformation of the complex integration contour.
The second complication arises in the evaluation of the dispersion integrals, which have
additional singularities for physical values of the Mandelstam variables as demanded by
unitarity. These can be remedied by appropriate algebraic manipulations of the respective
integrands.

8.1.5 | Taylor invariants

Any interpretation of subtraction constants, which do not have any physical meaning on
their own, should be made with caution, as they depend on the chosen subtraction scheme,
on the ambiguities of the dispersive representation, and on the not-well-restricted high-
energy behavior of the dispersion integrals. Changes in any of the listed aspects are absorbed
in the subtraction constants when fitting to data. Even a simple estimation of the relative
and overall size of the two C-odd amplitudes from the subtraction constants ε and ϑ, as in
similar fashion assumed by Ref. [62], may be misleading. Notice that an apparent difference
in these coefficients can be due to the compensation of the relative, arbitrary normalization
of the basis solutions GεI and HϑI when comparing to data.
To overcome these issues we follow the idea of Refs. [281, 283], where certain linear com-
binations of the subtraction constants for the SM contribution were introduced, which are
identified as so-called Taylor invariants. To access those, the single-variable amplitudes
AI ∈ {FI ,GI ,HI} are expanded around s = 0, i.e.,

AI(s) = AAI +BAI s+ CAI s
2 +DAI s

3 + . . . . (8.30)

Inserting the series into the reconstruction theorem for the SM amplitude, cf. Eq. (8.14),
one obtains7

MC
1 (s, t, u) = F0 + F1 (2s− t− u) + F2 s

2 + F3

[
(s− t)u+ (s− u) t

]
+O(p6) , (8.31)

with the Taylor invariants

F0 = AF0 + r BF0 +
4

3

(
AF2 + r BF2

)
, F1 =

1

3
BF0 +AF1 −

5

9
BF2 − 3r CF2 ,

F2 = CF0 +
4

3
CF2 , F3 = BF1 + CF2 .

(8.32)

7For simplicity, here and in the following we denote the order of neglected higher-order polynomial terms
by O(p2n), which should not be confused with the counting scheme of the chiral expansion that may include
nonanalytic dependencies on quark masses etc.
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These can be used as theory constraints to the SM amplitude when considering that one-
loop χPT [274, 283] predicts them to be

F0 = 1.176(53) , f1 = 4.52(29)GeV−2 , f2 = 16.4(4.9)GeV−4 , f3 = 6.3(2.0)GeV−4 ,

(8.33)
where F0 was used as an overall normalization by means of fi ≡ Fi/F0 and will furthermore
serve to normalizeMC

1 .8

We now apply the same strategy to the C-odd contributions. The effective BSM operators
of Eq. (8.1), which arise from elementary considerations such as crossing symmetry and the
correct behavior under time reversal, demand the amplitudes for the ∆I = 0 and ∆I = 2

transitions at lowest contributing order to be of the form

M 6C0 (s, t, u) = i g0 (s− t)(u− s)(t− u) +O(p8) ,

M6C2 (s, t, u) = i g2 (t− u) +O(p4) ,
(8.34)

where the couplings have the dimensions [g0] = GeV−6 and [g2] = GeV−2, respectively. It
has to be remarked that this simple polynomial expansion is by far less accurate than the
full dispersive representation, but allows one to match the couplings in a convenient way.
Reproducing the structure in Eq. (8.34) with the Taylor series from above we obtain

g0 = i ε
(
CG

ε

1 + 3r DG
ε

1

)
, g2 = i ϑ

(
3AH

ϑ

1 + 3r BH
ϑ

1 +BH
ϑ

2 + 2r CH
ϑ

2

)
, (8.35)

which we wrote in explicit dependence on the subtraction constants using the Taylor in-
variants for the basis amplitudes from Eq. (8.29), by means of CG1 = εCG

ε

1 etc. In this
form, T violation demands the coupling constants g0 and g2 to be real -valued. To satisfy
this condition, the subtraction constants must be proportional to the complex conjugate of
the linear combinations of Taylor invariants, by means of

i ε
!

= cε
(
CG

ε

1 + 3r DG
ε

1

)∗
, with cε ∈ R , (8.36)

as an example for ε. While this condition fixes the phase of ε, the constant cε is left as the
only degree of freedom. We proceed analogously with ϑ. As we extract the Taylor invariants
by an expansion of the single-variable amplitudes around s = 0, we are well below the dipion
threshold, such that the contributions of the dispersion integrals are negligible for the decay
at hand. Consequently, we can drop the real part of the subtraction constants, which have
no visible effects on observables.

8In principle one can also define Taylor invariants for the SM amplitude at the two-loop level in χPT [284,
293]. However, as demonstrated in the analysis of Ref. [283], a high-precision matching requires a more
flexible dispersive amplitude (i.e., more than three subtraction constants). Aside of this small flaw, we
will demonstrate that our dispersive representation of the SM amplitude describes both the experimental
Dalitz-plot distribution and the one-loop chiral constraints very well.
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8.1.6 | Fixing the subtraction constants

Once the basis solutions AνI for the Khuri–Treiman coupled integral equations are evaluated
numerically, one can determine the free parameters of our dispersive representation for
η → 3π. In summary we have the subtraction constants α, β, γ for the SM amplitude,
where one of these can be seen as an overall normalization, as well as Re ε, Im ε fixing the
C-violating isoscalar contribution and Reϑ, Imϑ for the isotensor one.
To determine these degrees of freedom we employ a χ2-regression to three different data
sets:

• the Dalitz-plot distribution of η → π+π−π0 from the KLOE-2 collaboration [215],

• the Dalitz-plot distribution of η → 3π0 from the A2 collaboration [300], and

• the Taylor invariants ofMC
1 from one-loop χPT.

Note that the latter two only address the three free parameters of the SM amplitude.
However, these two data sets help to fix the relative phases between the contributions of
different total isospins, and furthermore any shift inMC

1 may affect the BSM contributions
when additionally comparing to the data of Ref. [215].
Let us first turn our attention to the experimental data sets from the KLOE-2 and A2
collaborations. The KLOE-2 collaboration provides the world’s highest statistics for the
measurement of the Dalitz-plot distribution in η → π+π−π0. The data distributes about
4.6 · 106 events over 371 bins, where all bins overlapping with the physical boundaries were
discarded. On the other hand, the A2 collaboration provides altogether 441 bins for a single
Dalitz-plot sextant, exploiting the symmetry of η → 3π0, and accepts bins overlapping
with the phase space boundary. It supersedes many earlier experiments on η → 3π0, which
mostly concentrated on the leading nontrivial Dalitz-plot slope parameter [270, 301–305].
Let us refer to the experimental Dalitz-plot distributions by Dexp

c,n , where the index denotes
the charged or neutral channel, respectively. The binning is given, as commonly done, in
terms of the dimensionless and symmetrized coordinates xic,n, yic,n, where the additional
index denotes the i-th bin at its center. These explicitly read

xc,n =

√
3

2MηQc,n
(uc,n − tc,n) , yc,n =

3

2MηQc,n

[
(Mη −Mπ0)2 − sc,n

]
− 1 , (8.37)

where Qc = Mη−2Mπ+−Mπ0 and Qn = Mη−3Mπ0 . The indices labeling the Mandelstam
variables correspond to the respective kinematic map given in Ref. [283].
We compare the experimental measurements to the dispersive Dalitz-plot distributions by
integrating our amplitudesMc,n over the respective bin

DDR
c,n (xic,n, y

i
c,n) =

∫
bin #i

dxc,n dyc,n |Mc,n(xc,n, yc,n)|2 . (8.38)
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The discrepancy functions χ2
c,n for the charged and neutral data sets are then defined by

χ2
c,n =

∑
i

(Dexp
c,n (xic,n, y

i
c,n)− |Mc,n(xic,n, y

i
c,n)|2

∆Dexp
c,n (xic,n, y

i
c,n)

)2

. (8.39)

To build in theory constraints on the Taylor invariants of the SM amplitude from one-loop
χPT we introduce [283]

χ2
0 =

3∑
i=1

(
fχPT
i − Re fi

∆fχPT
i

)2

, (8.40)

where the fχPT
i denote the theoretical predictions listed in Eq. (8.33). To define a real-

valued discrepancy function we restrict our analysis to the real parts of the fi and discuss
the effects of their imaginary parts in Sect. 8.1.7.1.
When carrying out the combined regression to all three data sets we minimize the combined
discrepancy function

χ2
tot = χ2

0 + χ2
c + χ2

n (8.41)

and fix the normalization of Mc such that it reproduces the Taylor invariant F0 from
Eq. (8.33). Before fixing the subtraction constants, one has to consider higher-order isospin
corrections due to the mass difference of the neutral and charged pions in the final state to
obtain an accurate description of the experimental measurements. To this end, we follow the
same strategy as proposed in Ref. [283], which shall serve as a reference for explicit formulas.
The dominant isospin-breaking contribution can be taken into account by a kinematic map,
such that the boundaries of the Dalitz plot in the isospin limit are mapped to the ones for
physical masses. All remaining isospin-breaking effects are assumed to be mostly absorbed
by electromagnetic correction factors Kc,n for the charged and neutral decay modes of
η → 3π resulting from one-loop representations in χPT [272]. While the kinematic map will
be applied to both the C-even and C-odd amplitudes, Kc,n only enter the SM amplitudes,
as we are yet missing any effective theory to account for analogous corrections in the C-
violating amplitudes. Due to the absence of I = 0 S-wave contributions, in general we
expect such electromagnetic effects to be even smaller in that case.
When minimizing the χ2 as described above, we distinguish between the four scenarios

• SMc: exclusively minimize χ2
c withM 6C0,2 = 0 ,

• BSMc: exclusively minimize χ2
c with the full amplitudeMc ,

• SMtot: minimize χ2
tot withM

6C
0,2 = 0 ,

• BSMtot: minimize χ2
tot with the full amplitudeMc .

A summary of the individual χ2 contributions to the four scenarios is given in Table 8.1.
We find for all fit scenarios considered a good agreement of our dispersive amplitude with
data. Overall the individual parts of the discrepancy function χ2

0, χ2
c , and χ2

n in the four
different scenarios are almost identical. In fact, the dispersive representation is already
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χ2
0 χ2

c χ2
n dof χ2

tot/dof p-value

SMc (1.222) 387.8 (509.5) 368 1.054 22.9%

BSMc (1.222) 383.5 (509.5) 366 1.048 25.1%

SMtot 1.247 387.9 509.3 811 1.108 1.7%

BSMtot 1.247 383.6 509.3 809 1.105 2.0%

Table 8.1: Summary of the four considered fit scenarios: SMc (exclusive, C-conserving),
BSMc (exclusive, C-violating), SMtot (combined, C-conserving), BSMtot (combined, C-
violating). For fits obtained by dropping the contributions of χ2

0 and χ2
n to the total

discrepancy function χ2
tot, their values are put in brackets. All values refer to fit results of

our central solution.

perfectly fixed by the KLOE-2 data on η → π+π−π0 alone, with the η → 3π0 Dalitz-plot
distribution and the Taylor invariants forMC

1 being a prediction in excellent agreement with
data. Accordingly, the differences between the results for the exclusive and combined fits
are marginal, i.e., comparing SMc vs. SMtot and BSMc vs. BSMtot. Taking the C-violating
contributions into account and comparing SMc vs. BSMc or SMtot vs. BSMtot respectively,
we find a minor improvement of χ2

c by about 1.1%, whereas χ2
0 and χ2

n do not change
at all at the given level of accuracy. Furthermore, comparing the resulting discrepancy
functions of the KLOE-2 and A2 data sets, we notice a slightly worse description of the
Dalitz-plot distribution for the neutral η → 3π0 mode. This small tension of the dispersive
representation forMn and the experimental measurement from A2 has also been observed
in Ref. [283]. Nevertheless, the experimental data of both the charged and neutral mode
together are well described. Consequently, adding the contributions ofM/C

0 andM/C
2 to our

dispersive representation forMc has no visible effect on the determination ofMC
1 .

Let us now elaborate on the error analysis. For the latter we consider the experimental un-
certainties from the KLOE-2 and A2 Dalitz-plot distributions,9 the uncertainty originating
from χPT constraints including the Taylor invariants for MC

1 (8.33) and the electromag-
netic correction factors Kc,n from Ref. [283], and the uncertainty resulting from the variation
of the phase shift input in the low- and high-energy region, cf. Fig. 8.1. We will treat all
these sources of error as symmetric and Gaussian distributed. Accordingly, the combined
total uncertainties are found by adding the individual contributions in quadrature and the
presented correlation matrices are calculated from the respective total covariance matrices
of the investigated quantities.
For the sake of completeness we quote the subtraction constants determined with the com-
bined regressions SMtot and BSMtot in Table 8.2, which underline the findings pointed out
in the previous paragraphs, and illustrate the corresponding comparison to the KLOE-2

9The A2 collaboration provided us with three independent sets of their data, allowing us to assess the
statistical and systematical uncertainties of their analysis. In case of the KLOE-2 data set we will consider
only the statistical errors.
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α β ·M2
π γ ·M2

π Im ε ·M2
π Imϑ · 103M2

π

SMtot 0.92(4) −0.026(3) 0.096(4) – –

BSMtot 0.92(4) −0.026(3) 0.096(4) 0.014(22) 0.068(34)

Table 8.2: Results for the subtraction constants of the SM amplitude in the first row and
the full BSM representation in the second row for the fit scenarios SMtot and BSMtot.
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Figure 8.2: Comparison of the dispersive Dalitz-plot distribution for η → π+π−π0 to experi-
mental data. The distributions are normalized to one at the Dalitz-plot center xc = yc = 0.
From top to bottom we depict slices through the Dalitz plot given for ymin

c = −0.95 to
ymax
c = 0.85 at distances of ∆yc = 0.1. We show the modulus square of the full amplitude
|Mc|2 with its uncertainty band covering the statistical and systematical errors added in
quadrature (red) as well as the central solution for the C-conserving part |MC

1 |2 (blue). The
371 data points with error bars (black) were provided by the KLOE-2 collaboration [215].

Dalitz plot in Fig. 8.2. Due to the reasons stated in Sect. 8.1.5 we will refrain from any
further discussion of the subtraction constants and instead have a look at actual observables
in the following sections. Based on the observations discussed above, we will henceforth
exclusively refer to the results obtained with the scenario BSMtot.

After fixing the C-conserving contribution with the subtraction constants listed in Table 8.2
we can compare the three contributionsMC

1 , M
6C
0 , andM

6C
2 on the level of SVAs FI , GI ,

and HI . For this purpose we depict the respective normalized P -wave SVAs in Fig. 8.3.
With the shown extrapolation to the region of the ρ(770) resonance, we observe that the
isovector and isotensor contributions, i.e., F1 and H1, are in good agreement with each
other over an energy range exceeding the physical decay region. On the contrary, these
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Figure 8.3: P -wave single-variable amplitudes as defined in Eqs. (8.26) and (8.27). Each
amplitude is normalized to 1 at s = 0 and F1 is fixed by the central values of the respective
subtraction constants from Table 8.2. The phase space for η → 3π is indicated by the gray
region.

SVAs are significantly different from the isoscalar one, i.e., G1.10 Hence the approximation
that FI(s) = GI(s) = HI(s) as assumed in Ref. [62] may not be accurate enough to
investigate possible future measurements of C-violating effects in η → π+π−π0.

8.1.7 | Extraction of observables

In this section we present the numerical results for several observables that can be extracted
from our dispersive representation of the η → 3π amplitudes. We start our discussion by
first investigating theoretical and experimental constraints imposed on the SM amplitude
and focus on a comparison of our results to the established analysis of Ref. [283], which shall
serve as a consistency check of our dispersive representation. We show that our minimal
subtraction scheme for the SM amplitude meets these requirements and can thus argue that
the application of this subtraction scheme to the BSM amplitude, cf. Eq. (8.27), is justified.
Subsequently we have a closer look at C-violating observables of the η → π+π−π0 Dalitz-
plot distribution, the occurring asymmetries, and the coupling strength of effective BSM
operators with isospins ∆I = 0 and ∆I = 2.

8.1.7.1 | Standard Model constraints

Let us start the discussion concerning the validity of our SM amplitude MC
1 by having a

look at theoretical constraints from one-loop χPT. For this purpose we extract the Taylor

10Although the effects on the physical decay range might be smaller than the extrapolations in the figure
suggest.
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Figure 8.4: Comparison of the dispersive amplitudeMC
1 with the respective tree and one-

loop level expressions obtained from χPT along the critical line s = u. The real and
imaginary parts of the dispersive amplitude are given by the red and blue bands, which
cover the range of statistical and systematical uncertainties added in quadrature. The tree
level result is depicted by the solid black line, while the one-loop real part is given by the
dashed and the imaginary part by the dotted black lines. The black open diamond denotes
the position of the Adler zero in one-loop χPT. The physically allowed region for the η → 3π
decay is depicted by the gray area.

invariants as described in Sect. 8.1.5. Our value for the normalization of the Taylor invari-
ants yields F0 = 1.176(53)− 0.0094(14) i. As stated previously we fixed the normalization
of MC

1 so that it reproduces ReF0 from Eq. (8.33), but allowed ImF0 to vary. Since the
latter is exclusively generated by contributions of the dispersion integrals to Eq. (8.26) it
is roughly two orders of magnitude smaller than ReF0 and will be neglected from now on.
For the real parts of the reduced coefficients fi and their correlation we hence find

Re f1/GeV−2 = 4.34(15) 1.00 0.24 −0.13

Re f2/GeV−4 = 12.99(52) 1.00 0.03

Re f3/GeV−4 = 7.54(59) 1.00

, (8.42)

which are in good agreement with the prediction of one-loop χPT as quoted in Eq. (8.33).
In contrast to the dispersive representation of Ref. [283], which uses a subtraction scheme
for MC

1 involving six independent subtraction constants, our minimalist scheme (8.26) is
extremely stiff. Therefore it does not allow for a large variation of the reduced Taylor
invariants, cf. Table 8.1. Similar to ImF0 the imaginary parts of the reduced invariants
Im f1 = 0.193(29)GeV−2, Im f2 = −0.006(85)GeV−4, and Im f3 = −0.128(39)GeV−4 are
found to be small. Next, we want to consider the behavior of MC

1 at its soft-pion point,
i.e., in the limit where the four-momentum of one of the pions vanishes. As current algebra
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dictates, the amplitudeMC
1 must exhibit a zero at this point. In terms of the Mandelstam

variables we will find two of these so-called Adler zeros at sA = tA = 0 and sA = uA = 0

related by crossing symmetry. These zeros are protected by chiral SU(2)L × SU(2)R flavor
symmetry, hence their positions are only subject to corrections of O(M2

π) if the pion mass
is turned on again. At tree level the amplitude exhibits a zero crossing at sA = 4

3M
2
π [288].

A study of one-loop χPT yields a slight shift of the Adler zero to sA ≈ 1.4M2
π [274]. In

Fig. 8.4 the behavior of our dispersive representation forMC
1 along the critical line s = u

is compared to the tree level and one-loop predictions of χPT. We extract the zero crossing
of the dispersive representation at

sA/M
2
π = 1.29(13) 1.00 −0.85

(sA − tA)/M2
π = −0.057(15) 1.00

, (8.43)

which is in perfect agreement with the χPT prediction. Nevertheless, we want to mention
that the Adler zeros are shifted slightly away from the critical lines s = t and s = u. The
dominating error source in Eq. (8.43) stems from the low- and high-energy uncertainties of
the phase shift input, cf. Fig. 8.1.

One last consistency check regards the observables of the neutral channel η → 3π0. Due
to the symmetry under exchange of any two Mandelstam variables we stick to the common
phenomenological parameterization in terms of the polar coordinates zn and φn given by

|Mn(zn, φn)|2 ∼ 1 + 2α zn + 2β z3/2
n sin 3φn + . . . . (8.44)

Performing a two-dimensional Taylor expansion of our amplitude results in

α = −0.0293(31) 1.00 −0.77

β = −0.0043(8) 1.00
, (8.45)

where the slope α agrees well with the Particle Data Group (PDG) world average [13] and
the parameter β is compatible with the findings of the A2 collaboration [300] as well as
with the dispersive analysis of Ref. [283]. The extraction of higher parameters is beyond
the scope of this work.

Finally, we can also calculate the ratio BR(η → 3π0)/BR(η → π+π−π0), which can be
computed from partial decay widths Γc,n defined by

Γc,n(η → 3π) =
Q2
c,n

384
√

3π3Mη

Dc,n
Sc,n

, Dc,n =

∫
dxc,n dyc,n |Mc,n(xc,n, yc,n)|2 , (8.46)

where Sc = 1 and Sn = 6 denoting the symmetry factors and Dc,n the integrals of the
Dalitz-plot distributions over the full phase space. Since contributions antisymmetric under
t↔ u cancel, Dc is determined entirely by |MC

1 |2 up to corrections quadratic in the BSM
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couplings. We extract
BR(η → 3π0)

BR(η → π+π−π0)
= 1.423(48) (8.47)

in perfect agreement with the PDG world average [13]. Note that the uncertainty quoted
in Eq. (8.47) is totally dominated by the errors on the electromagnetic correction factor
Kc,n from Ref. [283].

As our minimal subtraction scheme meets all the presented constraints imposed on the SM
amplitude, we conclude that there is no objection when applying it to the BSM contribu-
tions.

8.1.7.2 | Dalitz-plot distributions

We now turn our focus to the determination of C-violating observables in the η → π+π−π0

Dalitz-plot distribution. As already observed in Sect. 8.1.6, patterns arising from ToPe
forces have a vanishingly small influence on the goodness of the regression. Nevertheless,
we show to which order of magnitude C-and CP -violating signals in η → π+π−π0, as pre-
dicted by our dispersive representation, can be restricted with the currently most precise
measurement of the respective Dalitz plot [215]. For this purpose, it may be advanta-
geous to decompose the Dalitz-plot distribution of the total amplitude in Eq. (8.3) into its
constituents by means of∣∣Mc

∣∣2 ≈ ∣∣ξMC
1

∣∣2 + 2Re
[
ξMC

1 (M/C
0 )∗
]

+ 2Re
[
ξMC

1 (M/C
2 )∗
]
, (8.48)

where we neglected all contributions that are quadratic in C-violating amplitudes, i.e.,
|M/C

0 |2, |M
/C
2 |2, as well as 2Re [M/C

0 (M/C
2 )∗], and dropped the dependence on the dimen-

sionless coordinates xc and yc for simplicity. Since we have full control on the amplitudes
MC

1 ,M
/C
0 , andM

/C
2 appearing in Eq. (8.48), we can study their disentangled contributions

to the Dalitz-plot distribution for our central fit results individually, cf. Fig. 8.5. Obviously,
the C-conserving SM part determined byMC

1 is dominating, while the two terms linear in
the C-violating amplitudesM/C

0 andM/C
2 are suppressed by three orders of magnitude. We

remark that all remaining terms quadratic in C-violating amplitudes not shown in the figure
are suppressed by five to six orders of magnitude and are hence indeed totally negligible.
Having a look at the two contributions linear in the C-violating effects, which determine
the size of the mirror symmetry breaking of the Dalitz-plot distribution under t ↔ u, we
find both contributions to be of similar size, i.e., the interference effect of MC

1 with M/C
0

compared to the interferenceMC
1 withM/C

2 . Accordingly,M
/C
0 andM/C

2 are of the same or-
der of magnitude. Like the SM contribution |MC

1 |2, all effects quadratic in C violation are
symmetric under t↔ u and will therefore not contribute to the mirror symmetry breaking.

Due to the small phase space of the decay at hand the Dalitz plot is typically parameterized
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Figure 8.5: Decomposition of the Dalitz-plot distribution for η → π+π−π0 as given in
Eq. (8.48) for the central fit result. The normalization is chosen such that |ξMC

1 |2 (top
left) is one in the center. Note the individual scales of each contribution. The interferences
of MC

1 with M 6C0 (bottom left) and M 6C2 (bottom right) give rise to mirror symmetry
breaking in the Dalitz plot. The total C-violating contributions to the full Dalitz plot is
shown in the upper right, including the symmetry axes to define asymmetry parameters.
The left-right asymmetry ALR compares the population of the left and right halves divided
by the line tc = uc (solid vertical line), AQ the quadrants divided by tc = uc and sc = rc
(solid vertical and dashed horizontal lines), and AS the sextants divided by tc = uc, sc = tc,
and sc = uc (solid vertical and dotted diagonal lines). The most significant impacts of the
C-violating amplitudes are located in the vicinity of the kinematic boundary.

– 145 –



8.1. Dispersive representation of η → 3π

by a polynomial expansion around its center, by means of

|Mc(xc, yc)|2 ∼ 1 + a yc + b y2
c + c xc + d x2

c + e xc yc

+ f y3
c + g x2

c yc + hxc y
2
c + l x3

c + . . . ,
(8.49)

where the coefficients a, b, etc., are called Dalitz-plot parameters. By now, the first seven
coefficients of this phenomenological parameterization have been studied by the KLOE-2
collaboration [215]. Note that non-vanishing values of the coefficients c, e, h, and l odd
in xc would directly implicate C violation in η → π+π−π0 decays. We first access the
Dalitz-plot parameters for the C-conserving contribution, generated exclusively byMC

1 , by
employing a two-dimensional Taylor expansion of our amplitudeMC

1 , resulting in

a = −1.0819(14) 1.00 −0.06 0.39 −0.47 −0.37

b = 0.1487(34) 1.00 0.57 −0.66 −0.60

d = 0.088(13) 1.00 −0.92 −0.99

f = 0.1131(47) 1.00 0.90

g = −0.068(15) 1.00

. (8.50)

The uncertainties of the parameters b, d, and g are completely driven by the variation of
the phase shift input, while the uncertainties of a and f gain sizeable contributions from
all sources of error. Similarly, for the C-violating Dalitz-plot parameters generated by the
interference effects ofMC

1 withM/C
0 andM/C

2 we find

c = −0.0024(12) 1.00 −1.00 0.01 0.05

e = 0.0026(13) 1.00 −0.01 −0.05

h = 0.0034(60) 1.00 −1.00

l = −0.0014(21) 1.00

. (8.51)

The uncertainties of these four parameters are dominated by the statistical error of the
KLOE-2 data, while all other sources of uncertainty do not yield any significant contribution
to the error budget.11 Accordingly, we can confirm that all C-violating parameters vanish
within 2σ at most. Furthermore, the C-violating parameters turn out to be at least one
order of magnitude smaller than d and g, which are the smallest coefficients of the C-
conserving part of the parameterization (8.50). Separating the individual contributions to
the central values of c, e, h, and l originating from the interference effect ofMC

1 withM/C
0

we find

c = +0.0000 , e = +0.0000 , h = +0.0037 , l = −0.0013 , (8.52)

11Note that the estimated correlations between the C-conserving and C-violating parameters given in
Eqs. (8.50) and (8.51) are below 1%.
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−a b −c d e f −g h l

KLOE-2 1.095(3) 0.145(3) 0.004(3) 0.081(3) 0.003(3) 0.141(7) 0.044(9) 0.011(9) 0.001(7)

DR Orsay 1.142 0.172 - 0.097 - 0.122 0.089 - -

DR Bern 1.081(2) 0.144(4) - 0.081(3) - 0.118(4) 0.069(4) - -

this work 1.082(1) 0.149(3) 0.002(1) 0.088(13) 0.003(1) 0.113(5) 0.068(15) 0.003(6) −0.001(2)

Table 8.3: Comparison of the Dalitz-plot parameters obtained in different analyses of the
KLOE-2 data [215]. The values given in the first row are obtained by a direct fit of Eq. (8.49)
to data. The dispersive analyses from the Orsay [282] and Bern groups [283] consider the
C-conserving amplitudeMC

1 only.

whereas the interference ofMC
1 withM/C

2 yields

c = −0.0024 , e = +0.0026 , h = −0.0003 , l = −0.0002 . (8.53)

A comparison of the extracted Dalitz-plot parameters with the results from KLOE-2 as
well as the two most recent dispersive analyses on C-conserving η → 3π decays [282, 283]
are summarized in Table 8.3.

8.1.7.3 | Asymmetries and BSM couplings

Besides these coefficients, we can also investigate three asymmetry parameters to quantify
C-violating effects in the η → π+π−π0 Dalitz-plot distribution: the left-right ALR, the
quadrant AQ, and sextant AS asymmetry parameters [263–265]. These asymmetries com-
pare the population of the Dalitz-plot distribution in the different sectors defined by the
Dalitz-plot geometry, cf. Fig. 8.5. To quantify these asymmetries we follow Ref. [62] by
defining

ALR =
NR −NL

N
, AQ =

NA −NB +NC −ND

N
,

AS =
NI −NII +NIII −NIV +NV −NVI

N
,

(8.54)

with N = NR +NL and

NC =

∫
C
dxc dyc |Mc(xc, yc)|2 (8.55)

denoting the normalized number of events for the total amplitude within each region C.
In our notation, NR and NL belong to the population for positive and negative values of
xc, respectively. The regions A, B, C, D and I to VI denote the quadrants and sextants,
respectively, in clockwise ordering, where A is the quadrant for xc > 0, yc > 0 and I the
sextant completely contained in A; cf. Fig. 8.5. Carrying out each integral for our dispersive
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representation ofMc we obtain

ALR = −7.9(4.5) 1.00 −0.82 0.34

AQ = 1.9(2.5) 1.00 −0.82

AS = 2.0(3.8) 1.00

, (8.56)

where all three asymmetry parameters are given in units of 10−4. We find ALR, AQ, and
AS in good agreement with the results reported by the KLOE-2 collaboration [215]. Again,
there is no hint for C violation as all three asymmetries are compatible with zero in not
more than 1.8σ. Note that the error budget in Eq. (8.56) is completely dominated by the
statistical uncertainties of the KLOE-2 data.12

In contrast to experimental studies of C-violating effects in the η → π+π−π0 Dalitz-plot
distribution, which are limited to the investigation of xc-odd coefficients of the phenomeno-
logical parameterization (8.49) or the probe of the Dalitz-plot asymmetries, our dispersion-
theoretical analysis provides us with the tools to disentangle the individual contributions
ofM/C

0 andM/C
2 . Furthermore, we are in the position to extract coupling strengths g0 and

g2 of the underlying isoscalar and isotensor BSM operators as defined Eq. (8.35). For our
dispersive representation we obtain

g0/GeV−6 = −2.8(4.5) 1.00 0.01

g2/10−3 GeV−2 = −9.3(4.6) 1.00
. (8.57)

Note that for the central values we find a ratio of g0/g2 ≈ 103 GeV−4. This can be under-
stood as follows. Generically, as we have remarked above, the operator X /C

0 is kinematically
suppressed compared to X /C

2 by 4 orders in the chiral expansion; this means that we would
expect their coefficients to behave as |g0/g2| ∼ (1GeV)−4, the scale given by the chiral
symmetry breaking scale 4πF0 ≈ 1.16GeV. As the momenta throughout the η → 3π Dalitz
plot are of order Mπ (note the available phase space Mη − 3Mπ ≈ Mπ), this would lead
to a relative suppression of the isoscalar transition with respect to the isotensor one of
roughly (Mπ/1GeV)4 ≈ 4 × 10−4. In fact, however, the data constrains both amplitudes
including their respective coupling constants about equally, cf. Fig. 8.5, which means that
the experimental sensitivities rather behave like |g0/g2| ∼M−4

π ≈ 2.6× 103 GeV−4, in good
agreement with what we observe. This behavior of the amplitudesM/C

0 andM/C
2 has also

been observed in Ref. [62].

Furthermore we can utilize these coupling strengths to obtain a more general representation
of the Dalitz-plot asymmetries. Carrying out the phase space integrals individually for
contributions involving interference effects of M/C

0 or M/C
2 in the Dalitz-plot distribution,

we find that the asymmetry parameters (8.56) given in units of 10−4 are related to the BSM

12In fact, KLOE-2 reports that the systematic uncertainty of ALR dominates the statistical one. Like
the results for AQ and AS , ALR is therefore compatible with zero in less than 1σ if systematic effects are
taken into account.
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couplings g0 and g2 by
ALR = −0.300 g0 + 0.936 g2 ,

AQ = 0.443 g0 − 0.336 g2 ,

AS = −0.850 g0 + 0.043 g2 .

(8.58)

In these relations g0 and g2 enter in units of 1GeV−6 and 10−3 GeV−2, respectively. Equa-
tion (8.58) reveals that especially the sextant asymmetry parameter AS is sensitive to
contributions generated by M/C

0 , while effects of M/C
2 are suppressed.13 Separating for

contributions ofM/C
0 orM/C

2 to the central values of the asymmetry parameters, we find

ALR = 0.8 , AQ = −1.2 , AS = 2.4 , (8.59)

for interference effects ofMC
1 withM/C

0 , whereas the interference ofMC
1 withM/C

2 yields

ALR = −8.7 , AQ = 3.1 , AS = −0.4 . (8.60)

Once more, all asymmetry parameters are given in units of 10−4.
To conclude the discussion of η → 3π, we would like to comment on the future experimental
focus to set more severe bounds on C and CP violation. We disrecommend using the
polynomial parameterization of the Dalitz plot from Eq. (8.49), which is too inaccurate for
this purpose, mostly because the order of the polynomial, i.e., the number of degrees of
freedom, is not known a priori and depends strongly on the precision of the measurement.
On the other hand, the measurement of two out of the three Dalitz-plot asymmetries is
in principle sufficient to fix the two degrees of freedom in our amplitude representation
of C and CP violation. Note however that we predict strong correlations between the
three asymmetries, which would become even more significant if, as naturalness suggests,
the isoscalar contribution is strongly suppressed compared to the isotensor one therein.
We therefore advocate the use of the more physical decay amplitudes with proper phase
behavior in future experimental analyses.

8.1.8 | Generalization to η′ → 3π

As η and η′ have largely the same quantum numbers and differ mainly due to their masses,
the fundamental decay mechanisms into the 3π final states are also identical. In the Stan-
dard Model, η′ → 3π is also almost exclusively due to the light-quark-mass difference,
and the classification in terms of isospin amplitudes works in exactly the same way as for
η → 3π. Consequently, the same goes for C-violating decay mechanisms. To be more
precise, in Sect. 6.3.1 we have already shown that η → 3π and η′ → 3π are maximally cor-
related at leading order in the large-Nc extension of ToPeχPT. A major difference concerns
only the total widths of η and η′: while the partial widths of both mesons into three pions

13Note, however, that this would cease to be true as soon as g0/2 turned out to be of comparable natural
order as suggested by the chiral power counting, i.e., g0/g2 = O(1GeV−4), in which case even the sextant
asymmetry would be dominated by the isotensor contribution.
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are of comparable size, the lifetime of the η′ is shorter by about a factor of 150, and hence
the branching ratios make η′ → 3π relatively rare decay modes. As a result, high-precision
investigations of the corresponding Dalitz plots on the same level as for η → 3π, with the
goal to put limits on C-odd effects therein, will most likely remain extremely difficult in
the near future. To date, the BESIII collaboration has investigated the decay dynamics
in η′ → 3π most precisely, with a determination of the respective branching ratios [306], a
measurement of the η′ → 3π0 Dalitz plot [270], and the first amplitude analysis for both
charged and neutral final states [218].

Here, we merely intend to estimate the relative size between isoscalar and isotensor C-
violating transitions in η′ → π+π−π0: due to the significantly larger available phase space,
we suspect the strong kinematic or chiral suppression of the isoscalar amplitude in η →
π+π−π0 to be lifted to a certain extent; an expectation that will be borne out below. As
a result, despite the experimental difficulty due to the smaller branching ratio, as a matter
of principle η′ → π+π−π0 will be much more sensitive to the isoscalar C-odd operators.
For the purpose of this qualitative investigation, it is sufficient to consider a dispersive
representation of the η′ → π+π−π0 decay amplitude as a rescaled version of η → π+π−π0,
with the mass of the η replaced by the one for its heavier version η′, hence increasing the
available phase space. We omit the incorporation of any inelasticities, like via the dominant
decay channel η′ → ηππ.

For the purposes of our rather qualitative argument, we only investigate the phase space dis-
tributions of the C-odd contributions, because both amplitudesM 6C0 andM 6C2 only depend
on one complex subtraction constant each.

In Sect. 6.3.1 we have seen that at leading order in large-Nc the normalizations of the decays
η → π+π−π0 and η′ → π+π−π0 differ for the isotensor transition by a factor

√
2. For the

isoscalar contribution we cannot make such an argument unless we derive the corresponding
full set of ToPeχPT operators atO(p6). However, we can still argue with NDA that isoscalar
coupling in the decays of η and η′ are of the same order of magnitude. To be consistent
we therefore suppose for our qualitative estimation that the respective coupling constants
g0 and g2 are equal in both decays. Under this assumption we adjust the normalization
ofM 6C0 andM 6C2 in η′ → π+π−π0 in terms of the subtraction constants ε and ϑ to g0 and
g2 as extracted from the central results of the BSM couplings in Eq. (8.57). Note that
the contribution of the dispersion integral to the real part of the subtraction constants is
in this case not negligible due to the increased phase space. Hence we fix the subtraction
constants according to Eq. (8.36).

The thereby generated distributions of the real and imaginary parts of the C-odd amplitudes
in Fig. 8.6 show that the chiral suppression of the isoscalar transition with respect to
the isotensor one is attenuated significantly by the increased phase space, such that M6C0
dominates M 6C2 by roughly two orders of magnitude. More precisely, we predict that the
relative sensitivity to the isoscalar transition is increased by about two orders of magnitude
in comparison to the analogous η decay. This scaling can be qualitatively understood:
we have emphasized that the isoscalar C-odd operators are suppressed by four orders in
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Figure 8.6: Estimation for the distribution of the real (left) and imaginary (right) parts
of M 6C0 (top) and M6C2 (bottom) in η′ → π+π−π0 over the allowed phase space. As a
rough estimation, the normalizations of each amplitude are fixed by the central fit result
obtained for η → π+π−π0 in Table 8.2. In contrast to Fig. 8.5 additional zero lines occur
as a consequence of the interference with the ρ-resonance, which lies in the kinematically
accessible region.
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the chiral expansion with respect to the isotensor ones. However, the η′ decay into three
pions is far less a low-energy decay: the available phase space is larger by about a factor
of (Mη′ − 3Mπ)/(Mη − 3Mπ) ≈ 4. Taking this to the fourth power correctly predicts an
increased relative sensitivity by roughly a factor of 250.
A more rigorous analysis of C-odd effects can be performed once a dispersion-theoretical
fit to η′ → 3π Dalitz plots within the Standard Model is accomplished [307].

8.2 | Dispersive representation of η′ → ηππ

In this section we turn our attention to another class of ToPe forces by studying the decay
η′ → ηπ+π−. Considering the quantum numbers of the involved mesons, one can argue
in a similar manner as previously in Sect. 8.1: as the decay at hand preserves G-parity,
transitions of even isospin ∆I = 0, 2 conserve C, while odd ones violate the latter. Thus
we can write the most general amplitude up to linear order in isospin breaking as

M(s, t, u) =MC
0 (s, t, u) +M6C1 (s, t, u), (8.61)

where for this decay, as opposed to η(′) → 3π, the isoscalar amplitude MC
0 is isospin-

and C-conserving, whereas theM 6C1 violates both quantum numbers. Note that the decay
η′ → ηπ+π− is sensitive to a different class of C- and CP -violating operators from those
tested in η(′) → π+π−π0, namely the ones for transitions with ∆I = 1.
For the evaluation of the overall amplitudes we again rely on the Khuri–Treiman framework,
which was already applied to the Standard-Model contributionMC

0 in Ref. [287]. The set
of dispersion relations is built from the two scattering processes η′η → ππ (s-channel)
and η′π → ηπ (t-channel). Once more, we allow only for elastic rescattering. In order to
determine the C-odd amplitude we follow the same agenda as laid out in Sect. 8.1.

8.2.1 | Kinematics

Define the η′ → ηπ+π− transition amplitude as usual by〈
π+(p+)π−(p−) η(pη)

∣∣iT ∣∣η(Pη′)
〉

= i (2π)4 δ(4)(Pη′ − p+ − p− − pη)M(s, t, u) . (8.62)

For the invariant masses we stick to the convention

s =
(
Pη′ − pη

)2
, t =

(
Pη′ − pπ+

)2
, u =

(
Pη′ − pπ−

)2
. (8.63)

These Mandelstam variables satisfy the relation

s+ t+ u = M2
η′ +M2

η + 2M2
π ≡ 3r . (8.64)

For the s-channel scattering amplitude η′η → ππ one may write

t(s, zs) = u(s,−zs) =
1

2

(
3r − s+ zs κππ(s)

)
, (8.65)
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with
zs ≡ cos θs =

t− u
κππ(s)

, κππ(s) = σ(s)λ1/2(s,M2
η′ ,M

2
η ) . (8.66)

For the t-channel η′π → ηπ we have

s(t, zt), u(t, zt) =
1

2

(
3r − t∓ ∆

t
∓ zt κπη(t)

)
, (8.67)

with ∆ ≡ (M2
η′ −M2

π)(M2
η −M2

π). Using the kinematic function

κπη(t) =
λ1/2(t,M2

η′ ,M
2
π)λ1/2(t,M2

η ,M
2
π)

t
(8.68)

we can express the t-channel scattering angle as

zt ≡ cos θt =
t (u− s)−∆

t κπη(t)
. (8.69)

As a consequence of crossing symmetry the corresponding relations for the u-channel can
be obtained by exchanging the variables t ↔ u and zt ↔ −zu. The scattering channels
have the physical thresholds

sth = 4M2
π , tth = uth = (Mη +Mπ)2 . (8.70)

8.2.2 | Reconstruction theorem

In the ongoing, we restrict our amplitude to discontinuities in the lowest contributing partial
waves, i.e., to ` = 0 for ππ states with isospin I = 0, or ` = 1 for those with I = 1, and
to ` = 0 for the ηπ system with I = 1. We neglect the phase of the ηπ P -wave, which
has exotic quantum numbers (i.e., no resonances are expected in the quark model), and is
as suppressed at low energies in the chiral expansion as D- and higher partial waves [308].
With these approximations the decomposition of the Standard-Model amplitude in terms
of single-variable functions takes the simple form [287]

MC
0 (s, t, u) = Fππ(s) + Fηπ(t) + Fηπ(u) , (8.71)

with the abbreviations Fππ(s) ≡ F `=0
I=0ππ(s) and Fηπ(t) ≡ F `=0

I=1 ηπ(t). In this notation the
indices ππ and ηπ denote the two-particle final state of the respective scattering process.
In a similar fashion we obtain the reconstruction theorem for the C-violating amplitude

M 6C1 (s, t, u) = (t− u)Gππ(s) + Gηπ(t)− Gηπ(u) , (8.72)

which can be read off along the lines of Ref. [88]. In this equation we use the short form
Gππ(s) ≡ G1

1ππ(s) and Gηπ(s) ≡ G0
1 ηπ(s). Both reconstruction theorems can also be derived

in complete analogy to the ones quoted in Sect. 8.1.2. The ambiguities of these representa-
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tions are given by the transformations

Fηπ(t)→ Fηπ(t)− 1

2
a0 + b0 (t− r) , Fππ(s)→ Fππ(s) + a0 + b0 (s− r) ,

Gηπ(t)→ Gηπ(t) + a1 − b1 t+ c1 t (t− 3r) , Gππ(s)→ Gππ(s) + b1 + c1 s ,

(8.73)

which leave the full amplitudes unaffected.

8.2.3 | Elastic unitarity

To ensure the conservation of probability, the single-variable functions have to obey

discAππ(s) = 2i θ(s− 4M2
π)
[
Aππ(s) + Âππ(s)

]
sin δππ(s) e−iδππ(s) ,

discAηπ(t) = 2i θ
(
t− (Mη +Mπ)2

) [
Aηπ(t) + Âηπ(t)

]
sin δηπ(t) e−iδηπ(t) ,

(8.74)

with A ∈ {F ,G} and the indices of the phase shifts labeling the respective two-particle
intermediate states. Note that in case of M0 the ππ state has isospin I = 0, such that
δππ = δI=0

ππ for A = F . Analogously, the C-odd contribution M 6C1 is driven by a dipion
state that has isospin I = 1, i.e., δππ = δI=1

ππ for A = G. Introducing the abbreviations

〈zns A〉 ≡
1

2

∫ 1

−1
dzs zns A

(
t(s, zs)

)
,

〈znt A〉+ ≡
1

2

∫ 1

−1
dzt znt A

(
u(t, zt)

)
, 〈znt A〉− ≡

1

2

∫ 1

−1
dzt znt A

(
s(t,−zt)

)
,

(8.75)

the inhomogeneities for the Standard-Model amplitude, obtained by a partial-wave projec-
tion as described in Sect. 8.1.3, become

F̂ππ(s) = 2〈Fηπ〉 , F̂ηπ(t) = 〈Fππ〉− + 〈Fηπ〉+ , (8.76)

and the ones entering the C-violating amplitude yield

Ĝππ(s) =
6

κππ
〈zs Gηπ〉 ,

Ĝηπ(t) = −〈Gηπ〉+ −
3

2

(
r − t+

∆

3t

)
〈Gππ〉− +

1

2
κηπ 〈zt Gππ〉− .

(8.77)

Analogously to Eq. (8.23) we can write the general solutions as

Aππ(s) = Ωππ(s)

(
Pn−1
ππ (s) +

sn

π

∫ ∞
sth

dx
xn

sin δππ(x) Âππ(x)

|Ωππ(x)| (x− s)

)
,

Aηπ(t) = Ωηπ(t)

(
Pn−1
ηπ (t) +

tn

π

∫ ∞
tth

dx
xn

sin δηπ(x) Âηπ(x)

|Ωηπ(x)| (x− t)

)
,

(8.78)
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Figure 8.7: S-wave ηπ phase shift extracted from Refs. [258, 309] including its uncertainty
band. Left panel: behavior of the phase shift in the low- and intermediate-energy region.
The KK̄-cusp is clearly visible at about 50M2

π . The phase space for η′ → ηππ is indicated
by the gray region. Right panel: magnification of the physical decay region.

with two distinct subtraction polynomials Pn−1
ππ and Pn−1

ηπ of order n−1. The index of each
Omnès function decides which scattering phase shift is used according to Eq. (8.22). In
addition to that, one has to differentiate the case Ωππ = ΩI=0

ππ for A = F from Ωππ = ΩI=1
ππ

for A = G.

As our numerical input, we use the same ππ phase shifts as detailed in the discussion of
η → 3π in Sect. 8.1.4. For the ηπ S-wave, we employ the phase of the corresponding
scalar form factor constructed in Ref. [309], further refined by imposing constraints from
γγ → ηπ0 [258]. This phase, including the associated uncertainties, is shown in Fig. 8.7.

8.2.4 | Subtraction scheme

In this section we proceed in the same fashion as in Sect. 8.1.4 to fix the yet undetermined
number of subtractions entering the dispersive representation in Eq. (8.78). We assume
that the involved phase shifts behave in the limits s→∞ or t→∞, respectively, as

δ0
ππ(s)→ π , δ1

ππ(s)→ π , δηπ(t)→ π . (8.79)

Furthermore, we demand the asymptotics of the single-variable functions Fππ and Fηπ
resulting from the Froissart–Martin bound [102]

Fππ(s) = O(s) , Fηπ(t) = O(t) . (8.80)
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This results in a representation of the corresponding SVAs involving four (real) subtraction
constants,

Fππ(s) = Ω0
ππ(s)

(
α+ β s+ γ s2 +

s3

π

∫ ∞
sth

dx
x3

sin δ0
ππ(x) F̂ππ(x)

|Ω0
ππ(s′)| (x− s)

)
,

Fηπ(t) = Ωηπ(t)

(
λ t2 +

t3

π

∫ ∞
tth

dx
x3

sin δηπ(x) F̂ηπ(x)

|Ωηπ(x)| (x− t)

)
.

(8.81)

In Ref. [287], a more rigorous scheme with asymptotics analogous to those discussed for
η → 3π in Sect. 8.1.4 and, correspondingly, less subtractions was employed in parallel,
and found to describe the Dalitz plot data similarly well, while being more susceptible
to sizeable uncertainties due to high-energy input to the dispersion integrals. With the
adjusted input for ηπ scattering [258], this reduced scheme ceases to work well [307]. We
regard this partly as an artifact of the extremely slow asymptotic rise of the ηπ phase shift,
cf. Fig. 8.7, and therefore decide to stick to the more restrictive asymptotics for the C-odd
contribution all the same, in order to avoid a proliferation of subtraction constants therein.
The assumptions for Gππ and Gηπ hence are

Gππ(s) = O(s−1) , Gηπ(t) = O(t0) , (8.82)

such that the resulting C-violating SVAs are given by

Gππ(s) = Ω1
ππ(s)

(
%+

s

π

∫ ∞
sth

dx
x

sin δ1
ππ(x) Ĝππ(x)

|Ω1
ππ(x)| (x− s)

)
,

Gηπ(t) = Ωηπ(t)

(
ζ t+

t2

π

∫ ∞
tth

dx
x2

sin δηπ(x) Ĝηπ(x)

|Ωηπ(x)| (x− t)

)
.

(8.83)

Conventionally, the polynomial ambiguities from Eq. (8.73) were shifted such that a minimal
number of subtraction constants contributes to the Aηπ. Again, the phase of the subtraction
constants % and ζ is fixed by T violation, so thatM 6C1 has two real -valued degrees of freedom,
in contrast to the C-violating isoscalar and isotensor contributions in η → 3π which are
fixed by a single normalization each. The numerical implementation proceeds in analogy
to the strategy presented in Sect. 8.1.4.

8.2.5 | Taylor invariants

As pointed out in Sect. 8.1.5, the subtraction constants fixing our dispersive representation
are no suitable observables. Therefore we again introduce their linear combinations as
ambiguity-free Taylor invariants obtained by an expansion of the SVAs around s, t = 0, i.e.,

Aππ(s) = AAππ +BAππ s+ CAππ s
2 +DAππ s

3 + . . . ,

Aηπ(t) = AAηπ +BAηπ t+ CAηπ t
2 +DAηπ t

3 + . . . .
(8.84)
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Of course the series coefficients take different values for SM and BSM contributions. Ap-
plying these expansions to the reconstruction theorem (8.71) allows us to express the SM
amplitude by

MC
0 (s, t, u) = F0 + F1 (2s− t− u) + F2 s

2 + F3 (t2 + u2) +O(p6) (8.85)

with

F0 = AFππ + r BFππ + 2(AFηπ + r BFηπ) , F1 =
1

3

(
BFππ −BFηπ

)
, F2 = CFππ , F3 = CFηπ ,

(8.86)
where we dropped terms of cubic order in the Mandelstam variables and higher. The BSM
operator driving the ∆I = 1 transition as introduced in Eq. (8.2) demands that the matrix
element takes the form

M6C1 (s, t, u) = i g1 (t− u) (1 + s δg1) +O(p6) , (8.87)

where in addition to the effective isovector coupling g1, we also consider the leading s-
dependent correction δg1. In terms of the Taylor coefficients these quantities read

g1 = −i
(
AGππ +BGηπ + 3r CGηπ

)
, δg1 = −i

(
BGππ − CGηπ

)
/g1 . (8.88)

Note that the additional parameter δg1 ensures that the degrees of freedom of the Taylor
expansion match the ones of the dispersive representation forM6C1 . Both couplings are real-
valued as demanded by T violation and give rise to the phases of the subtraction constants %
and ζ. Anyway, the latter can be considered as purely imaginary due to the small available
phase space.

8.2.6 | Fixing the subtraction constants

According to the subtraction scheme chosen in Sect. 8.2.4, the dispersive representation
of the SM amplitude MC

0 contains the four degrees of freedom α, β, γ, λ, where again
one subtraction constant can be chosen to fix the overall normalization. The C-violating
isovector contribution M 6C1 has a total of three parameters %, ζ, and ϕ, where the latter
fixes the complex phase between MC

0 and M 6C1 . After solving for the basis solutions of
the dispersive representation in Eqs. (8.81) and (8.83), these subtraction constants can be
determined by a comparison to data.
In contrast to Sect. 8.1.6, we only consider one single data set, i.e., the Dalitz-plot dis-
tribution D of η′ → ηπ+π− from the BESIII collaboration [219]. The latter provides the
currently most precise measurement including 3.51×105 events extracted from J/ψ decays
in terms of the symmetrized coordinates

x =

√
3

2Mη′Qη′
(u− t) , y =

(Mη + 2Mπ)

2MπMη′Qη′

[
(Mη′ −Mη)

2 − s
]
− 1 , (8.89)
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χ2 dof χ2/dof p-value

FITSM 10720 10790 0.994 68%

FITBSM 10718 10788 0.994 68%

Table 8.4: Goodness of the central fit results for the SM amplitudeMC
0 (FITSM) and the

full oneM 6C1 (FITBSM) obtained by comparison with the BESIII data set [219].

α β ·M2
π γ ·M4

π λ ·M4
π Im % ·M2

π Im ζ ·M2
π

FITSM −19.0(8) 1.27(7) 0.0016(30) 0.0060(3) – –

FITBSM −19.0(8) 1.27(7) 0.0016(30) 0.0060(3) −0.04(12) 0.05(12)

Table 8.5: Results for the subtraction constants of the Standard-Model amplitude in the
first row and the full C- and CP -odd dispersive representation in the second row.

with Qη′ = Mη′ −Mη − 2Mπ. We refrain from including data sets on η′ → ηπ0π0 [219,
310, 311] in the analysis, as, in contrast to the case of η → 3π0, they do not provide truly
independent information on the SM amplitude, but rather probe subtle isospin-breaking
effects [287, 312]. We determine the subtraction constants by minimizing the discrepancy
function

χ2 =
∑
i

(
D(xi, yi)− |M(xi, yi)|2

∆D(xi, yi)

)2

, (8.90)

for which we compute our dispersive amplitudeM on the discrete grid covering the centers
of all measured bins. and normalize M to reproduce the according experimental decay
width Γ(η′ → ηπ+π−) = 79.9(2.7) keV taken from the PDG [13].
We proceed by carrying out the regression using the pure SM amplitude MC

0 as well as
the one for the full BSM contributionM =MC

0 +M6C1 . The results for these fit scenarios,
denoted as FITSM and FITBSM, are listed in Table 8.4 and the corresponding subtraction
constants can be found in Table 8.5. We observe that the additional inclusion of the C-
violating ∆I = 1 transition does not have any visible influence on the overall goodness of
the regression. As an illustration of the latter we show the phase space corrected x- and
y-projections of the Dalitz plot in Fig. 8.8. Note that the small effects of mirror symmetry
breaking are apparent in the x-projection.
Due to the fact that the current constraints for the η′ → ηπ+π− SM amplitude are by far
less restrictive than the ones pointed out for η → 3π in Sect. 8.1.7.1, we omit an elaborate
analysis of the asymmetric systematical errors when varying the input for the ηπ phase
shift shown in Fig. 8.7 [307]. However, we remark that these systematical errors for the SM
amplitude may increase up to the same order of magnitude as the corresponding statistical
ones. In either way, the C-violating observables in the central scope of this analysis are
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Figure 8.8: Dalitz-plot projections in x- and y-direction, which are divided by the corre-
sponding phase space. We show the measurement of Ref. [219] overlayed with our dispersive
representations covered by the red error bands. Note that the theoretical x-projection on
the left is not perfectly symmetric, due to C-violating contributions. In both panels we
depict our central solution for the C-conserving part |MC

0 |2 by the dotted blue line.

dominated by their statistical uncertainties.

8.2.7 | Extraction of observables

In this section we work out the numerical results of our dispersive representation for various
C-violating observables in the η′ → ηπ+π− amplitudes. Similar to Sect. 8.1.7 we first discuss
the validity of our SM amplitude. To this end we extract the Adler zeros and the Taylor
invariants in Sect. 8.2.7.1. Thereafter we extract patterns of C violation in the Dalitz-plot
distribution, investigate the occurring asymmetries, and compute the coupling strength of
an effective isovector BSM operator X 6C1 .

8.2.7.1 | Standard Model constraints

The Taylor invariants Fi defined in Sect. 8.2.5 allow us to extract coefficients that can
be compared to theoretical analyses for the η′ → ηπ+π− SM contribution as for instance
large-Nc χPT or RχT [313, 314].
As described in Sect. 8.2.4, we use four real-valued subtraction constants to fix the SM
amplitude. These can be translated to the Taylor invariants

F0 = −13.0(7) 1.00 −0.67 0.91 −0.49

f1/GeV−2 = −0.3(1) 1.00 −0.86 0.97

f2/GeV−4 = 3.0(4) 1.00 −0.72

f3/GeV−4 = −1.2(1) 1.00

, (8.91)

where F0 serves as an overall normalization by means of fi ≡ Fi/F0. Possible imaginary
parts of the Taylor invariants are exclusively generated by the dispersion integrals (8.81)

– 159 –



8.2. Dispersive representation of η′ → ηππ

◆◆◆◆

◆◆

-40 -20 0 20 40
-6

-4

-2

0

2

4

6

8
-0.6 -0.4 -0.2 0 0.2 0.4 0.6

Figure 8.9: Standard-Model amplitudeMC
0 for η′ → ηπ+π− evaluated along the line s =

2M2
π . The prediction for the real (imaginary) part of our dispersive amplitude is colored in

red (blue). The naively expected Adler zeros from chiral symmetry at (t−u) = ±(M2
η′−M2

η )

are marked by the black diamonds. In this picture the normalization of the amplitude MC
0

is chosen such that it reproduces the physical decay width.

and are disregarded in the following.
Furthermore we want to study the behavior of the SM amplitude outside the physical region
at its soft-pion points. Chiral SU(2)R×SU(2)L symmetry expects two Adler zeros to show
up at (t− u) = ±(M2

η′ −M2
η ) along the line s = 0 in the limit of massless pions [315–317].

Therefore, in analogy to Ref. [287] we study our dispersive amplitude for on-shell pions
along the critical line s = 2M2

π . Ref. [318] claimed that the incorporation of the scalar
a0(980) propagator renders the amplitude free of Adler zeros. The fact that Adler zeros are
immanent in our dispersive representation, but slightly shifted from their soft-pion points
to smaller values of |t− u| as can be seen in Fig. 8.9, refutes the statement. This behavior
was also found by the first dispersive analysis of η′ → ηπ+π− in Ref. [287]. We find that
the two zeros are located at

(tA − uA)/(M2
η′ −M2

η ) = ±0.902(23) . (8.92)

An updated analysis of the SM η′ → ηππ decay presented in Ref. [287] is currently in
progress [307], based on the latest high-statistics Dalitz-plot measurements from A2 [311]
and BESIII [219] for the charged and neutral decay modes.

8.2.7.2 | Dalitz-plot distribution

Let us continue our discussion on C-violating patterns arising from the ∆I = 1 transition
η′ → ηπ+π− Dalitz-plot distribution and quantify corresponding observables. Dropping
the dependencies on the coordinates x and y and neglecting the contribution of |M6C1 |2, the
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Figure 8.10: Dalitz-plots decomposition for η′ → ηπ+π− as given in Eq. (8.93) for our
central solution. The normalization is chosen such that the full amplitude |M|2 is one
in its center. The interference term of MC

0 and M6C1 gives rise to the breaking of mirror
symmetry. Note the relative order of magnitudes between the individual contributions.

Dalitz-plot distribution arising from Eq. (8.61) can be written as

|M|2 ≈ |MC
0 |2 + 2 Re

[
MC

0 (M6C1 )∗
]
, (8.93)

which is depicted in Fig. 8.10. We observe a similar, however slightly flattened, hierarchy as
in the case of η → 3π worked out in Sect. 8.1.7.2. The interference term giving rise to the
Dalitz-plot asymmetry is constrained to be three orders of magnitude smaller than the SM
contribution |MC

0 |2, whereas the pure ∆I = 1 contribution |M6C1 |2 is suppressed by four
orders of magnitude. We furthermore conclude that the current state of precision for the
η′ → ηπ+π− Dalitz plot merely restricts the effects of the C-violating isovector transition
to the relative per mille level.

Given the small phase space of the process, the momentum distribution is quite smooth
and commonly approximated by the same expansion as introduced in Eq. (8.49), but with
adapted coordinates x and y from Eq. (8.89). The BESIII collaboration finds that the first
three C-even coefficients a, b, and d of this expansion are sufficient to parameterize the
Dalitz plot, as all other parameters of higher orders in x and y, as well as all parameters
odd in x indicating C violation, are found to be compatible with zero within less than one
standard deviation. A two dimensional Taylor expansion around the center of our dispersive
representation of the Dalitz plot gives rise to the parameters

a = −0.058(4) 1.00 −0.32 −0.01 −0.21 −0.02

b = −0.050(7) 1.00 0.00 0.32 −0.01

c = 0.004(3) 1.00 0.00 −0.16

d = −0.063(4) 1.00 −0.02

e = 0.000(7) 1.00

. (8.94)
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where we neglect correlations smaller than 1% on the right-hand side. Considering the
respective errors we find a perfect agreement of all our parameters with the experiment [219].
In particular there is no indication for C violation as c and e are effectively zero.

8.2.7.3 | Asymmetry and BSM coupling

To finalize our analysis we quantify the asymmetry and the coupling strength of the ∆I = 1

transition in η′ → ηπ+π− and apply the same procedure as in Sect. 8.1.7.3. We find the
left-right asymmetry in units of 10−3 to be

ALR = 2.1(1.5). (8.95)

Thus the mirror symmetry breaking vanishes within roughly 1.4σ. Furthermore, we can
parameterize ALR in terms of the Taylor invariants

g1/GeV−2 = 0.7(1.0) 1.00 −0.89

δg1/GeV−2 = −5.5(7.3) 1.00
. (8.96)

which were introduced in Eq. (8.88) as the effective isovector coupling g1 and its leading
s-dependent correction δg1, respectively. This allows us to write the left-right asymmetry,
again in units of 10−3, in the compact form

ALR = 6.6 g1

(
1 + 0.10 δg1

)
, (8.97)

where g1 and δg1 enter in units of GeV−2.

8.3 | Summary

In this study, we have put the pioneering work of Ref. [62] for C- and CP -violating am-
plitude representations in the decay η → π+π−π0 into a rigorous dispersion-theoretical
framework, and extended the formalism to the analysis of C and CP violation in the
hadronic three-body decays of the η′. Strictly relying on the fundamental principles of
analyticity and unitarity, we constructed all three η → π+π−π0 amplitudes of distinct total
isospin, i.e., the SM amplitudeMC

1 as well as the C-violating isoscalar and isotensor con-
tributions M 6C0 and M 6C2 , non-perturbatively based on ππ phase shifts. We demonstrated
that the same constraints—all amplitudes are not allowed to grow asymptotically for large
energies—allow us to describe the experimental data by the KLOE-2 collaboration [215],
fulfill constraints from chiral perturbation theory onMC

1 , and reduce the freedom in the C-
violating amplitudes to only one single complex normalization constant each. The phase of
the latter is fixed by hermiticity and T violation, resulting in one real -valued free parameter
for the isoscalar and isotensor transition, respectively. Ensuring that the Standard-Model
contribution is in good accordance with the dispersive representation of Ref. [283], we ex-
tracted the contributions of M 6C0 and M 6C2 , whose interference with MC

1 give rise to the
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breaking of mirror symmetry in the η → π+π−π0 Dalitz-plot distribution. We confirmed
that the currently most precise measurement of the latter restricts the C-violating effects
to a relative per mille level. Due to the strong kinematic suppression of M 6C0 —the corre-
sponding operator is smaller by four orders in the chiral expansion compared toM6C2 —the
accompanying effective coupling constant g0 is far less rigorously constrained than g2, by
about three orders of magnitude.
Although there is no sufficiently precise Dalitz-plot measurement for η′ → π+π−π0 yet, we
have demonstrated that, in principle, the larger available phase space lifts the suppression
of the isoscalar C-odd amplitude to a large extent, making a potential mirror-symmetry
breaking therein more sensitive to M 6C0 by roughly two orders of magnitude than in η →
π+π−π0.
In a similar manner, we established a framework to analyze the decay η′ → ηπ+π−, which
is sensitive to another class of C- and CP -violating operators with isospin I = 1. In this
decay the amplitude decomposes into the isoscalar SM amplitude MC

0 and a C-violating
isovector contributionM 6C1 . A regression to the Dalitz plot of the BESIII collaboration [219]
yields again no evidence for C-violating effects and limits their patterns to a relative per
mille level.
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Chapter 9

Correlations of C and CP violation in η → π0`+`− and
η′ → η`+`−

In this chapter we reconsider the C- and CP -violating radiative decays η → π0γ(∗) and
η′ → ηγ(∗) and the corresponding semi-leptonic channels after pair production. Given that
η(′) as well as π0 have the eigenvalue C = +1 but photons have C = −1, C is violated in
general if η(′) decays into an arbitrary number of uncharged pions and an odd number of
photons. This consideration also holds for radiative decays of the η′ into an η. To shorten
the notation we will refer to both processes collectively by X → Y γ(∗). Regarding the
involved angular momenta, Y (S = 0) and γ(∗)(S = 1) have to be in a relative P -wave in
order to couple to X(S = 0). The parity of the Y γ(∗) state PY γ = PY Pγ · (−1)L = −1 is
thus the same as the parity of X. Consequently, parity is conserved and the decays at hand
additionally violate CP , thus offering an opportunity to investigate ToPe forces. The decay
into a real, transverse photon violates both gauge invariance and the conservation of angular
momentum [34, 220]. Therefore, the focus shall be laid on X → Y γ∗ → Y `+`−, where the
off-shell photon decays subsequently into a pair of charged leptons. At the theoretical front,
the investigation of this BSM one-photon exchange urgently requires an update [221, 319]
in comparison to analyses of the SM contribution, cf. Refs. [226, 228, 259–261, 320, 321],
as well as studies of other BSM effects in these decays [34, 322]. From an experimental
point of view, bounds on all the leptonic channels have already been set [203–205] and may
become more stringent in future measurements [38–41, 323–325].
Assuming that the underlying new physics generating the C- and CP -odd decays X →
Y `+`− originates from sources at some high-energy scale Λ, there are in principle three
dominant mechanisms to consider:

1. short-distance contributions to the dilepton final state,

2. long-distance contributions caused by C- and CP -odd photon–hadron couplings,

3. long-distance contributions induced by hadronic intermediate states.

For the first two classes we rely on ToPeχPT as proposed in Ref. [2]. One intricacy of
the contribution by hadronic intermediate states is that the subsequent photon is allowed
to have both isoscalar and isovector components. To predict the involved isovector tran-
sitions in a model-independent way, one can utilize the X → Y π+π− amplitudes derived
non-perturbatively in the Khuri–Treiman framework [1] and establish dispersion relations
for the respective transition form factors. Analogous relations have previously been derived
for the decays ω, φ, J/ψ → π0γ∗ [262, 326–329], which are compatible with conservation of
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Figure 9.1: Contributions to the C- and CP -odd decay X → Y `+`−. The first diagram
describes a short-range semi-leptonic four-point vertex, the second one includes a long-
range hadron–photon coupling, while the last two diagrams account for possible hadronic
intermediate states. Among the latter, the pion loop corresponds to an isovector transition
while the vector-meson conversion respects the isoscalar part of the virtual photon. The
black dot, the red box, the gray circle, and the blue box refer to different C- and CP -
violating vertices, while the white circle is C- and CP -conserving.

all discrete symmetries. In addition, we sketch an idea of how to evaluate the isoscalar con-
tribution of the photon, employing a less sophisticated, but still symmetry-driven, vector-
meson-dominance (VMD) model for the decay X → Y γ∗. By an analytic continuation of
the three-body amplitudes X → Y π+π− to the second Riemann sheet we can extract ρY X
couplings, which can be related to the relevant ones with the same total isospin in the VMD
model using SU(3) symmetry and naive dimensional analysis (NDA).
To extract observables of the C- and CP -violating contribution in X → Y `+`− driven
by a one-photon exchange we pursue the following strategy. First, we consider the phe-
nomenology behind the three mechanisms mentioned above in Sect. 9.1. For this purpose
we lay out the basic definitions of kinematics and relate the amplitude to the (differen-
tial) decay widths in Sect. 9.1.1. We discuss the short-range semi-leptonic operators, the
long-range direct photon–hadron couplings, and the long-range hadronic contributions on a
general level in Sects. 9.1.2–9.1.4, respectively. Subsequently, Sect. 9.1.5 includes a discus-
sion of the feasibility of these contributions. The remainder of the article solely focuses on
long-distance contributions with hadronic intermediate states. In Sect. 9.2 we investigate
the isovector contributions to these hadronic long-range effects. For this purpose, we first
sketch the C- and CP -odd contributions to the decays X → Y π+π− in Sect. 9.2.1, which
serve as input to the respective transition form factors. The computation of the latter is
discussed in Sect. 9.2.2. In Sect. 9.2.3, we extract the corresponding C-odd couplings of
the ρ(770) resonance to ηπ0 and η′η by analytic continuation in the complex-energy plane.
Subsequently, we estimate the size of the hadronic long-range effects in the isoscalar parts in
Sect. 9.3. Finally, we present the predicted upper limits on the branching ratios in Sect. 9.4
and close with a short summary and outlook in Sect. 9.5.

9.1 | Phenomenology

In this section we discuss the phenomenological importance of the three mechanisms driving
X → Y `+`− and provide the model-independent expressions for them. As an illustration
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we depict the different contributions in Fig. 9.1. For simplicity we adapt the notation and
conventions introduced for the construction of operators in ToPeχPT in Ref. [2] without
further details.

9.1.1 | Kinematics

Consider the transition amplitude X(P )→ Y (p)`+(p`+)`−(p`−), with two pseudoscalars X
and Y of masses MX > MY . Conventionally, we describe the three-body decay in terms of
the Lorentz invariants

s = (P − p)2, t` = (P − p`+)2, u` = (P − p`−)2. (9.1)

Throughout we use the electromagnetic quark current

Jµ =
∑
f

Qf q̄fγµqf , (9.2)

where Qf indicates the electric charge of the respective quarks with flavor f and is conven-
tionally used in units of the proton charge e. In order to define a singularity-free electro-
magnetic transition form factor for X → Y γ∗ we proceed as follows. Similar to Sect. 3.4.2
we can employ Poincaré invariance to write

〈Y (p)|Jµ(0)|X(P )〉 = −i
[
(P + p)µA(s) + qµB(s)

]
, (9.3)

where the imaginary unit accounts for T -violation, the photon momentum is indicated by
qµ = (P − p)µ, and A, B denote scalar functions. Both sides of this equation have to obey
the Ward identity

〈Y (p)|qµJµ(0)|X(P )〉 = −i
[
(M2

X −M2
Y )A(s) + sB(s)

] !
= 0. (9.4)

To render the X → Y γ∗ amplitude free of singularities,1 we introduce the electromagnetic
transition form factor FXY as

A(s) ≡ s · FXY (s). (9.5)

Combining the preceding equations we obtain

〈Y (p)|Jµ(0)|X(P )〉 = −i
[
s(P + p)µ − (P 2 − p2)qµ

]
FXY (s) ≡ −iQµ FXY (s) .2 (9.6)

1Analogous considerations have been made for the kaon decay K → πγ in Ref. [223].
2This exercise can be repeated for real photons, with the only distinction that a polarization vector

εµ(q) contracting with Qµ is added. Due to the on-shell condition s = 0, the first term in Qµ vanishes.
The remaining contribution is proportional to qµεµ(q) = 0. Consequently, the decay into a real, transverse
photon violates gauge invariance and the conservation of angular momentum. See also Ref. [220] for more
information.
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Note that FXY (s) thus defined is real at leading order in ToPeχPT. Upon contraction with
the lepton current the full decay amplitude becomes

iM(X → Y `+`−) = e2 (P + p)µFXY (s) ūr(p`−)γµvr′(p`+), (9.7)

where the term proportional to qµ drops out due to current conservation [319]. In the
course of this work, we will see explicitly that the amplitude of each mechanism restores
this functional form. Taking the squared absolute value and summing over the lepton spins,
one may obtain the doubly differential decay width [229]

dΓ(X → Y `+`−)

ds dτ
=

α2

16πM3
X

(
λ
(
s,M2

X ,M
2
Y

)
− τ2

)
|FXY (s)|2, (9.8)

in terms of the electromagnetic fine-structure constant α = e2/4π, the Källén function
λ(x, y, z) = x2 + y2 + z2 − 2(xy + xz + yz), and the Lorentz invariant τ = t` − u`. The
τ -integration can be carried out analytically, giving

dΓ(X → Y `+`−)

ds
=

α2

8πM3
X

λ3/2
(
s,M2

X ,M
2
Y

)
σ`(s)

(
1−

σ2
` (s)

3

)
|FXY (s)|2, (9.9)

where σ`(s) =
√

1− 4m2
`/s and the physical range is restricted to s ∈

(
4m2

` , (MX −MY )2
)
.

Throughout, we use the masses me = 0.51MeV, mµ = 105.66MeV, Mη = 547.86MeV,
Mη′ = 957.78MeV, Mπ± = 139.57MeV, and Mπ0 = 134.98MeV [13]. For later use, we also
quote the vector-meson masses Mρ = 775MeV and Mω = 782.66MeV [13]. The errors and
additional decimal digits on all of these masses are negligible in our analysis.

9.1.2 | Direct semi-leptonic contributions to X → Y `+`−

In Ref. [2] it was shown that the only C-odd, P -even semi-leptonic four-point vertex to
η → π0`+`− at lowest order in the QED fine-structure constant and soft momenta originates
from the dimension-8 LEFT operator

O(u)
`ψ ≡

c
(u)
`ψ

Λ4
¯̀γµ`ψ̄γνT aψGaµν , (9.10)

where c(u)
`ψ denotes flavor-dependent Wilson coefficients.3 The choice of the high-energy

scale Λ depends on the interpretation of the ToPe operators: in the picture of LEFT, Λ can
be in the order of the electroweak scale, while in the spirit of the Standard Model effective
field theory Λ is a typical BSM scale. The respective leading ToPeχPT operators in the

3In contrast, CP -violating quark–lepton operators that contribute to these decays but are C-even and
P -odd already appear at dimension 6 [44, 322].
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large-Nc limit read [2]

X̄
(u)
`ψ ⊃

c
(u)
`ψ

Λ4
ḡ

(u)
1 iϕ

〈
λL∂µŪ

†Ū − λR∂µŪ Ū †
〉
¯̀γµ` , (9.11)

where we employ the simple single-angle η-η′ mixing scheme [330], for which the singlet
component corresponds to

ϕ =

√
2

3
√

3F0

η +
4

3
√

3F0

η′ . (9.12)

The meson matrix in the large-Nc limit is then given by

Ū = exp

(
iΦ̄

F0

)
, where Φ̄ =


1√
3
η′ +

√
2
3η + π0

√
2π+

√
2K+

√
2π− 1√

3
η′ +

√
2
3η − π

0
√

2K0

√
2K−

√
2K̄0 2√

3
η′ −

√
2
3η

 .

(9.13)
Furthermore, in relation (9.11) we have introduced the spurion matrices λL,R in fla-
vor space, which were defined in Ref. [2] and acquire the same physical values, namely
λL,R ∈ {diag(1, 0, 0), diag(0, 1, 0), diag(0, 0, 1)} for the quark flavor ψ = u, d, s, respec-
tively. Besides, F0 denotes the common meson decay constant in the combined chiral and
large-Nc limit, F0 . Fπ ≈ 92.3MeV. Summing over ψ and only picking the interactions
relevant for our interests, the operator X̄(u)

`ψ gives rise to the leading-order Lagrangians

LXY `+`− =
1

Λ4F 2
0

NX→Y `+`− ¯̀γµ`X∂µY (9.14)

with the normalizations

Nη→π0`+`− ≡
2
√

2

3
√

3
ḡ

(u)
1

(
c

(u)
`u − c

(u)
`d

)
, Nη′→η`+`− ≡

2
√

2

3
ḡ

(u)
1

(
c

(u)
`u + c

(u)
`d −2c

(u)
`s

)
. (9.15)

Both processes are uncorrelated as their normalizations are linearly independent; the flavor
combinations reflect the isospin and SU(3) structure of the transitions. Making use of the
Dirac equation for the leptons, the corresponding matrix element yields

iM = e2(P + p)µF1(s) ūr(p`−)γµvr′(p`+) , (9.16)

with

F1(s) ≡ − 1

2e2Λ4F 2
0

NX→Y `+`− ∼ −
1

Λ4

2πF 2
0

e2
= − F 2

0

2αΛ4
. (9.17)

In the last step we applied the NDA assumption NX→Y `+`− ∼ 4πF 4
0 . Note, however, that

the sign of the normalization is not fixed by NDA.
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9.1.3 | Direct photonic contributions to X → Y γ∗

The leading-order contribution to the effective Lagrangian of X → Y γ∗ reads [2]

LX→Y γ∗ =
1

Λ4F 2
0

NX→Y γ∗∂µX∂νY Fµν +O(p6). (9.18)

We may access the normalization NX→Y γ∗ using NDA, by regarding the possible sources on
the level of LEFT, cf. Ref. [2]. In this discussion we can directly ignore LEFT sources whose
leading-order contributions in ToPeχPT are proportional to the ε-tensor and can thus not
generate an even number of pseudoscalars and at the same time preserve parity. The NDA
estimate of NX→Y γ∗ for the chirality-breaking dimension-7 LEFT quark-quadrilinear [109–
112, 158]

O(a)
ψχ =

v

Λ4
c

(a)
ψχ ψ̄D

~

~

µγ5ψχ̄γ
µγ5χ , (9.19)

which is in the focus of Ref. [2], yields evF 3
0 /4π, with Higgs vev v. For the C- and CP -odd

dimension-8 operators listed in this reference with two quarks and two gluon field strengths,
four quarks and one gluon field strength, four quarks and one photon field strength, we have
NX→Y γ∗ ∼ eF 4

0 , eF 4
0 /(4π), F 4

0 , respectively. It has to be underlined that each of these
estimates may differ by one order of magnitude, possibly rendering all of these operators to
the same numerical size. However, in the scope of these NDA estimations, we assume the
normalization of the dimension-7 LEFT operator to dominate the remaining ones.
Using LX→Y γ∗ to evaluate the C-odd vertex in the second diagram of Fig. 9.1, we obtain
the matrix element [2]

iM = e2(P + p)νF2(s) ūr(p`−)γνvr′(p`+) , (9.20)

with
F2(s) ≡ 1

2eΛ4F 2
0

NX→Y γ∗ ∼
vF0

8πΛ4
. (9.21)

Again, NDA does not provide any information on the sign of the amplitude. Comparing
Eqs. (9.17) and (9.21), we note F2(s)/F1(s) ∼ αv/(4πF0) ≈ 1.5, hence both contributions
are really expected to be of comparable size.

9.1.4 | Hadronic long-range effects

The hadronic long-range contributions to the transition form factor can be constructed with
knowledge about ToPe forces in X → Y π+π− [1]. As we cannot assume isospin to be a
good symmetry for this kind of BSM physics, we consider in the following sections both the
isovector and isoscalar part of the photon.

9.1.4.1 | The isovector contribution

In this section we establish dispersion relations for hadronic contributions of the C- and
CP -odd transition form factor FXY and restrict the calculation to the isovector part of
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X
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π+
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Figure 9.2: Discontinuity of the X → Y γ∗ transition form factors, representative for the
decays η → π0γ∗ and η′ → ηγ∗. The white blob denotes the pion vector form factor and the
gray one the C-violating contributions to the η → π0π+π− and η′ → ηπ+π− amplitudes,
respectively. The dashed line illustrates the unitarity cut.

the photon. The discontinuity of X → Y γ∗, as depicted in Fig. 9.2, can be calculated
by applying a unitarity cut on the dominant intermediate state, i.e., two charged pions,
allowing us to access the transition form factor in a non-perturbative fashion. The first
ingredient to the discontinuity in Fig. 9.2 is indicated by the gray blob and describes the
C- and CP -odd contributions to the hadronic X → Y π+π− decay amplitude defined by〈

Y (p)π+(p+)π−(p−)
∣∣iT ∣∣X(P )

〉
= (2π)4 δ(4)(P − p− p+ − p−) iMXY (s, t, u) . (9.22)

These amplitudes will be discussed in detail for the different cases in Sect. 9.2. The remain-
ing contribution is the pion vector form factor defined via the current4

〈π+(p+)π−(p−)|Jµ(0)|0〉 = (p+ − p−)µF
V
π (s) . (9.23)

Note that this equation and Eq. (9.6) differ, beside the respective momentum configuration,
by an explicit imaginary unit as demanded by their different behavior under time reversal.
With only elastic rescattering taken into account, the pion vector form factor obeys the
discontinuity relation

discF Vπ (s) = 2i F Vπ (s) sin δ1(s)e−iδ1(s)θ(s− 4M2
π) , (9.24)

where δ1(s) denotes the P -wave ππ phase shift with two-body isospin Iππ = 1. The most
general solution to this equation is given in terms of the Omnès function [105]

F Vπ (s) = Pn(s) Ω1(s) = Pn(s) exp

(
s

π

∞∫
4M2

π

δ1(x)

x(x− s)
dx

)
, (9.25)

with a real-valued subtraction polynomial Pn of order n. The index of the Omnès function
indicates the isospin Iππ of the dipion state. The pion vector form factor is expected to
behave as F Vπ (s) � 1/s for large energies [331–338] (up to logarithmic corrections), and to

4In the isospin limit, which we will employ for the pion form factor in the following, only the isovector
contribution of the current contributes, i.e., J(1)

µ = 1
2

(
ūγµu− d̄γµd

)
.
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be free of zeros [338, 339]. Thus, Pn is a constant and can be set to 1 due to gauge invariance,
such that F Vπ (s) = Ω1(s). For consistency we waive the incorporation of inelastic effects,
which we do not consider in X → Y π+π− either. In the region of the ρ(770) resonance
dominating F Vπ (s), these are known to affect the form factor by no more than 6%, depending
on the phase shift used as input [233]. Given other sources of uncertainty in the present
study, we consider this error negligible.

When we cut the dipion intermediate state in Fig. 9.2, the discontinuity of the isovector
contribution F (1)

XY to the transition form factor FXY becomes

QµdiscF
(1)
XY (s) =

∫
d4k

(2π)2
δ(k2 −M2

π) δ
(
(q − k2)−M2

π

)
MXY (s, t, u) (q − 2k)µF

V ∗
π (s) ,

(9.26)
where t = (P − p+)2 and u = (P − p−)2. Carrying out the trivial momentum integration
over the delta distributions we obtain

QµdiscF
(1)
XY (s) =

i

32π2
σπ(s)F V ∗π (s)

∫
dΩkMXY (s, t, u)(q − 2k)µ, (9.27)

with dΩk = dφ dz. In order to handle the kµ dependence of the integrand we express it in
terms of the remaining momenta. For this purpose we use (again in analogy to Sect. 3.4.2)
the ansatz ∫

dΩkMXY (s, t, u)(q − 2k)µ
!

= (P + p)µI1 + qµI2 , (9.28)

with two yet undetermined integrals I1,2. We contract each side of this equation with qµ

and (P + p)µ to obtain the system of linear equations

0 = (M2
X −M2

Y ) I1 + s I2,∫
dΩk κ(s)zMXY (s, t, u) = (2M2

X + 2M2
Y − s) I1 + (M2

X −M2
Y ) I2 ,

(9.29)

with

z =
t− u
κ(s)

, κ(s) = σπ(s)λ1/2(s,M2
X ,M

2
Y ) , and σπ(s) =

√
1− 4M2

π

s
. (9.30)

From this we obtain

I1 = −σ2
π(s)

s

κ(s)

∫
dΩk zMXY (s, t, u) = − s

M2
X −M2

Y

I2 . (9.31)

Hence, the angular integral can be rewritten as∫
dΩkMXY (s, t, u)(q − 2k)µ =

[
qµ
M2
X −M2

Y

s
− (P + p)µ

]
sσ2

π(s)

κ(s)

∫
dΩk zMXY (s, t, u).

(9.32)
Identifying the expression in brackets as (−Qµ/s), carrying out the trivial integration over
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η′ → ηπ+π−
analytic cont.←−−−−−−−−→ gρηη′ SU(3), NDA←−−−−−−−−→

isospin I=1

gωπη, gφπη VMD←−−−→ η → (ωπ0 →) π0γ∗

η → π0π+π−
analytic cont.←−−−−−−−−→ gρπη SU(3), NDA←−−−−−−−−→

isospin I=0

gωηη′ , gφηη′ VMD←−−−→ η′ → (ηω, ηφ→) ηγ∗

Figure 9.3: Schematic sketch of the strategy to extract the isoscalar contribution of the
η → π0γ∗ (η′ → ηγ∗) transition form factor (blue) from the C- and CP -odd η′ → ηπ+π−

(η → π0π+π−) amplitude (red) using vector-meson couplings (green).

the azimuthal angle φ, and inserting the result in Eq. (9.27), we find that

discF (1)
XY (s) = − 1

24π
σ3
π(s)F V ∗π (s) fXY (s) θ(s− 4M2

π) , (9.33)

where σπ(s) =
√

1− 4M2
π/s. In this discontinuity relation the quantity fXY denotes the

P -wave projection of the hadronic decay amplitude given by

fXY (s) ≡ 3

2κ(s)

∫ 1

−1
dz zMXY (s, t, u), (9.34)

with
z =

t− u
κ(s)

and κ(s) = σπ(s)λ1/2
(
s,M2

X ,M
2
Y

)
. (9.35)

Adapting the high-energy behavior of fXY and δ1 from Ref. [1], an unsubtracted dispersion
relation is sufficient to ensure convergence of the remaining integral over the discontinuity,
such that the form factor can be evaluated with

F
(1)
XY (s) =

i

48π2

∫ ∞
4M2

π

dxσ3
π(x)F V ∗π (x)

fXY (x)

x− s
. (9.36)

9.1.4.2 | The isoscalar contribution

In order to estimate the isoscalar contribution, we apply a VMD pole approximation and
consider a vector-meson conversion of γ∗ to vµ, with v ∈ {ω, φ}, cf. the very right diagram in
Fig. 9.1. While this strategy is not as model-independent and sophisticated as the dispersive
analysis of the isovector part of γ∗, it serves as a good approximation to at least estimate the
relative size of this contribution, not least due to the narrowness of the ω and φ resonances
dominating isoscalar vector spectral functions at low energies. Furthermore, this ansatz
even correlates the decay η → π0γ∗ to η′ → ηπ+π− and η′ → ηγ∗ to η → π0π+π− by
following the strategy sketched in Fig. 9.3 to relate the decays of same total isospin.
The combination of vector mesons with χPT was extensively worked out for instance in
Refs. [340–345] and references therein. The number of free parameters can be reduced most
efficiently, cf. Ref. [342], by coupling uncharged vector mesons to uncharged pseudoscalars
via the field-strength tensor V µν

L,R. The latter is the analog to the photonic one with the same
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discrete symmetries and transformations under SU(3)L × SU(3)R. If we only consider the
relevant degrees of freedom, i.e., treating Ū and V µ

L,R as diagonal matrices, we can effectively
write

V µν
L,R = ∂µV ν

L,R − ∂νV
µ
L,R . (9.37)

The physical value of this chiral building block can be evaluated with V µ
L = V µ

R = diag(ρ+

ω,−ρ + ω,
√

2φ)µ + . . ., where the ellipsis indicates terms without vector mesons. At the
mesonic level, we can deduce the desired interaction from the leading-order XY γ∗ operator,
cf. Ref. [221], and hence write

LvY X = gvY X∂µX∂νY v
µν , (9.38)

with vµν ≡ ∂µvν−∂νvµ. The ToPeχPT operators that can generate this mesonic interaction
at leading order in the large-Nc power counting, i.e., O(p4, δ2) (see Ref. [2] for further
details), and originate from the LEFT operator in Eq. (9.19) are

X̄
(a)
ψχ ⊃

v

Λ4
c

(a)
ψχ

(
ḡ

(a)
V1

〈
λL∂νŪ

†Ū − λR∂νŪ Ū †
〉〈(

λV µν
L ∂µŪ

† − λ†V µν
R ∂µŪ

)
− h.c.

〉
+ ḡ

(a)
V2

〈
λ∂µŪ

† − λ†∂µŪ
〉〈(

λLV
µν
L ∂νŪ

†Ū − λRV µν
R ∂νŪ Ū

†)− h.c.
〉

+ ḡ
(a)
V3
∂νϕ

〈(
λλLV

µν
L ∂µŪ

† − λ†λRV µν
R ∂µŪ

)
− h.c.

〉)
.

(9.39)

Here, we only list the operators leading to distinct, non-vanishing, expressions after we set
λ(†), λL,R, and V µν

L,R to their physical values and use the fact that in our application all
appearing matrices are diagonal and therefore commute. Evaluating the flavor traces of
the operator in the first line and labeling the vector-meson couplings with a corresponding
superscript (V1), we end up with

g(V1)
ρπη =

16v

Λ4F 2
0

√
2

3

(
c

(a)
ud + c

(a)
du

)
ḡ

(a)
V1
− 1√

3
g

(V1)
ωηη′ , g

(V1)
ρηη′ =

8
√

2v

Λ4F 2
0

(
c(a)
us − c

(a)
ds

)
ḡ

(a)
V1
,

g(V1)
ωπη =

16v

Λ4F 2
0

√
2

3

(
c

(a)
ud − c

(a)
du

)
ḡ

(a)
V1
− 1√

3
g

(V1)
ρηη′ , g

(V1)
ωηη′ =

8
√

2v

Λ4F 2
0

(
c(a)
us + c

(a)
ds

)
ḡ

(a)
V1
,

g
(V1)
φπη =

16v√
3Λ4F 2

0

(
c(a)
su − c

(a)
sd

)
ḡ

(a)
V1
, g

(V1)
φηη′ = − 16v

Λ4F 2
0

(
c(a)
su + c

(a)
sd

)
ḡ

(a)
V1
.

(9.40)

For the second operator in Eq. (9.39) we observe that the resulting vector meson couplings
g

(V2)
vY X equal the g(V1)

vY X from Eq. (9.40) if c(a)
ψχḡ

(a)
V2

= −c(a)
χψ ḡ

(a)
V1

. The third operator in X̄
(a)
ψχ

yields

g(V3)
ρπη =

1√
3
g

(V3)
ωηη′ , g

(V3)
ρηη′ = − 4

√
2v

3Λ4F 2
0

(
c(a)
uu − c

(a)
dd

)
ḡ

(a)
V3
,

g(V3)
ωπη =

1√
3
g

(V3)
ρηη′ , g

(V3)
ωηη′ = − 4

√
2v

3Λ4F 2
0

(
c(a)
uu + c

(a)
dd

)
ḡ

(a)
V3
,

g
(V3)
φπη = 0 , g

(V3)
φηη′ =

16v

3Λ4F 2
0

c(a)
ss ḡ

(a)
V3
.

(9.41)
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Both Eqs. (9.40) and (9.41) suggest that there is a correlation between gρπη and gωηη′ as
well as between gρπη and gωηη′ , but none of gφπη or gφηη′ with the ρ couplings. However,
this observation does not necessarily hold for higher orders in ToPeχPT or for operators
derived from other LEFT sources. We continue with the couplings in Eq. (9.41) as our
central estimates and make use of the flavor relations implied therein.
Next, we consider the Lagrangian

Lvγ = −eM
2
v

gvγ
Aνv

ν (9.42)

for the vector-meson conversion with known coupling constants gvγ . As Eq. (9.42) employs
the photon field instead of the field strength tensor, it is not manifestly gauge invariant.
In the end, this is a necessity to implement strict VMD for the isoscalar part of the form
factor, avoiding an additional direct photon coupling. We can now evaluate the isoscalar
contribution illustrated on the very right in Fig. 9.1, which, in agreement with Eq. (9.7),
gives rise to the matrix element

iM(0)
XY = e2 (P + p)µ F

(0)
XY (s) ūr(p`−)γµvr′(p`+) . (9.43)

The corresponding isoscalar form factor, which is consistent with the high-energy behavior
of the isovector part in Eq. (9.36), finally reads

F
(0)
XY (s) ≡ g̃

2gvγ

M2
v

M2
v − s

, (9.44)

where g̃ equals gvπη for X = η, Y = π0 and gvηη′ for X = η′, Y = η.

9.1.5 | Discussion

With the results worked out in the previous sections we can evaluate the full contribution
of the X → Y γ∗ transition form factors by

FXY (s) = F1(s) + F2(s) + F
(1)
XY (s) + F

(0)
XY (s) , (9.45)

where each summand corresponds to one diagram in Fig. 9.1. Note that there is no way
to distinguish between the four contributions in a sole measurement of the X → Y `+`−

branching ratio.
Regarding F1 and F2, we observe that their NDA estimates in Eqs. (9.17) and (9.21) yield
roughly the same result, even without accounting for the uncertainty of NDA. Hence, there
is no clear hierarchy between direct semi-leptonic contributions and C- and CP -violating
photon–hadron couplings contributing to X → Y `+`−. In future analyses, the sum F1 +F2

(which does not depend on s at leading order in ToPeχPT) may be replaced by a single
constant parameter in a regression to hypothetical measurements of respective singly- or
doubly-differential momentum distributions.

– 175 –
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We remark in passing that all transition form factor contributions could be expected to
undergo further hadronic corrections due to “initial-state interactions” of ηπ and η′η P -wave
type, respectively. However, all corresponding phase shifts are expected to be tiny and the
resulting effects to be hence utterly negligible: the ηπ P -wave is strongly suppressed in
the chiral expansion at low energies relative to ηπ S-wave or ππ rescattering [308, 312],
and resonances with quark-model-exotic quantum numbers JPC = 1−+ due to their C-odd
nature will have a rather large mass [? ]. We therefore do not consider any such corrections
in this article.
Given the currently accessible experimental data and the missing information on the nor-
malizations of F1 and F2, we henceforth focus on the contributions of F (1)

XY and F (0)
XY . On the

one hand, we are in a position to predict the latter with the input discussed in Sect. 9.1.4.
On the other hand, they provide new conceptual insights by directly relating ToPe forces
in X → Y π+π− with X → Y γ∗. Moreover, we assume no significant cancellations among
the individual contributions in Eq. (9.45) throughout this manuscript.

9.2 | Hadronic long-range effects: the isovector contribution

In this section we investigate the isovector contribution to the transition form factor X →
Y γ∗ based on the dispersive representations derived in Sect. 9.1.4.1. Thus, we focus on
C- and CP -odd contributions of the lowest-lying hadronic intermediate state, i.e., on the
decay chain X → Y π+π− → Y γ∗.

9.2.1 | The dispersive C- and CP -odd X → Y π+π− partial-wave ampli-
tude

The formalism, results, and most of the notation are adopted from Ref. [1]. The latter uses
a dispersive framework known as Khuri–Treiman equations [106] to access the three-body
amplitude X → Y π+π− including its C- and CP -odd contributions. In this approach, a
coupled set of integral equations is set up for the two-body scattering process and analyti-
cally continued to the physical realm of the three-body decay.

9.2.1.1 | η → π0π+π−

The C- and CP -odd contributions to η → π0π+π− read

Mηπ(s, t, u) =Mηπ
0 (s, t, u) +Mηπ

2 (s, t, u), (9.46)

where the lower index denotes the total isospin of the three-body final state. Neglecting D-
and higher partial waves, we can decompose these amplitudes in the sense of a reconstruction
theorem [98, 100, 101] into single-variable functions GIππ(s), HIππ(s) with fixed two-body
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isospin Iππ and relative angular momentum ` of the π+π− state:

Mηπ
0 (s, t, u) = (t− u)G1(s) + (u− s)G1(t) + (s− t)G1(u),

Mηπ
2 (s, t, u) = 2(u− t)H1(s) + (u− s)H1(t) + (s− t)H1(u)−H2(t) +H2(u).

(9.47)

Due to Bose symmetry the Iππ = 1 single-variable functions have ` = 1 while the ones with
Iππ = 2 have ` = 0. Unitarity demands the single-variable functions to obey

discAIππ(s) = 2i sin δIππ(s)e−iδIππ (s)
(
AIππ(s) + ÂIππ(s)

)
θ(s− 4M2

π), (9.48)

with AIππ ∈ {GIππ ,HIππ} and the ππ scattering phase shift δIππ(s). The inhomogeneity
ÂIππ(s) contains left-hand-cut contributions induced by crossed-channel rescattering effects.
In terms of the angular average

〈znf〉 :=
1

2

∫ 1

−1
dz znf

(
3r−s+zκ(s)

2

)
, (9.49)

with 3r ≡ s+ t+ u, the ÂIππ(s) explicitly read

Ĝ1(s) = − 3

κ(s)

(
3(s− r)〈zG1〉+ κ(s)〈z2G1〉

)
,

Ĥ1(s) =
3

2κ(s)

(
3(s− r)〈zH1〉+ κ(s)〈z2H1〉+ 2〈zH2〉

)
,

Ĥ2(s) =
1

2
(9(s− r)〈H1〉+ 3κ(s)〈zH1〉 − 2〈H2〉) .

(9.50)

For the AIππ(s) we employ dispersion relations with a minimal number of subtractions
to ensure convergence. Assuming that in the limit of infinite s the phase shifts scale like
δ1(s)→ π, δ2(s)→ 0 and the single-variable functions as A1(s) = O(s−1), A2(s) = O(s0),
we obtain

G1(s) = Ω1(s)

(
ε+

s

π

∞∫
4M2

π

dx
x

sin δ1(x)Ĝ1(x)

|Ω1(x)| (x− s)

)
,

H1(s) = Ω1(s)

(
ϑ+

s

π

∞∫
4M2

π

dx
x

sin δ1(x)Ĥ1(x)

|Ω1(x)| (x− s)

)
,

H2(s) = Ω2(s)
s

π

∞∫
4M2

π

dx
x

sin δ2(x)Ĥ2(x)

|Ω2(x)| (x− s)
,

(9.51)

where here and in the following Mπ ≡ Mπ± . The C-conserving SM amplitude for η →
π+π−π0 is similarly described in terms of Khuri–Treiman amplitudes; these have been
discussed extensively in the literature, see Ref. [283] and references therein. The subtraction
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constants obtained by a fit to the Dalitz-plot distributions5 of X → Y π+π− [215] yield [1]

ε = i 0.014(22)M−2
π , ϑ = i 0.068(34)× 10−3M−2

π . (9.52)

These subtraction constants give rise to the real-valued isoscalar and isotensor couplings
g0 = −2.8(4.5)GeV−6 and g2 = −9.3(4.6) · 10−3 GeV−2 [1], using

ε = −0.25iGeV4 g0 , ϑ = −0.38i g2 . (9.53)

With the AIππ(s) defined above, the P -wave amplitude necessary to evaluate the η → π0γ∗

transition form factor is by definition, cf. Eq. (9.34), given as

fηπ(s) = G1(s) + Ĝ1(s) +H1(s) + Ĥ1(s) , (9.54)

whose dependence on H2 and Ĥ2 is rather subtle and enters the definition of Ĥ1 in
Eq. (9.50).

The transition form factor is fully determined by knowledge about the partial-wave am-
plitude fXY (s) and the pion vector form factor F Vπ (s). These quantities are in turn fixed
by the subtraction constants ε, ϑ, the S-wave ππ scattering phase shift δ2 with isospin 2,
and the P -wave ππ scattering phase shift δ1 [299], respectively. The latter has to be used
consistently in fXY (s) and F Vπ (s), i.e., we use the same continuation to asymptotic s and
omit the incorporation of inelasticities, which is beyond the scope of this work.

9.2.1.2 | η′ → ηπ+π−

In the C-and CP -violating contribution to η′ → ηπ+π− the three-body final state carries
total three-body isospin 1. The respective amplitude can be decomposed as

Mη′η(s, t, u) = (t− u)Gππ(s) + Gηπ(t)− Gηπ(u); (9.55)

see Ref. [287] for the corresponding SM amplitude. The indices labeling the single-variable
functions indicate which two particles contribute to the intermediate state of the scattering
process. While the ππ intermediate state has the quantum numbers Iππ = 1, ` = 1, ηπ
has Iηπ = 1, ` = 0. Both Gππ(s) and Gηπ(s) fulfill the discontinuity equation as quoted in
Eq. (9.48). The inhomogeneities in this case are

Ĝππ(s) =
6

κππ
〈zsGηπ〉,

Ĝηπ(t) = −〈Gηπ〉+ −
3

2

(
r − t+

∆

3t

)
〈Gππ〉− +

1

2
κηπ〈ztGππ〉−,

(9.56)

5The latest BESIII data for η → π+π−π0 [346] is not included in Ref. [1] yet and has also not been
added to our present analysis, as the statistical accuracy does not supersede that of Ref. [215].
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where the cosine of the scattering angles in the s-channel is still given by the general
expression Eq. (9.35), zs ≡ z, while the one in the t-channel reads

zt =
t (u− s)−∆

t κπη(t)
with κπη(t) =

λ1/2(t,M2
η′ ,M

2
π)λ1/2(t,M2

η ,M
2
π)

t
. (9.57)

In these equations we used the notation ∆ ≡ (M2
η′ −M2

π)(M2
η −M2

π). We additionally
introduced two new types of angular averages, namely

〈znf〉± :=
1

2

∫ 1

−1
dz znf

(
3r−t+zκηπ(t)±∆/t

2

)
. (9.58)

Assuming the asymptotics δηπ(t) → π and Gππ(s) = O(1/s), Gηπ(t) = O(t0), the single-
variable functions can be evaluated by

Gππ(s) = Ωππ(s)

%+
s

π

∞∫
sth

dx
x

sin δππ(x)Ĝππ(x)

|Ωππ(x)| (x− s)

 ,

Gηπ(t) = Ωηπ(t)

ζ t+
t2

π

∞∫
tth

dx
x2

sin δηπ(x)Ĝηπ(x)

|Ωηπ(x)| (x− t)

 .

(9.59)

Here, the ηπ S-wave phase shift from Refs. [258, 309] has been employed. For the subtrac-
tion constants, the values

% = −i 0.04(12)M−2
π , ζ = i 0.05(12)M−2

π , (9.60)

have been obtained by a regression to the Dalitz-plot distribution of η′ → ηπ+π− [219]. In
terms of the real-valued isovector coupling g1 = 0.7(1.0)GeV−2 and its leading correction
δg1 = −5.5(7.3)GeV−2 [1], the subtraction constants read

% = −3.5 · 10−3 ig1

(
1− 166.5GeV2 δg1

)
, ζ = 0.76 ig1

(
1− 0.65GeV2 δg1

)
. (9.61)

Finally, the P -wave entering the η′ → ηγ∗ transition form factor is given by

fη′η(s) = Gππ(s) + Ĝππ(s). (9.62)

The dependence of fη′η on the S-wave amplitude Gηπ is encoded in the angular averages in
Eq. (9.56).

9.2.2 | Computation of the isovector form factor X → Y γ∗

When computing the transition form factors F (1)
XY , it is advantageous to exploit the linearity

of the three-body decay amplitudes MXY in the subtraction constants. As mentioned in
Ref. [1], the solutions of the Khuri–Treiman amplitudes can be represented by so-called
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basis solutions, which are independent of the subtraction constants and can be fixed once
and for all before even carrying out a regression to data.

9.2.2.1 | η → π0γ∗

The basis solutions for the P -wave amplitude fηπ are defined by

f εηπ(s) ≡
[
G1(s) + Ĝ1(s)

]∣∣∣
ε=1

, fϑηπ(s) ≡
[
H1(s) + Ĥ1(s)

]∣∣∣
ϑ=1

, (9.63)

and illustrated in Fig. 9.4(top). The dimensionless f εηπ corresponds to the isoscalar ampli-
tude Mηπ

0 , while fϑηπ belongs to the isotensor one, i.e., to Mηπ
2 . The partial waves have

a singular character at pseudothreshold, i.e., the upper limit in s of the physical region in
the η → π0π+π− decay, which is contained in the inhomogeneities describing left-hand-cut
contributions to the respective partial wave. Note that the form factor, after performing
the dispersion integral over the discontinuity as in Eq. (9.36), is perfectly regular at that
point. Based on Eq. (9.63), we can calculate the corresponding basis form factors

F νηπ(s) = F (1)
ηπ (s)|fηπ=fνηπ with ν ∈ {ε, ϑ} , (9.64)

which allow us to linearly decompose F (1)
ηπ according to

F (1)
ηπ (s) = εF εηπ(s) + ϑF ϑηπ(s) . (9.65)

The F νηπ are pure predictions of our dispersive representation, independent of the subtrac-
tion constants. Our results for the basis solutions for the form factors are depicted in
Fig. 9.4(bottom).
Let us have a look at the hierarchy of the two amplitudes contributing to F (1)

ηπ . The plots
in Fig. 9.4 show that the basis solutions for the isoscalar and isotensor contributions to the
η → π0π+π− P -wave amplitude are of the same order of magnitude, and so are, as a result,
the corresponding basis form factors. But due to the vast difference in their normalizing
subtraction constants, the term ϑF ϑηπ(s) is negligibly small in comparison to εF εηπ(s). The
origin of this discrepancy is well understood [1, 62]. The totally antisymmetric combination
of P -wave single-variable functions in the isoscalar amplitude Mηπ

0 , cf. Eq. (9.47), leads
to a strong kinematic suppression inside the Dalitz plot; for symmetry reasons alone, the
amplitude is required to vanish along the three lines s = t, t = u, and u = s. As a
result, the corresponding normalization ε is far less rigorously constrained from fits to
experimental data [215] than the isotensor amplitude, which only vanishes for t = u. No
such suppression occurs for the individual partial waves, or the transition form factors, be
it in the ρ-resonance region or below, in the kinematic range relevant for the semi-leptonic
decays studied here, where isoscalar and isotensor contributions show non-negligible, but
moderate corrections to a ρ-dominance picture. We also remark that this subtle interplay
demonstrates that the model-independent connection between Dalitz plots and transition
form factors absolutely requires the use of dispersion-theoretical methods—a low-energy
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Figure 9.4: Basis solutions for the partial waves and form factors for the η → π0 transition.
The partial-wave amplitudes fνηπ from Eq. (9.63) are depicted in the upper panel; the
singularity at the pseudothreshold s = (Mη −Mπ0)2 is clearly visible. These serve as an
input to calculate the basis solutions of the transition form factors F νηπ(s) as defined in
Eq. (9.64) and shown in the lower panel.

effective theory such as chiral perturbation theory is insufficient for such extrapolations.
For the numerical evaluation of F (1)

ηπ we only consider the by far dominant source of error,
i.e., the uncertainty of the subtraction constants entering the partial wave. As their errors
are of the same order of magnitude as their corresponding central values, it is a good
approximation to neglect all other sources of uncertainties, such as the variation of phase-
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shift input.

9.2.2.2 | η′ → ηγ∗

We now turn the focus on the transition form factor fη′η, whose basis solutions in terms of
partial waves are defined as

f%η′η(s) =
[
Gππ(s) + Ĝππ(s)

]∣∣∣
%=1, ζ=0

, f ζη′η(s) =
[
Gππ(s) + Ĝππ(s)

]∣∣∣
%=0, ζ=1

. (9.66)

Using the fνη′η we can define the basis from factors

F νη′η(s) = F
(1)
η′η (s)|fη′η=fν

η′η
with ν ∈ {%, ζ} , (9.67)

and finally obtain the complete isovector form factor in explicit dependence on the subtrac-
tion constants by means of

F
(1)
η′η (s) = %F %η′η(s) + ζF ζη′η(s) . (9.68)

The basis solutions for both partial waves and transition form factors are shown in Fig. 9.5.

9.2.3 | Resonance couplings from analytic continuation

As both the partial waves fXY (s) and the resulting transition form factors F (1)
XY (s) have been

constructed with the correct analytic properties, we can analytically continue them into the
complex plane and onto the second Riemann sheet to extract resonance pole residues. The
resonance in question is the ρ(770); its residues can be interpreted as model-independent
definitions of C-violating ρ→ XY coupling constants. To this end, we recapitulate aspects
of Refs. [347, 348]. First, consider the discontinuity of the transition form factor in Eq. (9.33)
on the first Riemann sheet

F
(1), I
XY (s+ iε)− F (1), I

XY (s− iε) =
i

24π

(
σπ(s+ iε)

)3 (
F V, Iπ (s+ iε)

)∗
f I
XY (s+ iε), (9.69)

with

σπ(s) ≡
√

4M2
π

s
− 1 , σπ(s± iε) = ∓i σπ(s) . (9.70)

Using that the pion vector form factor fulfills Schwarz’ reflection principle and demanding
continuity of the scattering amplitudes when moving from one Riemann sheet to another,
i.e.,

F
(1), I
XY (s− iε) = F

(1), II
XY (s+ iε) and F V, Iπ (s− iε) = F V, IIπ (s+ iε), (9.71)

we obtain

F
(1), II
XY (s+ iε) = F

(1), I
XY (s+ iε)− i

24π

(
σπ(s+ iε)

)3
F V, IIπ (s+ iε) f I

XY (s+ iε) . (9.72)
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Figure 9.5: Basis solutions for the partial waves and form factors for the η′ → η transition.
The partial-wave amplitudes fνη′η from Ref. [1] are depicted in the upper panel; again, the
singularity at the pseudothreshold s = (Mη′−Mη)

2 can be seen. These serve as an input to
calculate the basis solutions of the transition form factors F νη′η(s) as defined in Eq. (9.67)
and shown in the lower panel.

In the vicinity of the ρ(770) pole, the transition form factors as well as the pion form factor
on the second Riemann sheet behave as

F
(1), II
XY (s) , F V, IIπ (s) ∝ 1

sρ − s
with sρ =

(
M̃ρ − i

Γρ
2

)2

. (9.73)

– 183 –



9.2. Hadronic long-range effects: the isovector contribution

The pole position sρ has been determined most accurately in Ref. [349], using Roy-like
equations for pion–pion scattering: M̃ρ = 763.7MeV, Γρ = 146.4MeV (cf. also Ref. [298]);
for later use, we also quote the coupling constant to ππ, |gρππ| = 6.01, arg(gρππ) = −5.3◦.
We neglect the uncertainties in these parameters, as they are small compared to the ones
fixing the partial waves fXY . While F V, IIπ is explicitly given in Ref. [348], we can match
F

(1), II
XY to a VMD-type form factor similar to Eq. (9.44), but with gρY X , gργ , andM2

ρ instead
of g̃, gvγ , and M2

v . Thus, in sufficient vicinity to the pole, we can write

F V, IIπ (s) =
gρππ
gργ

sρ
sρ − s

and F
(1), II
XY (s) =

gρY X
2gργ

M2
ρ

sρ − s
. (9.74)

If we evaluate Eq. (9.72) near the pole sρ and insert Eq. (9.74), we can compute the desired
C-odd ρ-meson couplings by

gρY X =
gρππ
12π

sρ
M2
ρ

σ3
π(sρ) f

I
XY (sρ) . (9.75)

The problem is therefore reduced to evaluating the partial wave f I
XY on the first Riemann

sheet at the pole position, a task for which the dispersive representations are perfectly
suited. To clarify the dependence on subtractions or effective coupling constants and there-
fore separate the uncertainty in these from the precisely calculable dispersive aspects, we
will once more make use of the decomposition in terms of basis functions.

We begin with the η → π0 transition form factor. The basis functions of the partial wave
fηπ, evaluated at the ρ pole, result in

f εηπ(sρ) = −0.02− 2.76i , fϑηπ(sρ) = 0.87− 3.05i , (9.76)

so that we obtain

fηπ(sρ) = εf εηπ(sρ) +ϑfϑηπ(sρ) =
[
(−0.704 + i 0.005)GeV4 g0− (1.149 + i 0.330)g2

]
, (9.77)

where we made use of Eq. (9.53). Employing of Eq. (9.75) and finally inserting the values for
the coupling constants g0 and g2 as extracted from the η → π0π+π− Dalitz-plot asymmetry
then yields

gρπη =
[
(−0.087 + i 0.021)GeV4 g0 − (0.151 + i 0.007) g2

]
=
[
0.24(0.39)− i 0.06(0.10)

]
GeV−2 .

(9.78)

Note that the isotensor contribution g2 is negligible in the coupling gρπη.

The analytic continuation of the basis partial wave for fη′η to the pole position of the ρ
meson yields

f%η′η(sρ) = 0.44− 2.95i , f ζη′η(sρ) = −0.45− 0.17i . (9.79)

With Eq. (9.61) we can hence express the analytically continued partial wave at the ρ pole
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by

fη′η(sρ) = %f%η′η(sρ) + ζf ζη′η(sρ) = g1

[
(0.12− i 0.34) + (1.63 + i 0.48)GeV2 δg1

]
. (9.80)

In terms of this result, the ρ-meson coupling from Eq. (9.75) results in

gρηη′ = g1

[
(0.005− i 0.046) + (0.215 + i 0.011)GeV2 δg1

]
= −

[
0.82(2.25) + i 0.07(0.16)

]
GeV−2 ,

(9.81)

where we considered correlated Gaussian errors for the couplings g1 and δg1.

Note that the coupling constants in Eq. (9.75) become inevitably complex-valued, thus
spoiling the well-defined transformation under time reversal when compared to the tree-
level coupling constants from ToPeχPT. This is neither surprising nor specific to the context
of symmetry violation studied here: in the strong interactions, resonance couplings that are
real in the narrow-width limit necessarily turn complex when defined model-independently
via pole residues in the complex plane. However, this points towards the reason why these
complex phases will be irrelevant when using symmetry arguments to estimate isoscalar
contributions in the next section: for the narrow ω and φ resonances, they are negligible to
far better accuracy; symmetry arguments within the vector-meson nonet are not applicable
to their total widths. We will therefore simply omit the imaginary parts in the next section
and relate the C-odd ω couplings required for the model of the isoscalar parts of the form
factors to the real parts of the ρ coupling (of the same total isospin) only. Note furthermore
that Eqs. (9.78) and (9.81) still suggest the imaginary parts of gρπη and gρηη′ to be rather
small, such that the difference between real part and modulus, e.g., is negligible for our
purposes.

9.3 | Hadronic long-range effects: the isoscalar contribution

We now attempt to combine the findings of Sects. 9.1.4.2 and 9.2.3. We wish to access the
couplings g̃, cf. Eq. (9.44), by linking them to the gρY X discussed in the last section. In
Sect. 9.1.4.2 we found a ToPeχPT operator that, when considered separately, allows us—
according to Eq. (9.41)—to relate these couplings by SU(3) symmetry. The vector-meson
couplings with the same total isospin are found to be related by gωπη = 1/

√
3 gρηη′ and

gωηη′ =
√

3 gρπη, while gφπη = 0 and gφηη′ does not correlate with respective ρ couplings.
However, the predictive power of flavor symmetry arguments does not hold in general for
all operators. This leads to the shortcoming that we cannot fix the relative sign of the
couplings, which becomes evident when comparing Eqs. (9.40) and (9.41), and have to
rely on NDA arguments to consider that there may be additional contributions to the
couplings from linear combinations of Wilson coefficients, cf. Eq. (9.40). An alternative
approach would be to use NDA right away and drop the relative factors of 1/

√
3 and

√
3,

respectively, but this still leads to the same caveats.
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9.3. Hadronic long-range effects: the isoscalar contribution

9.3.1 | η → π`+`−

Possible contributions to the isoscalar form factor in η → π0`+`− can originate from an ω
or a φ intermediate state. In accordance with Sect. 9.1.4.2, these enter the form factor in
the linear combination

F (0)
ηπ (s) ≡ gωπη

2gωγ

M2
ω

M2
ω − s

+
gφπη
2gφγ

M2
φ

M2
φ − s

. (9.82)

With our SU(3) estimate gφπη = 0 we can ignore the contribution of the φ. Dropping the
latter is also justified from an NDA point of view: the difference of the two summands in
Eq. (9.82) is negligible compared to the uncertainty of NDA if F (0)

ηπ (s) is evaluated within
the physical range. Therefore, we continue the estimation of the isoscalar contribution with
the ω intermediate state only, for which we use |gωγ | = 16.7(2) [348].
Relating gωπη to the ρ coupling of the same total isospin I = 1 and omitting the imaginary
part for the reasons given above, we find

gωπη ≈
1√
3
Re gρηη′ = −0.47(1.30) GeV−2 or |gωπη| . 1.8 GeV−2 . (9.83)

Throughout this manuscript we do not account for the numerically intangible uncertainties
from our SU(3) estimates or NDA. As neither of the latter fixes the sign of |gωπη|, we have
to content ourselves with its absolute value. Note that retaining the imaginary part of gρηη′
would have a negligible effect on the upper limit for |gωπη|.
On the other hand, we can also place a bound on |gωπη| using the upper limit on the
branching ratio of ω → ηπ0 as determined by the Crystal Ball multiphoton spectrometer
at the Mainz Microtron (MAMI) [350] and the Lagrangian in Eq. (9.38). The partial decay
width is found to be

Γ(ω → ηπ0) =
1

192πMω
|gωπη|2 λ3/2

(
M2
ω,M

2
η ,M

2
π0

)
. (9.84)

With BR(ω → ηπ0) < 2.3 · 10−4 [350] and Γω = 8.68 MeV [13], we obtain the bound

|gωπη| < 0.24 GeV−2 , (9.85)

which is significantly more restrictive than the theoretical estimate for the bound on the
coupling inferred from gρηη′ .

9.3.2 | η′ → η`+`−

Similarly to the previous section, the isoscalar part of the form factor in η′ → η`+`− can
be written as

F
(0)
η′η (s) ≡

gωηη′

2gωγ

M2
ω

M2
ω − s

+
gφηη′

2gφγ

M2
φ

M2
φ − s

. (9.86)
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With the same reasoning as above we henceforth drop the contribution of the φ and only
take the ω into account. The numerical result for the corresponding vector meson coupling,
which has total isospin I = 0, is

gωηη′ ≈
√

3Re gρπη = 0.42(0.68) GeV−2 or |gωηη′ | . 1.1 GeV−2 . (9.87)

Once more, the imaginary part of gρπη would yield just a minor contribution to the upper
limit on |gωηη′ | and can be neglected. We furthermore remark that the ρπη coupling also
has an isotensor component, which, however, has a negligible effect, cf. Eq. (9.78).

9.4 | Results

With the theoretical apparatus at hand we are now able to predict upper limits on the
decay widths

Γ(X → Y `+`−) =
α2

8πM3
X

∫ (MX−MY )2

4m2
`

ds λ3/2
(
s,M2

X ,M
2
Y

)
σ`(s)

(
1−

σ2
` (s)

3

)
|FXY (s)|2 ,

(9.88)
relying on the Dalitz-plot asymmetries in X → Y π+π− as the main input. As argued in
Sect. 9.1.5, we focus on the long-range contributions via hadronic intermediate states only,
i.e., we set

FXY (s) = F
(1)
XY (s) + F

(0)
XY (s) . (9.89)

We disregard the contributions analyzed in Sects. 9.1.2 and 9.1.3 according to the discussion
in Sect. 9.1.5: these do not show interesting correlations with other ToPe processes, and
absent significant cancellations, we can study the consequences of limit setting for the long-
range hadronic effects alone. The corresponding transition form factors for the isovector
and isoscalar contributions to η → π0γ∗ read

F (1)
ηπ (s) = εF εηπ(s) + ϑF ϑηπ(s) , F (0)

ηπ (s) =
gωπη
2gωγ

M2
ω

M2
ω − s

, (9.90)

while the ones contributing to η′ → ηγ∗ are

F
(1)
η′η (s) = %F %η′η(s) + ζF ζη′η(s) , F

(0)
η′η (s) =

gωηη′

2gωγ

M2
ω

M2
ω − s

. (9.91)

The subtraction constants fixing the F (1)
XY are given in Eqs. (9.52) and (9.60), the respective

basis solutions F νXY are depicted in Figs. 9.4 and 9.5, and the coupling constants gωY X
entering the F (0)

XY are quoted in Eqs. (9.85) and (9.87), respectively.
We have pointed out above that we have no means to assess the relative sign of the isoscalar
contribution. To determine theoretical upper bounds, we therefore employ

|Fηπ|2 ≤ |F (0)
ηπ |2 + |F (1)

ηπ |2 + 2 |F (0)
ηπ | |F (1)

ηπ | (9.92)
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Figure 9.6: Spectrum of the isovector contribution to the form factor (top) and the cor-
responding differential decay distribution (bottom) for η → π0`+`−. The dashed lines
mark the respective upper and lower limits stemming from the uncertainties of the sub-
traction constants in Eq. (9.52). The physical ranges are in both cases restricted by
4m2

` ≤ s ≤ (Mη −Mπ)2.

and similarly for Fη′η, which possibly overestimates the interference term.
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9.4. Results

9.4.1 | η → π`+`−

We depict the isovector contributions to the respective form factors and differential decay
widths for the decay η → π`+`− in Fig. 9.6. Integrating the region enclosed by the error
bands of the differential decay distribution, we obtain the limits

B(1)
η→π0e+e−

< 20 · 10−6, Bη→π0e+e− < 29 · 10−6, Bexp
η→π0e+e−

< 7.5 · 10−6 ,

B(1)
η→π0µ+µ−

< 7.2 · 10−6, Bη→π0µ+µ− < 10 · 10−6, Bexp
η→π0µ+µ−

< 5 · 10−6 , (9.93)

where the first entry in each line corresponds to the isovector contribution and the second
includes the isoscalar one in addition. Finally, the experimental results [203, 205], to be
understood at 90% C.L., are quoted last, which are of similar order of magnitude as our
findings. This observation shows that the considered experiments for η → π0π+π− and
η → π0`+`− have a very similar sensitivity for ToPe forces, despite the fact that asymmetries
in the former are based on C-odd interferences and therefore scale linearly with a (small)
BSM coupling [2, 62], while the latter is a rate that is suppressed to second order in a similar
coupling. Comparing B(1)

η→π0`+`−
to Bη→π0`+`− , our analysis suggests that the isoscalar form

factor contributes roughly one third to the overall branching ratio, however again with the
caveat of the imprecise NDA normalization of F (0)

ηπ .
As the experimental limits turn out to be more restrictive than our theoretical predictions
for B(1)

η→π0`+`−
, the η → π0`+`− decay widths [203, 205] can be used to refine the fit to

the η → π0π+π− Dalitz plot [215]. As long as the latter constrains the corresponding
BSM couplings in a way that the form factor is dominated by the contribution of g0, an
improved regression to the full Dalitz plot is redundant. Instead we note that isoscalar
(g0) and isotensor (g2) couplings in η → π0π+π− are nearly uncorrelated [1] and turn the
experimental limit for B(1)

η→π0e+e−
into the upper bound

|g0| < 4.4GeV−6, (9.94)

to be compared to the previous constraint g0 = −2.8(4.5)GeV−6 [1].

9.4.2 | η′ → η`+`−

Proceeding in analogy to Sect. 9.4.1, we obtain the following upper limits on the decays
η′ → η`+`− (the experimental ones [204, 205] again to be understood at 90% C.L.):6

B(1)
η′→ηe+e− < 4.1 · 10−6, Bη′→ηe+e− < 9.0 · 10−6, Bexp

η′→ηe+e− < 2.4 · 10−3 ,

B(1)
η′→ηµ+µ− < 1.6 · 10−6, Bη′→ηµ+µ− < 3.8 · 10−6, Bexp

η′→ηµ+µ− < 15 · 10−6 . (9.95)

A depiction of the isovector contribution to the form factor and differential decay width is
given in Fig. 9.7. For these decays, our approximation for the isoscalar form factor loosens

6For these branching ratios we use the total width Γη′ = 0.23MeV listed as PDG average in Ref. [13].
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Figure 9.7: Spectrum of the isovector contribution to the form factor (top) and the cor-
responding differential decay distribution (bottom) for η′ → η`+`−. The dashed lines
mark the respective upper and lower limits stemming from the uncertainties of the sub-
traction constants in Eq. (9.60). The physical ranges are in both cases restricted by
4m2

` ≤ s ≤ (Mη′ −Mη)
2.

the limit on the isovector contribution alone by roughly a factor of 2. In contrast to the
findings for Bη→π0`+`− , our limits on Bη′→η`+`− are more restrictive than the respective
experimental ones.
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9.5. Summary and outlook

9.5 | Summary and outlook

In this work, we have studied the C- and CP -violating decays η → π0`+`− and η′ → η`+`−,
which can—from a phenomenological point of view—be driven by three different mecha-
nisms. The first two of these are short-distance contributions induced by semi-leptonic
four-point vertices and long-distance contributions caused by C- and CP -odd photon–
hadron couplings. The only statements we can make about them is that they contribute as
constants to respective transition form factors at leading order in ToPeχPT [2], that they
cannot be distinguished by a sole measurement of the semi-leptonic decay widths, and that
NDA estimates them to be of the same order of magnitude.
In contrast, the third mechanism, i.e., long-distance contributions induced by hadronic
intermediate states, is conceptually more insightful. To access these contributions we have
established dispersion relations for the isovector contribution to the transition form factors
η(→ π0π+π−)→ π0γ∗ and η′(→ ηπ+π−)→ ηγ∗. By construction, these form factors meet
the fundamental requirements of analyticity and unitarity, solely relying on the dominant
hadronic contribution of the P -waves in the C- and CP -odd η → π0π+π− and η′ → ηπ+π−

amplitudes, which have been worked out in Ref. [1]. The non-perturbative predictions
thereby obtained allow us to directly investigate the correlation between C-violating signals
in different decays in a model-independent manner. By an analytic continuation of the C-
odd η → π0π+π− and η′ → ηπ+π− P -wave amplitudes to the second Riemann sheet, we
have extracted C-odd ρ-meson couplings to ηπ0 and η′η. Furthermore, the latter can be
related by total isospin and NDA to coupling constants entering the isoscalar contribution
in a VMD model for η′ → ηω → ηγ∗ and η → π0ω → π0γ∗, respectively.
Accounting for these hadronic long-range effects only, we have predicted the corresponding
upper limits on the semi-leptonic decay widths, relying on ToPe forces in the respective
purely hadronic three-body decays as input. We observed that the currently most precise
measurements of η → π0`+`− and η′ → η`+`− have a similar sensitivity to ToPe interactions
as the measured Dalitz-plot asymmetries in η → π0π+π− and η′ → ηπ+π−, despite their
different scaling with small BSM couplings. As we found the experimental limits for η →
π0`+`− to be more restrictive than our theoretically predicted ones, we were able to use
the respective transition form factor as a constraint to sharpen the bounds on C violation
in η → π0π+π−.
Further perspectives on the decays η → π0`+`− and η′ → η`+`− could be opened by possible
future measurements of the respective Dalitz-plot distributions. This would allow us to
investigate actual C- and CP -odd observables, the Dalitz-plot asymmetries arising from
the interference with the respective SM contributions. Such interference effects would, as
the asymmetries in the hadronic η and η′ decays, scale linearly with BSM couplings, however
with likely less advantage in sensitivity due to the strongly suppressed SM amplitudes. Still,
due to synergy effects with other BSM searches in these decays, such as for weakly coupled
light scalars [34], renewed experimental efforts are strongly encouraged.
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Chapter 10

Summary, conclusion, and outlook

This thesis is devoted to a model-independent parameterization of a simultaneous viola-
tion of C and CP in light-meson decays, which has hitherto been largely excluded from
theoretical considerations. The decays of the η and η′ mesons provide an ideal stage for
this endeavour: not only due to their strongly reduced Standard Model background, but
more importantly as they allow us to investigate C and CP violation in the absence of the
weak interaction, so that corresponding signals are direct implications for BSM physics.
Assuming that the Standard Model is an effective low-energy approximation of a yet un-
known, more fundamental theory and that C- and CP -violating forces enter above some
high-energy scale Λ, we investigated new interactions among the verified degrees of freedom
of the SM in the spirit of effective field theories and dispersion theory.
In this sense, we first worked out a complete set of fundamental C- and CP -odd quark-level
operators in LEFT up to and including mass dimension 8 that can give rise to neutrinoless
flavor-conserving transitions respecting lepton- and baryon-number conservation. We found
that these operators appear as chirality-conserving ones at dimension 7 or as chirality-
violating ones at dimension 8 in LEFT, which scale as 1/Λ4 and v/Λ4, respectively, and
can numerically be of the same order of magnitude. A translation of these operators into
(large-Nc) χPT shows that the ToPe forces in our analysis of over 20 η and η′ decays,
which exhibit clear hierarchies in the chiral power counting, are mostly uncorrelated. With
SMEFT as the UV completion of LEFT, we applied naive dimensional analysis to estimate
respective observables in explicit dependence on Λ. We found that current experiments
merely restrict Λ to the few GeV range and that a more realistic scenario of Λ & 1 TeV

requires future experiments to be at least a factor of roughly 107 more restrictive regarding
corresponding C- and CP -odd observables.
Among the investigated decays, the hadronic three-body decays η(′) → π+π−π0 and η′ →
ηπ+π− provide the best prospects to find indications for C and CP violation. The dis-
persive Khuri–Treiman framework allowed us to fix the C- and CP -violating isoscalar and
isotensor transitions in η(′) → π+π−π0 by just one real-valued degree of freedom each and
the isovector one in η′ → ηπ+π− by two. Moreover, we matched the parameters of each
of these transitions with definite isospin to a leading-order coupling constant in ToPeχPT.
Studying the respective Dalitz-plot asymmetries, which arise from the interference of SM
and BSM contributions only in presence of strong rescattering phases, we found that the
currently most precise measurements restrict C and CP violation in the decays at hand to
the relative per mille level and that these signals are consistent with zero within at most 2σ.
To further study the correlation between different ToPe signals, we used the C- and CP -
odd P -waves of η → π+π−π0 and η′ → ηπ+π− to establish dispersion relations for the
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transition form factors η → π0γ∗ and η′ → ηγ∗. This allowed us to predict hadronic long-
range contributions to the decays η → π0`+`− and η′ → η`+`−. We observed that the
most recent measurements of branching ratios of these semi-leptonic decays share a similar
sensitivity to ToPe forces as the ones for the aforementioned hadronic Dalitz-plots, despite
their different scaling in Λ, and were able to sharpen the bounds on the C- and CP -odd
isoscalar coupling in η → π+π−π0.
As this thesis opens a new and innovative window to a model-independent and systematic
approach on the parameterization of C and CP violation in light-meson decays, one could
consider the following extensions in future analyses.

• On the one hand, one could analyze remaining decays that have not been considered
in this thesis, as η(′) → `+`−γ or η(′) → π+π−`+`−, cf. Ref. [351], or adapt the
considerations made for η mesons to heavy quark physics.

• The investigation of flavor-changing processes may yield more promising limits for
future measurements, as the underlying LEFT operators can already appear at di-
mension 6 and thus coming with a suppression of 1/Λ2. However, it is not clear which
observables would be most appropriate for testing these operators, especially when
considering non-negligible C- or CP -violating contributions from the weak interac-
tion that complicate the identification of corresponding symmetry violations as clear
BSM signals.

• Furthermore, we suggest to reconsider the limits on the BSM scale Λ, which are
set indirectly by EDM analyses of elementary fermions like in Ref. [112], who as-
sumed a suppression of the dimension-7 LEFT operators by 1/Λ3. However, we have
shown that—with SMEFT as the UV completion of LEFT—the suppression of these
operators is rather given as v/Λ4. Consequently, the limits of Ref. [112] reduce to
roughly Λ & 10 TeV, yielding a more promising scale for prospective measurements.
This follows even regardless of the fact that operators at dimension-8 LEFT, or flavor-
violating ones at dimension-6 LEFT, were not considered at all in the cited references.

• We have found that the direct limits on ToPe forces in the light-meson sector from cur-
rent experiments, which are roughly three orders of magnitude less restrictive than
the indirect limits on Λ via elementary fermion EDMs, are not as rigorous as ini-
tially believed. Therefore, it remains the question whether direct constraints on ToPe
forces from the nucleon sector are indeed less rigorous than the ones from light-meson
physics, as assumed by Ref. [34] and references therein. For this purpose, we recom-
mend an analysis of nucleon interactions in the spirit of ToPeχPT. Embedding these
results in loops with a Z0-exchange additionally allows us to extract corresponding
indirect limits from nucleon EDMs.

• Once suitable decays in these different sectors are identified, more accurate dispersion-
theoretical analyses as thoroughly described in this thesis may follow.
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• On the experimental side, new measurements, for instance taken by the REDTOP [38–
40] and JEF [41–43] collaborations, can provide important insights into comprehend-
ing the origin of a possible simultaneous violation of C and CP . One implication of
such measurements could be, besides new hypothetical light degrees of freedom, that
there is another yet unknown mechanism that circumvents the SMEFT and/or LEFT
power counting, so that our results from ToPeχPT have to be adapted accordingly.

But in all these extensions it needs to be emphasized that—although we have provided a
systematic approach to describe ToPe forces in the low-energy range and to access the high-
energy scale Λ—it still remains unclear how a corresponding BSM theory at the quark-level
above the scale Λ explicitly looks like. This underlines the importance of connecting the
high-precision and high-energy frontiers of physics in future works.
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Appendix A

Kinematics

This appendix serves as an overview of kinematic relations used throughout this work. We
focus on generic three- and four-point functions in Sects. A.1 and A.2, respectively, and
especially derive the corresponding decay rates

dΓ =
S

2M
dΠLIPS

∑
pol.

|M|2 , (A.1)

with the Lorentz -invariant phase space defined via

dΠLIPS = (2π)4δ4

(
P −

∑
i

pi

) ∏
i

d3pi
(2π)32Ei

. (A.2)

In these equations, M indicates the mass of the decaying particle, the pi are the outgoing
momenta, S is a symmetry factor accounting for identical particles in the final state, and∑

pol. is meant to average over initial particle polarizations and sum over outgoing ones.
For simplicity we consider purely scalar processes of distinct particles, so that we can set
S = 1 and drop the polarization sum. More information about relativistic kinematics of
particle interactions can for instance be found in Refs. [13, 352, 353].

A.1 | Three-point functions

In this section we consider a generic two-body decay. In the center-of-mass system (cms)
we denote the four-momenta by

P =

(
M

0

)
, p1 =

(
E1

p1

)
, p2 =

(
E2

p2

)
, (A.3)

with P belonging to the decaying particle and p1,2 to the two particles in the final state.
While three-momentum conservation demands p1 = −p2 ≡ p, energy conservation predicts

M = E1 + E2 =
√
m2

1 + |p|2 +
√
m2

2 + |p|2 . (A.4)

In the second step we applied the relativistic energy-momentum relation. The respective
solution of this equation for |p|, E1, and E2 can be written as

|p| = λ1/2(M2,m2
1,m

2
2)

2M
, E1 =

M2 +m2
1 −m2

2

2M
, E2 =

M2 −m2
1 +m2

2

2M
, (A.5)
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A.2. Four-point functions

where we introduced the Källén function

λ(x, y, z) = x2 + y2 + z2 − 2(xy + xz + yz) . (A.6)

A.1.1 | Phase space

With the notations from above we evaluate the Lorentz -invariant phase space for a two-
body decay in the cms by∫

dΠLIPS =

∫
d3p1

(2π)32E1

d3p2

(2π)32E2
(2π)4δ3

( 2∑
i=1

pi

)
δ

(
M −

2∑
i=1

Ei

)

=
1

4(2π)2

∫
d|p|dΩp

|p|2

E1E2
δ
(
M − E1 − E2

)
.

(A.7)

The remaining delta distribution can be reformulated using

δ(f(x)) =
n∑
i=1

δ(x− xi)
|f ′(xi)|

, (A.8)

with xi as zeros of f(x), so that

δ
(
M − E1 − E2

)
=
E1E2

M |p|
δ

(
|p| − λ1/2(M2,m2

1,m
2
2)

2M

)
. (A.9)

After the momentum integration we hence obtain the decay width

Γ =
1

32π2

|p|
M2

∫
dΩp|M|2 . (A.10)

Note that the two-body decay amplitude M can always be expressed in terms of just
one independent variable, so that one of the angular integrals encoded in the solid angle
dΩp = dφpdθp can always be carried out trivially.

A.2 | Four-point functions

We now focus on the kinematics of four-point functions for spinless particles, which include
in general 2→ 2 scattering and 1→ 3 decay processes. We will start our discussion with the
scattering process and apply crossing symmetry to relate the kinematics to the three-body
decay. Some of the following considerations are closely related to Refs. [82, 88].
From a kinematic point of view, processes involving four particles have in general 16 degrees
of freedom (dof), i.e., one Minkowski-four-vector for each particle. However, not all of
them are independent. Upon imposing four-momentum conservation (4 dof), using the
relativistic energy-momentum relation with known masses of each particle (4 dof), choosing
a coordinate axis for the three-dimensional euclidean space (3 dof), and finally going to a
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A.2. Four-point functions

suitable frame like the cms (3 dof), one can describe the whole kinematics by just two
independent variables.

For a process of the type p1 + p2 = p3 + p4 we conveniently introduce the Lorentz-covariant
Mandelstam variables

s = (p1 + p2)2 = (p3 + p4)2 ,

t = (p1 − p3)2 = (p2 − p4)2 ,

u = (p1 − p4)2 = (p2 − p3)2 .

(A.11)

Regarding that energy-momentum conservation demands

s+ t+ u =
4∑
i=1

m2
i ≡ 3r , (A.12)

we can choose any two of the Mandelstam variables as the kinematic degrees of freedom,
in agreement with the consideration made above. The momenta in the s-channel cms, for
which p1 + p2 = 0 = p3 + p4 holds, are given by

|p1,2| =
λ1/2(s,m2

1,m
2
2)

2
√
s

, |p3,4| =
λ1/2(s,m2

3,m
2
4)

2
√
s

, (A.13)

while the corresponding energies are

E1 =
s+m2

1 −m2
2

2
√
s

, E2 =
s−m2

1 +m2
2

2
√
s

, E3 =
s+m2

3 −m2
4

2
√
s

, E4 =
s−m2

1 −m2
4

2
√
s

.

(A.14)
Depending on the explicit form of the amplitude, it may be convenient to express the
Mandelstam variables in terms of zs,t,u ≡ cos θs,t,u, i.e., the cosine of scattering angle in the
s, t or u cms, or vice versa. We start with the s-channel cms. The corresponding cosine of
the scattering angle θs spanned by p1 and p3 is

zs =
s(t− u) + ∆s

λ1/2(s,m2
1,m

2
2)λ1/2(s,m2

3,m
2
4)
≡ (t− u) + ∆s/s

κs(s)
, (A.15)

with ∆s ≡ (m2
1 −m2

2)(m2
3 −m2

4), and can be derived from

t =
1

2

(
3r − s− ∆s

s
+ κs(s) zs

)
,

u =
1

2

(
3r − s+

∆s

s
− κs(s) zs

)
.

(A.16)
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Applying crossing symmetry, i.e., exchanging p2 ↔ −p3, the scattering angle in the t-
channel cms and variabels s and u are described by

zt =
t(u− s)−∆t

λ1/2(t,m2
1,m

2
3)λ1/2(t,m2

2,m
2
4)
≡ (u− s)−∆t/t

κt(t)
,

u =
1

2

(
3r − t+

∆t

t
+ κt(t) zt

)
,

s =
1

2

(
3r − t− ∆t

t
− κt(t) zt

)
,

(A.17)

where ∆t ≡ (m2
1 −m2

3)(m2
2 −m2

4). Similarly, the interchange p2 ↔ −p4 yields

zu =
u(s− t) + ∆u

λ1/2(u,m2
1,m

2
4)λ1/2(u,m2

2,m
2
3)
≡ (s− t) + ∆u/u

κu(u)
,

s =
1

2

(
3r − u− ∆u

u
+ κu(u) zu

)
,

t =
1

2

(
3r − u+

∆u

u
− κu(u) zu

)
,

(A.18)

where ∆u ≡ (m2
1 −m2

4)(m2
2 −m2

3). The kinematic limits on the scattering angles read

− 1 ≤ zs,t,u ≤ 1 , (A.19)

while the Mandelstam variables are bounded from below in their respective scattering chan-
nel by

s ≥ max
(
(m1 +m2)2, (m3 +m4)2

)
,

t ≥ max
(
(m1 +m3)2, (m2 +m4)2

)
,

u ≥ max
(
(m1 +m4)2, (m2 +m3)2

)
.

(A.20)

A.2.1 | Phase space

We now move to the scenario of a three-body decay and consider a process with momentum
assignment p1 = p2 + p3 + p4, where m1 > m2 +m3 +m4 with the aim to derive a formula
for the corresponding phase-space integral. According to crossing symmetry, this case is
related to our previous considerations by the shift p2 → −p2 in Eq. (A.11), meaning that

s = (p1 − p2)2 = (p3 + p4)2 ,

t = (p1 − p3)2 = (p2 + p4)2 ,

u = (p1 − p4)2 = (p2 + p3)2 .

(A.21)

We can now restrict s by the mass of the decaying particle, i.e.,

(m3 +m4)2 ≤ s ≤ (m1 −m2)2 , (A.22)
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and fix the upper and lower limits of t, denoted by t+ and t−, with [353]

t±(s) = m2
2 +m2

3 +
1

2s

((
m2

1 −m2
2 − s

) (
m2

3 −m2
4 + s

)
± λ1/2

(
s,m2

1,m
2
2

)
λ1/2

(
s,m2

3,m
2
4

))
.

(A.23)
The phase-space integral of a generic three-body decay in the rest frame of the inital state
is given by∫

dΠLIPS =

∫
d3p2

(2π)32E2

d3p3

(2π)32E3

d3p4

(2π)32E4
(2π)4δ3

( 4∑
i=2

pi

)
δ

(
m1 −

4∑
i=2

Ei

)
. (A.24)

Integrating over d3p4 one can eliminate the first delta distribution and set p4 = −(p3 +p2)

and thus E4 =
√
m2

4 + p2
3 + p2

2 + 2|p2||p3|zs, where zs is the cosine of the angle between
p2 and p3. With this, the phase space simplifies to∫

dΠLIPS = 2π

∫
d|p2| p2

2

(2π)32E2

d|p3| p2
3

(2π)32E3
dΩ2 dΩ3

1

2E4
δ

(
m1 −

4∑
i=2

Ei

)
(A.25)

and the remaining delta distribution becomes

δ

(
m1 −

4∑
i=2

Ei

)
= δ

(
m1 − E3 − E2 −

√
m2

4 + p2
2 + p2

3 + 2|p3||p2|zs
)

=
E4

|p2||p3|
δ

(
zs −

(
(m1 − E2 − E3)2 −m2

4 − |p2|2 − |p3|2
)

2|p3||p2|

)
.

(A.26)

Since the latter fixes the integration over dzs and the momenta of the particles in the final
state are aligned in one plane,1 every angular integration can be carried out trivially, such
that ∫

dΠLIPS =
1

32π3

∫
d|p2|d|p3|

|p2||p3|
E2E3

. (A.27)

To substitute the integration elements d|p2| and d|p3| in terms of the Lorentz invariants s
and t we can employ the respective Jacobian

J =

(
− E2

2m1|p2| 0

0 − E3
2m1|p3|

)
with determinant |J | = 1

4m2
1

E2E3

|p2||p3|
, (A.28)

so that we end up with the decay width

Γ =
1

32(2π)3m3
1

∫ (m1−m2)2

(m3+m4)2
ds
∫ t+(s)

t−(s)
dt |M|2 . (A.29)

1This is a direct consequence of three-momentum conservation and the fact that we consider the rest
frame of the decaying particle.
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Alternatively, we can express the phase space in terms of the scattering angle by means of

Γ =
1

64(2π)3m3
1

∫ (m1−m2)2

(m3+m4)2
ds κs(s)

∫ 1

−1
dzs |M|2 , (A.30)

where we used the relation between t and zs as given in Eq. (A.16). Note that this substi-
tution shifted the dependence of the integration limits on s, cf. t±(s) in Eq. (A.29), to the
integrand by introducing an additional function κs(s).
An observable derived from these representations of the phase space is the corresponding
Mandelstam plane. We illustrate an example for a symmetrized version of the Dalitz plot
with the kinematic ranges for the scattering and decay processes in Fig. A.1. The latter
shows a homogeneous distribution, i.e., the trivial case for a constant matrix element. Ad-
ditionally respecting relativistic momentum conservation results in the smooth distribution
shown by the orange plane in Fig. A.1. In the non-relativistic limit, the Dalitz plot would
become a circle within the equilateral triangle. Note the 2π/3-rotational symmetry of this
specific representation.
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Figure A.1: Mandelstam plane created for a particle with mass m1 = 1GeV and three light
particles with equal masses, which are chosen to be m2,3,4 = Mπ. The inner shape in orange
denotes the allowed kinematic region for the three-body decay 1→ 2+3+4. The scattering
process 1 + 2→ 3 + 4 is described by the outer planes in gray corresponding to one channel
(s, t, or u) each. The solid lines denote the cases s = 0, t = 0, and u = 0, respectively.
The dashed lines correspond to the upper limit on each Mandelstam variable in the decay
process at pseudo-threshold (m1 −Mπ)2. Similarly, the dotted lines indicate the values at
threshold 4M2

π and finally the dashed-dotted ones denote the threshold of each scattering
channel at (m1 +Mπ)2.
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Appendix B

Partial-wave formalism

This appendix serves as an introduction to the partial-wave formalism as used in all dis-
persive approaches in this thesis (see for instance the examples in Sect. 3.4). The presented
technique allows us to separate the angular dependence of each amplitude using a series
expansion in terms of fixed angular momenta. The smaller the characteristic momenta of
the involved particles are the earlier we can truncate the partial-wave expansion at finite
order.
We start our considerations by introducing two different bases for a general amplitude
in terms of helicity and angular-momentum in Sect. B.1. Subsequently, we perform a
corresponding basis transformation in order to derive the partial-wave expansion of 2→ 2

scattering in Sect. B.2. More details about the formalism presented below can for instance
be found in Refs. [239, 354].1

B.1 | Helicity and angular-momentum bases

We refer to the helicity basis whenever a matrix element is expressed in terms of momenta
and spins. This goes back to the fact that the helicity λ is given by the projection of the
spin S to the direction of momentum p̂ by means of

λ = p̂ · S. (B.1)

Henceforth, we denote a helicity state of one particle moving along the z-direction as ψpλ.
With the angular momentum operator Ji, arbitrary directions of this state can be expressed
in terms of Euler angles by

Rαβγ = e−iαJze−iβJye−iγJz . (B.2)

As ψpλ has an axial symmetry, two angles are sufficient to rotate the helicity state to
arbitrary directions. We can hence express a helicity state with absolute value of three-
momentum p, α = θ, and β = φ in arbitrary direction by

|p θφ;λ〉 ≡ Rφθ−φψpλ , (B.3)

where we chose the third angle as γ = −φ [239, 355]. Note that one can in principle
also stick to the alternative convention γ = 0 [356, 357], which will result in a physically
unimportant overall phase compared to our choice.

1Moreover, parts of this appendix were very similarly presented in Ref. [87].
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B.2. 2→ 2 scattering

We now continue with two-particle states and consider the two single-particle states ψp1λ1
and χp2λ2 . In the center-of-mass frame we have p1 = −p2 ≡ p, with p pointing in positive z-
direction. We can hence define a direct product that gives rise to the two-particle state [239]

ψpλ1λ2 ≡ ψpλ1 � χpλ2 . (B.4)

Applying the same rotations as before, arbitrary two-particle states can be written as

|p θφ;λ1λ2〉 ≡ Rφθ−φψpλ1λ2 . (B.5)

In order to construct helicity states with definite angular momentum J out of these two-
particle states, we introduce the Wigner-D function

DJ
m′m(α, β, γ) = 〈Jm′|Rαβγ |Jm〉 = e−im

′αdJm′m(β)e−imγ , (B.6)

with the small Wigner-d defined as

dJm′m(β) = 〈Jm′|e−iβJy |Jm〉 . (B.7)

With these definitions the partial-wave expansion of a two-particle helicity state becomes [354]

|p θφ;λ1λ2〉 =
∑
J,M

√
2J + 1

4π
DJ
Mλ(φ, θ,−φ)|p JM ;λ1λ2〉 , (B.8)

while the corresponding inverse transformation reads

|p JM ;λ1λ2〉 =

√
2J + 1

4π

∫
dΩDJ∗

Mλ(φ, θ,−φ)|p θφ;λ1λ2〉 , (B.9)

where M indicates the z-component of the total angular momentum J , λ ≡ λ1 − λ2, and
dΩ = dφ d cos θ. Thus, instead of describing two-particle states by the angles θ and φ we
can express it in terms of the angular momenta J and M .

B.2 | 2→ 2 scattering

We can now apply the shift from the helicity to the angular-momentum basis to a general
amplitudeM describing 2→ 2 scattering. The respective partial-wave expansion reads

〈q θ′φ′;λ′1λ′2|M|p θφ;λ1λ2〉

=
∑
J ′,M ′

√
2J ′ + 1

4π
DJ ′∗
M ′λ′(φ

′, θ′,−φ′)
∑
J,M

√
2J + 1

4π
DJ
Mλ(φ, θ,−φ)

× 〈q J ′M ′;λ′1λ′2|M|p JM ;λ1λ2〉,

(B.10)
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with λ′ = λ′1 − λ′2. The conservation of angular momentum allows us to simplify this
expression to

〈q θ′φ′;λ′1λ′2|M|p θφ;λ1λ2〉

=
∑
J,M

2J + 1

4π
DJ∗
Mλ′(φ

′, θ′,−φ′)DJ
Mλ(φ, θ,−φ)〈q JM ;λ′1λ

′
2|M|p JM ;λ1λ2〉.

(B.11)

For initial states moving along the z-direction one can set φ = θ = 0, such thatDJ
Mλ(φ, θ,−φ)

reduces to δMλ and hence

〈q θ′φ′;λ′1λ′2|M|p 0 0;λ1λ2〉

=
∑
J,M

2J + 1

4π
DJ∗
λλ′(φ

′, θ′,−φ′)〈q JM ;λ′1λ
′
2|M|p JM ;λ1λ2〉 .

(B.12)

We can evaluate the inverse of the latter two equations with the orthogonality relation

2π∫
0

dα
1∫
−1

d cos(β)DJ∗
λ1λ2(α, β,−α)DJ ′

λ′1λ
′
2
(α, β,−α) =

4π

2J + 1
δJJ ′δλ1λ′1δλ2λ′2 . (B.13)

For this purpose, we first multiply the respective equation with a Wigner-D, carry out the
integration over the Euler angles, and apply the orthogonality relation. With these steps
the inverse of Eq. (B.11) becomes

〈q JM ;λ′1λ
′
2|M|p JM ;λ1λ2〉

=
2J + 1

4π

∫
dΩ′dΩDJ

Mλ′(φ
′, θ′,−φ′)DJ∗

Mλ(φ, θ,−φ)〈q θ′φ′;λ′1λ′2|M|p θφ;λ1λ2〉 ,
(B.14)

while the inverse of Eq. (B.12) reads

〈q JM ;λ′1λ
′
2|M|p JM ;λ1λ2〉 =

∫
dΩ′DJ

λλ′(φ
′, θ′,−φ′)〈q θ′φ′;λ′1λ′2|M|p 0 0;λ1λ2〉. (B.15)

B.2.1 | Scalar 2→ 2 scattering

In the simplified case of scalar 2→ 2 scattering, J equals the relative angular momentum `

between the particles in the initial (or final) state. Hence, the Wigner-D reduces to Legendre
polynomials by means of D`

00(α, β, γ) = P`(cosβ). Abbreviating the scalar amplitudes by
M(s, zs) ≡ 〈q θ′0; 00|M|p 0 0; 00〉 and f`(s) ≡ 〈q `0; 00|M|p `0; 00〉, where s and zs = cosβ

are defined as in Sect. A.2, the partial-wave expansion and its inverse become

M(s, zs) =
∑
`

2`+ 1

4π
P`(zs) f`(s) and f`(s) =

∫
dΩP`(zs)M(s, zs) . (B.16)
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Note that one can in principle directly carry out the trivial azimuthal integration on the
right-hand side, as stated in Sect. A.1.1, which contributes with a factor of 2π.
A concern regarding the expansion in Eq. (B.16) arises if we allow the Legendre polynomials
to take complex values and may become apparent if we consider analytic continuations of
M(s, zs) to three-body decays. To elaborate on this point, we consider the discontinuity as
introduced in Eq. (3.18) and for simplicity set the masses in the final state equal. Neglecting
the suppressed contributions from discontinuities of D-waves and higher partial waves we
can for instance write the s-channel discontinuity ofM according to Eq. (B.16) as

discsM(s, zs) =
1

4π
discs f0(s) +

3

4π
discs

(
zsf1(s)

)
. (B.17)

The issue with this expression is that, according to Eq. (A.15), zs is proportional to a
kinematic function 1/κ(s) containing right-hand cuts, cf. Sect. 3.1, or in other words κ(s)

could become complex after analytic continuations. To avoid the thus arising complications
when evaluating discs (zsf1(s)) we instead consider the re-scaled partial-wave amplitude

f`(s)→
4π

2`+ 1
κ`(s) f`(s) , (B.18)

where we additionally absorbed all appearing constants for convenience. Unless stated
otherwise, we henceforth restrict the sum of partial waves for scalar 2→ 2 amplitudes only
to S- and P -waves without further notice. We use the transformations

M(s, zs) =
∑
`

κ`(s)P`(zs)f`(s) and f`(s) =
2`+ 1

2κ`(s)

∫ 1

−1
dzs P`(zs)M(s, zs) (B.19)

whenever we want to analytically continue our amplitude such that the respective Legendre
polynomials become complex. Hence, we can decompose the s-channel discontinuity of
M(s, zs) as

discsM(s, zs) = disc f0(s) + zsκ(s) disc f1(s). (B.20)
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Appendix C

C and CP violation in LEFT up to dimension 8

In this appendix we comment on our classification of C- and CP -violating LEFT operators
presented in Ch. 5, based on the complete sets from Ref. [146] up to and including mass
dimension 6, Ref. [150] for dimension 7, and Ref. [136] for dimension-8 operators. For
simplicity we do not quote all of the numerous contributing operators in these bases, but
go directly to their characterization in terms of C-, P -, and T -eigenstates. The genuine
LEFT operators are written in terms of chiral projectors, i.e.,

ψL/R ≡ PL/Rψ with PL =
1− γ5

2
, PR =

1 + γ5

2
, (C.1)

and thus include in general superpositions of states with different discrete symmetries. Our
C- and CP -odd operators will be identified as linear combinations of these LEFT operators,
such that the separated (pseudo)scalar, (axial)vector, and (pseudo)tensor contributions
have definite eigenvalues under C, P , and T . Technically, we merely write each projector
explicitly in terms of Dirac matrices and separate the summands with different discrete
symmetries. We will rephrase the quark portion of each LEFT operator in this way and
drop possible field-strength tensors and SU(3) generators in the first place, which can be
restored in most cases straightforwardly.
To keep the notation as short and simple as possible we use a rather sloppy notation and
refer to generic Wilson coefficients by c ∈ C, whose numerical value may be different in
each operator. This abuse of notation shall not bother us, as we are solely interested in
LEFT and not in any matching between operators in SMEFT and LEFT. The notes on
the following pages are all restricted to the flavor-conserving case. However, flavor-violating
LEFT operators that may contribute to ToPe forces, which are less relevant for our analysis
of η decays, can be derived in a similar manner. Other than that, we will follow the strategy
already sketched in Ch. 5.
The outline of this appendix is as follows. In Sect. C.1 we explicitly confirm at hand of
well-known operator bases of LEFT that there are no ToPe interactions of dimension ≤ 6.
Subsequently we investigate the operators at dimension 7 and 8 LEFT in Sects. C.2 and C.3,
respectively, and carefully distinguish between the ones that are chirality-violating and
chirality-conserving.

C.1 | Dimension ≤ 6 LEFT

In this section we consider LEFT operators carefully worked out by Ref. [146] and explicitly
show that there are indeed no ToPe operators below dimension 7 in LEFT. We directly
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discard the dimension-3 operators, which are solely given by neutrino bilinears [146].

C.1.1 | Dimension 5 LEFT

The modest number of dimension-5 operators only allows for quarks with the sole Dirac
structure ψ̄LσµνψR. We can multiply this structure with the Wilson coefficient and respect
hermiticity, to obtain

c ψ̄σµνPRψ + h.c. = Re c ψ̄σµνψ + i Im c ψ̄σµνγ5ψ . (C.2)

After contracting with the gluon or photon field-strength tensor, we can read from Table 5.1
that the resulting terms preserve C.

C.1.2 | Dimension 6 LEFT

In dimension 6 LEFT we encounter operators including the quadrilinear

c ψ̄γµPR/Lψχ̄γ
µPR/Lχ+ h.c. =

1

2
Re c

[
ψ̄γµψχ̄γ

µχ+ ψ̄γµγ5ψχ̄γ
µγ5χ

± ψ̄γµγ5ψχ̄γ
µχ± ψ̄γµψχ̄γµγ5χ

]
.

(C.3)
While the first two summands have the signature CPT = + + +, the last two have the
eigenvalues CPT = − − +. Therefore these cannot contribute to ToPe interactions. The
same holds for ψ̄γµPLψχ̄γ

µPRχ, which just distinguishes by relative signs from the case
discussed above. Next, consider

c ψ̄PRχχ̄PRψ + h.c. =
1

2
Re c

[
ψ̄χχ̄ψ + ψ̄γ5χχ̄γ5ψ

]
+
i

2
Im c

[
ψ̄γ5χχ̄ψ + ψ̄χχ̄γ5ψ

]
. (C.4)

While the summand scaling with Re c has CPT = + + + the one proportional to Im c is
CPT = +−−. Analogously, this is also true for ψ̄PLψχ̄PLχ.
Using σ†µν = γ0σµνγ0 we can easily derive

c ψ̄σµνPRχχ̄σ
µνPRψ + h.c. =

1

2
Re c

[
ψ̄σµνχχ̄σ

µνψ + ψ̄σµνγ5χχ̄σ
µνγ5ψ

]
+
i

2
Im c

[
ψ̄σµνγ5χχ̄σ

µνψ + ψ̄σµνχχ̄σ
µνγ5ψ

]
,

(C.5)
where the two summands have CPT = + + + and CPT = + − −, respectively. Again,
the term ψ̄σµνPLψχ̄σ

µνPLχ proceeds in the same manner. The remaining dimension-6
operators under consideration are the triple gauge terms

fabcG
νa
µ G

ρb
ν G

µc
ρ and fabcG̃

νa
µ G

ρb
ν G

µc
ρ , (C.6)

which, according to Table 5.1, have the symmetries CPT = + + + and CPT = + − −,
respectively.
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Thus, none of the considered operators in dimension-6 LEFT can create ToPe effects. Fur-
thermore, note that one can neither build a loop consisting of two of these dimension-6
LEFT operators that results in a C- and CP -odd transition.
If we relax the condition of flavor-conservation, i.e., if we consider flavor-violating operators,
we can indeed find terms with the signature CPT = − + −, as pointed out in Refs. [156,
157]. However, these do not contribute to the physics we are interested in and do not
necessarily allow for an unambiguous identification of BSM signals, due to C- or CP -
violating contributions from the weak interaction.

C.2 | Dimension-7 LEFT

Considering the—for our purposes relevant—lepton- and baryon-number-conserving oper-
ators, there occur two different types of fermion bilinears: ψ̄RψL and ψ̄RσµνψL. Let us
again neglect the (hermitian) product of field-strength tensors accompanying these bilin-
ears for now. Accounting for the respective Wilson coefficients, the hermitian bilinears can
be rewritten as

c ψ̄RψL + h.c. = Re c ψ̄ψ − Im c ψ̄iγ5ψ (C.7)

and

c ψ̄RσµνψL + h.c. = Re c ψ̄σµνψ − Im c ψ̄iσµνγ5ψ . (C.8)

In complete analogy, the two types of fermion quadrilinears (ψ̄Lγ
µψL)(χ̄LiD~

~

µχR) and
(ψ̄Rγ

µψR)(χ̄LiD~

~

µχR) become

c (ψ̄Lγ
µψL)(χ̄LiD~

~

µχR) + h.c. =
1

2
Re c

[
(χ̄iD~

~

µχ)(ψ̄γµψ)− (χ̄iD~

~

µχ)(ψ̄γµγ5ψ)
]

− 1

2
Im c

[
(χ̄D~

~

µγ5χ)(ψ̄γµψ)− (χ̄D~

~

µγ5χ)(ψ̄γµγ5ψ)
]
,

(C.9)

where in the second step PL+PR = 1 and PR−PL = γ5 were applied. Similarly, we obtain

c (ψ̄Rγ
µψR)(χ̄LiD~

~

µχR) + h.c. =
1

2
Re c

[
(χ̄iD~

~

µχ)(ψ̄γµψ) + (χ̄iD~

~

µχ)(ψ̄γµγ5ψ)
]

− 1

2
Im c

[
(χ̄D~

~

µγ5χ)(ψ̄γµψ) + (χ̄D~

~

µγ5χ)(ψ̄γµγ5ψ)
]
,

(C.10)

with the same operators as Eq. (C.9), but with different real-valued prefactors. Note that
the factor i from the Wilson coefficients flips the sign of time reversal, while γ5 changes
the one of parity. Attaching the products of field-strength tensors to the fermion bilinears,
like explicitly done in Table C.1, we can formulate the operators of Ref. [150] in a way that
allows us to directly read off the transformation properties under the discrete symmetries
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C, P , and T . According to Table C.1, there are only two operators at dimension 7 in LEFT
which violate C and CP , namely

ψ̄TAσµνψFµρG
Aρ
ν ,

χ̄D~

~

µγ5χψ̄γ
µγ5ψ ,

(C.11)

with the same form as already proposed decades ago, cf. Eq. (5.4). There is in principle also
another color contraction for the quark quadrilinear allowed, but we refrain from quoting it
explicitly because it leads to the same effective operator on the mesonic level and in this way
we are as consistent as possible with the original operators from Eq. (5.4). Furthermore,
as already stated in Sect. 5.3.1, in this work we do not consider corrections due to QCD
running, which arise from possible mixing of different color contractions.

C.3 | Dimension-8 LEFT

We proceed with the classification of dimension-8 operators from Ref. [136]. For the sake
of simplicity, we categorize the operators according to the number n of contributing quarks
(ψn), derivatives (Dn), and gauge field-strength tensors (Xn). Once more, we first focus
on the Dirac structure of each operator and characterize different combinations (given in
the original basis of LEFT operators) with Xn, structure constants dabc, fabc, and SU(3)

generators T a in Tables C.2–C.10. Operators that are not listed in these tables do either
not appear in the original LEFT basis of Ref. [136] or are beforehand identified as irrelevant
for our analysis, cf. Ch. 5. The results, i.e., chirality-conserving and -violating dimension-8
LEFT operators, are summarized in Sect. C.3.5.

C.3.1 | Operator class X4

Each field-strength tensor Xµν has the signature CPT = − + −, while the ones in dual
space, i.e., X̃µν , obey CPT = −−+. Hence any combination of four field-strength tensors
with no or trivial color contractions, i.e., contractions without structure constants fabc or
dabc, conserves C. Having a look at these non-trivial color structures, there appear either
terms including three gluons and one photon or four gluons and no photon. In the LEFT
basis under consideration the former always involve the symmetric structure constant dabc,
so that terms of the form

dabcG
a
µνG

bµνGcαβF
αβ (C.12)

are always C-even, as can be read off from Table 5.1. The possible four-gluon operators
include structures like

dabedcdeG
a
µνG

bµνGcαβG
dαβ , (C.13)

which conserve each of the three fundamental discrete symmetries separately. This can
easily be checked analogously to the example given in Sect. 5.2. The exchange of any of
these field-strength tensors with its dual representation preserves the C-even nature of the
operators. Thus there is no C-violating operator in this class.
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C P T

1a) ψ̄ψFµνF
µν + + +

1b) ψ̄iγ5ψFµνF
µν + − −

2a) ψ̄TAψFµνGAµν + + +

2b) ψ̄TAiγ5ψF
µνGAµν + − −

3a) ψ̄TAσµνψFµρG
Aρ
ν − + −

3b) ψ̄TAσµνiγ5ψFµρG
Aρ
ν − − +

4a) dabcψ̄T
AψGBµνG

Cµν + + +

4b) dabcψ̄T
Aiγ5ψG

B
µνG

Cµν + − −

5a) fabcψ̄T
AσµνψGBµρG

Cρ
ν + + +

5b) fabcψ̄T
Aσµνiγ5ψG

B
µρG

Cρ
ν + − −

6a) ψ̄ψFµνF̃
µν + − −

6b) ψ̄iγ5ψFµνF̃
µν + + +

7a) ψ̄TAψFµνG̃Aµν + − −

7b) ψ̄TAiγ5ψF
µνG̃Aµν + + +

8a) dabcψ̄T
AψGBµνG̃

Cµν + − −

8b) dabcψ̄T
Aiγ5ψG

B
µνG̃

Cµν + + +

9) (χ̄iD~

~

µχ)(ψ̄γµψ) + + +

10) (χ̄D~

~

µγ5χ)(ψ̄γµψ) + − −

11) (χ̄iD~

~

µχ)(ψ̄γµγ5ψ) − − +

12) (χ̄D~

~

µγ5χ)(ψ̄γµγ5ψ) − + −

Table C.1: Operators in dimension 7 LEFT with well defined discrete space-time symme-
tries. All operators listed are hermitian and have to be multiplied by a real-valued coefficient
corresponding to real or imaginary parts of the respective Wilson coefficents. This table
covers the operators that are not discarded beforehand, as described in Ch. 5, and can be
generalized in future analyses. The operators 3a) and 12) are C- and CP -odd.
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C.3.2 | Operator class ψ2X2D

In this operator class we encounter

c ψ̄γµiD~

~

νPR/Lψ + h.c. = Re c
(
ψ̄γµiD~

~

νψ ± ψ̄γµγ5iD~

~

νψ
)
. (C.14)

Taking appropriate linear combinations, these Dirac structures can be reduced to

ψ̄γµiD~

~

νψ and ψ̄γµγ5iD~

~

νψ , (C.15)

which have to be multiplied with a real-valued linear combination of Wilson coefficients
that can be absorbed in a single overall normalization for each of these two operators. All
combinations with attached field strengths are listed in Table C.2.

C.3.3 | Operator class ψ4X

The simplest quadrilinears occurring in the class ψ4X read

c ψ̄γµPLψχ̄γ
νPRχ+ h.c. =

1

2
Re c

(
ψ̄γµψχ̄γνχ− ψ̄γµγ5ψχ̄γ

νγ5χ

− ψ̄γµγ5ψχ̄γ
νχ+ ψ̄γµψχ̄γνγ5χ

) (C.16)

and

c ψ̄γµPR/Lψχ̄γ
νPR/Lχ+ h.c. =

1

2
Re c

(
ψ̄γµψχ̄γνχ+ ψ̄γµγ5ψχ̄γ

νγ5χ

± ψ̄γµγ5ψχ̄γ
νχ± ψ̄γµψχ̄γνγ5χ

)
.

(C.17)

Note that the expression ψ̄γµPLψχ̄γ
νPRχ is (up to a sign) the same as ψ̄γµPRψχ̄γ

νPLχ

after a contraction with the field-strength tensor and a re-labelling ψ ↔ χ. Therefore it
suffices to consider only one of them. In analogy to Eq. (C.15) we can write these operators
as linearly independent combinations with the same eigenvalue of C by means of

ψ̄γµψχ̄γνχ± ψ̄γµγ5ψχ̄γ
νγ5χ and ψ̄γµγ5ψχ̄γ

νχ± ψ̄γµψχ̄γνγ5χ . (C.18)

After contracting with Fµν or Gaµν and attaching the respective color structures, the discrete
symmetries of these operators can be read off straightforwardly.

Next, we have a look at

c ψ̄γµPLχχ̄γ
νPRψ + h.c. = Re c

(
ψ̄γµPLχχ̄γ

νPRψ + ψ̄γνPRχχ̄γ
µPLψ

)
+ i Im c

(
ψ̄γµPLχχ̄γ

νPRψ − ψ̄γνPRχχ̄γ
µPLψ

)
.

(C.19)

To simplify the expression after expanding the projectors, we need to contract the operator
with the field-strength tensors. The antisymmetry of Fµν under interchange of the Lorentz
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indices leads to(
c ψ̄γµPLχχ̄γ

νPRψ + h.c.
)
Fµν =

1

2
Re c

(
ψ̄γµχχ̄γνγ5ψ − ψ̄γµγ5χχ̄γ

νψ
)
Fµν

+
i

2
Im c

(
ψ̄γµχχ̄γνψ − ψ̄γµγ5χχ̄γ

νγ5ψ
)
Fµν .

(C.20)

Special care has to be taking when working out the C-transformation of operators mixing
different flavors in a single bilinear, as is the case for the operator above. The charge
conjugate of the first summand in Eq. (C.20) reads

C
[(
ψ̄γµχχ̄γνγ5ψ − ψ̄γµγ5χχ̄γ

νψ
)
Fµν

]
=
(
ψ̄γνγ5χχ̄γ

µψ − ψ̄γνχχ̄γµγ5ψ
)
Fµν

=
(
− ψ̄γµγ5χχ̄γ

νψ + ψ̄γµχχ̄γνγ5ψ
)
Fµν ,

(C.21)

where, in the last step, we renamed µ ↔ ν and again used the antisymmetry of Fµν . For
the second summand one can proceed analogously. Hence the operator in Eq. (C.20) is
C-even. The case when contracting the quadrilinear with Gaµν instead of Fµν is slightly
more intricate, as we need to account for the SU(3) color generator T a:

c ψ̄γµPLT
aχχ̄γνPRψG

a
µν + h.c. =

1

4
Re c

[
ψ̄γµT aχχ̄γνψ + ψ̄γµT aχχ̄γνγ5ψ − ψ̄γµγ5T

aχχ̄γνψ

− ψ̄γµγ5T
aχχ̄γνγ5ψ + (ψ ↔ χ)

]
Gaµν

+
i

4
Im c

[
ψ̄γµT aχχ̄γνψ + ψ̄γµT aχχ̄γνγ5ψ − ψ̄γµγ5T

aχχ̄γνψ

− ψ̄γµγ5T
aχχ̄γνγ5ψ − (ψ ↔ χ)

]
Gaµν .

(C.22)

As already done several times, one can conveniently split this operator into its C-even and
C-odd eigenstates. In complete analogy, we now evaluate

c fabc ψ̄γ
µPLT

aχχ̄γνPRT
bψGcµν + h.c. =

1

2
Re c fabc

[
ψ̄γµT aχχ̄γνT bψ − ψ̄γµγ5T

aχχ̄γνγ5T
bψ
]
Gcµν

+
i

2
Im c fabc

[
ψ̄γµT aχχ̄γνT bγ5ψ − ψ̄γµγ5T

aχχ̄γνT bψ
]
Gcµν ,

(C.23)

where we simplified the expression using the antisymmetry of the structure constant fabc
and Gcµν . Similarly, we find

c dabc ψ̄γ
µPLT

aχχ̄γνPRT
bψGcµν + h.c.

=
1

2
Re c dabc

[
ψ̄γµT aχχ̄γνγ5T

bψ − ψ̄γµγ5T
aχχ̄γνT bψ

]
Gcµν ,

(C.24)
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where terms symmetric under ψ ↔ χ drop out, because the operator is symmetric under
a↔ b and antisymmetric under µ↔ ν. We continue with

c ψ̄PRψχ̄σ
µνPRχ+ h.c. =

1

2
Re c

(
ψ̄ψχ̄σµνχ+ ψ̄γ5ψχ̄σ

µνγ5χ
)

+
i

2
Im c

(
ψ̄γ5ψχ̄σ

µνχ+ ψ̄ψχ̄σµνγ5χ
)
.

(C.25)

The next quadrilinear under consideration has the form

c ψ̄PRχχ̄σ
µνPRψ + h.c.

= Re c
(
ψ̄PRχχ̄σ

µνPRψ + χ̄PLψψ̄σ
µνPLχ

)
+ iIm c

(
ψ̄PRχχ̄σ

µνPRψ − χ̄PLψψ̄σ
µνPLχ

)
=

1

4
Re c

[(
ψ̄χχ̄σµνψ + χ̄ψψ̄σµνχ+ ψ̄γ5χχ̄σ

µνγ5ψ + χ̄γ5ψχ̄σ
µνγ5χ

)
+
(
ψ̄γ5χχ̄σ

µνψ + ψ̄χχ̄σµνγ5ψ − χ̄γ5ψχ̄σ
µνχ− χ̄ψψ̄σµνγ5χ

)]
+
i

4
Im c

[(
ψ̄χχ̄σµνψ − χ̄ψψ̄σµνχ+ ψ̄γ5χχ̄σ

µνγ5ψ − χ̄γ5ψχ̄σ
µνγ5χ

)
+
(
ψ̄γ5χχ̄σ

µνψ + ψ̄χχ̄σµνγ5ψ + χ̄γ5ψχ̄σ
µνχ+ χ̄ψψ̄σµνγ5χ

)]
.

(C.26)

In this equation, the terms are ordered such that each expression in parenthesis has the
same eigenvalue under charge conjugation. In the same manner, the last operator occurring
in this class is

c ψ̄σµλPRχχ̄σ
λνPRψ + h.c.

= Re c
(
ψ̄σµλPRχχ̄σ

λνPRψ + ψ̄σµλPLχχ̄σ
λνPLψ

)
+ iIm c

(
ψ̄σµλPRχχ̄σ

λνPRψ − ψ̄σµλPLχχ̄σ
λνPLψ

)
=

1

4
Re c

[(
ψ̄σµλχχ̄σ

λνψ + χ̄σµλψψ̄σ
λνχ+ ψ̄σµλγ5χχ̄σ

λνγ5ψ + χ̄σµλγ5ψχ̄σ
λνγ5χ

)
+
(
ψ̄σµλγ5χχ̄σ

λνψ + ψ̄σµλχχ̄σ
λνγ5ψ − χ̄σµλγ5ψχ̄σ

λνχ− χ̄σµλψψ̄σ
λνγ5χ

)]
+
i

4
Im c

[(
ψ̄σµλχχ̄σ

λνψ − χ̄σµλψψ̄σ
λνχ+ ψ̄σµλγ5χχ̄σ

λνγ5ψ − χ̄σµλγ5ψχ̄σ
λνγ5χ

)
+
(
ψ̄σµλγ5χχ̄σ

λνψ + ψ̄σµλχχ̄σ
λνγ5ψ + χ̄σµλγ5ψχ̄σ

λνχ+ χ̄σµλψψ̄σ
λνγ5χ

)]
.

(C.27)
Once multiplied with the field-strength tensors, many operators of this class simplify de-
pending on their color contractions. We list the operators presented in this section with all
allowed (non-vanishing) contractions with field-strength tensors in Tables C.3–C.6.
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C.3.4 | Operator class ψ4D2

The fermion multilinears in the class ψ4D2 have the simplest structure and (ignoring the
derivatives for now) either appear as quadrilinears consisting of two quark currents, i.e.,

c ψ̄γµPLψχ̄γµPRχ+ h.c. =
1

2
Re c

(
ψ̄γµψχ̄γµχ− ψ̄γµγ5ψχ̄γµγ5χ

− ψ̄γµγ5ψχ̄γµχ+ ψ̄γµψχ̄γµγ5χ
)
,

(C.28)

c ψ̄γµPR/Lψχ̄γµPR/Lχ+ h.c. =
1

2
Re c

(
ψ̄γµψχ̄γµχ+ ψ̄γµγ5ψχ̄γµγ5χ

± ψ̄γµγ5ψχ̄γµχ± ψ̄γµψχ̄γµγ5χ
)
,

(C.29)

and
c ψ̄γµPLχχ̄γ

µPRψ + h.c. =
1

2
Re c

(
ψ̄γµχχ̄γ

µψ − ψ̄γµγ5χχ̄γ
µγ5ψ

)
+
i

2
Im c

(
ψ̄γµχχ̄γ

µγ5ψ − ψ̄γµγ5χχ̄γ
µψ
)
,

(C.30)

or as a product of two densities like

c ψ̄PRχχ̄PRψ + h.c. =
1

2
Re c

(
ψ̄χχ̄ψ + ψ̄γ5χχ̄γ5ψ

)
+
i

2
Im c

(
ψ̄χχ̄γ5ψ + ψ̄γ5χχ̄ψ

)
(C.31)

and

c ψ̄PRψχ̄PRχ+ h.c. =
1

2
Re c

(
ψ̄ψχ̄χ+ ψ̄γ5ψχ̄γ5χ

)
+
i

2
Im c

(
ψ̄ψχ̄γ5χ+ ψ̄γ5ψχ̄χ

)
. (C.32)

These Dirac structures are categorized with all allowed combinations of derivatives in Ta-
bles C.7–C.10.

C.3.5 | Summary of C- and CP -odd operators

For LEFT dimension-8 ToPe operators that are chirality-breaking, i.e., they do not arise
at dimension 8 in SMEFT and are hence suppressed with respect to the chirality-breaking
dimension-7 LEFT and chirality-conserving dimension-8 LEFT operators by at least one
additional inverse power of the new-physics scale Λ, we find (note that all these operators
vanish for ψ = χ)[

ψ̄γµχχ̄γνT aψ − ψ̄γµγ5χχ̄γ
νT aγ5ψ + (ψ ↔ χ)

]
Gaµν ,

i
[
ψ̄γµγ5χχ̄γ

νT aψ − ψ̄γµχχ̄γνT aγ5ψ − (ψ ↔ χ)
]
G̃aµν ,

i
[
ψ̄T aχχ̄σµνT aψ + ψ̄γ5T

aχχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Fµν ,

idabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ − (ψ ↔ χ)

]
Gcµν ,

fabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ + (ψ ↔ χ)

]
Gcµν .

(C.33)
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The fact that these operators are indeed chirality-violating can also be understood as fol-
lows. Quark quadrilinears in which both bilinears contain an SU(3)C generator cannot
originate from a coupling to a W -boson as described in detail in Sect. 5.3. Although less
obvious, the same holds for the first two operators in Eq. (C.33) as they both arise from
quadrilinears with the handedness ψ̄LγµχLχ̄RγνψR. Thus, all of the operators listed above
are point interactions that convert left-handed ψ and χ to respective right-handed ones.
Our results for LEFT dimension-8 ToPe operators that are chirality-conserving and a priori
not necessarily suppressed by the chirality-violating dimension-7 ToPe operators read

fabcψ̄γ
µiD~

~

νT aψGbµρG
c ρ
ν ,

ψ̄γµiD~

~

νT aγ5ψ
(
FµρG̃

a ρ
ν ± FνρG̃a ρµ

)
,(

ψ̄γµψχ̄γνχ± ψ̄γµγ5ψχ̄γ
νγ5χ

)
Fµν ,(

ψ̄γµT aψχ̄γνT aχ± ψ̄γµγ5T
aψχ̄γνγ5T

aχ
)
Fµν ,(

ψ̄γµψχ̄γνT aχ± ψ̄γµγ5ψχ̄γ
νγ5T

aχ
)
Gaµν ,

fabc
(
ψ̄γµγ5T

aψχ̄γνT bχ± ψ̄γµT aψχ̄γνγ5T
bχ
)
G̃cµν ,

dabc
(
ψ̄γµT aψχ̄γνT bχ± ψ̄γµγ5T

aψχ̄γνγ5T
bχ
)
Gcµν ,

i
[
ψ̄χχ̄σµνψ + ψ̄γ5χχ̄σ

µνγ5ψ − (ψ ↔ χ)
]
Fµν ,

i
[
ψ̄T aχχ̄σµνψ + ψ̄γ5T

aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Gaµν ,

i
[
ψ̄χχ̄σµνT aψ + ψ̄γ5χχ̄σ

µνγ5T
aψ − (ψ ↔ χ)

]
Gaµν ,[

ψ̄σλµT aχχ̄σµνψ + ψ̄σλµγ5T
aχχ̄σµνγ5ψ + (ψ ↔ χ)

]
Ga νλ ,[

ψ̄σλµχχ̄σµνT
aψ + ψ̄σλµγ5χχ̄σµνγ5T

aψ + (ψ ↔ χ)
]
Ga νλ .

(C.34)

Note that these operators are not unique, as they depend on the LEFT operator basis and
the linear combinations chosen to group respective operators together with an appropriate
redefinition of the Wilson coefficients. For example, the last two operators in Eq. (C.34)
are linearly dependent, which can be shown using the antisymmetry of σµν and Ga νλ , so
that they can be understood as only one operator with an appropriately redefined Wilson
coefficient. In a similar manner one can decompose all LEFT operators with ‘±’ into two
linearly independent operators each. Moreover, we remark that operators that only differ
(up to an overall sign) in the interchange of ψ and χ can be summarized as one operator
by adding flavor indices.
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ψ̄L/Rγ
µiD~

~

νψL/R C P T

1a) ψ̄γµiD~

~

νψ FµρF
ρ
ν + + +

1b) ψ̄γµiD~

~

νγ5ψ FµρF
ρ
ν − − +

2a) ψ̄γµiD~

~

νψGaµρG
a ρ
ν + + +

2b) ψ̄γµiD~

~

νγ5ψG
a
µρG

a ρ
ν − − +

3a) fabcψ̄γ
µiD~

~

νT aψGbµρG
c ρ
ν − + −

3b) fabcψ̄γ
µiD~

~

νT aγ5ψG
b
µρG

c ρ
ν + − −

4a) dabcψ̄γ
µiD~

~

νT aψGbµρG
c ρ
ν + + +

4b) dabcψ̄γ
µiD~

~

νT aγ5ψG
b
µρG

c ρ
ν − − +

5a) ψ̄γµiD~

~

νT aψ
(
FµρG

a ρ
ν ± FνρGa ρµ

)
+ + +

5b) ψ̄γµiD~

~

νT aγ5ψ
(
FµρG

a ρ
ν ± FνρGa ρµ

)
− − +

6a) ψ̄γµiD~

~

νT aψ
(
FµρG̃

a ρ
ν ± FνρG̃a ρµ

)
+ − −

6b) ψ̄γµiD~

~

νT aγ5ψ
(
FµρG̃

a ρ
ν ± FνρG̃a ρµ

)
− + −

7a) fabcψ̄γ
µiD~

~

νT aψ
(
GbµρG̃

c ρ
ν ± G̃bνρG

c ρ
µ

)
− − +

7b) fabcψ̄γ
µiD~

~

νT aγ5ψ
(
GbµρG̃

c ρ
ν ± G̃bνρG

c ρ
µ

)
+ + +

Table C.2: Operators of the class ψ2X2D with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. The operators 3a) and 6b) are
C- and CP -odd. Note that for the cases 1a) to 4b) there are no operators with the dual
field-strength tensor X̃ρ

ν in the considered LEFT basis of Ref. [136].
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ψ̄L/Rγ
µψL/Rχ̄L/Rγ

νχL/R & ψ̄Lγ
µψLχ̄Rγ

νχR C P T

1a)
(
ψ̄γµψχ̄γνχ± ψ̄γµγ5ψχ̄γ

νγ5χ
)
Fµν − + −

1b)
(
ψ̄γµγ5ψχ̄γ

νχ± ψ̄γµψχ̄γνγ5χ
)
Fµν + − −

2a)
(
ψ̄γµψχ̄γνχ± ψ̄γµγ5ψχ̄γ

νγ5χ
)
F̃µν − − +

2b)
(
ψ̄γµγ5ψχ̄γ

νχ± ψ̄γµψχ̄γνγ5χ
)
F̃µν + + +

3a)
(
ψ̄γµT aψχ̄γνT aχ± ψ̄γµγ5T

aψχ̄γνγ5T
aχ
)
Fµν − + −

3b)
(
ψ̄γµγ5T

aψχ̄γνT aχ± ψ̄γµT aψχ̄γνγ5T
aχ
)
Fµν + − −

4a)
(
ψ̄γµT aψχ̄γνT aχ± ψ̄γµγ5T

aψχ̄γνγ5T
aχ
)
F̃µν − − +

4b)
(
ψ̄γµγ5T

aψχ̄γνT aχ± ψ̄γµT aψχ̄γνγ5T
aχ
)
F̃µν + + +

5a)
(
ψ̄γµψχ̄γνT aχ± ψ̄γµγ5ψχ̄γ

νγ5T
aχ
)
Gaµν − + −

5b)
(
ψ̄γµγ5ψχ̄γ

νT aχ± ψ̄γµψχ̄γνγ5T
aχ
)
Gaµν + − −

6a)
(
ψ̄γµψχ̄γνT aχ± ψ̄γµγ5ψχ̄γ

νγ5T
aχ
)
G̃aµν − − +

6b)
(
ψ̄γµγ5ψχ̄γ

νT aχ± ψ̄γµψχ̄γνγ5T
aχ
)
G̃aµν + + +

7a) fabc
(
ψ̄γµT aψχ̄γνT bχ± ψ̄γµγ5T

aψχ̄γνγ5T
bχ
)
Gcµν + + +

7b) fabc
(
ψ̄γµγ5T

aψχ̄γνT bχ± ψ̄γµT aψχ̄γνγ5T
bχ
)
Gcµν − − +

8a) fabc
(
ψ̄γµT aψχ̄γνT bχ± ψ̄γµγ5T

aψχ̄γνγ5T
bχ
)
G̃cµν + − −

8b) fabc
(
ψ̄γµγ5T

aψχ̄γνT bχ± ψ̄γµT aψχ̄γνγ5T
bχ
)
G̃cµν − + −

9a) dabc
(
ψ̄γµT aψχ̄γνT bχ± ψ̄γµγ5T

aψχ̄γνγ5T
bχ
)
Gcµν − + −

9b) dabc
(
ψ̄γµγ5T

aψχ̄γνT bχ± ψ̄γµT aψχ̄γνγ5T
bχ
)
Gcµν + − −

10a) dabc
(
ψ̄γµT aψχ̄γνT bχ± ψ̄γµγ5T

aψχ̄γνγ5T
bχ
)
G̃cµν − − +

10b) dabc
(
ψ̄γµγ5T

aψχ̄γνT bχ± ψ̄γµT aψχ̄γνγ5T
bχ
)
G̃cµν + + +

Table C.3: Operators of the class ψ4X with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. The operators 1a), 3a), 5a), 8b),
and 9a) are C- and CP -odd.
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C.3. Dimension-8 LEFT

ψ̄Lγ
µχLχ̄Rγ

νψR C P T

1a) (ψ̄γµγ5χχ̄γ
νψ − ψ̄γµχχ̄γνγ5ψ)Fµν + − −

1b) i(ψ̄γµχχ̄γνψ − ψ̄γµγ5χχ̄γ
νγ5ψ)Fµν + + +

2a) (ψ̄γµγ5χχ̄γ
νψ − ψ̄γµχχ̄γνγ5ψ)F̃µν + + +

2b) i(ψ̄γµχχ̄γνψ − ψ̄γµγ5χχ̄γ
νγ5ψ)F̃µν + − −

3a) (ψ̄γµγ5T
aχχ̄γνT aψ − ψ̄γµT aχχ̄γνγ5T

aψ)Fµν + − −

3b) i(ψ̄γµT aχχ̄γνT aψ − ψ̄γµγ5T
aχχ̄γνγ5T

aψ)Fµν + + +

4a) (ψ̄γµγ5T
aχχ̄γνT aψ − ψ̄γµT aχχ̄γνγ5T

aψ)F̃µν + + +

4b) i(ψ̄γµT aχχ̄γνT aψ − ψ̄γµγ5T
aχχ̄γνγ5T

aψ)F̃µν + − −

5a)
[
ψ̄γµχχ̄γνT aψ − ψ̄γµγ5χχ̄γ

νT aγ5ψ + (ψ ↔ χ)
]
Gaµν − + −

5b)
[
ψ̄γµγ5χχ̄γ

νT aψ − ψ̄γµχχ̄γνT aγ5ψ + (ψ ↔ χ)
]
Gaµν + − −

5c) i
[
ψ̄γµχχ̄γνT aψ − ψ̄γµγ5χχ̄γ

νT aγ5ψ − (ψ ↔ χ)
]
Gaµν + + +

5d) i
[
ψ̄γµγ5χχ̄γ

νT aψ − ψ̄γµχχ̄γνT aγ5ψ − (ψ ↔ χ)
]
Gaµν − − +

6a)
[
ψ̄γµχχ̄γνT aψ − ψ̄γµγ5χχ̄γ

νT aγ5ψ + (ψ ↔ χ)
]
G̃aµν − − +

6b)
[
ψ̄γµγ5χχ̄γ

νT aψ − ψ̄γµχχ̄γνT aγ5ψ + (ψ ↔ χ)
]
G̃aµν + + +

6c) i
[
ψ̄γµχχ̄γνT aψ − ψ̄γµγ5χχ̄γ

νT aγ5ψ − (ψ ↔ χ)
]
G̃aµν + − −

6d) i
[
ψ̄γµγ5χχ̄γ

νT aψ − ψ̄γµχχ̄γνT aγ5ψ − (ψ ↔ χ)
]
G̃aµν − + −

7a) ifabc(ψ̄γ
µT aχχ̄γνT bγ5ψ − ψ̄γµT aγ5χχ̄γ

νT bψ)Gcµν + − −

7b) fabc(ψ̄γ
µT aχχ̄γνT bψ − ψ̄γµT aγ5χχ̄γ

νT bγ5ψ)Gcµν + + +

8a) ifabc(ψ̄γ
µT aχχ̄γνT bγ5ψ − ψ̄γµT aγ5χχ̄γ

νT bψ)G̃cµν + + +

8b) fabc(ψ̄γ
µT aχχ̄γνT bψ − ψ̄γµT aγ5χχ̄γ

νT bγ5ψ)G̃cµν + − −

9) dabc(ψ̄γ
µT aχχ̄γνT bγ5ψ − ψ̄γµT aγ5χχ̄γ

νT bψ)Gcµν + − −

10) dabc(ψ̄γ
µT aχχ̄γνT bγ5ψ − ψ̄γµT aγ5χχ̄γ

νT bψ)G̃cµν + + +

Table C.4: Operators of the class ψ4X with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. The operators 5a) and 6d) are C-
and CP -odd.
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C.3. Dimension-8 LEFT

ψ̄LχRχ̄Lσ
µνψR C P T

1a) i
[
ψ̄χχ̄σµνψ + ψ̄γ5χχ̄σ

µνγ5ψ − (ψ ↔ χ)
]
Fµν − + −

1b) i
[
ψ̄γ5χχ̄σ

µνψ + ψ̄χχ̄σµνγ5ψ + (ψ ↔ χ)
]
Fµν + − −

1c)
[
ψ̄χχ̄σµνψ + ψ̄γ5χχ̄σ

µνγ5ψ + (ψ ↔ χ)
]
Fµν + + +

1d)
[
ψ̄γ5χχ̄σ

µνψ + ψ̄χχ̄σµνγ5ψ − (ψ ↔ χ)
]
Fµν − − +

2a) i
[
ψ̄T aχχ̄σµνT aψ + ψ̄γ5T

aχχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Fµν − + −

2b) i
[
ψ̄γ5T

aχχ̄σµνT aψ + ψ̄T aχχ̄σµνγ5T
aψ + (ψ ↔ χ)

]
Fµν + − −

2c)
[
ψ̄T aχχ̄σµνT aψ + ψ̄γ5T

aχχ̄σµνγ5T
aψ + (ψ ↔ χ)

]
Fµν + + +

2d)
[
ψ̄γ5T

aχχ̄σµνT aψ + ψ̄T aχχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Fµν − − +

3a) i
[
ψ̄T aχχ̄σµνψ + ψ̄γ5T

aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Gaµν − + −

3b) i
[
ψ̄γ5T

aχχ̄σµνψ + ψ̄T aχχ̄σµνγ5ψ + (ψ ↔ χ)
]
Gaµν + − −

3c)
[
ψ̄T aχχ̄σµνψ + ψ̄γ5T

aχχ̄σµνγ5ψ + (ψ ↔ χ)
]
Gaµν + + +

3d)
[
ψ̄γ5T

aχχ̄σµνψ + ψ̄T aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Gaµν − − +

4a) i
[
ψ̄χχ̄σµνT aψ + ψ̄γ5χχ̄σ

µνγ5T
aψ − (ψ ↔ χ)

]
Gaµν − + −

4b) i
[
ψ̄γ5χχ̄σ

µνT aψ + ψ̄χχ̄σµνγ5T
aψ + (ψ ↔ χ)

]
Gaµν + − −

4c)
[
ψ̄χχ̄σµνT aψ + ψ̄γ5χχ̄σ

µνγ5T
aψ + (ψ ↔ χ)

]
Gaµν + + +

4d)
[
ψ̄γ5χχ̄σ

µνT aψ + ψ̄χχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Gaµν − − +

5a) idabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ − (ψ ↔ χ)

]
Gcµν − + −

5b) idabc
[
ψ̄γ5T

aχχ̄σµνT bψ + ψ̄T aχχ̄σµνγ5T
bψ + (ψ ↔ χ)

]
Gcµν + − −

5c) dabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ + (ψ ↔ χ)

]
Gcµν + + +

5d) dabc
[
ψ̄γ5T

aχχ̄σµνT bψ + ψ̄T aχχ̄σµνγ5T
bψ − (ψ ↔ χ)

]
Gcµν − − +

6a) ifabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ − (ψ ↔ χ)

]
Gcµν + + +

6b) ifabc
[
ψ̄γ5T

aχχ̄σµνT bψ + ψ̄T aχχ̄σµνγ5T
bψ + (ψ ↔ χ)

]
Gcµν − − +

6c) fabc
[
ψ̄T aχχ̄σµνT bψ + ψ̄γ5T

aχχ̄σµνγ5T
bψ + (ψ ↔ χ)

]
Gcµν − + −

6d) fabc
[
ψ̄γ5T

aχχ̄σµνT bψ + ψ̄T aχχ̄σµνγ5T
bψ − (ψ ↔ χ)

]
Gcµν + − −

Table C.5: Operators of the class ψ4X with well-defined discrete space-time symmetries.
All operators follow the description given in Table C.1. The operators 1a), 2a), 3a), 4a), 5a),
and 6c) are C- and CP -odd. Note that there are no operators with the dual field-strength
tensor X̃ρ

ν in the considered LEFT basis of Ref. [136].
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C.3. Dimension-8 LEFT

ψ̄Lσ
λµχRχ̄LσµνψR C P T

1a) i
[
ψ̄σλµχχ̄σµνψ + ψ̄σλµγ5χχ̄σµνγ5ψ)

]
F νλ + + +

1b)
[
ψ̄σλµγ5χχ̄σµνψ + ψ̄σλµχχ̄σµνγ5ψ

]
F νλ + − −

2a) i
[
ψ̄σλµT aχχ̄σµνT

aψ + ψ̄σλµγ5T
aχχ̄σµνγ5T

aψ
]
F νλ + + +

2b)
[
ψ̄σλµγ5T

aχχ̄σµνT
aψ + ψ̄σλµT aχχ̄σµνγ5T

aψ
]
F νλ + − −

3a) i
[
ψ̄σλµT aχχ̄σµνψ + ψ̄σλµγ5T

aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Ga νλ + + +

3b) i
[
ψ̄σλµγ5T

aχχ̄σµνψ + ψ̄σλµT aχχ̄σµνγ5ψ + (ψ ↔ χ)
]
Ga νλ − − +

3c)
[
ψ̄σλµT aχχ̄σµνψ + ψ̄σλµγ5T

aχχ̄σµνγ5ψ + (ψ ↔ χ)
]
Ga νλ − + −

3d)
[
ψ̄σλµγ5T

aχχ̄σµνψ + ψ̄σλµT aχχ̄σµνγ5ψ − (ψ ↔ χ)
]
Ga νλ + − −

4a) i
[
ψ̄σλµχχ̄σµνT

aψ + ψ̄σλµγ5χχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Ga νλ + + +

4b) i
[
ψ̄σλµγ5χχ̄σµνT

aψ + ψ̄σλµχχ̄σµνγ5T
aψ + (ψ ↔ χ)

]
Ga νλ − − +

4c)
[
ψ̄σλµχχ̄σµνT

aψ + ψ̄γ5χχ̄σµνγ5T
aψ + (ψ ↔ χ)

]
Ga νλ − + −

4d)
[
ψ̄σλµγ5χχ̄σµνT

aψ + ψ̄σλµχχ̄σµνγ5T
aψ − (ψ ↔ χ)

]
Ga νλ + − −

5a) idabc
[
ψ̄σλµT aχχ̄σµνT

bψ + ψ̄σλµγ5T
aχχ̄σµνγ5T

bψ
]
Gc νλ + + +

5b) dabc
[
ψ̄σλµγ5T

aχχ̄σµνT
bψ + ψ̄σλµT aχχ̄σµνγ5T

bψ
]
Gc νλ + − −

6a) ifabc
[
ψ̄σλµγ5T

aχχ̄σµνT
bψ + ψ̄σλµT aχχ̄σµνγ5T

bψ)
]
Gc νλ + − −

6b) fabc
[
ψ̄σλµT aχχ̄σµνT

bψ + ψ̄σλµγ5T
aχχ̄σµνγ5T

bψ
]
Gc νλ + + +

Table C.6: Operators of the class ψ4X with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. The operators 3c) and 4c) are C-
and CP -odd. Note that there are no operators with the dual field-strength tensor X̃ρ

ν in
the considered LEFT basis of Ref. [136].
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C.3. Dimension-8 LEFT

ψ̄L/RγµψL/Rχ̄L/Rγ
µχL/R & ψ̄L/RγµψL/Rχ̄R/Lγ

µχR/L C P T

1a) Dν(ψ̄γµψ)Dν(χ̄γµχ)±Dν(ψ̄γµγ5ψ)Dν(χ̄γµγ5χ) + + +

1b) Dν(ψ̄γµψ)Dν(χ̄γµγ5χ)±Dν(ψ̄γµγ5ψ)Dν(χ̄γµχ) − − +

2a) ψ̄γµD~

~

νψχ̄γ
µD~

~

νχ± ψ̄γµγ5D~

~

νψχ̄γ
µγ5D~

~

νχ + + +

2b) ψ̄γµD~

~

νψχ̄γ
µD~

~

νγ5χ± ψ̄γµγ5D~

~

νψχ̄γ
µD~

~

νχ − − +

3a) Dν(ψ̄γµT
aψ)Dν(χ̄γµT aχ)±Dν(ψ̄γµγ5T

aψ)Dν(χ̄γµγ5T
aχ) + + +

3b) Dν(ψ̄γµT
aψ)Dν(χ̄γµγ5T

aχ)±Dν(ψ̄γµγ5T
aψ)Dν(χ̄γµT aχ) − − +

4a) ψ̄γµD~

~

νT
aψχ̄γµD~

~

νT aχ± ψ̄γµγ5D~

~

νT
aψχ̄γµγ5D~

~

νT aχ + + +

4b) ψ̄γµD~

~

νT
aψχ̄γµD~

~

νγ5T
aχ± ψ̄γµγ5D~

~

νT
aψχ̄γµD~

~

νT aχ − − +

Table C.7: Operators of the class ψ4D2 with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. None of these operators is C- and
CP -odd.

ψ̄LγµχLχ̄Rγ
µψR C P T

1a) Dν(ψ̄γµχ)Dν(χ̄γµψ)−Dν(ψ̄γµγ5χ)Dν(χ̄γµγ5ψ) + + +

1b) i
[
Dν(ψ̄γµχ)Dν(χ̄γµγ5ψ)−Dν(ψ̄γµγ5χ)Dν(χ̄γµψ)

]
+ − −

2a) ψ̄γµD~

~

νχχ̄γ
µD~

~

νψ − ψ̄γµγ5D~

~

νχχ̄γ
µγ5D~

~

νψ + + +

2b) i
[
ψ̄γµD~

~

νχχ̄γ
µD~

~

νγ5ψ − ψ̄γµγ5D~

~

νχχ̄γ
µD~

~

νψ
]

+ − −

3a) Dν(ψ̄γµT
aχ)Dν(χ̄γµT aψ)−Dν(ψ̄γµγ5T

aχ)Dν(χ̄γµγ5T
aψ) + + +

3b) i
[
Dν(ψ̄γµT

aχ)Dν(χ̄γµγ5T
aψ)−Dν(ψ̄γµγ5T

aχ)Dν(χ̄γµT aψ)
]

+ − −

4a) ψ̄γµD~

~

νT
aχχ̄γµD~

~

νT aψ − ψ̄γµγ5D~

~

νT
aχχ̄γµγ5D~

~

νT aψ + + +

4b) i
[
ψ̄γµD~

~

νT
aχχ̄γµD~

~

νγ5T
aψ − ψ̄γµγ5D~

~

νT
aχχ̄γµD~

~

νT aψ
]

+ − −

Table C.8: Operators of the class ψ4D2 with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. None of these operators is C- and
CP -odd.

– 228 –



C.3. Dimension-8 LEFT

ψ̄LχRχ̄LψR C P T

1a) Dµ(ψ̄χ)Dµ(χ̄ψ) +Dµ(ψ̄γ5χ)Dµ(χ̄γ5ψ) + + +

1b) i
[
Dµ(ψ̄χ)Dµ(χ̄γ5ψ) +Dµ(ψ̄γ5χ)Dµ(χ̄ψ)

]
+ − −

2a) ψ̄D~

~

µχχ̄D~

~

µψ + ψ̄γ5D~

~

µχχ̄γ5D~

~

µψ + + +

2b) i
[
ψ̄D~

~

µχχ̄D~

~

µγ5ψ + ψ̄γ5D~

~

µχχ̄D~

~

µψ
]

+ − −

3a) Dµ(ψ̄T aχ)Dµ(χ̄T aψ) +Dµ(ψ̄γ5T
aχ)Dµ(χ̄γ5T

aψ) + + +

3b) i
[
Dµ(ψ̄T aχ)Dµ(χ̄γ5T

aψ) +Dµ(ψ̄γ5T
aχ)Dµ(χ̄T aψ)

]
+ − −

4a) ψ̄D~

~

µT
aχχ̄D~

~

µT aψ + ψ̄γ5D~

~

µT
aχχ̄γ5D~

~

µT aψ + + +

4b) i
[
ψ̄D~

~

µT
aχχ̄D~

~

µγ5T
aψ + ψ̄γ5D~

~

µT
aχχ̄D~

~

µT aψ
]

+ − −

Table C.9: Operators of the class ψ4D2 with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. None of these operators is C- and
CP -odd.

ψ̄LψRχ̄LχR C P T

1a) Dµ(ψ̄ψ)Dµ(χ̄χ) +Dµ(ψ̄γ5ψ)Dµ(χ̄γ5χ) + + +

1b) i
[
Dµ(ψ̄ψ)Dµ(χ̄γ5χ) +Dµ(ψ̄γ5ψ)Dµ(χ̄χ)

]
+ − −

2a) ψ̄D~

~

µψχ̄D~

~

µχ+ ψ̄γ5D~

~

µψχ̄γ5D~

~

µχ + + +

2b) i
[
ψ̄D~

~

µψχ̄D~

~

µγ5χ+ ψ̄γ5D~

~

µψχ̄D~

~

µχ
]

+ − −

3a) Dµ(ψ̄T aψ)Dµ(χ̄T aχ) +Dµ(ψ̄γ5T
aψ)Dµ(χ̄γ5T

aχ) + + +

3b) i
[
Dµ(ψ̄T aψ)Dµ(χ̄γ5T

aχ) +Dµ(ψ̄γ5T
aψ)Dµ(χ̄T aχ)

]
+ − −

4a) ψ̄D~

~

µT
aψχ̄D~

~

µT aχ+ ψ̄γ5D~

~

µT
aψχ̄γ5D~

~

µT aχ + + +

4b) i
[
ψ̄D~

~

µT
aψχ̄D~

~

µγ5T
aχ+ ψ̄γ5D~

~

µT
aψχ̄D~

~

µT aχ
]

+ − −

Table C.10: Operators of the class ψ4D2 with well defined discrete space-time symmetries.
All operators follow the description given in Table C.1. None of these operators is C- and
CP -odd.
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Appendix D

Irreducible representations of SU(3)L × SU(3)R

Although it turned out that the decomposition of LEFT operators into explicit irreducible
representations of SU(3)L×SU(3)R is not necessary to derive the corresponding ToPeχPT
operators, we still would like to comment on the derivation of Eq. (6.19) and related ex-
pressions. The following considerations are taken from Refs. [358, 359].
We denote quark triplets (they belong to the representation 3) by ui, vi and use lower indices
for antiquark triplets (they belong to the representation 3̄), i.e., ui, vi. The decompositions
we show below apply to SU(3)L and SU(3)R separately, i.e., these groups act in different
spaces and do not interfere. Hence, we consider generic irreducible representations of SU(3),
which are obtained by (anti)symmetrizing the tensor products according to the respective
Young tableaux and subtracting possible occurring traces. For this purpose, one may raise
and lower indices with the tensors δij , ε

ijk, εijk that are invariant under SU(3).
Start with the simple example of 3⊗ 3, which reads

uivi =
1

2

(
uivj + ujvi

)
+

1

2

(
uivj − ujvi

)
=

1

2

(
uivj + ujvi

)
+

1

2
εijkεklmu

lvm . (D.1)

We can now read off the dimension of each summand, i.e., the number of independent
non-vanishing components. Hence, the symmetric part belongs to the irrep 6, while the
antisymmetric term εklmu

lvm with one lower index corresponds to 3̄. We can therefore
write

3⊗ 3 = 6⊕ 3̄ . (D.2)

Analogously, the tensor product 3̄⊗ 3̄ yields

uivi =
1

2

(
uivj + ujvi

)
+

1

2

(
uivj − ujvi

)
=

1

2

(
uivj + ujvi

)
+

1

2
εijkε

klmulvm (D.3)

and thus
3̄⊗ 3̄ = 6̄⊕ 3 , (D.4)

while 3⊗ 3̄ decomposes as

uivj =
(
uivj −

1

3
δiju

kvk
)

+
1

3
δiju

kvk = uij +
1

3
δiju

kvk, (D.5)

which means
3⊗ 3̄ = 8⊕ 1 . (D.6)

Note that these three cases represent all combinations of any quark bilinear.
In order to work out the tensor product of operators with more than two quarks, we
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introduce for certain combinations of different quarks, which are associated with u, v, ũ, ṽ,
the shorthand notations

uij ≡ uivj −
1

3
(u · v) , vij ≡ ũiṽj −

1

3
(ũ · ṽ) , u · v ≡ ukvk , ũ · ṽ ≡ ũkṽk . (D.7)

With this we can for instance calculate 3⊗ 8, yielding

uivjk =
1

2

(
uivjk + ujvik −

1

4
δiku

lvjl −
1

4
δjku

lvil
)

+
1

4
εijl
(
εlmnu

mvnk + εkmnu
mvnl

)
+

1

8

(
3δiku

lvjl − δ
j
ku

lvil
)
,

(D.8)

i.e.,
3⊗ 8 = 15⊕ 6̄⊕ 3 , (D.9)

or

uiv
j
k =

1

2

(
uiv

j
k + ukv

j
i −

1

4
δji ulv

l
k −

1

4
δjkulv

l
i

)
+

1

4
εikl
(
εlmnumv

j
n + εjmnumv

l
n

)
+

1

8

(
3δji ulv

l
k − δ

j
kulv

l
i

)
,

(D.10)

indicating
3̄⊗ 8 = 15⊕ 6⊕ 3̄ . (D.11)

The two decompositions in Eqs. (D.9) and (D.11) give rise to Eq. (6.19). For the latter
the 6 and 6̄ contributions drop out because the considered operator is symmetric in the
quark triplets forming the 8. As a last example, we consider the tensor product 8 ⊗ 8,
including four free indices in total. We simplify the results indicating symmetric pairs of
indices by parentheses, e.g., u(ivj) = uivj + ujvi, and antisymmetric ones by brackets, e.g.,
u[ivj] = uivj − ujvi. The corresponding decomposition is

uijv
k
l =

1

2

(
uijv

k
l + ukl v

i
j

)
+

1

2

(
uijv

k
l − ukl vij

)
≡ Sikjl +Aikjl . (D.12)

This gives rise to
8⊗ 8 = 27⊕ 8S ⊕ 1⊕ 10⊕ 10⊕ 8A , (D.13)

where the first three summands 27 ⊕ 8S ⊕ 1 contribute to a symmetric tensor Sikjl = Skilj ,
while the direct sum 10 ⊕ 10 ⊕ 8A yields an antisymmetric tensor Aikjl = −Akilj [360]. A
rather tedious computation of each irrep reveals [359]

27 =
1

4
u

(i
(jv

k)
l) −

1

20

[
δ

(i
(ju

k)
mv

m
l) + δ

(i
(ju

m
l) v

k)
m

]
+

1

40
δ

(i
j δ

k)
l (u · v) ,

8S =
1

4
u

[i
[jv

k]
l] +

1

20

[
δ

(i
(ju

k)
mv

m
l) + δ

(i
(ju

m
l) v

k)
m

]
− 1

15
δ

(i
j δ

k)
l (u · v) +

1

12
δ

[i
j δ

k]
l (u · v) ,

1 =
1

24
δ

(i
j δ

k)
l (u · v)− 1

12
δ

[i
j δ

k]
l (u · v)

(D.14)
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for the contributions adding up to the symmetric tensor Sikjl = 1
2

(
uijv

k
l + ukl v

i
j

)
and

10 =
1

4
u

(i
[jv

k)
l] −

1

12
δ

(i
[ju

k)
mv

m
l] +

1

12
δ

(i
[ju

m
l] v

k)
m ,

10 =
1

4
u

[i
(jv

k]
l) +

1

12
δ

[i
(ju

k]
mv

m
l) −

1

12
δ

[i
(ju

m
l) v

k]
m ,

8A =
1

12

[
δ

(i
[ju

k)
mv

m
l] − δ

(i
[ju

m
l] v

k)
m − δ

[i
(ju

k]
mv

m
l) + δ

[i
(ju

m
l) v

k]
m

] (D.15)

for the contributions adding up to the antisymmetric tensor Aikjl = 1
2

(
uijv

k
l − ukl vij

)
.
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Appendix E

Numerical implementation of dispersive integrals

This appendix summarizes important aspects considering the numerical implementation of
the Khuri–Treiman-type dispersion relations. Most concepts of the implementation strate-
gies presented below follow the previous works in Refs. [82, 84, 87, 88], however, for the
sake of readability, we refrain from citing these references in every section.1

Before we dive straight into the technical details, would like to emphasize two intricacies
in the evaluation of the KT equations that have to be taken into account. First, we need
a complex deformation of the integration contour to avoid crossing the unitarity cut when
evaluating the angular averages from Eqs. (3.106) and (3.107). Secondly, the dispersion in-
tegrals in Eq. (3.103) themselves have poles for physical values of the Mandelstam variables
as demanded by unitarity, which can be handled by appropriate algebraic reformulations
of the respective integrands.
This appendix is structured in the following way. First, we show a numerically stable in-
tegration of the Omnès function in Sect. E.1. The required contour deformation for the
evaluation of the inhomogeneities proceeds in Sect. E.2 for the examples of the η(′) → 3π

and η′ → ηππ. Subsequently, we discuss the implementation of the respective dispersion
integrals in Sect. E.3. A discussion about the numerically stable implementation of occur-
ring removable singularities can be found in Sect. E.4. Finally, we introduce the iterative
strategy to solve the coupled integral equations and provide explicit plots for the solutions
of the single-variable functions and respective inhomogenities in Sect. E.5.

E.1 | Omnès function

As a warm up, let us start with the implementation of the Omnès function

Ω(s± iε) = exp

 s

π

∞∫
sth

δ(x)

x(x− s∓ iε)
dx

 (E.1)

as given in Eq. (3.86). For simplicity we drop indices denoting the isospin and partial
wave. A naive numerical evaluation of the dispersion integral is doomed to fail, because
the integral has poles for physical s along the right-hand cut, as demanded by unitarity,
known as Cauchy singularities. In other words, we encounter one singularity for each value
of s > sth and none for s < sth and s ∈ C.

1Note that in this chapter we also correct some typographical errors and notational abuses occurring in
some of the cited references.
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E.2. Inhomogeneities

To evaluate the dispersion integral for s > sth, we add 0 = δ(s)− δ(s) in the numerator to
rewrite the Omnès function as

Ω(s± iε) = exp

(
s

π

∫ ∞
sth

δ(x)− δ(s)
x(x− s∓ iε)

dx+
s

π

∫ ∞
sth

δ(s)

x(x− s∓ iε)
dx

)
. (E.2)

This simple trick leads to a removable singularity in the first integral, which can now be
carried out numerically. The second integral, in turn, can be evaluated analytically with
the Sokhotski–Plemelj theorem stating that

lim
ε→0+

∫
f(x)

x− s± iε
dx = −

∫
f(x)

x− s
dx∓ iπ

∫
f(x) δ(x− s) dx (E.3)

holds for any holomorphic function f(x). The first integral on the right-hand side denotes
the respective Cauchy principal value. The latter is defined as

−
∫ c

a
g(x) dx = lim

ε→0

(∫ b−ε

a
g(x) dx+

∫ c

b+ε
g(x) dx

)
, (E.4)

where a singularity occurs at g(b). Using this and a subsequent partial-fraction decompo-
sition, we can evaluate the second summand in Eq. (E.2) and obtain

Ω(s± iε) = exp

(
s

π

∫ ∞
sth

δ(x)− δ(s)
x(x− s)

dx+
δ(s)

π
ln

(∣∣∣∣ sth
sth − s

∣∣∣∣)± iδ(s)
)
, (E.5)

which can now be computed by numerical integration. Note that the evaluation of the
Omnès function above or below the cut changes the sign of iδ(s) in the exponential.
This expression is also useful to work out the asymptotic behaviour of the Omnès function.
As the phase shift δ(s) is supposed to converge we can set lims→∞ δ(s) = kπ, with some
constant k ∈ R. Consequently, the high-energy behaviour of the Omnès function is

lim
s→∞

Ω(s± iε) = exp

(
lim
s→∞

s

π

∫ ∞
sth

δ(x)− δ(s)
x(x− s∓ iε)

dx± i kπ︸ ︷︷ ︸
constant

+k ln
(sth
s

))
∼ s−k . (E.6)

Finally, we depict the Omnès functions that enter the η → 3π and η′ → ηππ amplitudes
in Sect. 8.1 and 8.2, respectively, evaluated at arguments infinitesimally above the real axis
in Fig. E.1. As the Omnès function fulfills Schwarz’ reflection principle, which can directly
be read from Eq. (E.5), the plots for an evaluation infinitesimally below the real axis are
obtained by flipping the sign of the respective imaginary part.

E.2 | Inhomogeneities

In the following we discuss the implementation of the angular averages that drive the
inhomogeneities and focus on the case of three equal masses in the final state, as in η(′) → 3π,
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Figure E.1: Omnès functions ΩI
` (s+ iε) and Ωηπ(t+ iε) with the phase input described in

Sect. 8.1.4 and 8.2.4. The red curves belong to the respective real parts while the blue ones
denote the imaginary parts.

and the more intricate one with two distinct masses in the final state, as in η′ → ηππ.

Let us work with a generic inhomogeneity Â and drop the indices denoting partial waves
and isospin. As noted in Sect. 3.4.3.2 and explicitly shown in Sects. 8.1.3 and 8.2.3, these
inhomogeneities are given in terms of angular averages. We encounter three of those angular
integrals, namely

〈znA(s)〉 =
1

2

∫ 1

−1
dz znA

(
3r − s+ zκππ(s)

2

)
(E.7)

in η(′) → 3π and η′ → ηππ, whereas the latter additionally includes

〈znA(t)〉± =
1

2

∫ 1

−1
dz znA

(
3r − t+ zκπη(t)±∆/t

2

)
. (E.8)

It is appealing to shift the information about the three-particle cut from the argument of
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A to the integration limits by substituting2

t′ =
3r − s+ zκππ(s)

2
, s′ =

3r − t+ zκπη(t)−∆/t

2
, u′ =

3r − t+ zκπη(t) + ∆/t

2
,

(E.9)
such that the angular averages become

〈znA(s)〉 =
1

κn+1
ππ (s)

∫ t+(s)

t−(s)
dt′ (2t′ − t′0)n A

(
t′
)
,

〈znA(t)〉− =
1

κn+1
πη (t)

∫ s+(t)

s−(t)
ds′ (2s′ − s′0)n A

(
s′
)
,

〈znA(t)〉+ =
1

κn+1
πη (t)

∫ u+(t)

u−(t)
du′ (2u′ − u′0)nA

(
u′
)
.

(E.10)

Here the notation was simplified by introducing t′0 ≡ 3r − s, s′0 ≡ 3r − t − ∆/t, and
u′0 ≡ 3r − t + ∆/t. Remember that 3r equals the sum over all squared masses occurring
in the decay and has to be adjusted for the respective process. With −1 ≤ z ≤ +1 the
integration limits can be read off from Eq. (E.9). With this procedure we can for instance
write the inhomogeneities of η(′) → 3π for the ∆I = 2 transition, cf. Eq. (8.21), as

Ĥ1(s) =
1

κ3
ππ(s)

∫ t+(s)

t−(s)
dt′
(

9

2
(s− r)(2t′ − t′0)H1(t′)

+
3

2
(2t′ − t′0)2H1(t′) + 3(2t′ − t′0)H2(t′)

)
,

Ĥ2(s) =
1

κππ(s)

∫ t+(s)

t−(s)
dt′
(

9

2
(s− r)H1(t′) +

3

2
(2t′ − t′0)H1(t′)−H2(t′)

)
,

(E.11)

and analogously for all other inhomogeneities in our dispersive representation of η(′) →
3π and η′ → ηππ. Note that in our applications the inhomogeneities of all S-waves are
proportional to 1/κ and the ones for all P -waves are proportional to 1/κ3. At this point
we omit the critical singularites arising from the zeros of κ, which will be handled later in
the dispersion integral, and instead focus on the functions

Ã(x) ≡ κ2`+1(x)Â(x) =

∫ y+(x)

y−(x)
dy′ I(y′), (E.12)

where Â is some generic inhomogeneity, κ stands for κππ or κπη respectively, x and y denote
the respective Mandelstam variables, and I is the corresponding integrand, as for example
given in Eq. (E.11). Still, a naive integration results in non-analyticities when crossing the
three-particle cut.

2Note that t′ and u′ correspond to the definitions of the respective Mandelstam variables, but not s′

(the sign of z is flipped).
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Re t±(s)

Im t±(s)

t+(s)

t−(s)

II

II

II

III

III

IV IV

Figure E.2: Trajectories of the integration limits t±(s), i.e., the real and imaginary part
of t± for varying s, which occur in the angular average

〈
znA(s)

〉
. The solid (dotted) line

indicates how t+(t−) moves for increasing s ∈ R. As discussed in the main text, the colored
dots correspond to the start and end points of the four different integration regions.

A possible contour deformation in which the integration end points do not cross the cut is
depicted in Fig. E.2 and discussed in detail below.3 Note that the choice of complex contour
is not unique, see for instance the method of Ref. [361], who even managed to carry out
the angular averages trivially by instead deforming the contour of the dispersion integral,
or the horseshoe integration in Ref. [81]. However, we stick to the strategy described in
the following, which is a cumbersome but generally valid procedure ensuring for instance
well-behaved analytic properties (necessary for possible analytic continuations of the single-
variable amplitude, e.g. to complex values of the Mandelstam variables) and on the other
hand allowing that we can directly insert analytic, or interpolated numeric expressions, for
the scattering phase shifts without adapting them.

E.2.1 | η(′) → 3π

Let us break down the complex contour shown in Fig. E.2 for the decays η(′) → 3π into
four regions characterized in terms of

sI = 4M2
π , sII =

1

2
(M2

η(′) −M
2
π) , sIII = (Mη(′) −Mπ)2 , sIV = (Mη(′) +Mπ)2

(E.13)

3Due to its prominent shape, physicists sometimes refer to this specific integration path as the Pinocchio
contour. Note that the turning point at the tip of the nose arises naturally from the kinematic function
κ(s). For reasons of illustration we equipped the nose with a finite height, although it completely lies
infinitesimally above the cut.
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Re t′
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II)

Re t′

Im t′

t+(s)

t−(s)

III)

Re t′

Im t′

t+(s) t−(s)

IV)

Figure E.3: Integration limits t±(s) in the complex t′ plane for each of the four integration
regions. The unitarity cut is shown by the red line. Note the different axes compared to
Fig. E.2.

and have a look at the explicit formulas for Ã in each region. Note that sI = sth. It is
important to remark that we only need to evaluate the Ã(s) within the integration limits
of the dispersion integral, i.e., in the interval s ∈ [sth,∞).
For each region, we provide, based on Ref. [107], a prescription for the trajectories of t±
from Fig. E.2. Note that the correct analytic structure requires that we implicitly treat
Mη(′) as Mη(′) + iε, as for instance mentioned in Refs. [84, 107, 108]. Additionally, we quote
the explicit formulas we use to carry out the numeric integrations. The corresponding
continuous integration contours, i.e., t±(s) in the complex t′ plane, for each separate region
is shown in Fig. E.3.

I) sI ≤ s ≤ sII :

For these values of s we are in the physical decay region with κππ(s) ∈ R. Both t+
and t− start at the black dot s = sI in Fig. E.2 and move towards the blue dots for
increasing s. In the case of s = sII we integrate counterclockwise from the blue dot
on the dashed line to the blue dot on the solid line. The endpoints in this region obey

t+(s) =
1

2
(t′0 + |κππ(s)|) + iε ,

t−(s) =
1

2
(t′0 − |κππ(s)|) + iε .

(E.14)

Thus an integration along a straight line from t−(s) to t+(s) does not cross the cut
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and we can simply implement

Ã(s) =

t+(s)∫
t−(s)

dt′ I
(
t′ + iε

)
, (E.15)

as shown in the upper left corner of Fig. E.3.

II) sII < s ≤ sIII :

Also in this region we have κππ(s) ∈ R. While t+ continues its journey on the upper
complex half-plane, t− bends smoothly around the cut into the lower plane. Here we
integrate for s = sIII from the green dot below the cut to the blue dot at the zero
line and from the blue dot above the cut to the green dot above the cut, both in
counterclockwise orientation. This behaviour is described by

t+(s) =
1

2
(t′0 + |κππ(s)|) + iε ,

t−(s) =
1

2
(t′0 − |κππ(s)|)− iε .

(E.16)

This time an integration along a straight line from t−(s) to t+(s) will cross the cut.
Hence we need to split the integration over t′ into two parts and choose

Ã(s) =

sI∫
t−(s)

dt′ I
(
t′ − iε

)
+

t+(s)∫
sI

dt′ I
(
t′ + iε

)
. (E.17)

Note that this integration still has a continuous contour. This can be seen by the
fact that the integration path is point-like at threshold sI, because ε is infinitesimally
small, and therefore vanishes. This fact is illustrated by the dotted line in upper right
panel of Fig. E.3.

III) sIII < s ≤ sIV :

For these values of s we enter the unphysical region, in which Reκππ(s) = 0. For
s = sIV we integrate counterclockwise from the orange dot to the green one below
the real axis and from green dot above the real axis to the same orange dot. The
trajectories in the complex t± plane are

t+(s) =
1

2
(t′0 + i|κππ(s)|) ,

t−(s) =
1

2
(t′0 − i|κππ(s)|) .

(E.18)

For a suitable parameterization of the corresponding complex arcs we stick to Ref. [83],
who proposed

t′ = t′(ϕ) ≡ R(ϕ)eiϕ. (E.19)
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Applying this contour to Eq. (E.18) we obtain

R(s) =
Mπ√
s

(Mη(′) −Mπ)(Mη(′) +Mπ) ,

cosϕ(s) =
3r − s

2Mπ(Mη(′) −Mπ)(Mη(′) +Mπ)

√
s .

(E.20)

With zϕ ≡ cosϕ and

θn(zϕ) ≡ 1

3

(
arccos

(
2
M2
π(Mη(′) −Mπ)2)(Mη(′) +Mπ)2

r3
z2
ϕ − 1

)
+ nπ

)
, (E.21)

these two equations demand

2zϕR
3 − 3rR2 +Mπ(Mη(′) −Mπ)2(Mη(′) +Mπ)2 = 0 (E.22)

and hence

R(zϕ) =


r

2zϕ
(1− 2 cos θ0(zϕ)), zϕ ∈ [−1, 0)

Mπ√
3r

(Mη(′) −Mπ)(Mη(′) +Mπ), zϕ = 0
r

2zϕ
(1 + 2 cos θ1(zϕ)), zϕ ∈ (0, 1].

(E.23)

With these considerations we obtain the explicit form of the contour by

Ã =

ϕ+(s)∫
ϕ−(s)

dϕ
dt′(ϕ)

dϕ
I(t′(ϕ)) , (E.24)

which is shown in the lower left of Fig. E.3. The integration limits yield4

ϕ+(s) = arccosϕ(s) and ϕ−(s) = 2π − ϕ+(s). (E.25)

The advantage of this parameterization is that, in this simple case of three equal
masses in the final state, the contour can be describe by a single real-valued curve
parameter ϕ.

IV) sIV < s <∞ :

Finally we enter the physical region of scattering and have thus κππ(s) ∈ R. In this
case both integration limits are located infinitesimally above the cut, so that we drop
the iε prescription. We integrate for asymptotic s counterclockwise from the magenta
dot to the orange one and from the orange one along the negative real axis. The

4Note the erroneous limits quoted in Ref. [83].
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integration endpoints are5

t+(s) =
1

2
(t′0 − |κππ(s)|) ,

t−(s) =
1

2
(t′0 + |κππ(s)|) .

(E.26)

As an integration along a straight line does not cross the cut, we evaluate

Ã(s) =

t+(s)∫
t−(s)

dt′ I
(
t′ + iε

)
. (E.27)

E.2.2 | η′ → ηππ

The treatment of η′ → ηππ is more complicated than for η(′) → 3π. Due to the two different
intermediate states, namely ππ and πη, we have two distinct masses in the final state and
need to handle three different types of angular averages.

E.2.2.1 | s-channel

The s-channel angular averages, with ππ intermediate states, are of the type 〈znA〉. Here
we have to consider the integration regions marked by

sth = 4M2
π , sII = Mπ

M2
η′ −M2

η

Mη +Mπ
, sIII = (Mη′ −Mη)

2, sIV = (Mη′ +Mη)
2.

(E.28)
The integrations in regions I, II, and IV are completely analogous to the ones presented
for η(′) → 3π, just with adjusted endpoints. However, special care has to be taken for
the unphysical region III, as the previous parameterization of the arc with a single curve
parameter fails in the case of two distinct masses in the final state. Instead, we follow
Ref. [82], which provides a parameterization in terms of the trajectories t±(s) in Eq. (E.18)
avoiding endpoint singularities at s = sIII and s = sIV.6 These endpoint singularities
occur in the Jacobian of the parameterization γ(t′) = t±(t′), i.e., at the points sIII and sIV

the path opens square root-like, leading to a diverging derivative at these specific values.
Instead, we parameterize the complex arcs by

γ(t′(y)) = t±(t′(y)) ∈ C with t′, y ∈ R (E.29)

and further subdivide the integration into two more regions.

5The signs in front of the κππ are chosen conventionally as in Refs. [82, 84], in contrast to Ref. [83] who
uses different signs. Both parameterizations are valid.

6Note that we correct the erroneous mathematical notation used in Ref. [82].
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(sIII + sIV)/2 < s < sIV:

For these values of s we only need to take the two left quadrants of the complex plane
with negative real part into account. We introduce the curve parameter

yb(t
′) =

√√
sIII +

√
t′

2
−

√√
sIII −

√
t′

2
(E.30)

and thus
t′(yb) = y2

b (2Mη + 2Mη′ − y2
b ). (E.31)

To shorten the notation, we define y±b ≡ t±(t′(yb)). The integration within this region
is then given by

Ã(s) =

yb(sIV)∫
yb(s)

dyb
dy−b
dyb
I(y−b ) +

yb(s)∫
yb(sIV)

dyb
dy+

b

dyb
I(y+

b ), (E.32)

where each integral considers one of the aforementioned quadrants.

sIII < s < (sIII + sIV)/2:

In this region the arcs extend across all quadrants of the complex plane. To handle
this integration we substitute

ya(t
′) =

√√
t′ +
√
sIV

2
−

√√
t′ −√sIV

2
(E.33)

and obtain

t′(ya) =

(
(Mη′ −Mη)

2 + y4
a

)2
4y4
a

. (E.34)

Again, define the short form y±a ≡ t±(t′(ya)), so that Ã in this region becomes

Ã(s) =

ya(
sIII+sIV

2
)∫

ya(s)

dya
dy−a
dya
I(y−a ) +

ya(s)∫
ya(

sIII+sIV
2

)

dya
dy+

a

dya
I(y+

a )

+

yb(sIV)∫
yb(

sIII+sIV
2

)

dyb
dy−b
dyb
I(y−b ) +

yb(
sIII+sIV

2
)∫

yb(sIV)

dyb
dy+

b

dyb
I(y+

b ),

(E.35)

with one integral for each quadrant.

With this procedure the endpoint singularites are not included in the respective integration
intervals and the remaining integrals can be carried out numerically.
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E.2.2.2 | t-channel

In the t-channel with πη intermediate states we encounter the angular averages 〈znA〉−

and 〈znA〉+. Let us first have a look at the average of the kind 〈znA〉−. The characteristic
points of the contour are this time given by

tI = (Mη +Mπ)2 , tII =
M2
η′ +M2

η − 2M2
π

2
, tIII = (Mη′ −Mπ)2 , tIV = (Mη′ +Mπ)2 .

(E.36)
Compared with the s-channel angular average, we just have to replace t±(s) → s±(t),
t′0 → s′0, and sI,II,III,IV → tI,II,III,IV in order to obtain the correct analytic continuation. The
remaining implementation follows exactly the same prescription given for the s-channel.7

Concerning the average 〈znA〉+ we have

uI = (Mη +Mπ)2 , uII =
Mη(M

2
η′ −M2

π)−Mπ(M2
η −M2

π)

Mη +Mπ
,

uIII = (Mη′ −Mπ)2 , uIV = (Mη′ +Mπ)2 .

(E.37)

This type of angular average can be evaluated upon replacing t±(s) → u±(t), t′0 → u′0, as
well as sI,II,III,IV → uI,II,III,IV within the implementation for the s-channel.

7Note the corrected factors and signs compared to Ref. [82].
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E.3 | Dispersion integral

In this section we work out a numerically stable representation of the dispersion integrals we
have first encountered in Eq. (3.103) and then applied to the decays of interest in Sects. 8.1.4
and 8.2.4. Consider a generic n-times subtracted dispersion integral of the form

I(s± iε) ≡
∞∫
sI

dx
xn

sin δ(x)Ã(x)

κ2`+1(x) |Ω(x)| (x− s∓ iε)
, (E.38)

in which we replaced the inhomogneity Â according to Eq. (E.12) by Ã and again dropped
isospin indices to keep the notation as short as possible. Confusions with the integrand
I used in Sect. E.2 shall be excluded from the context. Some non-trivial issues of this
integral are the singularities caused by the roots of κ.8 To break down the problem, we
first factorize κ in terms of its zeros, by means of

κ(s) =

√
1− sI

s

√
1− sx

s

√
sIII − s

√
sIV − s , (E.39)

with sI, sIII, and sIV as introduced in the last section and sx = 0 for κππ. In case of κπη
we have to replace the sI,III,IV by tI,III,IV and sx by tx = (Mη −Mπ)2. Since our following
discussion is the same for both κππ and κπη, let us for simplicity continue with the s-
channel. The value sx does not bother us at all, as it lies outside the integration region.
The singularites arising at the scattering thresholds sI and sIV are also less concerning,
because at these values for s the integration path of the angular average is point-like.
Thus, Ã vanishes at these values, leading to removable singularities. In order to avoid a
numerical troublesome evaluation of the resulting ratio of zeros, we use an expansion for Ã
in the vicinity of sI and sIV and cancel the singularities by hand. This procedure is detailed
in section E.4. From now on we will therefore work with the numerically stable function

Ā ≡ Ã/ν2`+1 with ν(s) =


√

1− sI/s
√

1− sx/s
√
sIV − s, for s < sIV

i
√

1− sI/s
√

1− sx/s
√
s− sIV, for s > sIV

. (E.40)

The sign of i in the lower line depends on how the analytic continuation depicted in Fig. E.2
is chosen for s > sIV. If we swap the lower and upper limits of the angular integral in this
region, as for instance done in Ref. [83, 362], we would have to pick up an additional minus
sign. Unfortunately, Ã does not vanish at the remaining root of κ, i.e., at pseudo-threshold
sIII, which therefore needs to be handled with special care. Although the singularity at
this point is integrable, it will need a special numerical treatment, which will be evaluated
below.
Furthermore, we have to elaborate on the Cauchy singularities at s = x in Eq. (E.38).

8Note that these issus are not apparent when using the alternative integration method presented in
Ref. [361].
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To this end, we rely on Hadamard regularization—also known as Hadamard finite-part
integration—which can be regarded as a generalized version of Cauchy’s principal value to
handle hypersingular integrals. More information about the involved mathematical concepts
can be found in Refs. [363–365].

Having identified the critical singularities, we can absorb all unproblematic parts of the
integrand in

P(s) ≡ sin δ(s)Ā(s)

sn |Ω(s)|
, (E.41)

so that the dispersion integral acquires the more compact form

I(s± iε) =

∞∫
sI

dx
P(x)

√
sIII − x2`+1

(x− s∓ iε)
. (E.42)

In the following we present a procedure to handle both the Cauchy singularity and the one
at pseudo-threshold—which are determined by the expressions (x − s) and

√
sIII − x2`+1,

in the denominator, respectively—for partial S- and P -waves. The main idea is to split the
dispersion integral into parts that can be calculated analytically and integrals containing
removable singularites, similar to the basic example of the Omnès function in Sect. E.1.
The implementation shown below follows Ref. [83] and provides only one possible way to
treat the dispersion integral.

E.3.1 | S-wave

Starting with S-waves, it is appealing to break down the integration range to shift the
critical points out of the integration interval. We distinguish between the following two
cases.

1. s ∈ R ∧ s < sth or s ∈ C:
In this scenario no value of s can hit the Cauchy singularity, as the latter lies outside
the integration limits. To handle the integration at the critical point x = sIII, we add
0 = P(sIII)− P(sIII) to the numerator in Eq. (E.42) to obtain

I(s) =

Λ2∫
sI

dx
P(x)− P(sIII)√
sIII − x (x− s)

+ P(sIII)Q1/2(s, sI,Λ
2) . (E.43)

The integration to∞ is implemented by a numeric cutoff Λ2 that we choose sufficiently
large. Empirically, a value of Λ2 ≈ 20GeV2 leads to negligible systematic errors.
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The analytic part of Eq. (E.43) yields

Q1/2(s, x, y) =

y∫
x

dx√
sIII − x (x− s)

=
1√

sIII − s

[
log

√
sIII − s+

√
sIII − x√

sIII − s−
√
sIII − x

− 2i arctan

√
y − sIII√
sIII − s

]
.

(E.44)

2. s ∈ R ∧ s > sI:
For this case we have to account for both singularities at s = sIII and x = s. We
define p = (sIII + s)/2 and divide the integral into two parts by

Λ2∫
sI

=

p∫
sI

+

Λ2∫
p

. (E.45)

With this convenient choice the singularities are now located in two separate integrals.
We now have to differentiate between the cases s < sIII, for which p < sIII, and
s > sIII, for which p > sIII.

(a) s < sIII:
For these values, the Cauchy singularity occurs in the first integral with limits
sI and p, while the one at pseudo-threshold appears in the integral with limits p
and Λ2. Hence we analytically rewrite the dispersion integral as

I(s) =

p∫
sI

dx
P(x)− P(s)√
sIII − x (x− s)

+

Λ2∫
p

dx
P(x)− P(sIII)√
sIII − x (x− s)

+ P(s)R1/2(s, sI, p) + P(sIII)Q1/2(s, p,Λ2) ,

(E.46)

where we again added zeros to the numerators in the respective integrals as done
in Eq. (E.43). The new analytic function R1/2 is defined as

R1/2(s, x, y) =

y∫
x

dx
(sIII − x)1/2 (x− s∓ iε)

=
1√

sIII − s

[
log

√
sIII − x+

√
sIII − s√

sIII − x−
√
sIII − s

+ log

√
sIII − s−

√
sIII − y√

sIII − s+
√
sIII − y

± iπ
]
.

(E.47)

Although the remaining integrals in Eq. (E.46) can in principle be evaluated
numerically, we should avoid a numeric evaluation of ratios of zeros. Such a
ratio appears at x = sIII in the integration with limits p and Λ2. To solve this
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issue we first expand P(x) in vicinity of sIII as

P(x) ≈ P(sIII) + bS
√
sIII − s+ cS (sIII − s) + dS (sIII − s)3/2 + . . . . (E.48)

The coefficients bS , cS , and dS are fixed by the continuity of P, its first, and
its second derivative at sIII. More information can be found in Sect. E.4.3. The
considered expansion can now be rewritten as

P(x)− P(sIII)√
sIII − x

≈ bS + cS
√
sIII − x+ dS(sIII − x) + . . . . (E.49)

Evidently, this procedure allows us to analytically replace the ratio of zeros on
the left-hand side by a numerically stable expression that can be inserted in
Eq. (E.46). Note that this expansion for the integrand is only used in a small
range around sIII, otherwise the uncertainty of this approximation gets non-
negligible.

(b) s > sIII:
These values of s swap the places of the singularities, i.e., the Cauchy singular-
ity lies between p and Λ2 and the one at pseudo-threshold between sI and p.
Similar to the considerations made above, we write the dispersive integral in the
numerically stable form

I(s) =

p∫
sI

dx
P(x)− P(sIII)√
sIII − x (x− s)

+

Λ2∫
p

dx
P(x)− P(s)√
sIII − x (x− s)

+ P(sIII)Q1/2(s, sI, p) + P(s)R1/2(s, p,Λ2) .

(E.50)

The remaining integrals can now be evaluated numerically.

E.3.2 | P -wave

The considerations made for the S-wave can be adapted to the P -wave as shown in the
following.

1. s ∈ R ∧ s < sth or s ∈ C:
We add 0 = P(sIII) + (sIII−x)P ′(sIII)−P(sIII)− (sIII−x)P ′(sIII) to the numerator
in Eq. (E.42) to write

I(s) =

Λ2∫
sI

dx
P(x)− P(sIII)− (sIII − x)P ′(sIII)

(sIII − x)3/2 (x− s)

+ P ′(sIII)Q1/2(s, sI,Λ
2) + P(sIII)Q3/2(s, sI,Λ

2),

(E.51)
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where P ′(s) denotes the first derivative and the newly introduced analytic function
Q3/2 reads

Q3/2(s, x, y) =

y∫
x

dx
(sIII − x)3/2 (x− s)

=
1

sIII − s

[
−2

(
i√

y − sIII
+

1√
sIII − x

)
+Q1/2(s, x, y)

]
.

(E.52)

2. s ∈ R ∧ s > sI:
For s within the integration limits, we again split the integral in the following way.

(a) s < sIII:
Applying Eq. (E.45) and again blowing up the numerators with zeros leaves us
with

I(s) =

p∫
sI

dx
P(x)− P(s)

(sIII − x)3/2 (x− s)
+

Λ2∫
p

dx
P(x)− P(sIII)− (sIII − x)P ′(sIII)

(sIII − x)3/2 (x− s)

+ P(s)R3/2(s, sI, p) + P(sIII)Q3/2(s, p,Λ2) + P ′(sIII)Q1/2(s, p,Λ2),

(E.53)

where

R3/2(s, x, y) =

y∫
x

dx
(sIII − x)3/2 (x− s∓ iε)

=
1

sIII − s

[
2

(
1√

sIII − y
− 1√

sIII − x

)
+R1/2(s, x, y)

]
.

(E.54)

Now we again apply a series expansion of the integrand including the pseudo-
threshold singularity, which reads

P(x) ≈ P(sIII) + (sIII−x)P ′(sIII) + cP (sIII−x)3/2 + dP (sIII−x)2 + ... . (E.55)

Section E.4.3 explains how to determine the coefficients cP , dP and for simplicity
also P ′(sIII). Hence, we can write

P(x)− P(sIII)− (sIII − x)P ′(sIII)

(sIII − x)3/2
≈ cP + dP

√
sIII − x+ ... (E.56)

in vicinity of sIII.9

9One can additionally consider one more term in the expansion, which would for instance be especially
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(b) s > sIII:
Applying the same techniques as discussed above, the dispersion integral in this
region becomes

I(s) =

p∫
sI

dx
P(x)− P(sIII)− (sIII − x)P ′(sIII)

(sIII − x)3/2 (x− s)
+

Λ2∫
p

dx
P(x)− P(s)

(sIII − x)3/2 (x− s)

+ P(sIII)Q3/2(s, sI, p) + P ′(sIII)Q1/2(s, sI, p) + P(s)R3/2(s, p,Λ2).

(E.57)

It shall be remarked that P ′(sIII) is not well-defined, due to the square root-like opening of
Ā at pseudo-threshold. Therefore, instead attempting to calculate the derivative of P one
should use the corresponding coefficient of the series expansion in Eq. (E.55). This holds
for all P ′(sIII) appearing in the presented implementation. Furthermore notice that the P -
wave is much more sensible to numerical uncertainties than the S-wave, as the singularity
at pseudo-threshold scales is of order 3/2 instead of 1/2.10

E.4 | Matching conditions

In this section we discuss an accurate way to avoid the problematic numerical evaluation of
ratios of zeros that occur in the evaluation of the dispersion integral. Due to the division
by zero, smallest uncertainties in the numerator can result in large numerical uncertainties
of the ratio, which do not allow for an accurate computation of the integrals we are dealing
with. This fact was already pointed out in Ref. [81]. Moreover, the resulting uncertainties
propagate during the iterative solution algorithm, which is discussed in Sect. E.5, leading
to distortions and numerical instabilities over the whole energy range.
Based on Ref. [367], the following shows how to expand the numerators of such ratios
in a series around the zeros of κ in Eq. (E.39) and how to match the series coefficients
accordingly. In the course of this work we have to match two different functions to an
appropriate series expansion. On the one hand we need to match ÃI in order to analytically
cancel the removable singularities in Eq. (E.40) at the points sI and sIV, while an expansion
of P is required to obtain the numerically stable expressions at pseudo-threshold sIII given
in Eq. (E.49) and (E.56).
Note that we can build in two parameters that can be adjusted by hand, such that the
matched functions become as smooth as possible around each zero of κ: the matching point
that lies ε next to these zeros and the range of validity within which we use the matched

important fort analyses aiming at the numerical stable computation of D-waves. For this purpose, the then
occurring additional parameter should not be fixed by a derivative of order three, as one would suggest
from the matching conditions explained in Sect. E.4.3, because this would introduce even more numerical
inaccuracies. As an alternative, we suggest that one could instead evaluate P at some additional point that
does not enter the matching conditions in Sect. E.4.3. Note that the conditions with derivatives presented
in the latter guarantees smoothness of the applied expansion.

10For an application with D-waves we refer to Refs. [296, 297, 366].
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expressions. The latter should be at least as large as ε. Empirically, a good starting point
for ε is 0.5M2

π . Going too close to the zeros of κ makes the whole matching pointless, while
the approximations used in this section become inaccurate if we stay to far away from these
values of s.

Again, we lay out the concepts for the ππ intermediate states, for πη intermediate states one
can proceed completely analogously by just replacing sI,III,IV → tI,III,IV. We furthermore
restore the indices denoting the two-body isospin and partial wave, i.e., Ã ≡ Ã`I and P ≡ P`I ,
which help us to keep the following considerations more general.

E.4.1 | Matching in vicinity of sI

We start by expanding Ã`I in κ by means of

Ã0
I(s) ≈ κ(s) (aS + bS κ

2(s) + cS κ
4(s) + . . .) ,

Ã1
I(s) ≈ κ3(s) (aP + bPκ

2(s) + cP κ
4(s) + . . .) .

(E.58)

If the expansion is used in a sufficiently small range around sI the other roots of κ, i.e.,
sIII and sIV, are in a good approximation constant, simplifying the further evaluation
tremendously. Hence, it is sufficient to use the expansion

Ã0
I(s) ≈

√
s− sI (aS + bS(s− sI) + cS (s− sI)

2 + . . .) ,

Ã1
I(s) ≈

√
s− sI

3
(aP + bP (s− sI) + cP (s− sI)

2 + . . .) .
(E.59)

Note that this expansion is consistent with the previous considerations made in Sect. E.3:
the function Ã`I vanishes at sI . This has the great advantage that we can now cancel the
factors

√
s− sI and

√
s− sI

3 appearing in the denominator of ĀI in Eq. (E.40) by hand.

To match the appearing coefficients, we evaluate the Ã`I , their first, and their second deriva-
tive at a suitable chosen matching point x = sI+ε close to sI and solve the three-dimensional
system of equations. The resulting matching conditions for S-waves are

aS = −
−15Ã0

I(x) + 12ε Ã0 ′
I (x)− 4ε2Ã0 ′′

I (x)

8
√
ε

∣∣∣
x=(sI+ε)

,

bS = −
5Ã0

I(x)− 8ε Ã0 ′
I (x) + 4ε2Ã0 ′′

I (x)

4
√
ε
3

∣∣∣
x=(sI+ε)

,

cS = −
−3Ã0

I(x) + 4ε Ã0 ′
I (x)− 4ε2Ã0 ′′

I (x)

8
√
ε
5

∣∣∣
x=(sI+ε)

,

(E.60)
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and the ones for P -waves yield

aP = −
−35Ã1

I(x) + 20ε Ã1 ′
I (x)− 4ε2Ã1 ′′

I (x)

8
√
ε
3

∣∣∣
x=(sI+ε)

,

bP = −
21Ã1

I(x)− 16ε Ã1 ′
I (x) + 4ε2Ã1 ′′

I (x)

4
√
ε
5

∣∣∣
x=(sI+ε)

,

cP = −
−15Ã1

I(x) + 12ε Ã1 ′
I (x)− 4ε2Ã1 ′′

I (x)

8
√
ε
7

∣∣∣
x=(sI+ε)

.

(E.61)

Within the limits of the dispersion integral s is always larger than sI, therefore there is no
need for a further differentiation of cases.

E.4.2 | Matching in vicinity of sIV

In analogy to the scattering threshold sI, the expansion around sIV reads

Ã0
I(s) ≈

√
sIV − s (aS + bS(sIV − s) + cS (sIV − s)2 + . . .) ,

Ã1
I(s) ≈

√
sIV − s

3
(aP + bP (sIV − s) + cP (sIV − s)2 + . . .) .

(E.62)

The overall factors
√
sIV − s and

√
sIV − s3, respectively, can now be cancelled analytically

against the corresponding ones from ν(s) in Eq. (E.40).

This time we have to match separately above and below sIV. For S-waves with s < sIV we
obtain

aS = −
−15Ã0

I(x)− 12ε Ã0 ′
I (x)− 4ε2Ã0 ′′

I (x)

8
√
ε

∣∣∣
x=(sIV−ε)

,

bS = −
5Ã0

I(x) + 8ε Ã0 ′
I (x) + 4ε2Ã0 ′′

I (x)

4
√
ε
3

∣∣∣
x=(sIV−ε)

,

cS = −
−3Ã0

I(x)− 4ε Ã0 ′
I (x)− 4ε2Ã0 ′′

I (x)

8
√
ε
5

∣∣∣
x=(sIV−ε)

,

(E.63)

and for the corresponding P -waves

aP = −
−35Ã1

I(x)− 20ε Ã1 ′
I (x)− 4ε2Ã1 ′′

I (x)

8
√
ε
3

∣∣∣
x=(sIV−ε)

,

bP = −
21Ã1

I(x) + 16ε Ã1 ′
I (x) + 4ε2Ã1 ′′

I (x)

4
√
ε
5

∣∣∣
x=(sIV−ε)

,

cP = −
−15Ã1

I(x)− 12ε Ã1 ′
I (x)− 4ε2Ã1 ′′

I (x)

8
√
ε
7

∣∣∣
x=(sIV−ε)

.

(E.64)
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Similarly, the S-wave parameters for s > sIV obey

aS = −
15Ã0

I(x)− 12ε Ã0 ′
I (x) + 4ε2Ã0 ′′

I (x)

8
√
ε

∣∣∣
x=(sIV+ε)

,

bS = −
5Ã0

I(x)− 8ε Ã0 ′
I (x) + 4ε2Ã0 ′′

I (x)

4
√
ε
3

∣∣∣
x=(sIV+ε)

,

cS = −
3Ã0

I(x)− 4ε Ã0 ′
I (x) + 4ε2Ã0 ′′

I (x)

8
√
ε
5

∣∣∣
x=(sIV+ε)

,

(E.65)

while the respective ones for the P -wave are

aP =
35Ã1

I(x)− 20ε Ã1 ′
I (x) + 4ε2Ã1 ′′

I (x)

8
√
ε
3

∣∣∣
x=(sIV+ε)

,

bP =
21Ã1

I(x)− 16ε Ã1 ′
I (x) + 4ε2Ã1 ′′

I (x)

4
√
ε
5

∣∣∣
x=(sIV+ε)

,

cP =
15Ã1

I(x)− 12ε Ã1 ′
I (x) + 4ε2Ã1 ′′

I (x)

8
√
ε
7

∣∣∣
x=(sIV+ε)

.

(E.66)

Note that the matching point does not have to chosen symmetrically, i.e., we could as well
use different ε for s below or above sIV.

E.4.3 | Matching in vicinity of sIII

Finally, we need an expansion of the P`I around pseudo-threshold, i.e.,

P0
I (s) ≈ aS + bSκ(s) + cSκ(s)2 + dSκ(s)3 + . . . ,

P1
I (s) ≈ aP + bPκ(s)2 + cPκ(s)3 + dPκ(s)4 + . . . ,

(E.67)

which do not vanish at sIII, because ÃI does not. In vicinity of sIII we can write

P0
I (s) ≈ aS + bS

√
sIII − s+ cS (sIII − s) + dS (sIII − s)3/2 + . . . ,

P1
I (s) ≈ aP + bP (sIII − s) + cP (sIII − s)3/2 + dP (sIII − s)2 + . . . .

(E.68)

The parameters aS,P can easily obtained by evaluating the amplitude at pseudo-threshold,
while bS,P , cS,P , and dS,P are matched in the same way as done previously. In this sense,
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the matching conditions for S- and P -waves with s < sIII become

aS = P0
I (sIII) ,

bS = −
3P0

I (sIII)− 3P0
I (x)− 3εP0 ′

I (x)− 2ε2P0 ′′
I (x)√

ε

∣∣∣
x=(sIII−ε)

,

cS = −
−3P0

I (sIII) + 3P0
I (x) + 4εP0 ′

I (x) + 4ε2P0 ′′
I (x)

ε

∣∣∣
x=(sIII−ε)

,

dS = −
P0
I (sIII)− P0

I (x)− εP0 ′
I (x)− 2ε2P0 ′′

I (x)

ε3/2

∣∣∣
x=(sIII−ε)

,

(E.69)

and

aP = P1
I (sIII) ,

bP = −
6P1

I (sIII)− 6P1
I (x)− 5εP1 ′

I (x)− 2ε2P1 ′′
I (x)

ε

∣∣∣
x=(sIII−ε)

,

cP = −
−8P1

I (sIII) + 8P1
I (x) + 8εP1 ′

I (x) + 4ε2P1 ′′
I (x)

√
ε
3

∣∣∣
x=(sIII−ε)

,

dP = −
3P1

I (sIII)− 3P1
I (x)− 3εP1 ′

I (x)− 2ε2P1 ′′
I (x)

ε2

∣∣∣
x=(sIII−ε)

,

(E.70)

respectively. For s > sIII we find the coefficients for the S-wave to be

aS = P0
I (sIII) ,

bS = −
−3P0

I (sIII) + 3P0
I (x)− 3εP0 ′

I (x) + 2ε2P0 ′′
I (x)√

ε

∣∣∣
x=(sIII+ε)

,

cS = −
3P0

I (sIII)− 3P0
I (x) + 4εP0 ′

I (x)− 4ε2P0 ′′
I (x)

ε

∣∣∣
x=(sIII+ε)

,

dS = −
P0
I (sIII)− P0

I (x) + εP0 ′
I (x)− 2ε2P0 ′′

I (x)

ε3/2

∣∣∣
x=(sIII+ε)

,

(E.71)

and the P -wave parameters as

aP = P1
I (sIII) ,

bP = −
−6P1

I (sIII) + 6P1
I (x)− 5εP1 ′

I (x) + 2ε2P1 ′′
I (x)

ε

∣∣∣
x=(sIII+ε)

,

cP = −
−8P1

I (sIII) + 8P1
I (x)− 8εP1 ′

I (x) + 4ε2P1 ′′
I (x)

√
ε
3

∣∣∣
x=(sIII+ε)

,

dP = −
3P1

I (sIII)− 3P1
I (x) + 3εP1 ′

I (x)− 2ε2P1 ′′
I (x)

ε2

∣∣∣
x=(sIII+ε)

.

(E.72)
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E.5 | Iterative solution

Finally, as all numerical subtleties on our way to evaluate the angular averages and the
dispersion integrals are dealt with, we can solve the system of coupled integral equations.
For this purpose we consider the basis functions AνI and ÂνI = κ2`+1ÃνI as introduced in
Sect. 8.1.4, which can be fixed once and for all even before fitting the subtraction constants
to data. We decide to use the simplest solution method, i.e., an iterative algorithm. The
idea is to initialize the algorithm with an arbitrary starting value for AνI as an input for
the inhomogeneity ÂνI . Note that the final result does not depend on this starting value,
which can in principle be arbitrary. However, it is appealing to choose the homogeneous
solution of the unitarity equation in Eq. (3.97), i.e., the Omnès function Ω(s) multiplied
by the corresponding order of the subtraction polynomial, as the initial guess for the am-
plitude AνI . This reduces the number of iterations. Once ÂνI is evaluated with this input,
the inhomogeneity can be used to compute AνI , which can be used as a new input for ÂνI .
This procedure can be iterated until the desired convergence is achieved, cf. Fig. E.4. Note
that this iterative algorithm does not always converge. In such cases one has to resort
to a more complicated matrix inversion as used in Ref. [296]. Empirical observations have
shown that the convergence of the iteration procedure depends on the available phase space
and the chosen subtraction scheme for the dispersion integrals. The smaller the available
phase space and the fewer the number of basis functions, the better the convergence of the
iterative algorithm. Anyway, for the considered decays and the chosen subtraction schemes
the iterative method converges.

Before we present the numerical results, we would like to emphasize that in order to finish
the computation in a reasonable amount of time, one should evaluate both the single-
variable functions as well as the inhomogeneities along an array for each distinct real-valued
curve parameter, i.e., for each real-valued variable that fixes the argument of AI or ÂI
occurring in the integrands, and interpolate them afterwards. In this way, each integration
is performed only once, leading to an immense reduce of computation cost.11 Otherwise,
every single function call of the dispersion integral would start a whole new numeric inte-
gration of the angular averages and vice versa. A suitable method of interpolation are cubic
splines [368]. Particular care should be taken near cusps or scattering thresholds. Close to
these values of s or t, respectively, the number of points used in each array should increase
significantly. Depending on how good the presented strategies to overcome the numerical
difficulties work for the specific process, subtraction scheme, applied integration routines,
etc., it might still be advisable to leave out the values in each array that are in immediate
vicinity of these critical points. Thus, the arrays must sometimes be readjusted empirically.

In the following we present the numerical solutions of the basis functions and their inho-
mogeneities and show how they evolve during the iteration procedure.

11Also, any integral or function that is used more than once and is more complicated than a simple
polynomial should be interpolated in this manner to optimize the computation time.
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Initial guess
for AνI (s)

Calculate ÂνI (s)
from AνI (s)

Convergence ?
Final result
for AνI (s)

Calculate AνI (s)

from ÂνI (s)

no yes

Figure E.4: Depiction of an iterative solution algorithm to obtain the single variable am-
plitudes corresponding to each basis amplitude.

E.5.1 | Inhomogeneities

The numerical results for all ÃνI used in this, which are related to the respective inhomo-
geneities of Sects. 8.1.3 and 8.2.3 by Eq. (E.12), are depicted in Figs. E.5–E.10. Note that
the ÃνI must only be evaluated from the respective scattering threshold onward. In the
diagrams one can clearly see cusps occurring at the zeroths of κ, which were previously
denoted by sI, sIII, sIV and tI, tIII, tIV, respectively. Another interesting aspect to mention
is that in the first iteration all ÃνI show certain zero lines in the real and imaginary parts.
This is due to the fact that we initialize the iteration procedure with the Omnès function
Ω(s), which fulfills Schwarz’ reflection principle from Eq. (3.20). But during the iteration
this attribute gets spoiled, such that the basis functions AνI , used to calculate the ÃνI , get
a complex-valued discontinuity smearing the zero lines.
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Figure E.5: Inhomogeneities without singular character, i.e., ÃνI = κ2`+1ÂνI , for the basis
functions F̃αI and F̃βI in η → 3π The real parts are colored in red, the imaginary ones in
blue. Dotted lines denote the first iteration, dashed lines the second one, and solid lines
the final solution (after 5 iterations).
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Figure E.6: Inhomogeneities without singular character, i.e., ÃνI = κ2`+1ÂνI , for the basis
functions F̃γI , G̃εI , and H̃ϑI in η → 3π. The real parts are colored in red, the imaginary ones
in blue. Dotted lines denote the first iteration, dashed lines the second one, and solid lines
the final solution (after 5 iterations).
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Figure E.7: Inhomogeneities without singular character, i.e., ÃνI = κ2`+1ÂνI , for the basis
functions F̃αI and F̃βI in η′ → 3π. The real parts are colored in red, the imaginary ones in
blue. Dotted lines denote the first iteration, dashed lines the second one, and solid lines
the final solution (after 10 iterations).
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Figure E.8: Inhomogeneities without singular character, i.e., ÃνI = κ2`+1ÂνI , for the basis
functions F̃γI , G̃εI , and H̃ϑI in η′ → 3π. The real parts are colored in red, the imaginary ones
in blue. Dotted lines denote the first iteration, dashed lines the second one, and solid lines
the final solution (after 10 iterations).
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Figure E.9: Inhomogeneities without singular character, i.e., F̃αππ, F̃
β
ππ, F̃γππ, F̃απη, F̃

β
πη, and

F̃γπη, for η′ → ηππ. The real parts are colored in red, the imaginary ones in blue. Dotted
lines denote the first iteration, dashed lines the second one, and solid lines the final solution
(after 3 iterations).
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Figure E.10: Inhomogeneities without singular character, i.e., F̃λππ, F̃ληπ, G̃
%
ππ, G̃%ηπ, G̃ζππ, and

G̃ζηπ, for η′ → ηππ. The real parts are colored in red, the imaginary ones in blue. Dotted
lines denote the first iteration, dashed lines the second one, and solid lines the final solution
(after 3 iterations).
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E.5.2 | Dispersion integral

The solutions for the basis amplitudes AνI , which are mainly determined by the respec-
tive Omnès functions and the dispersion integrals in Sects. 8.1.4 and 8.2.4, are shown in
Figs. E.11–E.16. One can see that the solutions for η → 3π and η′ → ηππ converge al-
ready after a few iterations, are quite smooth within the physical range, and exhibit their
prominent functional structure far outside the decay region. In contrast, the solutions for
η′ → 3π include for example a non-negligible influence of the resonance due to the enlarged
phase space. Another interesting aspect to mention is the relative scale between the basis
solutions. The relative size of the latter changes drastically in several orders of magnitude
when changing the applied subtraction schemes. These scales do not have a physical mean-
ing at all and are absorbed by the subtraction constants when fitting to data. Lastly, we
note the cusps at roughly 50M2

π marking the KK̄-threshold in the S-wave scattering phase
shifts.
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Figure E.11: Basis amplitudes FαI and FβI for η → 3π. The real parts are colored in red,
the imaginary ones in blue. Dotted lines denote the first iteration, dashed lines the second
one, and solid lines the final solution (after 5 iterations).
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Figure E.12: Basis amplitudes FγI , GεI , and HϑI for η → 3π. The real parts are colored in
red, the imaginary ones in blue. Dotted lines denote the first iteration, dashed lines the
second one, and solid lines the final solution (after 5 iterations).
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Figure E.13: Basis amplitudes FαI and FβI for η′ → 3π. The real parts are colored in red,
the imaginary ones in blue. Dotted lines denote the first iteration, dashed lines the second
one, and solid lines the final solution (after 10 iterations).
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Figure E.14: Basis amplitudes FγI , GεI , and HϑI for η′ → 3π. The real parts are colored in
red, the imaginary ones in blue. Dotted lines denote the first iteration, dashed lines the
second one, and solid lines the final solution (after 10 iterations).
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Figure E.15: Basis amplitudes Fαππ, F
β
ππ, Fγππ, Fαπη, F

β
πη, and Fγπη for η′ → ηππ. The real

parts are colored in red, the imaginary ones in blue. Dotted lines denote the first iteration,
dashed lines the second one, and solid lines the final solution (after 3 iterations).
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Figure E.16: Basis amplitudes Fλππ, Fληπ, G
%
ππ, G%ηπ, Gζππ, and Gζηπ for η′ → ηππ. The real

parts are colored in red, the imaginary ones in blue. Dotted lines denote the first iteration,
dashed lines the second one, and solid lines the final solution (after 3 iterations).
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