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Abstract

Precise non-gravitational satellite force models are crucial for various space-based applications, such
as satellite gravimetry, thermospheric neutral density estimation and precise orbit determination,
thus contributing to a better understanding of the Earth system.

Satellite orbits are perturbed by gravitational and non-gravitational forces. For satellites in
low-Earth orbits, in addition to the dominant force due to atmospheric drag, the most important
non-gravitational forces are related to the radiation of the Sun and the Earth. The electromagnetic
solar radiation as well as the Earth’s outgoing radiation, consisting of emitted thermal radiation and
the reflected sunlight, are either absorbed or reflected at the satellite’s surface. The resulting forces
are known as Solar and Earth radiation pressure, respectively. The re-emission of the absorbed
heat causes the thermal re-radiation pressure force.

Over the last years, significant progress has been made in the modelling of aerodynamic forces.
However, only few publications focused on the improvement of radiation pressure force models. The
modelling of the radiation pressure forces depends on measured fluxes as well as on the satellite’s
mass, surface area and plate materials, of which especially the fluxes and material properties are
known to introduce errors.

The aim of this thesis is to extend the existing radiation pressure force models, first, by detecting
and overcoming systematic errors in the analytical formulations. In a second step, the extended
model is applied in an inverse estimation approach to further improve remaining inconsistencies.

From the inspection of existing analytical radiation pressure force models, several extensions
are suggested. These include the consideration of temporal variations in the solar flux and the solar
spectrum as well as the impact of the atmosphere on the ray of sunlight. Additionally, the use of
albedo and emission data introduces errors that can be avoided nowadays due to the availability
of observed fluxes at the top of atmosphere and the consideration of the angular dependence of
Earth’s radiation. The transient re-emission of the satellite’s absorbed radiation is often omitted,
but is considered here as transient heat-conductive.

The extended radiation pressure force models are applied on satellites with simple shape, i.e.,
the Gravity Recovery And Climate Experiment (GRACE) satellites consisting of flat surfaces and
on spherical Satellite Laser Ranging (SLR) satellites. The extensions of the forward force modelling
are validated carefully (1) by comparing the modelled forces to accelerometer measurements (for
GRACE), and (2) by evaluating their impact on the satellite orbit based on residuals to SLR mea-
surements (for GRACE and spherical satellites). To reduce the effect of aerodynamic mismodelling,
the year 2008 with low solar activity is selected. The validation revealed that a fine discretization
(1◦) of the Earth’s footprint leads to the largest improvements in the Earth radiation pressure force
modelling, i.e., for GRACE the SLR residual root mean square (RMS) decreases by 38%. Choosing
hourly radiation data together with angular dependency models additionally reduces the residual
RMS by 2%. Furthermore, considering fitted heat-conductive thermal re-radiation for GRACE de-
creases the SLR residual RMS by 36% compared to using instantaneous re-radiation. The impact
of the force model extensions on spherical SLR satellites is found to be generally smaller, which is
related to their orbital altitude of more than 700 km.

The extended non-gravitational force models can be applied in an inverse approach, where an
adjustment to measured forces allows for the estimation of selected parameters in the model to
improve on the remaining inconsistencies. In the estimation of thermospheric neutral densities,
this study found that extensions of the radiation pressure force modelling impact the neutral
density by up to 5% depending on the solar activity. It is therefore likely that omissions caused
by application of the standard models contribute to the differences between existing estimates. In
a second example, first experiments to solve for radiation-related parameters based on extended
radiation pressure force models are carried out. Here, the quality of the accelerometer calibration
still limits the inverse estimations from GRACE data and finding a stable parametrization remains
challenging. Estimating radiation pressure scale factors from SLR data reveals that Ajisai is a
promising candidate to further the research on the adjustment of radiation-related parameters. All
in all, the results are encouraging to determine physical radiation pressure model parameters from



satellite accelerometry and SLR data in the future in order to enable the retrieval of a geodetic
Earth’s energy imbalance estimate.



Zusammenfassung

Hochgenaue nicht-gravitative Kräftemodelle für Satelliten sind für eine Vielzahl weltraumgestützter
Anwendungen wie die Satellitengravimetrie, die Schätzung der thermosphärischen Neutraldichte
und die präzise Orbitbestimmung von entscheidender Bedeutung und tragen somit zu einem besseren
Verständnis des Systems Erde bei.

Der Orbit eines jeden Satelliten wird durch gravitative sowie durch nicht-gravitative Kräfte
gestört. Bei Satelliten in erdnahen Umlaufbahnen stehen neben der dominierenden Kraft, die
auf den atmosphärischen Luftwiderstand zurückzuführen ist, die wichtigsten nicht-gravitativen
Kräfte in Zusammenhang mit der Strahlung der Sonne und der Erde. Die elektromagnetische
Sonnenstrahlung sowie die ausgehende Strahlung der Erde, welche sich aus der emittierten In-
frarotstrahlung und dem reflektierten Sonnenlicht zusammensetzt, werden an der Satellitenober-
fläche absorbiert oder reflektiert. Die daraus resultiernden Kräfte pro Flächeneinheit werden als
Strahlungsdruck von Sonne bzw. Erde bezeichnet. Zusätzlich verursacht die Abstrahlung der
absorbierten Strahlung am Satellit die sogenannte thermische Rückstrahlungkraft.

In den letzten Jahren hat sich die Modellierung der aerodynamischen Kräfte erheblich weit-
erentwickelt. Allerdings erschienen bisher nur wenige Veröffentlichungen zur Verbesserung der
Kräftemodelle des Strahlungsdrucks. Die Modellierung des Strahlungsdrucks hängt sowohl von
den gemessenen Strahlungsflüssen als auch von Masse, Oberfläche und Material des Satelliten ab,
wobei insbesondere die Strahlungsflüsse und die Materialeigenschaften bekanntermaßen zu Fehlern
führen.

Das Ziel dieser Arbeit ist die Erweiterung der Strahlungsdruckmodelle. Zunächst werden sys-
tematische Effekte in den analytischen Gleichungen aufgedeckt und beseitigt. In einem zweiten
Schritt wird das erweiterte Kräftemodell in einem inversen Schätzungsansatz angewandt, um übrige
Inkonsistenzen zu verbessern.

Nach der Untersuchung existierender analytischer Strahlungsdruckmodelle werden verschiedene
Erweiterungen vorgeschlagen. Dazu gehören die Berücksichtigung zeitlicher Variationen der Son-
nenstrahlung und ihres Spektrums sowie der Effekt der Atmosphäre auf die Ausbreitung dieser
Strahlung. Darüber hinaus führt die Verwendung von Albedo- und Emissionsdaten zu Fehlern,
die heutzutage durch die Verfügbarkeit von beobachteten Strahlungsflüssen an der Obergrenze der
Atmosphäre und die Berücksichtigung der Winkelabhängigkeit der Erdstrahlung vermieden wer-
den können. Außerdem wird die zeitverzögerte Emission der absorbierten Strahlung am Satelliten
oftmals vernachlässigt, wohingegen sie hier berücksichtigt wird.

Die erweiterten Strahlungsdruckmodelle werden an Satelliten mit einfacher Geometrie getestet:
an einem der Gravity Recovery And Climate Experiment (GRACE) Satelliten bestehend aus flachen
Paneelen sowie an kugelförmigen Satellite Laser Ranging (SLR) Satelliten. Die Erweiterungen der
Vorwärtsmodellierung des Strahlungsdrucks werden validiert, indem (1) die modellierten Kräfte
mit GRACE Akzelerometermessungen verglichen werden sowie (2) ihre Auswirkungen auf den
Satellitenorbit anhand von Residuen zu SLR-Beobachtungen bewertet weren (für GRACE und
Kugelsatelliten). Um den Effekt der aerodynamischen Fehlmodellierung zu minimieren, wird das
Jahr 2008 mit niedriger solarer Aktivität ausgewählt. Die Validierung zeigt, dass eine verfein-
erte Diskretisierung (1◦) des Footprints der Erde zu den größten Verbesserungen bei der Model-
lierung des Erdstrahlungsdrucks führt, d.h. für GRACE verringern sich die SLR-Residuen um 38%.
Die Wahl von stündlichen Strahlungsdaten mit Modellen für die Winkelabhängigkeit reduziert die
Residuen um weitere 2%. Außerdem verringert die Berücksichtigung der angepassten thermischen
Rückstrahlung für GRACE die SLR-Residuen um 36% im Vergleich zur Verwendung einer soforti-
gen Abstrahlung. Die Auswirkungen der erweitereten Kräftemodelle auf Kugelsatelliten ist generell
geringer, was insbesondere auf die größere Bahnhöhe von mehr als 700 km zurückzuführen ist.

Die erweiterten nicht-gravitativen Kräftemodelle können in einem inversen Ansatz angewandt
werden, wobei die Anpassung an gemessene Kräfte eine Schätzung ausgewählter Parameter im
Modell ermöglicht, um verbleibenden Inkonsistenzen zu verbessern. In dieser Arbeit wird gezeigt,
dass die Erweiterungen des Strahlungsdruckmodells die Bestimmung der Neutraldichte der Thermo-
sphäre um bis zu 5% je nach Sonnenaktivität beeinflussen und ihre Nichtbeachtung in vorherigen



Studien möglicherweise zu den Unterschieden zwischen existierenden Schätzungen beitragen. In
einem weiteren Beispiel werden erste Versuche zur Schätzung von strahlungsbezogenen Parame-
tern basierend auf den erweiterten nicht-gravitativen Kräftemodellen ausgeführt. Dabei limitiert
die Qualität der kalibrierten Akzelerometerbeobachtungen zur Zeit noch die inverse Schätzung
aus GRACE-Beobachtungen und die Suche einer stabilen Parametrisierung bleibt eine Heraus-
forderung. Die Schätzung von Skalierungsfaktoren für den Strahlungsdruck aus SLR-Daten zeigt,
dass Ajisai ein vielversprechender Kandidat für weitere Forschungen zur Bestimmung strahlungs-
bezogener Parameter darstellt. Insgesamt sind die Ergebnisse ermutigend, zukünftig physikalische
Strahlungsdruckparameter aus Satellitenakzelerometrie und SLR-Beobachtungen zu bestimmen,
um die Schätzung einer geodätischen Energiebilanz der Erde voranzubringen.



Ein Gedicht über die Dichte

Es war einmal eine Mission,
die sollte sich für die Erdschweremessung besonders lohnen.
Die Mission hieß GRACE -
ihr Nachfolger ist schon in Space.
GRACE bestand aus zwei Satelliten. Und die flogen
um die Erde
durch die Thermosphäre
als ob nichts wäre...

Fast nichts.
Denn da war noch Reibung
wenig wäre eine Übertreibung
und doch war es genug,
um die Satelliten zu bremsen in ihrem Flug.

Für die Vorhersage der Position
wird sich eine präzise Dichte lohnen.
Die Erforschung der neutralen Dichte
ist also ganz schön wichtig.

Die Neutraldichte ist nicht konstant, sie verändert sich
mit Sonnenzyklus, Jahrzeiten, und Tageslicht,
und kommt es zu ’nem Sonnensturm,
führt die Interaktion
des Lichts mit dem Magnetfeld
zu Polarlichtern an den Polen der Welt.

Würde die Dichte gleich bleiben,
könnte sich der Satellite immer identisch an der Atmosphäre reiben,
doch dann würd ich kein Gedicht über die Bestimmung der Neutraldichte schreiben.

Durch diese sich verändernden Reibungen
entsteht eine Kraft,
die es schafft,
den Satelliten zu entschleunigen.

Diese Beschleunigung wird am Satelliten gemessen,
doch unterdessen
stören andere Kräfte
die Messprozesse.

Ihr wisst - die Neutraldichte (und somit die Reibung) verändert sich
hinzukommen Strahlungsdruck durch Sonnenlicht,
und der Strahlungsdruck der Erde,
hat alles nichts zu tun mit der Schwere.
Denn das sind die nicht-gravitativen Kräfte,
also schreibt in eure Hefte:
Akzelerometer messen nicht-gravitative Kräfte.

Akzelerometer -
was ist das denn jetzt schon wieder?



Das ist ein kleiner Käfig,
im Massenzentrum - versteht sich -
mit einer Testmasse, die dort schwebt,
und in ihrer Position gehalten wird
durch einen Elektromagnet.
Mit jeder Kraft, die hierauf wirkt,
ändert sich die Stärke des Magnets
und stets
wird sie verwandelt
in Beschleunigungen, die wir hier behandeln.

Also die Messung haben wir jetzt schon:
das ist die Beschleunigung an jeder Position.
Brauchen wir noch ein Modell
und dann geht die Bestimmung der Dichte ganz schnell.
Doch die Modelle sind kompliziert
ich hab sie jetzt schon einige Zeit studiert
und arbeite daran sie zu verbessern,
damit wir eine bessere Schätzung haben als gestern.

Kommen wir also zu den Modellen.
Gehen wir aus von elektromagnetischen Wellen.
Diese können den Satellit erhellen,
und ruck zuck
entsteht durch die Interaktion mit der Oberfläche ein Druck.

Direkt wirkt der Strahlungsdruck der Sonne
und bevor ich bald zum Ende komme,
gibt’s noch den Strahlungsdruck der Erde.
den ich euch jetzt erkläre.

Das Sonnenlicht wird
an der Erdoberfläche reflektiert
und man glaub es fast nicht,
dass diese Strahlung den Satelliten tifft!

Jetzt kommt’s drauf an:
wird das Licht,
das den Satelliten trifft,
reflektiert
oder absorbiert?
Das wird anhand des Materials studiert.
Ist es glatt wie ein Spiegel
oder matt wie ein Ziegel?
Ich hoffe, ihr seid noch nicht verwirrt,
denn davon hängt es ab, wie der Satellit beschleunigt wird.

Doch es gibt auch Epochen,
da wird die sichtbare Strahlung nicht gebrochen.
Denn da fliegt der Satellit
im Dunkeln, wo folgendes geschieht:
Also was passiert hier?
Nur die Infrarotstrahlung der Erde erreicht ihr Ziel.



Die Strahlung von Sonne und Erd’
sorgt auch dafür, dass der Satellit sich erwärmt.
Seine veränderliche Temperatur
sorgt für eine Abstrahlung in Abhängigkeit der Struktur
und der Geometrie
doch alle Details kennst du nie.

Und so modellieren wir die Strahlungsdruckbeschleunigungen,
und nicht zu vergessen die durch Reibungen.
Damit haben wir jetzt Messungen und Modelle,
die man gleichsetzt und dann,
mit ein bisschen umgestelle,
nach der Dichte auflösen kann.
Mit einer resolution
von 10 Sekunden
können wir nun Phänomene der Thermosphäre erkunden.

Das war die Geschichte
über die Bestimmung der Dichte.
Mit einer Mission,
die sollte sich lohnen:
nicht nur für die Bestimmung der Schwere,
sondern auch für die Erforschung der Atmosphäre.
Und so flog GRACE,
durch den Space
und wenn sie nicht verglüht sind,
dann schweben sie noch heute.

Kristin Vielberg, September 2022.
Gewinnerbeitrag beim Space Science Slam der ersten nationalen Wissenschaftskonferenz der Raum-
fahrt 2022 in Bonn. Deutschlandfunk berichtet: https://www.deutschlandfunk.de/sternzeit-100.
html?drsearch:date=2022-12-04
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Chapter 1

Introduction

Nowadays, thousands of satellites orbit the Earth and accurate information of their motion is
required for operational and scientific applications. The orbit of a satellite is not only affected by
gravitational forces, but also by non-gravitational ones. Whereas gravitational forces acting on a
satellite result from the gravitational attraction of Earth, Sun, Moon and other celestial objects, the
non-gravitational forces result from the interaction of photons and gas molecules with the satellite’s
surface. For low-Earth Orbit (LEO) satellites, the largest non-gravitational force is attributed to
the atmospheric drag directed opposite to the satellite’s velocity. With increasing altitude, the drag
acceleration decreases (Fig. 1.1) due to the less dense atmosphere. Besides the atmospheric drag,
the most important non-gravitational forces acting on a satellite are related to the radiation of the
Sun and the Earth. The electromagnetic solar radiation reaches the surface of the satellite directly,
where the photons are either reflected or absorbed, which causes the Solar Radiation Pressure
(SRP) acceleration. Similarly, the Earth Radiation Pressure (ERP) acceleration results from the
Earth’s outgoing radiations reaching the satellite consisting of the emitted thermal radiation and
the reflected sunlight. With increasing distance from the Earth’s surface, the acceleration due to
ERP becomes less relevant, whereas the effect of SRP becomes prevalent (Fig. 1.1). In addition,
the radiation of Sun and Earth, which is absorbed at the satellite’s surface, heats up the satellite
and leads to temperature variations. The emission of this thermal energy causes the Thermal
Re-radiation Pressure (TRP) acceleration.

The magnitude of theses non-gravitational accelerations is rather small, however large enough
to cause orbit perturbations. For one of the Gravity Recovery And Climate Experiment (GRACE)
satellites, the average acceleration is about 3.0 × 10−8ms−2 for SRP, 1.2 × 10−8ms−2 for ERP,
and 0.7 × 10−8ms−2 for TRP during April 2011. In comparison, the average acceleration due to
aerodynamics during the same month is largest with 1.1× 10−7ms−2.

1.1 The importance of non-gravitational force modelling

Accurate models of these forces are required for a variety of satellite-related applications, e.g.,
within the Precise Orbit Determination (POD) of Global Navigation Satellite System (GNSS)
satellites (Fliegel et al., 1992; Arnold et al., 2015; Steigenberger et al., 2015; Darugna et al., 2018;
Bury et al., 2019), Satellite Laser Ranging (SLR) satellites (Sośnica et al., 2014; Panzetta et al.,
2018), and several Earth observation satellites such as Swarm (Montenbruck et al., 2018b), radar
altimetry and radar imaging satellites (Zelensky et al., 2010; Peter et al., 2017; Hackel et al., 2017;
Rudenko et al., 2023). Not only POD, but also orbit predictions to assess the mission lifetime
including reentry in the Earth’s atmosphere benefit from precise non-gravitational force models.
As an example, during increased solar activity, which leads to a denser atmosphere, the Gravity
Recovery And Climate Experiment Follow On (GRACE-FO) mission decayed up to 20m daily
(Landerer et al., 2022), while the lifetime of the GRACE mission exceeded the planned five years
by additional ten years due to an unexpectedly low solar activity within solar cycle 24.

In addition, non-gravitational forces need to be separated from gravitational measurements
within gravity field recovery. Therefore, several LEO gravity field missions, e.g., GRACE (Tap-
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Figure 1.1: Variation of modelled non-gravitational accelerations with altitude.
The computations are based on the position and orientation of the GRACE-A
satellite on April 1, 2011, at midnight: -92◦ longitude, -52◦ latitude, 490 km
altitude. Then, the individual forces were computed for simulated positions
above and below before calculating the norm.

ley et al., 2004), CHAllenging Minisatellite Payload (CHAMP) (Reigber et al., 2002), or Gravity
Field and Steady-State Ocean Circulation Explorer (GOCE) (Floberghagen et al., 2011), carry
space-borne accelerometers, which measure the sum of the non-gravitational accelerations (and not
the individual components). However, in case accelerometer data are missing as at the end of
the GRACE mission or are of insufficient quality as for the Swarm mission (Siemes et al., 2016;
Lück, 2022), accurate force models are required to simulate the total non-gravitational accelera-
tions for further processing. The accelerometer measurements onboard GRACE-D, which is the
trailing satellite of the GRACE-FO mission launched in May 2018, showed a higher noise level
than expected, and thus, a transplant of accelerometer data from the leading satellite GRACE-
C is required (McCullough et al., 2019). Using modelled non-gravitational accelerations in the
transplant has led to an improvement of the so-called Accelerometer Transplant L1B (ACT1B)
product (Bandikova et al., 2019; Behzadpour et al., 2021). Furthermore, the ongoing development
of space-borne accelerometers in combination with novel cold atom interferometer (e.g., Christophe
et al., 2018; Abrykosov et al., 2019; Siemes et al., 2022) will likely lead to lower noise levels of mea-
sured non-gravitational accelerations in the near future, which necessitates also the improvement
of non-gravitational force models.

Accurate non-gravitational force models are also required to derive the thermospheric neutral
density and wind velocity from measured accelerometer data (Sutton et al., 2007; Doornbos et al.,
2010; Doornbos, 2012; March, 2020). This application requires the separation of drag and radiation
pressure accelerations, where a good along-track modelling of the radiation pressure component is
required for density estimates especially during low solar activity when the drag signal is relatively
small and an error of 5% in the modelled radiation pressure leads to an error of 5% in the density
estimate. The wind estimation also benefits from accurately modelled cross-track radiation pressure
accelerations.

Another topic, where non-gravitational force models are essential, is the POD of radar altime-
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try missions, which are designed to monitor sea level (Chelton et al., 2001). Systematics in the
estimated orbit directly impact the measured sea surface height. Since non-gravitational forces are
required in the POD, the demand for precise non-gravitational force models increased with the
launch of the first radar altimetry mission Topex/Poseidon in 1992 to reach the desired (and still
not reached) orbit accuracy of 1 cm. In this context, high fidelity satellite models to represent the
satellite’s complex shape have been tested in the non-gravitational force modelling, however, the
computational effort required approximations. Furthermore, first models of the thermal re-radiation
pressure have been developed and validated using surface temperature measurements (Antreasian
and Rosborough, 1992; Marshall et al., 1992). These efforts contributed to an accuracy of 2 cm
for 10-day orbit arcs (Chelton et al., 2001). The Jason missions continued the successful radar
altimetry measurements with launches of three satellites between 2001 and 2016, of which Jason-3
reached an orbit accuracy of 1.5 cm (Picot et al., 2018). Additionally, several Sentinel satellites
guaranteed continuity of sea level measurements. The recent mission is Sentinel-6A launched in
2020. Reaching the desired orbit accuracy of 1 cm for current Jason and Sentinel missions is still
ongoing research (Peter et al., 2017; Montenbruck et al., 2018a; Hauschild et al., 2022; Rudenko
et al., 2023). Improvements in different measurement techniques as well as in the non-gravitational
force modelling will aid reaching this goal in the future.

Furthermore, the non-gravitational force modelling of SLR satellites is important for POD
including validations of GNSS orbits. Measurements to spherical SLR satellites are currently used
to realize the geocentre origin of the global Terrestrial Reference Frame (TRF) (Meindl et al., 2013;
Glaser et al., 2015; Glaser et al., 2020). The simple shape together with a large area-to-mass ratio of
SLR satellites such as LAser GEOynamics Satellite or Laser Geometric Environmental Observation
Survey (LAGEOS) is beneficial to reduce the impact and complexity of the non-gravitational forces
compared to GNSS satellites. The improvement of precise solar radiation pressure force models for
GNSS satellites is expected to reduce biases in the geocentre estimation from GNSS only (Glaser
et al., 2020).

Improved force models might also be used to further studies on the Earth’s energy imbalance.
First results in this direction had been achieved by Boudon (1986) from the evaluation of the
CACTUS accelerometer on-board the nearly spherical CASTOR satellite during the 1970s. In
their study, an annual mean Earth radiation budget for the period July 1975 to July 1976 had been
successfully obtained from the conversion of accelerations to fluxes. This procedure was resumed
by Hakuba et al. (2018), who proposed a future satellite mission with improved accelerometry on-
board a highly reflective or perfectly absorbing spherical satellite to complement recent estimates
of Earth’s energy imbalance.

1.2 Forward modelling

Non-gravitational force modelling is the main topic of this thesis. In a forward model, non-
gravitational forces can be simulated analytically for satellites with available geometry and surface-
material data. In case a macro-model containing these information is not available, such as for
GNSS satellites, analytical models cannot be applied and instead empirical models are used in the
radiation pressure force modelling (Montenbruck et al., 2015; Montenbruck et al., 2017; Arnold
et al., 2015). However, analytical force modelling will become more relevant for Galileo satellites,
since optical properties have been published recently (Bury et al., 2019). In the following, the cur-
rent status of the drag and radiation pressure force models is presented with a focus on analytical
radiation pressure force modelling with aspects from Vielberg and Kusche (2020).

Aerodynamic accelerations can be separated into the drag acceleration with lift and side effects.
Aerodynamic models require information about the atmosphere including its composition, temper-
ature and winds at the position of the satellite, which is commonly obtained from empirical density
models. Then, the interaction of the gas molecules with the satellite’s surface is accounted for in
the aerodynamic coefficient, which improved a lot during the last decade (e.g., Pilinski et al., 2010;
March et al., 2019b; Bernstein and Pilinski, 2022) and is still an active area of research. From free
molecule flow theory (Sentman, 1961), the mean path of the molecules w.r.t. the satellite dimen-
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sions can be derived. In this context, more collisions are assumed to occur between the molecules
and the satellite’s surface than between the incident molecules themselves. Below 400 km the as-
sumption of diffuse molecule reflections seems valid, however, at higher altitudes, the reflection is
more specular and models in this regard are still under development. Aerodynamic models have
been widely studied in the context of thermospheric neutral density and wind estimation (e.g.,
Sutton et al., 2005; Doornbos, 2012; March, 2020).

In contrast, only few and mostly early studies on SRP (e.g., Marshall et al., 1992; Montenbruck
and Gill, 2012) and even less on ERP accelerations are available (e.g., Knocke et al., 1988; Mon-
tenbruck and Gill, 2012). The interaction of incoming fluxes with the satellite’s surface commonly
considers specular and diffuse reflection as well as absorption using the satellite’s thermo-optical
material properties. This is still a reasonable assumption, however, anisotropic reflection and ther-
mal re-radition are often omitted. Additionally, in the flux modelling of Sun and Earth, there is a
lot of room for improvement and consistency. The magnitude of SRP in terms of the solar flux is
about 1360W/m2 at an altitude of 400 km, whereas the Earth’s outgoing flux is about 340W/m2

(Wild et al., 2013), to which the longwave flux contributes about twice as much as the shortwave
flux. All fluxes vary with the constellation of Sun, Earth and satellite, including the satellite’s
altitude above the Earth’s surface. The solar flux mainly depends on the solar cycle and the solar
rotation with periods of about 11 years and 27 days, respectively. The Earth’s outgoing fluxes
correspond to the incoming solar flux and thus depend on the solar cycle as well as on the diurnal
cycle.

Analytical SRP force models are based on the visible solar flux at the position of the satel-
lite, which is commonly approximated by the solar constant and is not able to capture temporal
variations. Moreover, the solar spectrum is not considered appropriately, since the flux and its in-
teraction with the satellite’s surface material are frequency-dependent. Within the Earth’s shadow,
only the Earth’s infrared radiation reaches the satellite. The Earth’s shadow is often modelled geo-
metrically with a spherical Earth (Montenbruck and Gill, 2012), but omitting the Earth’s flattening
and the impact of the atmosphere on the ray of sunlight causes errors in semi-shadowed regions
(Robertson, 2015).

In comparison to SRP, analytical ERP force models are based on modelled albedo and emission
data (Knocke et al., 1988). Errors introduced by this approximation can be avoided nowadays due
to the availability of observed fluxes at the top of atmosphere, which are already used in recent ERP
models (e.g., Wöske et al., 2019) and within the consideration of angular dependence of Earth’s
radiation (Vielberg and Kusche, 2020). The observed fluxes of Earth’s outgoing radiation are
provided by the Clouds and the Earth’s Radiant Energy System (CERES) project. The CERES
instrument consists of a radiometer sensor measuring the radiation at the top of atmosphere,
commonly assumed to 20 km, at three spectral channels in slant direction (Wielicki et al., 1996).
In the CERES data processing, measured radiation is converted to radiative flux by applying
empirical Angular Distribution Models (ADMs) (Su et al., 2015a; Su et al., 2015b). To obtain
hourly sampling, which is currently the highest temporal resolution available, the CERES synoptic
1◦ (CERES SYN1deg) hourly product combines measurements from CERES instruments on-board
the Terra and Aqua spacecrafts with hourly optical data from geostationary satellites (Doelling
et al., 2016). In comparison with the monthly available Energy Balanced And Filled (EBAF) data,
the CERES SYN1deg products are not constrained to a prescribed land, atmosphere and ocean
heat content rate (Loeb et al., 2018). Thus, the CERES SYN1deg data contain biases, which are
expected to introduce systematic errors in the ERP modelling. On the other hand, EBAF data
rely on a given heat content rate that may not reflect current reality sufficiently.

Furthermore, the satellite’s thermo-optical material properties and their variation over time due
the exposure to ultraviolet radiation from the Sun and atomic oxygen erosion (Silverman, 1995b)
are not well known and introduce additional modelling errors. Recently, first high fidelity models
have been developed for different satellites and allow for the consideration of more complex shapes,
e.g., antennas, in the non-gravitational force modelling (Ziebart, 2004; Kenneally, 2016; March
et al., 2019a; Wöske et al., 2019). The advantage of these complex models is that they allow for
including shadowing effects and thermal re-radiation in more detail, however, the computational
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effort can be very large and additional information on the thermo-optical material properties is not
included, so their uncertainty remains problematic.

In addition to the aerodynamics and radiation pressure forces, several satellite-induced non-
gravitational forces are known to act on a satellite (Flury et al., 2008; Peterseim et al., 2012).
Thruster firings or antenna thrusts introduce additional non-gravitational accelerations. Their
consideration is of importance to obtain realistic force models. Additionally, the measurements can
be disturbed by internal temperature variations or mechanical oscillations of a thin foil on-board
the bottom of the GRACE satellite (Flury et al., 2008). The order of magnitude of these artificial
satellite-induced forces can be quite large as they can occur in terms of spikes, however, their period
is relatively small in the order of seconds.

1.3 Inverse modelling
Early analytical radiation pressure force models have been developed to improve the orbit determi-
nation of SLR satellites (Rubincam and Weiss, 1986). Since the thermo-optical material properties
of these spherical satellites represent the largest uncertainty in analytical force modelling for SLR
satellites, a radiation pressure coefficient, i.e., a scaling factor of the radiation pressure, is com-
monly estimated within a POD (Bloßfeld et al., 2018; Panzetta et al., 2018; Hattori and Otsubo,
2019; Zeitler et al., 2021). This leads to the second topic of this thesis, which focuses on the inverse
modelling in the context of non-gravitational forces.

As outlined above, there is a need for precise non-gravitational force models. There are several
aspects that can lead to improved forward modelling of these forces. Nevertheless, the possibilities
to overcome all inconsistencies is limited, e.g., due to incomplete information about the satellite’s
thermo-optical material properties. This is where inverse models are expected to be helpful. Inverse
models allow for the estimation of specific parameters in the model by adjusting the force model
to observations. The relation between observed and modelled non-gravitational accelerations has
already been used for different applications such as the calibration of accelerometer data (e.g.,
Klinger and Mayer-Gürr, 2016; Vielberg et al., 2018), which is not only required for gravity field
recovery, but also for the estimation of the thermospheric neutral density (e.g., Sutton et al., 2007;
Doornbos et al., 2010; Siemes et al., 2023). Within a POD, e.g., based on SLR measurements, scale
factors for the thermospheric neutral density have been estimated together with measurement biases
(e.g., Zeitler et al., 2021). Thus, choosing a careful parametrization of potential systematic errors
in the forward model may lead to updated force models, which could not only aid in improving
POD, gravity and thermosphere recovery, but also provide clues on systematic errors in radiation
data products used in the radiation pressure force modelling.

The inverse estimation is based on the relation between the observed aobs and modelled non-
gravitational accelerations including aerodynamics aaero, radiation pressure aRP and satellite-
induced asat effects under consideration of an error ε

aobs = aaero + aRP + asat + ε. (1.3.1)

The most obvious observed non-gravitational accelerations are accelerometer measurements,
which are available for several dedicated gravity field missions at altitudes around or below 500 km.
On the other hand, such observations can be obtained from observed satellite dynamics after re-
moving the gravitational signal. Suitable precise tracking-techniques are GNSS, SLR, and Doppler
Orbitography and Radio-positioning Integrated by Satellite (DORIS). In addition, Two-Line Ele-
ment (TLE) files contain information about an object’s average motion from radar observations.

The right hand-side of Eq. (1.3.1), i.e., modelled non-gravitational accelerations, can be obtained
analytically for satellites with available macro-models. These are commonly accessible for the
gravity field missions such as GRACE, and for spherical SLR satellites. To allow for realistic
results in the inverse estimation, the forward model needs to be as precise and consistent as possible
beforehand.

Then, a careful parametrization of systematic errors of both measurements and models is re-
quired, i.e., rank-deficiencies in the parametrization need to be avoided, before performing the



6 1. Introduction

inverse estimation in a least squares sense. Therefore, I provide an overview on possible systemat-
ics before presenting possibilities of how to perform an inverse estimation aiming to improve such
parameters.

Beginning with the accelerometer measurements, a calibration is required before further use.
Calibration parameters are usually biases and scale factors for each axis, e.g., on a daily basis, which
are neither error-free nor uncorrelated with respect to each other, which then introduces further
errors in the calibrated observations. Using other observation types such as range measurements
between SLR stations and the satellite, the measured range is corrected by applying estimated
range biases and other related parameters such as station coordinates.

Within the aerodynamic model, information about the atmosphere at the satellite’s position is
required including the mass and amount of individual gases, which sum up to the thermospheric
neutral density. This density, which varies on time scales between seconds to several years, is usually
taken from models, since in-situ data are not only sparse but also not available after the mid 1980s
(e.g. Sarris et al., 2020). Consequently, the model development also lacks current measurements.
An overview of the thermospheric neutral density from selected empirical and physical models in

Figure 1.2: Thermospheric neutral density from three empirical models (Naval
Research Laboratory Mass Spectrometer Incoherent Scatter radar version 2.0
(NRLMSIS 2.0), Jacchia-Bowman 2008 (JB2008), Drag Temperature Model
(DTM)2013 and one physical model (Thermosphere–ionosphere–electrodynam-
ics general circulation model (TIE-GCM)) evaluated along the orbit of the
GRACE-A satellite on June 1, 2008.

Fig. 1.2 shows that there are significant differences between the models. Density variations are
directly reflected in the aerodynamic acceleration, whereas temperature and wind data that can
also be obtained from these models and horizontal wind models, respectively, have a minor impact.
In addition, models are not able to predict the fast response of the thermosphere to geomagnetic
storms. Thus, obtaining in-situ densities from an inverse approach is not only essential for improving
the non-gravitational force model, but also for extending the data base used to improve existing
empirical models (Forootan et al., 2022), or to assimilate these observations into physical models to
achieve a higher temporal resolution in the future (Corbin and Kusche, 2022). An extended data
base of in-situ thermospheric neutral densities would also benefit climate studies of atmospheric
processes such as the cooling of the upper atmosphere due to the anthropogenic increase of C02
(e.g., Roble and Dickinson, 1989; Laštovička et al., 2012; Sarris et al., 2020). There exist already
several studies on obtaining the thermospheric neutral density from accelerometer measurements
(e.g., Sutton et al., 2007; Doornbos et al., 2010; Vielberg et al., 2018; Krauss et al., 2020; Siemes
et al., 2023) and density estimates, e.g., in terms of scale factors, integrated over several orbital
revolutions from observed orbit dynamics (e.g., Emmert et al., 2004; Picone et al., 2005; Doornbos
et al., 2007; Doornbos et al., 2008; Panzetta et al., 2018; van den IJssel et al., 2020; Emmert et al.,
2021; Zeitler et al., 2021). The thermospheric neutral density has been selected as an Essential
Geodetic Variable by the Global Geodetic Observing System (GGOS) in 2018.



1.3. Inverse modelling 7

Additionally, several groups are working towards improved gas-surface interaction models (Moe
and Moe, 2005; Sutton, 2009; Doornbos, 2012; Pilinski et al., 2010; Walker et al., 2014; March
et al., 2017; Mehta and Linares, 2018; Bernstein and Pilinski, 2022). As it is still difficult to model
the gas interaction with the satellite’s material depending on the orbital height, estimating an
altitude-dependent accommodation coefficient in an inverse approach seems reasonable.

Within the radiation pressure modelling, systematic errors in the thermo-optical material prop-
erties, which are provided by the manufacturers in the macro-model and are assumed to be incorrect
(personal correspondence with Srinivas Bettadpur, 10/2021), have a direct impact on the modelled
forces. Furthermore, the material properties change during the mission lifetime due to the exposure
to ultraviolet radiation (e.g., Silverman, 1995a), resulting in a systematic time dependency.

Furthermore, the fluxes incident on the satellite’s surface are required. Especially the Earth’s
outgoing longwave and shortwave fluxes, which are ideally taken from CERES SYN data with a
temporal resolution of one hour, are known to have systematic errors. These errors also impact
the estimate of the Earth’s Energy Imbalance (EEI), which is basically the difference between the
Earth’s incoming and outgoing radiation and known to be out of balance due to anthropogenic
emissions leading to global warming (von Schuckmann et al., 2023). The consequent imbalance is
recently estimated to be 0.76±0.2W/m2 for the period 2006 to 2020 and is known to accelerate
(von Schuckmann et al., 2023). This value is in good agreement with the imbalance from CERES
EBAF data for the period 2005 to 2015 of 0.71±0.1W/m2, whereas the imbalance obtained from the
CERES SYN1deg product amounts to 4.3W/m2 (Loeb et al., 2018). The imbalance from EBAF
provides the better estimate from CERES products since the data are constrained to (ocean) heat
content estimates. Due to the importance of quantifying global warming, there is the necessity
for independent estimates of EEI. To underline this importance, the Earth’s radiation budget has
been assigned as one of the Essential Climate Variables by the Global Climate Observation System.
Therefore, parametrizing errors in the radiation data within an inverse model would not only benefit
the improvement of radiation pressure force models but may also lead to an attempt to design a
geodetic EEI. However, within such estimation it is expected that these errors are hardly separable
from the systematics in the material properties.

To conclude from the challenges and expected systematics in the forward modelling and in the
observations, the parametrization of an inverse model should ideally consider the following aspects:

• measurement correction: bias and scale factor in case of accelerometer measurements; range
biases and station coordinates in case of SLR measurements

• aerodynamic correction: thermospheric neutral density, cross-wind speed, accommodation
coefficient

• radiation pressure correction: Earth’s outgoing longwave and shortwave fluxes, solar flux

• macro-model correction: thermo-optical material properties, geometry

Fig. 1.3 presents an overview of the possibilities to estimate these parameters in a least squares
estimation. For that purpose, precisely modelled non-gravitational accelerations are fitted to ac-
celerometer measurements. Solving for the parameters listed above within a joint estimation is
theoretically possible and would combine the measurement calibration with the correction of mod-
elled non-gravitational forces. However, this one-step procedure, which is certainly innovative,
would require very extensive numerical testing, e.g., due to rank defects, and a consideration of
carefully selected constraints. Additionally, the interpretation of the resulting estimates is expected
to be complicated due to high correlations between the parameters (Vielberg and Kusche, 2020).

To simplify the joint estimation, one could think of applying an elimination of parameters. For
example, the thermospheric neutral density from accelerometer data has a resolution of 10 s and
the changes during one orbit of high solar activity are about one order of magnitude larger than
during low solar activity. During storm times, the density can rapidly increase at short time scales
(minutes). In comparison, the Earth’s outgoing radiation is not sensitive to such solar events, so
there is no need to solve for corrections of radiation data sets at short time scales. In addition, the
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Figure 1.3: Flow chart of inverse estimations. Related parameters are marked
in similar colours. Cases I and II are the selected examples of the iterative
inverse estimation.

satellite experiences the radiation of a whole footprint, i.e., local changes are not resolvable. Thus,
focussing on global or alternatively latitude-dependent corrections instead seems more reasonable,
which would require a good global coverage. For GRACE, a suitable global coverage as it is used
in the context of gravity field recovery (Kvas et al., 2019a) is reached after 30 days. Nevertheless,
this procedure is expected to be challenging and would still require extensive numerical testing and
constraints.

Thus, performing an estimation of selected parameters in an iterative stepwise procedure seems
more appropriate as illustrated at the bottom of Fig. 1.3. In this case, calibration parameters for
the measured accelerations are estimated first. Then, solving for selected parameters in an inverse
estimation is possible. Here, the thermospheric neutral density and cross-wind speeds are selected
as the first example, since this procedure has already turned out to be very successful (Doornbos et
al., 2010; Siemes et al., 2023). As a second example, the estimation of radiation-related parameters
is selected, since the quality of thermo-optical properties as well as systematics in the radiation
data limits the accuracy of the radiation pressure force modelling. First attempts of this approach
have been performed in Vielberg and Kusche (2020), however, it turned out that finding a suitable
parametrization is still challenging and further effort is needed to obtain a stable parametrization.

The results from these inverse estimations can be used again to improve the force modelling.
This iteration might be repeated until convergence. Nevertheless, updating the inverse model with
a new density estimate requires the separation of the individual gases in the aerodynamic model,
which would require additional assumptions. Since such assumptions would introduce another
uncertainty, this suggested iterative procure is limited, however, it is worth to pave the way into
that direction.

1.4 Research objectives

From the sections above, the following research questions can be formulated:

• How can we improve non-gravitational force models compared to existing standard approaches?
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• How can we overcome inconsistencies between currently available concepts and measurements,
and the parametrization of existing forward radiation pressure force models?

• What is the impact of improved radiation pressure force models for the thermospheric neutral
density estimation?

• Is it possible to estimate remaining systematics of the forward force modelling in an inverse
model?

• What can we learn about EEI from using improved radiation pressure force models in an
inverse estimation?

Based on these questions, this thesis aims at extending radiation pressure force models to allow
for the improvement of the thermospheric neutral density and existing radiation data sets. Con-
sequently, the first part of this thesis focusses on the improvement of the forward modelling of
radiation pressure forces and the second part concentrates on the inverse modelling. To guide
through these goals, I formulate the following objectives.

1. Detect and overcome inconsistencies in analytical radiation pressure force models
Aerodynamic and radiation pressure forces amount to the non-gravitational forces acting on a
satellite, of which the aerodynamic force models have been well investigated during the past years,
whereas only few studies focussed on SRP (Marshall et al., 1992; Montenbruck and Gill, 2012), ERP
(Knocke et al., 1988; Marshall et al., 1992), and TRP (Antreasian and Rosborough, 1992; Marshall
et al., 1992; Wöske et al., 2019) modelling. Thus, the focus of this thesis is on the improvement
of analytical radiation pressure force models. This requires at first a detailed understanding of
existing solar, Earth, and thermal re-radiation pressure models. In this context, inconsistencies
will be detected and suggestions for improvements and extensions will be made. The focus will be
on a GRACE-like satellite, i.e., a LEO satellite with flat surfaces, but many of the suggestions can
also be applied to other LEO, altimetry or GNSS satellites.

2. Formulation of an extended radiation pressure force model
Based on the findings from the first objective, an extended radiation pressure force model will be
formulated. This model is expected to yield the most realistic results as it includes the suggested
extensions. In Vielberg and Kusche, 2020, a suggestion for an extended radiation pressure force
model has already been made. This suggestion will be updated here, if necessary.

3. Validation of the extended radiation pressure force model
The force model extensions from the second objective need to be validated carefully. However, val-
idating radiation pressure force models is known to be challenging, since direct measurements are
not available. Therefore, first the impact of the extensions on the modelled radiation pressure will
be outlined for GRACE. Second, the radiation pressure extensions will be compared to GRACE
accelerometer data, where the accelerometer calibration as well as the aerodynamic model will be
kept fixed. To keep the errors of the aerodynamic model to a minimum, a period with low solar
activity will be selected. In order to validate the modelled radiation pressure accelerations with
independent data, the force model extensions will be applied within a POD. A comparison of the
estimated positions to SLR measurements is expected to reveal the benefit of the extended model.
To test the adaptation of the force model extensions also for satellites with different shapes, the
extended radiation pressure force models will also be applied on selected spherical satellites and
validated within a POD using SLR measurements as input.

4. Assess the impact of extending the radiation pressure force model on the estimation
of the thermospheric neutral density
A common application, where radiation pressure force models are required, is the estimation the
of thermospheric neutral density. The thermospheric neutral density estimation is selected as a
first example for an inverse estimation. Such density can be derived from measured accelerometer
data at a high temporal resolution, e.g., 10 s. Besides accurate aerodynamic models, which are not
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considered for improvements in this thesis, radiation pressure force models are required. An error in
the radiation pressure force modelling maps linearly into the accelerometer-derived thermospheric
neutral density. The impact of applying the extended radiation pressure force model in the density
estimation will be discussed mainly by comparing the thermospheric neutral density estimates to
results from other institutions with different force modelling. Besides accelerometer-derived den-
sities, orbit-integrated corrections for the thermospheric neutral density can be obtained within
POD in terms of scale factors. This method, where no accelerometer data are required, will be
applied for GRACE as well as for selected spherical satellites at low altitudes.

5. Attempting to solve for radiation-related parameters based on the extended radia-
tion pressure force model
Corrections for existing data sets of the Earth’s outgoing radiation would be beneficial for quanti-
fying EEI. Radiation data sets are required in the forward modelling of the ERP and it is tempting
to ask, whether an inverse estimation allows to estimate corrections for existing radiation data.
Hakuba et al. (2018) proposed to monitor EEI from accelerometer measurements on-board a highly
reflective or perfectly absorbing spherical satellite by relating the radial acceleration to the flux.
In Vielberg and Kusche (2020) first attempts to correct radiation data within an inverse approach
have been published. In this thesis, the research in this direction is intensified. Besides applying
updated radiation pressure force models and finding a stable parametrization, the suitability of the
accelerometer calibration for such inverse estimations will be discussed. Furthermore, radiation
pressure scale factors will be estimated within a POD for selected spherical satellites and their
interpretation as a correction for radiation data sets will be assessed. These findings are expected
to pave the way to a geodetic EEI estimate.

1.5 Thesis outline

The workflow of this thesis is summarized in Fig. 1.4. On the left hand side, the measured and
modelled non-gravitational accelerations are presented for GRACE. These modelled accelerations
will be compared to each other and they are required for the inverse estimations. On the right
hand side, the ideal force modelling for spherical SLR satellites is shown. For both GRACE and
SLR, a validation of the modelled non-gravitational acceleration will be conducted by estimating
a dynamic orbit and evaluating the residuals to SLR range measurements.

Based on this workflow, the structure of this thesis is as follows. In Ch. 2, the physical back-
ground on satellite dynamics, thermospheric neutral density, as well as the concept of EEI are
introduced. Then, Ch. 3 presents the observations used in this thesis. First, the focus is on the
twin-satellite mission GRACE. After providing an overview of the mission itself and relevant data
products, the principle and challenges of accelerometer measurements are outlined and calibration
methods are explained. Then, the measurement principle of SLR is presented before providing an
overview of the selected missions relevant for this thesis.

The analytical non-gravitational force models for satellites with given geometry and material
properties is outlined in detail in Ch. 4. After presenting the aerodynamic model, the focus is on the
radiation pressure force modelling. Here, the state-of-the-art models are introduced, inconsistencies
are discussed and extensions for the models are suggested. Additionally, satellite-induced forces
are described briefly since they contribute to the non-gravitational forces as well. Ch. 4 concludes
with suggested definitions of standard and extended non-gravitational force models.

The results of the forward non-gravitational force modelling are presented in Ch. 5. This in-
cludes the visualization and discussion of the impact of suggested model extensions on the radiation
pressure accelerations. Here, the focus is on the GRACE-A satellite during the year 2008, where
the aerodynamic signal was exceptionally low. Even though GRACE-FO provide more recent data,
GRACE-FO is not evaluated in this thesis since GRACE already covers more than a full solar
cycle and the accelerometer data quality of GRACE-FO is not as good as expected (McCullough
et al., 2019). Even though the validation of the radiation pressure force model is challenging, two
approaches are presented. (1) a comparison of modelled non-gravitational accelerations against ac-
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Figure 1.4: Workflow of this thesis.

celerometer measurements is shown, and (2) a validation with independent SLR data is performed.
In addition to GRACE, the non-gravitational force modelling is discussed for spherical satellites.
The results are shown for selected missions and a validation is performed based on a POD as well.

In the remaining chapters, the inverse modelling is addressed. The determination of the ther-
mospheric neutral density is selected as a first example for an inverse estimation using precise
non-gravitational force models. Ch. 6 outlines the parametrization and algorithm of the inverse
approach using GRACE accelerometer measurements. The resulting thermospheric neutral den-
sity is compared to the results from other groups. Additionally, a POD is performed for GRACE
and SLR satellites, which allows for the estimation of corrections in terms of daily scale factors
for a model density. The comparability to accelerometer-derived thermospheric neutral density is
discussed and comparisons are shown in terms of scale factors.

As a second example, an inverse estimation is performed with the aim to solve for radiation-
related parameters in Ch. 7. In case of GRACE, the inverse estimation is based on non-gravitational
force models and accelerometer measurements. The challenge of finding a suitable accelerometer
calibration and a stable parametrization is discussed. In addition, a POD is performed with SLR
measurements as input, where scale factors for the radiation pressure acceleration are estimated
and their suitability as a correction for existing radiation data as well as its comparability to the
first approach are discussed.

Finally, Ch. 8 summarizes the main findings from this thesis and discusses the achievement of
the objectives. An outlook as well as suggestions for future missions are provided, which is expected
to aid in further improving the radiation pressure force modelling.
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Chapter 2

Physical background

This chapter provides an overview of the physics, which are relevant for this thesis. Since the force
modelling of satellites is the main topic, the relation between the satellite’s motion and the forces
acting on it is outlined in Sect. 2.1. Background knowledge on the thermosphere as well as Earth’s
radiation budget are introduced in Sects. 2.2 and 2.3, respectively.

2.1 Satellite dynamics
The motion of a satellite is directly related to the forces acting on it. This can be expressed using
Newton’s second gravitational law: ”When a body is acted upon by a force f , the time rate of
change of its momentum ṗ equals the force.” In an inertial system, this can be formulated (Seeber,
2003) as

ṗ(t) = f(t, r, ṙ), (2.1.1)

where the force depends not only on time t, but also on the position r and velocity ṙ of the body
(here: the satellite). The momentum at time t acting on the body with mass m is defined as

p(t) = m(t)ṙ(t). (2.1.2)

Then, the time rate of change of the momentum inserted in Eq. (2.1.1) reads

mr̈(t) + ṁṙ(t) = f(t, r, ṙ). (2.1.3)

The mass change is usually assumed to be negligible even though the spacecraft looses a very small
amount of fuel. Considering this assumption yields the equation of motion

mr̈(t) = f(t, r, ṙ). (2.1.4)

With the definition a := 1
mf , where a is the force related to the unit mass, the differential equation

simplifies to
r̈(t) = a(t, r, ṙ). (2.1.5)

In the following, the contributions to the force f will be outlined (Seeber, 2003; Hofmann-
Wellenhof and Moritz, 2006; Montenbruck and Gill, 2012). The dominating force acting on a
satellite orbiting the Earth is the Earth’s gravitational attraction. Beginning with Newton’s law of
universal gravitation, the Earth and the satellite can be assumed as two point masses m1 and m2

attracting each other with a force

f12 = Gm1m2
r2 − r1
|r2 − r1|3

. (2.1.6)

This force acts along the connecting line of the Earth and the satellite, which are located at positions
r1 and r2, respectively. The gravitational constant G has the value 6.6742×10−11m3 kg−1 s−2.
Since the satellite’s mass is only a fraction of the Earth’s mass, the attraction of the Earth w.r.t.
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the satellite is negligible. Consequently, one can define the Earth as the attracting mass (with mass
M), while the satellite is the attracted mass. Additionally introducing the distance l between the
two objects, the force f12 simplifies to the gravitational field strength

g = GM
r2 − r1
l3

. (2.1.7)

With the Earth as a point mass, the force is radially symmetric and the satellite orbits the Earth
on a fixed plane. The satellite’s position then follows Kepler’s laws and the satellite moves on a
Kepler ellipse with the Earth in its focal point. However, in reality the Earth’s gravitational field
is much more complex than a point mass due to its irregular shape and mass distribution leading
to orbit perturbations. The gravitational potential can be written as the volume integral of the
individual contributions of the mass elements dm = ρdv at distance l

V = G

∫∫∫
v

dm
l

= G

∫∫∫
v

ρ

l
dv. (2.1.8)

With this definition, the gravitational field strength is commonly expressed as the gradient of the
gravitational potential

g = ∇V. (2.1.9)

This relation is valid since the gravitational field is a conservative field. Then, the gravitational
potential at an arbitrary point in the Earth’s exterior with the spherical coordinates λ, θ, r is a
solution of Laplace’s equation and can be expressed as a series of spherical harmonic functions

V (λ, θ, r) =
GM

R

inf∑
n=0

n∑
m=0

(
R

r

)n+1

[cnmCnm(λ, θ) + snmSnm(λ, θ)] . (2.1.10)

Here, λ is the geographical longitude, θ denotes the colatitude and r is the distance to the origin of
the Earth-fixed coordinate system. R is the Earth’s radius, cnm and snm are the spherical harmonic
coefficients, i.e., the weights of the spherical base functions, depending on degree n and order m of
the expansion. The base functions are surface spherical harmonics

Cnm(λ, θ) = cos(mλ)Pnm(cos θ), (2.1.11)
Snm(λ, θ) = sin(mλ)Pnm(cos θ), (2.1.12)

providing a complete orthogonal system on the surface of a sphere with Legendre Polynomials
Pnm(cos θ). The gravitational potential is commonly truncated at a certain degree depending on
the desired resolution.

Besides the Earth’s gravitational field strength, the orbit of the satellite is perturbed by a variety
of other forces (Montenbruck and Gill, 2012). The gravitational attraction of other celestial bodies
especially the Sun and the Moon induce a tidal potential. These so-called third body perturbations
act on the Earth as well as on the satellite and are denoted as direct tides aT. Additionally, indirect
tides result from the gravitational attraction of third bodies leading to mass redistribution on land
as well as in the oceans and the atmosphere. These effects are known as solid Earth tides aST,
ocean tides aOT and atmospheric tides aAT. The latter are strictly speaking largely thermally
driven and only to a small part is of gravitational origin.

Further tidal effects result from the polar motion, which is the motion of the rotational axis of
the Earth w.r.t. a terrestrial reference frame. The resulting centrifugal force acts on the solid Earth
and on the oceans leading to changes in the gravitational potential. These effects are known as solid
Earth pole tides aSPT and ocean pole tides aOPT. Additionally, non-tidal short term variations of
atmosphere, ocean, hydrosphere and cryosphere antS are considered as well as long-term variations
antL of the solid Earth due to glacial isostatic adjustment, and episodic accelerations antE caused
by earthquakes.

Besides these gravitational effects, the satellite’s orbit is perturbed by non-gravitational effects.
For LEO satellites, the aerodynamic acceleration aaero is dominating, followed by the radiation
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pressure of the Sun aSRP and the Earth aERP as well as the satellite’s thermal re-radiation pressure
acceleration aTRP. In addition, satellite-related forces asat such as thruster firings perturb the orbit.

Considering the mentioned effects, the equation of motion of a satellite can be formulated with
the contributions from gravitational ag and non-gravitational accelerations ang as

r̈ = ag + ang (2.1.13)
= g + aT + aST + aOT + aAT + aSPT + aOPT + antS + antL + antE

+ aaero + aSRP + aERP + aTRP + asat + ε, (2.1.14)

where ε denotes remaining modelling errors. This equation provides the basis for POD also in this
thesis as well as for gravity field estimation (e.g., Mayer-Gürr, 2006; Löcher, 2011; Lück, 2022).

2.2 The thermosphere and thermospheric neutral density
This section provides a brief introduction to the atmospheric structure with a focus on the thermo-
sphere before introducing the thermospheric neutral density, its variability and models to obtain
the thermospheric density empirically and physically.

2.2.1 Vertical structure of the atmosphere

The Earth’s atmosphere is a gas hull surrounding our planet (Prölss, 2012). Vertically, it can
be divided into different layers based on its temperature. The temperature profile is presented
exemplarily at the location of Bonn on April 1, 2017, at 1:50 a.m. in blue in Fig. 2.1a. Local
temperature minima and maxima bound the four layers: troposphere (0-10 km), stratosphere (10-
50 km), mesosphere (50-100 km), thermosphere (>100 km). The layer of interest for this thesis is
the thermosphere, where LEO satellite missions orbit the Earth and experience the drag accelera-
tion due to the collision of the gas molecules with the satellites surface leading to orbital decay. The
thermosphere begins at around 100 km, where the temperature in the Earth’s atmosphere reaches
its minimum due to radiative cooling. Above 100 km, the temperature increases nearly asymptot-
ically. The upper limit of the thermosphere is not clearly defined. The temperature is inversely
proportional to the atmospheric composition shown in Fig. 2.1b. Below 100 km, the composition
is well mixed (homosphere), whereas above 100 km (heterosphere) heavier gases dominate within
the next 100 km and lighter gases are found above. This separation is due to molecular diffusion
and gravity (Emmert, 2015). The dominating gases within the thermosphere at LEO altitudes
between 200-600 km are atomic oxygen (O), dinitrogen (N2) and helium (HE). Summing up the
mass of the neutral gases within a predefined volume results in the neutral mass density, also known
as thermospheric (neutral) density, neutral density, or mass density. The thermospheric density
profile (Fig. 2.1a, red) differs from the temperature profile as it decreases nearly exponentially with
increasing altitude.

2.2.2 Variation of the thermospheric neutral density

The thermospheric neutral density varies not only with altitude, but also on different temporal
scales between seconds and several years (e.g., Doornbos, 2012; Emmert, 2015). Depending on the
positions of the Earth and the Sun, the thermospheric neutral density underlies diurnal and seasonal
periodicities. The ultraviolet radiation of the Sun heats up the atmosphere, which causes not only
changes in temperature and neutral density, but also ionizes the atmosphere. The ionized part of
the atmosphere is known as ionosphere and is immersed in the upper atmosphere interacting with
the neutral part of the atmosphere (Prölss, 2012). The thermospheric neutral density is strongest
on the day side and reaches its maximum at daytime following the sub-solar point with a delay of
approximately two hours. Besides the seasonal variations due to the varying Earth-Sun distance,
the inclined Earth orbiting the Sun causes latitude-dependent density changes.

Thermospheric neural density variations depend not only on the geometry, but also on the solar
activity. The extreme ultraviolet band of the Sun’s radiation varies with the solar cycle reaching a
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(a) Temperature and neutral density profiles (b) Atmospheric composition

Figure 2.1: Vertical profiles of (a) temperature and thermospheric neutral den-
sity, and (b) atmospheric composition from the Naval Research Laboratory
Mass Spectrometer Incoherent Scatter radar (NRLMSISE-00) model in Bonn
(50.73◦N, 7.10◦E) on April 1, 2017, at 1:50 a.m..

maximum approximately every 11 years, where regions of high solar activity called sunspots occur.
During high solar activity the thermospheric neural density can be around ten times larger than
during solar minimum. Moreover, the rotation of the Sun of about 27 days impacts the atmospheric
composition and temperature. The F10.7 index (Tapping, 2013), which is a measure of the extreme
ultraviolet solar radiation at a wavelength of 10.7 cm, is commonly used to represent the solar
activity within density models. Nowadays, the Canadian National Research Council provides F10.7
values measured at their Dominion Radio Astrophysical Observatory in Penticton, Canada, which
are available since 1947. The time series of the daily F10.7 index and its 81-day average are shown
from 2000 until September 2022 in Fig. 2.2a covering nearly two solar cycles. Relating specific
spectral measurements to the solar activity is an ongoing challenge, hence, new indices underlie a
recent development (e.g., Ermolli et al., 2013; Dudok de Wit et al., 2014).

In addition, the thermosphere changes on short time scales due to sudden magnetic storms
directed towards the Earth, i.e., coronal mass ejections of the Sun or solar flares, which are found
to influence the geomagnetic field conditions and cause irregularities in atmospheric temperatures
and densities, as well as the ionization in the ionosphere. These changes are not at all periodic
and are complicated to model. Therefore, the global geomagnetic variation can be described by
proxies in empirical and physical models with Kp and Ap indices (Mayaud, 1980; Matzka et al.,
2021a), which are shown in Fig. 2.2b. The planetary geomagnetic index Kp has been developed
by Bartels (1949) and is derived from the standardised K index. It varies between 0 at low
geomagnetic activity and 9 during extreme geomagnetic storms on a quasi-logarithmic scale and
is measured by 13 observatories. The planetary amplitude index Ap is the linearized Kp index.
Both indices are provided three-hourly by the National Geophysical Data Center. However, their
resolution is relatively coarse for the detection of sudden changes. Therefore, the Hp index has
been developed recently, which is similar to the Kp index, but with a temporal resolution of 90,
60 and 30 minutes (Stolle et al., 2019). Fig. 2.2a exemplarily shows the geomagnetic Kp and Ap
indices with a temporal resolution of 3 hours and daily, respectively, as well as the new Hp index
with a resolution of 30min during the year 2017.
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(a) Time series of the F10.7 index (blue) and its 81-day average (red) in solar flux units (1 sfu =
10−22 W/m2/s). Data from ftp://ftp.geolab.nrcan.gc.ca/data/solar_flux/daily_flux_values/
fluxtable.txt, last access September 6, 2022.

(b) Geomagnetic Kp and Ap indices (Matzka et al., 2021b) with a temporal resolution of 3 h and daily,
respectively, as well as the Hp index with a resolution of 30min (Stolle et al., 2019) during the year 2017.

Figure 2.2: Time series of solar and geomagnetic indices.

2.2.3 Overview of thermospheric neutral density models

To obtain the thermospheric neutral density at arbitrary positions and times, empirical and physical
models have been developed and improved since the availability of the first TLE-derived thermo-
spheric neutral density observations in the 1960s (e.g., Emmert, 2015). Empirical models represent
an average stage of the atmosphere, which is obtained from fitting mathematical equations to mea-
surements. Most measurements are integrated quantities, since in-situ data are sparse. The need
for in-situ atmospheric compositions has also led to a mission proposal for the European Space
Agency (ESA) Earth Observation program’s 10th Earth Explorer (Sarris et al., 2020). However,
it has not been selected and measurements of the atmospheric composition are only available from
the Atmosphere Explorer satellites in the 1970s. Based on these data together with integrated
thermospheric neutral densities and selected indices, a variety of empirical models have been de-
veloped, of which the ones from the Mass Spectrometer Incoherent Scatter (MSIS), Jacchia and
DTM series are most frequently used (e.g., Vallado and Finkleman, 2014; Emmert, 2015). The
MSIS series beginning with Hedin et al. (1977) applies temperature data from incoherent scatter
radar measurements, which benefit from the incoherent backscattering of free electrons. Addition-
ally, the thermospheric neutral density derived from orbit data is used in the most recent versions
NRLMSISE-00 (Picone et al., 2002) and NRLMSIS 2.0 (Emmert et al., 2020) together with atmo-
spheric composition measurements from the Solar Maximum mission. As input Ap and F10.7 indices
are required. The most recent Jacchia model JB2008 (Bowman et al., 2008) is fitted to 20 years of
orbit-derived density data up to 1000 km altitude and requires also Ap and F10.7 indices in addition
to the disturbance storm time index Dst. Thermospheric neutral density from accelerometry serve

ftp://ftp.geolab.nrcan.gc.ca/data/solar_flux/daily_flux_values/fluxtable.txt
ftp://ftp.geolab.nrcan.gc.ca/data/solar_flux/daily_flux_values/fluxtable.txt


18 2. Physical background

for validation purposes only. Another series are the DTMs, of which the operational and research
DTM2020 models are the latest (Bruinsma and Boniface, 2021). Both are based on accelerometer-
derived thermospheric neutral density data from GOCE, CHAMP, GRACE, and Swarm-A, as well
as daily TLE-derived densities since 1967. The input to the operational model are Kp and F10.7
indices, whereas the more accurate research model requires hourly Hp and F30 indices, where the
latter is a measure of the extreme ultraviolet solar radiation at a wavelength of 30 cm.

On the other hand, physical models can simulate the thermospheric neutral density based
on continuity, energy and momentum equations of the ionosphere-thermosphere system without
measurement constraints (Emmert, 2015). These models are generally much more complex than
empirical models, however, they are still a simplification of the real physics (Schunk et al., 2012).
The output of physical models depends similar to the empirical models on the input parameters,
which are basically solar and geomagnetic indices and in addition time-varying boundary conditions.
There exist multiple general circulation models (e.g., TIE-GCM, Qian et al., 2014), of which the
whole atmosphere models (e.g., Whole Atmosphere Community Climate Model With Thermosphere
and Ionosphere Extension (WACCM-X 2.0), Liu et al., 2018) allow for predictions from the ground.
The upper altitude depends on the current solar conditions varying for TIE-GCM around 600 km.
The spatial resolution of TIE-GCM can be up to 2.5◦. The thermospheric neutral density from
physical and empirical models are currently at similar accuracy, however, the advantage of physical
models is that they allow for better analyses of physical processes in the atmosphere (Emmert,
2015), whereas empirical models are generally used for orbit predictions due to their simplicity.

In addition to the density models, horizontal winds can be obtained from empirical wind models
(e.g., Horizontal Wind Model 14 (HWM14), Drob et al., 2015). The wind velocities, which are
usually below 200m/s and thus relatively small compared to the satellite’s velocity of about 7 km/s
at LEO altitudes, can disturb the satellite’s motion in the cross-track direction.

In this thesis, the empirical model NRLMSIS 2.0 will be applied in the forward modelling of the
aerodynamic acceleration since the models from the NRLMSIS series are most widely used. Wind
models will be neglected since their effect is relatively small (Sutton, 2008; Mehta et al., 2017).

2.3 Earth’s radiation budget

The energy entering and leaving the Earth’s system is not in balance due to anthropogenic climate
change. This imbalance of the Earth’s energy is the most important variable to quantify global
warming (von Schuckmann et al., 2023). It can be obtained from the difference between the
incoming solar radiation and the outgoing longwave and shortwave radiations at the Earth’s Top Of
Atmosphere (TOA). This section provides a brief introduction on this broad topic, beginning with
the concept of radiation. Then, the radiation of Sun and Earth are introduced before presenting
and discussing current measurements of Earth’s energy imbalance.

2.3.1 Concept of radiation

Radiation is known as the propagation of energy through a medium in the form of electromagnetic
waves or particles (Taylor, 2005; Petty, 2006; Wendisch and Yang, 2012). Fig. 2.3 illustrates this
propagation for a radiating surface element dA of a sphere with radius r and solid angle dΩ. The
spherically radiated energy E [J=Ws] is the same at distances r1 and r2 from the surface element.
In contrast, the flux F [Wm−2], which is the energy flow per unit area, follows the inverse square
law

F1

F2
=

(
r2
r1

)2

. (2.3.1)

For example, when the flux F2 at distance r2 is twice as far from the source than r1, it is four times
smaller than the flux F1 at distance r1. The flux per solid angle dΩ is the intensity I, which is
again independent from the distance. The intensity of an object’s emitted radiation varies over the
entire electromagnetic spectrum and depends on the object’s temperature.
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Figure 2.3: The surface element dA spherically radiates energy at the surface
angle dΩ. At distance r2, which is twice as far from dA than r1, the flux
decreased four times according to the inverse square law.

The radiance of a surface area per unit wavelength is known as spectral radiance. For a black
body, it can be computed according to Planck’s radiation law, which is outlined in the following
according to Wendisch and Yang (2012). A black body is a theoretical concept, which assumes an
object in thermal equilibrium with a surface that absorbs the incoming radiation at all wavelengths.
According to Kirchhoff’s law (Kirchhoff, 1860), the absorbed radiation of a black body is completely
emitted for each wavelength. Then, Planck’s law (Planck, 1914) provides the spectral radiance B
as a function of the wavelength λ and the object’s surface temperature T

B(λ, T ) =
2hc2

λ5
1

e
hc

λkT − 1
, (2.3.2)

with Planck’s constant h = 6.62607015 × 10−34 [JHz−1], the Boltzmann constant k = 1.380649 ×
10−23 [JK−1], and speed of light c = 299792458 [m s−1]. Instead of writing Planck’s law as a function
of the wavelength, formulations in dependency of the frequency or wavenumber are common as well
(Marr and Wilkin, 2012).

The integration of Planck’s law over the whole spectrum and over 2π of a hemispheric solid
angle results in the Stefan-Boltzmann law

S = σT 4 (2.3.3)

with the Stefan-Boltzmann constant σ = 5.670374419 ·10−8 J
m2K4s . Planck’s law describes the spec-

tral radiance (or irradiance) S emitted per time and area from an object with surface temperature
T . Accordingly, every object with a temperature T above 0K radiates energy, thus, the Sun, Earth
and even satellites radiate energy depending on temperature, material and geometry.

2.3.2 Radiation of the Sun

The electromagnetic radiation from the Sun transports energy and drives the Earth’s climate system
(Petty, 2006; Wendisch and Yang, 2012).

With an approximate surface temperature of the Sun of TS = 5778K, the emitted energy from
the Sun’s surface is 4·1026W/s. Applying Planck’s law from Eq. (2.3.2) to compute the ideal solar
spectrum received at the Earth under the assumption that the Sun is a black body with temperature
TS results in the black body spectrum as shown by the black line in Fig. 2.4. Due to the Sun’s high
temperature, the irradiance peaks with 1.75W/m2/nm in the visible domain at around 520 nm.
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Figure 2.4: Spectral irradiance of the Sun at TOA and at sea level with data
from National Renewable Energy Laboratory (https://www.nrel.gov/grid/
solar-resource/spectra-am1.5.html, last access: November 17, 2021).
Black body spectrum at the distance of 1AU with the assumption of a solar
surface temperature of 5778K. Horizontal lines mark the regions of UltraViolet
(UV), visible and InfraRed (IR) radiation.

Since the Sun is not a perfect black body in reality, the computed spectral irradiance is only
an approximation of the actual one. Based on model data from the National Renewable Energy
Laboratory, the solar spectral irradiance is also shown at Earth’s TOA and at sea level in Fig. 2.4.
At a first glance the solar irradiance at TOA matches the black body curve quite well especially
in the IR domain. In the visible domain, the observed solar irradiance peaks already at around
450 nm with values of 2.1W/m2/nm. Due to the interaction of the solar radiation with atmospheric
constituents, it is partly absorbed, reflected or scattered in the Earth’s atmosphere, resulting in
the solar irradiance at sea level differing from that at TOA.

Integrating the solar irradiance over the entire electromagnetic spectrum yields the Total Solar
Irradiance (TSI). The average TSI at the mean distance of the Earth is known as solar con-
stant, which has a value of 1360.8W/m2 according to Wild et al. (2013). The time series of
the TSI at 1AU since January 2000 is shown in Fig. 2.5. These daily TSI measurements from
radiometers were obtained and combined from multiple missions, e.g., from the Total Irradiance
Monitor (TIM) on-board SOlar Radiation and Climate Experiment (SORCE), and are available
at https://ceres.larc.nasa.gov/documents/TSIdata/CERES_EBAF_Ed2.8_DailyTSI.txt. An
overview of missions carrying radiometers for TSI is provided in Kopp and Lean (2011) and Dewitte
and Clerbaux (2017). It is obvious that the TSI varies with the 11-year solar cycle. During solar
maxima, the TSI shows larger variations and reaches nearly 1363W/m2, whereas the time series is
much smoother during the solar minimum in 2008 with values near 1360.8W/m2.

At the Earth’s TOA, the mean incoming solar radiation is quantified with 340W/m2 (Wild
et al., 2015), which corresponds to a quarter of the TSI. The TSI is valid for the effective cross
section of the Earth. Since the Earth is in first approximation a rotating sphere, the solar energy
reaching this cross section is distributed over the entire surface of the surrounding sphere. The
surface area of the cross section and the sphere differ by a factor of four such that the energy
reaching the Earth’s surrounding surface is four times smaller. The surrounding surface mentioned
here is usually referred to as the Earth’s TOA, which is defined at 20 km altitude (Loeb et al.,
2002). Considering an oblate Earth, the factor is 4.003 (Loeb et al., 2018). The resulting spatial
distribution of the incoming solar radiation at TOA is depicted in Fig. 2.6 and shows a pure

https://www.nrel.gov/grid/solar-resource/spectra-am1.5.html
https://www.nrel.gov/grid/solar-resource/spectra-am1.5.html
https://ceres.larc.nasa.gov/documents/TSIdata/CERES_EBAF_Ed2.8_DailyTSI.txt
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Figure 2.5: TSI between January 2000 and May 2023. The data were obtained
from https://ceres.larc.nasa.gov/documents/TSIdata/CERES_EBAF_Ed2.
8_DailyTSI.txt, last access: June 26, 2023.

latitude-dependency with minimal fluxes at the poles of about 170W/m2 and maximal fluxes at
the equator of 415W/m2. According to Kopp and Lean (2011), the uncertainty of the incoming
solar radiation is 0.13W/m2.

Figure 2.6: The incoming solar radiation from CERES SYN1deg data averaged
over the period July 2005 - June 2015.

2.3.3 Outgoing radiation of the Earth

The solar radiation reaching the Earth’s system is either reflected or absorbed in the atmosphere
and at the Earth’s surface. The ratio of the reflected Frefl,ν and incoming radiation Fin,ν at a
specific wavelength ν is known as spectral albedo

aν =
Frefl,ν
Fin,ν

. (2.3.4)

For the Earth, the albedo usually corresponds to the ratio of reflected and incoming solar radiation
over the whole solar spectrum. Surface albedo considers the ratio of the fluxes per unit area, i.e.,
radiosity divided by irradiance, at the Earth’s surface.

The albedo of the Earth depends on the properties of the Earth’s surface. For oceans, which
absorb a large amount of the incoming solar radiation, the albedo is around below 0.1 (Goode
et al., 2021). In contrast, ice and bright deserts reflect most of the incoming radiation leading to an
albedo around 0.9. For the entire Earth, the current albedo is 0.29, however, its changes over time,
e.g., due to sea ice variations, need further investigations (Stephens et al., 2015). Interestingly,
Earth’s albedo cannot only be monitored with Earth orbiting satellites measuring incoming and

https://ceres.larc.nasa.gov/documents/TSIdata/CERES_EBAF_Ed2.8_DailyTSI.txt
https://ceres.larc.nasa.gov/documents/TSIdata/CERES_EBAF_Ed2.8_DailyTSI.txt
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reflected solar radiation (Wild et al., 2013), but also by evaluating the so-called Earth shine on the
lunar surface, which results from the reflected sunlight at the Earth illuminating the dark parts
of the Moon facing the Earth (Goode et al., 2021). The resulting trend (1998-2017) in albedo is
0.5W/m2 (Goode et al., 2021).

The reflected solar radiation leaving the Earth is commonly known as outgoing shortwave ra-
diation. In addition, the Earth emits energy in the infrared domain denoted as outgoing longwave
radiation. The corresponding spectrum under the assumption of the Earth as a black-body with
a temperature of 288K is shown in Fig. 2.7. In comparison to the solar irradiance (Fig. 2.4),

Figure 2.7: Black body spectrum of the Earth with the assumption of a sur-
face temperature of 288 K together with the spectral irradiance of the out-
going radiation at TOA with data from the MODTRAN model assuming a
standard atmosphere (http://climatemodels.uchicago.edu/modtran/, last
access: June 1, 2023). Horizontal lines mark the regions of the subcategories of
infrared (IR) radiation: shortwave (SW), mid, longwave (LW), and far.

the irradiance of the Earth peaks at a much larger wavelength of about 10 µm due to the lower
temperature. The irradiance of the Earth covers the mid to far IR bands. Fig. 2.4 also shows
the spectral irradiance of the outgoing radiation at TOA, which has been modelled with MOD-
TRAN (at http://climatemodels.uchicago.edu/modtran/, last access: July 18, 2023) under
the assumption of a standard atmosphere. The resulting irradiance is generally smaller than the
black-body spectrum. The window at around 10 µm and 15 µm is due to ozone and carbon dioxide,
respectively, as they are important absorber of the Earth’s outgoing radiation. This window in-
creases with increasing carbon dioxide levels in the atmosphere, leading to a larger amount of energy
remaining in the Earth’s system. Consequently, for every 1000GtCO2 anthropogenic emission, the
global surface temperature rises by about 0.27-0.63◦C as reported in the latest Intergovernmental
Panel on Climate Change (IPCC) report (IPCC, 2023).

In order to get an idea of the magnitude of the Earth’s outgoing radiation, Fig. 2.8 illustrates
the Earth’s global annually averaged energy budget (Wild et al., 2015). It is visible that the
incoming solar radiation is not only reflected at the Earth’s surface, but also partly at TOA due
to clouds, atmospheric constituents and aerosols. Thus, one needs to differentiate between the
Earth’s outgoing shortwave radiation at the surface (25W/m2) and at TOA, which amounts to
100W/m2. In contrast, the Earth’s outgoing longwave radiation is much larger at the Earth’s
surface with 398W/m2 than at TOA with 239W/m2, since the atmosphere absorbs large parts of
this radiation. Additionally taking the incoming solar radiation at TOA of 340W/m2 into account,
the so-called net radiative flux can be obtained from the difference of the incoming and outgoing
radiation at TOA. Since this amounts to about 0.6W/m2 rather than 0, the Earth’s energy budget
is in imbalance.

http://climatemodels.uchicago.edu/modtran/
http://climatemodels.uchicago.edu/modtran/
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Figure 2.8: The global annual mean energy budget of the Earth in units W/m2

from Wild et al. (2015).

2.3.4 Earth’s energy imbalance

The Earth’s energy is in imbalance since the incoming energy flux is larger than the outgoing energy
flux. Measuring the EEI as well as its changes over time is highly important to quantify global
warming (Loeb et al., 2018; Meyssignac et al., 2019; von Schuckmann et al., 2020; Loeb et al.,
2021; Hakuba et al., 2021; Marti et al., 2022; von Schuckmann et al., 2023). Recently published
estimates of EEI are listed in Tab. 2.1. The reported estimates vary between 0.47 and 0.94W/m2.
Differences can occur due the period of evaluation indicating that the imbalance increased further
during the last two decades. The current requirement for EEI estimates is an annual mean accuracy

Table 2.1: Overview of EEI estimates obtained from selected studies during
various periods.

EEI [W/m2] Period Reference Method /data
0.48±0.1 1971-2020 von Schuckmann et al. (2023) observation-based
0.76±0.2 2006-2020 von Schuckmann et al. (2023) observation-based
0.74±0.22 Aug. 2002 - Aug. 2016 Marti et al. (2022) space geodetic observations
0.94±0.25 2005-2019 Hakuba et al. (2021) space geodetic observations
0.50±0.47  mid-2005 - mid-2019 Loeb et al. (2021) CERES and in-situ data
0.47±0.1 1971-2018 von Schuckmann et al. (2020) observation-based
0.87±0.12 2010-2018 von Schuckmann et al. (2020) observation-based

of 0.1W/m2 (Meyssignac et al., 2019).
Basically four different methods exist to obtain EEI (Trenberth et al., 2009; von Schuckmann

et al., 2016). (1) The evaluation of radiative fluxes of incoming and outgoing radiation at TOA
is the most direct approach. Details on this approach will be outlined and discussed below, since
the fluxes are considered in the ERP force modelling and correcting these fluxes will be addressed
in Ch. 7. (2) Second, the exchange of energy between the Earth’s surface and the atmosphere in
terms of sensible and latent heat fluxes can be used to obtain EEI. However, the global coverage of
available measurements on the Earth’s surface is sparse and space observations of heat exchange
on the Earth’s surface have large uncertainties (von Schuckmann et al., 2016). (3) The third
approach focusses on the oceans, where 90% of the excess heat is stored. The Ocean Heat Content
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(OHC) can be obtained from the evaluation of space geodetic and in-situ ocean observations before
converting it to EEI. Since these OHC estimates are partly used to constrain the fluxes used in
the first approach, an overview of different methods to obtain OHC is provided below. (4) Finally,
EEI can be diagnosed from climate model simulations, which are not applied in this thesis and
therefore not further discussed.

As already mentioned above, EEI is defined as the difference between the incoming and outgoing
radiation at TOA

EEI = SW ↓ −SW ↑ −LW ↑, (2.3.5)

with incoming shortwave flux SW ↓, outgoing shortwave flux SW ↑ and outgoing longwave flux
LW ↑. Thus, evaluating radiative flux measurements at TOA as suggested in approach (1) is the
direct way to obtain EEI.

Measurements of these fluxes at TOA with a spatial resolution of up to 1◦ can be derived
from radiometers on-board LEO satellites, such as Nimbus 6/7, NOAA 9/10 or TRMM, since
the 1970s (see e.g., Dewitte and Clerbaux, 2017). Since March 2000, measurements of the nadir-
pointing CERES instrument on-board the Terra and Aqua satellites are available as part of National
Aeronautics and Space Administration (NASA)’s CERES project (Wielicki et al., 1996). Data
are available from https://ceres.larc.nasa.gov/data/, last access: July 18, 2023. The Terra
satellite operates in a descending sun-synchronous orbit crossing the equator at 10:30 a.m. local
time, whereas the orbit of Aqua is ascending with an equator crossing at 1:30 p.m. local time
(CERES_SYN1deg_Ed4A Data Quality Summary (10/3/2017) 2017). The CERES instrument is
launched on two satellites at once to allow for the synchronous measurement in different scan modes.
In the cross-track scan mode, the radiances are measured, whereas in a biaxial scan mode with a
rotating azimuth angle data of the radiance’s angular distribution are collected (Smith et al., 2004).
The CERES instrument is pointing towards the Earth and measures the radiance at three spectral
channels. The combination of shortwave (0.2-5 µm), total (0.2-100 µm) and ”window” (8-12 µm)
channels allows to differentiate between the outgoing shortwave and longwave radiation (Wielicki
et al., 1996). The window channel has been introduced to resolve the longwave radiation at the
Earth’s surface. The outgoing longwave radiation at TOA can be obtained from the residuals of
total and shortwave measurements. The instruments have a narrow field of view of 20 km.

Since the radiances are measured in slant view along the orbit of the satellite, adequate pro-
cessing is required to obtain global fluxes (Loeb et al., 2018). Within the processing from Level 0
(raw data) to Level 3 (gridded fluxes and cloud properties), hourly imager data from the MOD-
erate resolution Imaging Spectroradiometer (MODIS) and Visible Infrared Imaging Radiometer
Suite (VIIRS) instruments are considered in addition to CERES measurements to allow for the
time interpolation of cloud changes. This is also known as diurnal correction. The processing of
global fluxes also requires a careful calibration of the instruments. Furthermore, instantaneous ra-
diance measurements are converted to fluxes by considering so-called ADMs for both longwave and
shortwave radiation (Suttles et al., 1988; Suttles et al., 1989). These models consider the angular
dependence of the radiation due to varying surface and cloud conditions. Additionally, filtering,
temporal interpolation and spatial averaging are required to obtain global fluxes on a 1◦ grid at
hourly resolution and monthly mean time steps. Besides surface fluxes, the fluxes are obtained at
TOA, which is a pre-defined reference level of 20 km altitude (Loeb et al., 2002). A lot of effort has
been made to improve the Level 0 to 3 processing during the past years (Su et al., 2015a; Su et al.,
2015b; Doelling et al., 2016; Kato et al., 2018; Loeb et al., 2018). Nevertheless, the requirement
to obtain EEI with an accuracy of 0.1W/m2 is not met with Level 3 products. Consequently,
further effort is made to constrain the net fluxes to long-term planetary heat uptake resulting in
Level 3b products (Loeb et al., 2018). The differences between Level 3 and Level 3b products are
summarized in the following and remaining uncertainties and biases are discussed.

CERES SYN1deg data result from Level 3 processing, where fluxes from Terra and Aqua are
combined with fluxes derived from geostationary satellites to increase the temporal resolution of the
resulting global fluxes to one hour (Doelling et al., 2016). The CERES SYN1deg product provides
all-sky and clear-sky solutions, the latter having clouds removed. The global all-sky fluxes at TOA

https://ceres.larc.nasa.gov/data/
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from monthly CERES SYN1deg data during the period June 2005 - July 2015 are presented in the
left column of Fig. 2.9. The outgoing shortwave radiation is largest over deserts, ice and mountain

Figure 2.9: CERES all-sky fluxes at TOA from CERES SYN1deg (left) and the
difference to EBAF (right). The global maps are averages from the monthly
fluxes for the period July 2005 - June 2015. The outgoing shortwave and long-
wave radiation are shown in the first and second row, respectively. The third
row depicts the net flux (EEI). Please note the different colour scales for most
of the maps.

ranges with fluxes of up to 176W/m2. The pattern of the outgoing longwave radiation is inverse
with the largest fluxes of up to 300W/m2 over the equatorial oceans. The incoming solar radiation
has already been presented in Fig. 2.6. The net flux, which is directly provided within the CERES
SYN1deg data, is negative at high latitudes above ±40◦ as well as in the deserts reaching fluxes
of -123W/m2, and positive at low latitudes with fluxes of up to 106W/m2. Since the CERES
SYN1deg TOA fluxes still contain biases, the globally averaged net flux amounts to 4.3W/m2 for
the period 2005 to 2015 (Loeb et al., 2018), which is significantly larger than the expected EEI.

Therefore, the CERES Level 3b EBAF product has been developed by constraining the fluxes
within their range of uncertainty (Loeb et al., 2009; Loeb et al., 2018) such that the net flux at TOA
for the period July 2005 to June 2015 results in 0.71W/m2 according to Johnson et al. (2016). This
value has been obtained from a combination of so-called OHC estimates of 0.61W/m2 from Argo
data above 1800m, OHC reconstructions below 2000m of 0.07W/m2, and heating from non-ocean
contributions of 0.03W/m2. According to Loeb et al. (2018), the shortwave and longwave fluxes
at TOA increase by 2W/m2 and 1.5W/m2, respectively.

The differences between the CERES SYN1deg and EBAF fluxes for the period July 2005 to
June 2015 are presented in the left column in Fig. 2.9. The shortwave fluxes contain relatively
small differences below ±2W/m2 between ±60◦ latitude, which corresponds the inclination of the
geostationary imager data considered within the CERES SYN1deg processing. In the polar regions
the differences are about three times larger. The outgoing longwave radiation from EBAF is on
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average 1.5W/m2 larger than from CERES SYN1deg. Consequently, the net flux is 3.6W/m2

smaller when using the adjusted fluxes from EBAF resulting in an EEI of 0.71±0.1W/m2 for the
period 2005 to 2015 as in Johnson et al. (2016). The spatial pattern from the differences in the
outgoing shortwave flux dominate also the pattern of the net flux.

According to Loeb et al. (2018), the uncertainty in monthly all-sky longwave and shortwave
EBAF TOA fluxes is 2.5W/m2 during the Terra-Aqua period (after July 2002). Smith et al.
(2004) reports that ADMs are the largest error source in the conversion of measured radiances to
instantaneous fluxes. The error after averaging the data spatially and temporally still limits the
overall accuracy such that remaining errors from the radiance-to-flux conversion are 0.75W/m2

and 1W/m2 for EBAF longwave and shortwave fluxes, respectively (Su et al., 2015b). Moreover,
the diurnal correction of EBAF data contribute to the overall uncertainty as well as calibration
uncertainties of 1.8W/m2 and 1W/m2 for longwave and shortwave fluxes (Loeb et al., 2018). In
summary, the remaining uncertainties in the CERES fluxes still limit the accuracy of the EEI
estimates from this approach.

Besides CERES, the fluxes at TOA can be obtained from atmospheric reanalyses. Here, the
atmospheric state is estimated using numerical weather prediction models together with available
measurements since 1950. TOA fluxes from the European Centre for Medium-Range Weather
Forecasts (ECMWF) reanalysis version 5 (ERA5) data set (Hersbach et al., 2020) are available
hourly on a 0.25 grid. Despite the high spatio-temporal resolution and continuous improvement of
the reanalysis products (Hersbach et al., 2020), fluxes from reanalyses are no measured fluxes and
biases are likely. Therefore, ERA5 data are not further considered in this thesis.

As mentioned above, the CERES EBAF data have been constrained to OHC estimates. OHC is
the amount of heat stored in the oceans (von Schuckmann et al., 2023). To better understand this
constrain, the link between EEI and OHC is outlined before methods to obtain OHC are briefly
summarized.

The excess heat in the Earth’s system is mainly stored in the oceans (89%), whereas land,
cryosphere and atmosphere store 6%, 4% and 1%, respectively (von Schuckmann et al., 2023).
Consequently, the heat uptake of the oceans, which leads to the steric (volumetric) sea level rise,
provides valuable information on the Earth’s energy budget (Trenberth et al., 2016; WCRP Global
Sea Level Budget Group, 2018; Hakuba et al., 2021; Marti et al., 2022; von Schuckmann et al.,
2023).

Converting OHC to EEI can be conducted with different complexity (e.g., Trenberth et al.,
2016; Aschenneller, 2021). The non-ocean contributions, i.e., the energy from ice, land, and the
atmosphere can be obtained from observations, models or reanalyses (Trenberth et al., 2016). A
rather simplistic approach suggests to scale OHC according to the amount of stored energy in the
total system, i.e., multiplying with 1.11, to obtain EEI. Additionally, it makes sense to account for
the difference of the surface area of oceans and TOA.

Ocean Heat Uptake (OHU), which is the change of OHC over time, can be obtained from
different approaches (von Schuckmann et al., 2016; Meyssignac et al., 2019). Argo floats, which
measure the temperature and salinity profiles of the oceans, allow for in-situ ocean observations
down to 2000m depth (Riser et al., 2016). These sub-surface temperature measurements can be
used to obtain OHC (von Schuckmann et al., 2016), which requires the temperature integration
over the vertical profiles. However, measurements in deep oceans are scarce in particular over
time. Another challenge is the non-homogenous distribution of the floats, which requires adequate
interpolation techniques. Moreover, changes in the instrumentation contribute to biases in OHC
(von Schuckmann et al., 2016).

Secondly, geodetic space observations from satellite altimetry and GRACE gravimetry can be
used to construct the sea level budget. The resulting steric sea level change can be converted to
OHU by applying the global mean conversion factor ε = 0.52W/m2/mm/yr, which describes the
ocean’s expansion efficiency of heat (e.g., Russell et al., 2000). This space geodetic approach has
been applied in Rietbroek (2014); Dieng et al. (2015); Rietbroek et al. (2016); Meyssignac et al.
(2019); Hakuba et al. (2021); Uebbing (2022).

A third approach to obtain OHC is the evaluation of ocean models and ocean reanalyses (Tren-
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berth and Fasullo, 2017; Zuo et al., 2017; Zuo et al., 2019). The integration of vertical temperature
profiles, e.g., from ORAS5 (Zuo et al., 2017), allow for the computation of global OHC.

As mentioned above, CERES EBAF outgoing fluxes are constrained to a net flux at TOA of
0.71W/m2 for the period July 2005 to June 2015, which has been obtained from Argo data, OHC
reconstruction and a non-ocean component (Loeb et al., 2018). Even though these contributions
have been carefully selected and their uncertainty is at the lower end (Loeb et al., 2018), the EBAF
fluxes might differ when constraining the data to OHC from other sources.

To summarize, due to the importance of quantifying global warming there is the necessity to
estimate EEI with an accuracy of 0.1W/m2. Different methods exist to obtain EEI, which all
have their own advantages and challenges. Consequently, a need for independent estimates of EEI
remains to overcome weaknesses in existing approaches.
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Chapter 3

Satellite observations

This chapter provides an overview of satellite-based observations relevant for this thesis. The
first part introduces the GRACE mission (Sect. 3.1) with a focus on accelerometer measurements.
Second, SLR measurements are outlined (Sect. 3.2).

3.1 The GRACE(-FO) mission
An overview of the GRACE and GRACE-FO missions, their instruments and data is provided in
the following. Since the accelerometer measurements are the most important data from this mission
for this thesis, the final part of this section will focus on the measurement principle of space-borne
accelerometery, its challenges and calibration procedures.

3.1.1 Mission overview

With the launch of the GRACE mission (Tapley et al., 2004) on March 17, 2002, measurements
of the Earth’s mean gravity field and its time-variability are available with unprecedented accu-
racy. The twin satellite mission consisting of the identical satellites GRACE-A and GRACE-B
operated until October 12, 2017, which was about 10 years longer than originally planned due to
the unexpected low solar activity causing a slower orbit decay. Its follow-on mission (Landerer
et al., 2020) consisting of GRACE-C and GRACE-D continued measuring mass changes with its
launch on May 22, 2018. Both GRACE and GRACE-FO are joint satellite missions of NASA and
Deutsches Zentrum für Luft- und Raumfahrt e.V., engl. German Aerospace Centre (DLR).

The two satellites of each mission follow the same orbit with an inclination of 89.5◦ ± 0.5◦

and an eccentricity of e < 0.005, which is nearly circular. Its orbital period is approximately
90minutes. The initial altitude was about 500 km and the satellites keep an along-track distance
of approximately 220 km±50 km (Case et al., 2010). Due to the orbit design, the satellites cover
nearly the whole globe within 30 days, which allows for the estimation of monthly time-variable
gravity fields.

The science community benefits from the time-variable gravity fields derived from both missions,
since they enable the analysis of mass changes of the Earth over approximately two decades. The
observed mass variations contribute to our understanding of global warming (Tapley et al., 2019).

3.1.2 Measurement principle and instruments

The primary measurement quantity is the precise distance between the satellites in terms of ranges,
range-rates and range-accelerations. Due to the inhomogeneity of the Earth’s gravity field and their
separation in the along-track direction, the satellites experience the gravitational signal slightly
differently, which leads to changes in their distance. Subsequently, the measured distance changes
provide information on the higher-frequency variation of the gravitational signals (Kim and Tapley,
2002). Besides multiple other instruments (see Fig. 3.1), the satellite pair is equipped with the K-
Band Ranging System (KBR) to measure the distance between the two satellites also known as
low-low satellite-to-satellite tracking. From the ranging horn on the front panel (Fig. 3.1), the KBR
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sends and receives a microwave signal with frequencies of 24GHz (K-band) and 32GHz (Ka-band).
The two frequencies allow for the elimination of ionospheric signals and are both generated by an
ultra-stable oscillator. The received signal phase change is the measurement quantity, which is
transformed into the range. The accuracy of the measured range is below 10 µm (Tapley et al.,
2004). In addition, GRACE-FO is equipped with a Laser Ranging Interferometer (LRI) (Heinzel
et al., 2017), which allows for measuring the satellites’ distance 10 times more precisely with the
aim of measuring gravitational changes at smaller scales.

Figure 3.1: Internal instrument overview of a GRACE satellite. Source: http:
//www2.csr.utexas.edu/grace/spacecraft/a1.html, last access: June 1,
2022.

Since the measured ranges are not only sensitive to changes in the gravitational signal, but also
to changes in the non-gravitational ones, each satellite carries an on-board accelerometer (Fig. 3.1).
This instrument is located at the satellite’s centre of mass. The measured non-gravitational ac-
celerations are then used to separate them from the gravitational signal for gravity field recovery
(Tapley et al., 2004).

In addition, high-low satellite-to-satellite tracking is required to locate each satellite at cm-
accuracy. Therefore, both satellites are equipped with a Global Positioning System (GPS) receiver
(Fig. 3.1). These instruments are additionally used for time-tagging the payload data and for radio
occultation measurements, which provide vertical atmospheric temperature and humidity profiles
for GRACE and GRACE-FO (Wen et al., 2019). A laser retro reflector is installed to validate the
orbit determination with SLR measurements.

The star camera assembly provides the satellite’s inertial orientation by comparing the star
constellation to the star catalogues. It consists of two (three) star camera sensors on-board each
GRACE (GRACE-FO) satellite, where the sensors are arranged such that they are not blinded by
the Sun or the Moon at the same time. The star cameras are pointing 45◦ left and right of the
satellite’s zenith vector (Fig. 3.1).

3.1.3 Data

This section provides an overview of the data levels used in the GRACE community. GRACE
and GRACE-FO data are governed by the Science Data Service (SDS), which is a cooperation of

http://www2.csr.utexas.edu/grace/spacecraft/a1.html
http://www2.csr.utexas.edu/grace/spacecraft/a1.html
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Jet Propulsion Laboratory (JPL), University of Texas Center for Space Research (UTCSR) and
Deutsches GeoForschungsZentrum (GFZ). They generate, distribute and archive the data products
from Level-0 (L0) to Level-3 (L3) (Bettadpur, 2012; Wen et al., 2019).

Level-0
L0 data contain the science instrument and spacecraft housekeeping data, which are collected at
DLR in Neustrelitz from each down-link pass.

Level-1
Level-1A (L1A) data are the first stage of processed L0 data. At this stage, sensor calibration factors
and preliminary time tagging are applied to obtain the measurements in engineering units at satellite
receiver clock time. The final L1A data, which are only publicly available for GRACE-FO, are
reformatted and contain quality flags. In a second step within Level-1 processing, the measurements
are correctly time-tagged and sampling rates are reduced resulting in Level-1B (L1B) data, which
also include ancillary data from Level-1 processing. L1A and L1B data products are separated
into Instruments Processing Unit (IPU), Interface Control Unit (ICU) and spacecraft housekeeping
data. IPU provides measurements from the KBR, star camera and GPS instruments. ICU includes
accelerometer data, and additional data are provided as housekeeping data collected by the On-
Board Data Handler (OBDH). L1B data are publicly available at JPL’s Physical Oceanography
Distributed Active Data Center (PODAAC) (https://podaac-tools.jpl.nasa.gov/drive, last
access: January 10, 2023) and GFZ’s Information System and Data Center (ISDC) (https://
isdc.gfz-potsdam.de, last access: January 10, 2023). These data are documented for GRACE
and GRACE-FO in Case et al. (2010) and Wen et al. (2019), respectively.

Level-2
Further processing results in Level-2 (L2) data, which include the Earth’s time-variable gravity field
in terms of monthly Spherical Harmonic (SH) potential coefficients as well as ancillary data from
L2 processing such as monthly means of the Atmosphere and Ocean De-aliasing L1B (AOD1B)
de-aliasing products. More information on the official gravity fields can be found in Dahle et al.
(2019a, 2019b) and Yuan (2019). Besides the official L2 gravity fields, several institutes apply
their own processing from L1B to L2 data resulting in multiple monthly time-variable gravity
field solutions, e.g., ITSG-Grace2018 from the Institute of Geodesy, Graz, Austria (Kvas et al.,
2019a). The International Centre for Global Earth Models (ICGEM) (Ince et al., 2019) collects
and distributes the solutions.

Level-3
Finally, L3 data contain gridded geopotential functionals in terms of equivalent water height pro-
cessed from the L2 SH coefficients as described in Landerer and Cooley (2021).

There exist different releases of the data. Here, I apply L1B Release 03 (RL03) data (Bettadpur,
2012). The L1B data are the most basic ones, which are publicly available for GRACE. The L1B
accelerometer data are provided in GPS-time and in the Satellite Reference Frame (SRF) (Wen
et al., 2019). The SRF is located at the centre of mass of each satellite. The body-fixed reference
frames are presented in Fig. 3.2. The axes of the SRF are parallel to the Accelerometer Frame
(AF) and the Satellite Frame (SF). Following this, the x-axis of the SRF points towards the horn
of the KBR, which is equal to the along-track direction of the trailing satellite and the anti-along-
track direction of the leading satellite. The z-axis is directed to the surface normal of the main
equipment platform and the normal to x-axis and is positive towards the satellite radiator. The
y-axis completes the right-handed triad.

The L1B data, which are used in this thesis, are briefly summarized in the following. The
ACC1B accelerometer product provides linear and angular non-gravitational accelerations with a
resolution of 1 s. The satellite’s orientation in space resulting from the star camera assembly is
provided at 5 s resolution in the SRF in terms of quaternions as SCA1B data. These measurements
are required for transformations between the SRF and Celestial Reference Frame (CRF). Precise
positions and velocities at 10 s sampling are provided in the GNV1B data product derived from
a reduced-dynamic orbit determination procedure. Additionally, there exist kinematic orbits pro-
cessed by several institutes (Švehla and Rothacher, 2003; Visser and Van Den IJssel, 2003; Švehla

https://podaac-tools.jpl.nasa.gov/drive
https://isdc.gfz-potsdam.de
https://isdc.gfz-potsdam.de
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Figure 3.2: Illustration of the satellite-body fixed frames SF, SRF, AF from
Wen et al. (2019).

and Rothacher, 2005; Weinbach and Schön, 2013; Arnold and Jäggi, 2020). The latest ones are
available from Graz University of Technology (Zehentner and Mayer-Gürr, 2016; Zehentner, 2017;
Suesser-Rechberger et al., 2022). Kinematic orbits are determined from the carrier phase measure-
ments of the GPS instrument without accounting for any additional forces. Generally, dynamic and
kinematic orbits have similar accuracies of 1-3 cm nowadays (Švehla and Földváry, 2006). Orbital
positions can be converted from CRF to Earth Centered Earth Fixed reference frame (ECEF) using
Standards Of Fundamental Astronomy (SOFA) routines as described in App. A.

Further, the mass product MAS1B provides mass measurements of the satellite based on (a)
thruster firing, and (b) pressure and temperature sensors in the tanks (Bettadpur, 2012). The
measurement error of (a) is 0.2 kg, whereas the error of (b) is stated zero for the entire mission
in the MAS1B data. Therefore, I apply mass data from tank sensors in this thesis although an
error of zero seems too optimistic. Finally, thruster events need to be considered. Theses are
required to adjust the satellite’s orbit and orientation, such that the KBR instruments point at
each other precisely. The thrusts cause so-called satellite-induced non-gravitational accelerations,
which contaminate the accelerometer measurements of the remaining non-gravitational forces in
terms of spikes. Therefore, information on the activation of the 14 on-board thrusters are required
and extracted from the THR1B thruster data.

3.1.4 Macro-model

The geometry and thermo-optical material properties of a satellite are ideally provided by the
manufacturers and stored in a macro-model. The GRACE macro-model according to Bettadpur
(2012) is presented in Tab. 3.1. The thermo-optical material properties of GRACE are provided
for visible and infrared radiation including properties for specular and diffuse reflection as well as
absorption. Limitations of such macro-models are discussed in detail in Sect. 4.2 as their accuracy
limits the quality of the non-gravitational force modelling.
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Table 3.1: GRACE macro-model (Bettadpur, 2012) including area, surface nor-
mal, and thermo-optical material properties for specular and diffuse reflection
of visible (Vis) and infrared (IR) radiation for each panel. If two material
properties are provided, they correspond to operating and non-operating solar
arrays.

Panel Area [m2] Unit Normal Emiss Absorp Refl (Vis) [-] Refl (IR) [-]
x y z (IR) (Vis) Spec. Diff. Spec. Diff.

front 0.9551567 1 0 0 0.62 0.34 0.40 0.26 0.23 0.15
rear 0.9551567 -1 0 0 0.62 0.34 0.40 0.26 0.23 0.15
starboard (outer) 3.1554792 0 0.766044 -0.642787 0.81 0.65/0.72 0.05 0.30 0.03 0.16
starboard (inner) 0.2282913 0 -0.766044 0.642787 0.62 0.34 0.40 0.26 0.23 0.15
port (outer) 3.1554792 0 -0.766044 -0.642787 0.81 0.65/0.72 0.05 0.30 0.03 0.16
port (inner) 0.2282913 0 0.766044 0.642787 0.62 0.34 0.40 0.26 0.23 0.15
nadir 6.0711120 0 0 1 0.75 0.12 0.68 0.20 0.19 0.06
zenith 2.1673620 0 0 -1 0.81 0.65/0.72 0.05 0.30 0.03 0.16

3.1.5 Space-borne accelerometry

Space-borne accelerometers measure the sum of the non-gravitational forces acting on a satellite
along its three orthogonal axes. The individual accelerations are due to the aerodynamics aaero,
the radiation pressure aRP, and satellite-induced effects asat resulting in the total non-gravitational
acceleration

ang = aaero + aRP + asat. (3.1.1)

Originally, the accelerometer measurements are required to remove the non-gravitational forces
from the gravitational ones in gravity field recovery. However, accelerometer data can also be used
for inverse applications such as the determination of the thermospheric neutral density (see Ch. 6).

3.1.5.1 Measurement principle

Space-borne accelerometers contain a free-floating proof mass at the satellite’s centre of mass. The
proof mass experiences the same gravitational forces as the satellite itself, thus, the mass does not
change its position relative to the satellite. In comparison, the non-gravitational forces only act on
the satellite and not on the proof mass, since the non-gravitational forces are compensated by the
accelerometer to keep the proof mass in the satellite’s centre of mass. The required electrostatic
force to do so is proportional to the mass’ electrical potential. The sensor unit of the accelerometer
provides electrode voltages, which are finally converted into accelerations. Locating the proof mass
in the centre of mass also avoids the effect of centrifugal and angular accelerations (Touboul et al.,
1999).

The SuperSTAR accelerometer on-board GRACE is not the only satellite mission making use
of this measurement principle. Fig. 3.3 provides an overview of the LEO satellite missions equipped
with ultra-sensitive accelerometers, since the beginning of the CHAMP mission in July 2000 (Reig-
ber et al., 2002). CHAMP was designed to measure the Earth’s gravity and magnetic field. It
carried a Space Triaxial Accelerometer for Research missions (STAR) accelerometer, which is the

Figure 3.3: Timeline of LEO satellite missions equipped with space-borne ac-
celerometers
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predecessor of the SuperSTAR instrument on-board GRACE. Both have been developed by Office
National d’Etudes et de Recherches Aérospatiales (ONERA). The SuperSTAR accelerometer had
a precision of 10−10m/s2/

√
Hz for the radial and along-track axes, and one order of magnitude

smaller for the cross-track axis (Flury et al., 2008). The noise level of both highly sensitive axes
is 2-3 times larger than specified, however, it is similar for both satellites (Frommknecht, 2007).
The GOCE mission (Drinkwater et al., 2006) measured the Earth’s static gravity field successfully
with an electrostatic gravity gradiometer consisting of six space-borne accelerometers, which are
similar to the SuperSTAR accelerometer. However, their proof mass was about 4.6 times heav-
ier, which constrained the missions’ design and implementation. Moreover, ESA’s Swarm mission
(Friis-Christensen et al., 2008; Friedl and Sulla-Menashe, 2015) continues the CHAMP mission to
measure the Earth’s magnetic field. The scientific payload on-board the three identical satellites
includes an accelerometer, which enables gravity field recovery in addition to the original mission
purpose and bridging the data gap between GRACE and GRACE-FO (Lück et al., 2018). How-
ever, the accelerometers on-board Swarm are a low-cost variant (not by ONERA) and it turned out
that they perform worse than expected showing several disturbances such as strong temperature-
dependent bias variations (Siemes et al., 2016). Accelerometer data have been sophisticatedly
improved for Swarm-C by evaluating calibration manoeuvres (Siemes et al., 2016). GRACE-FO is
again equipped with an improved version of the SuperSTAR accelerometer to be more temperature-
stable and operationally reliable (Christophe et al., 2015).

3.1.5.2 Challenges

The performance of the accelerometers on-board GRACE and GRACE-FO posed several challenges
during the mission lifetime. The main challenge for GRACE was the decreasing battery capacity
since April 2011 (Herman et al., 2012). Not only the ability to run the measurement instruments
depends on the capacity, but also the possibility to fly manoeuvres for adjusting the satellite’s
orientation and altitude. Since then, the mission was only fully operational when enough solar
energy was available. Due to the precession of the orbital plane of about −1.117◦ per day, the Sun
traverses the orbital plane every 161 days (http://www2.csr.utexas.edu/grace/operations/
mission_status/, last access: July 7, 2023). Following this, enough solar energy was available in
case the angle between the orbital plane and the vector pointing from the Earth to the Sun (β′
angle) was between ±69◦. When the solar energy and thus the battery capacity were limited, the
satellites were only partly operational. Accordingly, the temperature control of the accelerometer
was switched off in April 2011 for the first time. However, the maximum temperature variations
should be kept below 0.1◦C per orbital revolution (Touboul et al., 1999). Thus, since the ac-
celerometer is very temperature sensitive, the quality of the measurements degraded during these
periods. The temperature sensitivity of the accelerometer measurements is clearly visible in Fig. 3.4.
Switching off the battery causes decreasing temperatures in the electronic parts of the accelerom-
eter (Accelerometer Housekeeping L1B (AHK1B) data) especially after April 19, 2011 (Fig. 3.4a).
The accelerometer measurements show a similar behaviour in the cross-track direction, which is
the least sensitive instrument axis. Recently, McGirr et al. (2022) eliminated the thermal noise
in the along-track component by applying low-pass filtered cross-track accelerations, however, this
approach removes also signal, which is, e.g., required for the determination of cross-wind speeds
(Siemes et al., 2023).

Since September 2016, the accelerometer on GRACE-B has been switched off during the com-
plete β′ angle cycle due to the limited battery capacity. In order to still enable gravity field
recovery, accelerometer measurements of GRACE-A had to be adapted to GRACE-B. Save et al.
(2006) already investigated an accelerometer transplant approach between the satellites, when the
accelerometer on-board GRACE-B had some instrument anomalies for a few weeks. Their approach
is similar to Dahle et al. (2011), who transplanted the data to the other satellite by considering
the time shift. Alternatively, Kim and Tapley (2015) applied a weighted moving average filter on
the measurements from multiple epochs. Bandikova et al. (2019) further improved the transplant
by considering a correction for thruster spikes. This approach became the processing standard of
the ACT1B product.

http://www2.csr.utexas.edu/grace/operations/mission_status/
http://www2.csr.utexas.edu/grace/operations/mission_status/
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(a) Temperature measurements.

(b) Along-track (x), cross-track (y) and radial (z) raw accelerometer measurements. The coloured right
y-axis is introduced for the cross-track (y) data.

Figure 3.4: Temperature measurements from AHK1B data (top) and raw ac-
celerometer measurements from Accelerometer L1B (ACC1B) data (bottom)
for GRACE-A during April 2011.

For the accelerometer on-board GRACE-D, which is the trailing satellite of GRACE-FO, the
noise characteristics worsened after June 21, 2018. Thus, the accelerometer transplant became
relevant again. In addition, the GRACE-FO accelerometer data show phantom accelerations, i.e.,
spurious linear accelerations of unknown origin, which are treated as outliers in the processing
of the ACT1B data (McCullough et al., 2019). For GRACE-FO, the accelerometer data product
is ACT1B (instead of ACC1B as for GRACE). In October 2022, JPL published an updated and
improved hybrid transplant product of the accelerometer data called ACX for the whole GRACE-
FO mission. Alternatively, Behzadpour et al. (2021) processed Accelerometer L1A (ACC1A) data
to obtain an improved transplant product for gravity field recovery and further research is still
on-going.

Besides the issues related to the general satellite performance, there are so-called satellite-
induced effects (Flury et al., 2008; Peterseim et al., 2012), which impact the accelerometer mea-
surements. These effects, which are typically visible in terms of spikes, are generally ascribed to
a combination of thruster firings, heater switches, twanks, current changes within the magnetic
torquers, and antenna thrusts. Further details on these effects and the possibility of modelling
them is outlined in Sect. 4.3.

Moreover, it should be mentioned here that a slight dislocation of the proof mass from the
satellite’s centre of mass leads to measurable linear and angular accelerations (Frommknecht, 2007).
The non-orthogonality of the accelerometer axes causes additional systematic errors in the measure-
ments. According to these constructional characteristics and the resulting systematics, a calibration
of the measurements is necessary.
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3.1.5.3 Accelerometer calibration

On-board accelerometer measurements need to be calibrated before using the data for further
studies, such as gravity field recovery (e.g., Reigber et al., 2003), precise orbit determination (e.g.,
Van Helleputte et al., 2009), or the estimation of thermospheric neutral densities (see e.g., Doornbos,
2012, and Ch. 6 ). Calibrating the ultra-sensitive space-borne accelerometers before the satellite’s
launch is not possible, since gravity on the Earth’s surface is too large and simulating the space
environment is extremely difficult. Therefore, several approaches have been developed during the
last two decades to ensure in-orbit calibration of accelerometer measurements. For example, Kim
(2000); Tapley et al. (2004), and Klinger and Mayer-Gürr (2016) calibrate GRACE accelerometer
observations within a gravity field recovery procedure. Bezděk (2010) and Calabia et al. (2015)
apply numerical differentiation techniques, e.g., developed by Reubelt et al. (2003), to compute
accelerations from precise kinematic orbits, which are then used to estimate calibration parameters
and their uncertainties. Alternatively, calibration parameters can be estimated within the precise
orbit determination procedure (Bettadpur, 2009; Van Helleputte et al., 2009; Van den IJssel, 2014;
Visser and Van den IJssel, 2016). Recently, temperature sensor data are also used within the
calibration procedure to account for the above mentioned temperature variations (Siemes et al.,
2023). Each method mentioned above yields different calibration parameters and their uncertainty
as well as their influence on the final products such as the thermospheric neutral density estimation
has not yet been systematically investigated.

In Vielberg et al. (2018), three different calibration procedures have been tested and compared,
which are briefly summarized in the following. The calibration procedures have been performed
on GRACE-A accelerometer data, however, they can be applied to any space-borne accelerometer
measurements.

Calibrating accelerometer measurements am requires an equation to link non-gravitational ac-
celerations ang with a set of calibration parameters. The parametrization is commonly formulated
to estimate daily biases b = [bx, by, bz]

T , and scale factors S = diag[sx, sy, sz] for the x-, y-, and
z-directions, respectively (e.g., Bettadpur, 2009; Van Helleputte et al., 2009; Calabia et al., 2015).
More advanced parametrizations such as a fully populated scale factor matrix (Klinger and Mayer-
Gürr, 2016) or a bias drift are possible. However, the classical parametrization is considered here.
The scale factor is expected to be stable within the mission lifetime, whereas biases are expected
to vary at relatively short time scales. Then, the calibration equation reads

ang = b+ S am + v, (3.1.2)

where ang contains modelled non-gravitational accelerations, am denote the measured ones and
finally v represents deviations from the simple bias-scale model plus measurement errors.

One common procedure to estimate the calibration parameters from Eq. (3.1.2) is to adjust the
on-board measurements to analytically modelled non-gravitational accelerations (see e.g., Sutton
et al., 2007; Doornbos, 2012; Wöske et al., 2019). In Vielberg et al. (2018), the aerodynamic
acceleration is considered together with the radiation pressure acceleration due the radiation of Sun
and Earth. Since the modelled accelerations should be as realistic as possible, the consideration of
thermal radiation pressure accelerations as in Wöske et al. (2019) is beneficial, but has not yet been
considered in Vielberg et al. (2018). Here, as well as in the other approaches, the kinematic orbit
positions are used since they are free from measured or modelled non-gravitational accelerations.

As a second procedure, the multi-step numerical estimation approach (Vielberg et al., 2018)
is based on the numerical differentiation of kinematic orbits and mainly follows Bezděk (2010).
The idea is to apply a second numerical differentiation of precise kinematic orbit positions, which
yields the satellite’s total acceleration. Subtracting the gravitational accelerations (see Tab. 2 in
Vielberg et al., 2018) from the total acceleration yields the non-gravitational acceleration acting
on the satellite, which can be used to estimate the calibration parameters according to Eq. (3.1.2).
When applying a numerical differentiation operator, the main challenges are the noise amplification
and the temporal correlation. Numerical differentiation techniques have not only been used in the
calibration procedure suggested by Bezděk (2010), but they have also been applied and tested in
gravity retrieval studies (e.g., Reubelt et al., 2003). In Vielberg et al. (2018), similar to Bezděk
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(2010), the Savitzky–Golay filter (with a window length of 11 data points and polynomial degree 5)
is applied to mitigate the impact of noise, since it combines smoothing and differentiation operators.
The temporal auto-correlation is reduced by iteratively fitting an AutoRegressive (AR) process to
the residuals of the least squares estimation of the calibration parameters. Here, the difference to
Bezděk (2010) is that auto-correlations are treated differently. Since the application of the least
squares estimation together with the AR process has already reduced the correlation errors, the
calibration parameters are directly estimated from adjusting the accelerations instead of converting
the accelerations to positions before performing the estimation as in Bezděk (2010).

Accelerometer calibration parameters can also be estimated within a dynamic POD procedure.
In dynamic POD, orbits are estimated from observables, while accounting for the forces acting
on the satellite including the non-gravitational forces from accelerometer measurements and grav-
itational background models. Here, kinematic orbits from GNSS, e.g., from TU Graz available
at http://ftp.tugraz.at/outgoing/ITSG/tvgogo/orbits/GRACE/, last access on July 7, 2023,
(Zehentner and Mayer-Gürr, 2016), are applied as a simplification of the primary observables from
GNSS. In the variational equation approach (e.g., Tapley, 1973), the dynamic POD is estimated by
solving the equation of motion (see Eq. (2.1.5)) together with the associated variational equations.
Besides the time, position and velocity of the satellites, the force model parameters p consisting
of gravitational and non-gravitational accelerations including accelerometer calibration parameters
need to be considered. The partial derivatives of the equation of motion with respect to the force
model parameters p can be used to build the variational equations (Löcher, 2011) written as
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In Eqs. (3.1.3) and (3.1.4), a (t, r, ṙ,p) corresponds to the equation of motion introduced in
Eq. (2.1.5). Then, the variational equations need to be integrated along the approximate orbit.
The resulting system of equations reads

r̄(t) =
∂r

∂p

∣∣∣∣
r̃
∆p+

∂r

∂x0

∣∣∣∣
r̃
∆x0 + r̃(t), (3.1.5)

where r̄(t) is the given kinematic orbit and r̃(t) states the computed orbit using approximate values
of p and x0 (Löcher, 2011). According to Eq. (3.1.5), the parameters, which include the satellite’s
position r, velocity ṙ, and accelerometer calibration parameters b and S, are improved iteratively
in a least squares adjustment. Convergence is reached as soon as the starting position changes less
than 1mm, since beyond this threshold the calibration parameters will not change significantly.

The resulting calibration parameters of the measured accelerations can be used according to
Eq. (3.1.2) to calibrate the measured accelerations. However, since the simultaneous estimation
of biases and scale factors yields highly (anti-)correlated calibration parameters, which cannot be
physically interpreted, an iterative estimation of the calibration parameters is performed as recom-
mended by Van Helleputte et al. (2009). During this procedure, (1) daily calibration parameters
are estimated following Eq. (3.1.2), then (2) the scale factors from step (1) are temporally averaged
for each direction for the whole period of available data, and finally (3) daily biases are re-estimated
with the constant scales computed in step (2).

Applying the estimated biases and scale factors on the accelerometer measurements (see Eq. (3.1.2))
results in calibrated accelerometer data. The results of the three approaches were analysed in Viel-
berg et al. (2018) and differences between the estimation procedures are visible for each axis. In
the radial direction, the differences in the biases from the three approaches are around 30%, which
is remarkable as the chosen calibration strongly impacts the further processing. In the along-track
and cross-track directions, the POD-based calibration parameters provide the most stable biases.

http://ftp.tugraz.at/outgoing/ITSG/tvgogo/orbits/GRACE/
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Since the along-track biases are most important for the neutral density estimation, this method has
been selected in Vielberg et al. (2018). However, for other purposes these calibration parameters
might not be the best choice as the radial component is quite unstable. Consequently, the choice of
the accelerometer calibration procedure and the resulting calibration parameters differ depending
on the application. This appears unphysical since the calibration of an instrument should be non-
ambiguous. However, in the context of the calibration of physical models such as the WaterGAP
global hydrological model (Döll et al., 2023), calibrating all required parameters for each purpose
at once is known to be extremely challenging due to the so-called equifinality property.

In this thesis, the calibration parameters (daily biases and mission scale factors) are obtained
within a POD using the three-step procedure mentioned above following Vielberg et al. (2018) with
updated background models as shown in Tab. 3.2.

Table 3.2: Geophysical background models used in POD-based accelerometer
calibration. Modifications w.r.t. Vielberg et al. (2018) are marked with *.

Parameters Temporal resolution

Earth gravity field* Static part*: GOCO06s (Kvas et al., 2019b) up to d/o 120
Time variable part*: ITSG2018 (Kvas et al., 2019a) up to d/o 60

Sub-monthly non-tidal atmosphere AOD1B RL 06 (Dobslaw et al., 2017)and ocean gravity field disturbances*
Direct tides JPL DE-421 ephemerides: Sun, Moon, Planets
Solid Earth tides IERS Conventions 2010
Ocean tides* FES2014b (Carrere et al., 2015)
Ocean pole tide Desai (2002)
Solid Earth pole tide IERS Conventions 2010
Permanent tides IERS Conventions 2010

Figure 3.5: Accelerometer bias in the along-track (top), cross-track (middle),
and radial directions (bottom) estimated within a POD using a three-step ap-
proach: (1) Estimation of daily biases and scale factors, (2) averaging the scale
factors for the whole mission resulting in the scale factors 0.94 (along-track),
0.91 (cross-track), 0.93 (radial), (3) estimating daily biases with constrained
scale factors from (2).
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The resulting biases in along-track, cross-track and radial directions for GRACE-A during the
mission lifetime are shown in Fig. 3.5. The along-track and cross-track biases are generally quite
smooth until the switch-off of the satellite’s thermal control in April 2011, where a cyclic behaviour
due to variations of the β′ angle becomes visible. Beforehand biases of around -1.1×10−6m/s2 and
2.7×10−5m/s2 occur in along-track and cross-track directions, respectively. The radial biases vary
strongly between -1×10−6m/s2 and -0.3×10−6m/s2 during the satellite’s lifetime with smaller
variations during solar minimum. This suggests that bias variations depend on thermospheric
neutral density variations, which implies that the simple bias model is likely insufficient. The
variations show a cyclic behaviour of roughly four months. The behaviour is also visible within the
biases from Siemes et al. (2023) (Fig. 5) before constraining the radial component. The reason for
this behaviour is not fully clear. What can be said is that there is a strong correlation between
the along-track and radial directions due to the orbital physics: decelerations in the along-track
direction lead to an orbital decay. Thus, the cyclic behaviour of the radial biases is likely related
to the along-track biases. Further experiments are required, to understand and solve the cyclic
behaviour of the radial biases. These should include analyses in the frequency domain, e.g., using
a fast Fourier transform.

3.2 Satellite laser ranging (SLR)

SLR is a geodetic measurement technique, which allows to determine the precise position of satellites
equipped with laser retro reflectors (e.g., Pearlman et al., 2019b). Geodetic SLR missions are
spherical satellites at least partly covered with retro reflectors. Due to their small area to mass ratio
the aerodynamic acceleration is reduced, which enables a long mission lifetime at around 1000 km
altitude. Nowadays, a variety of remote sensing and navigation satellites are also equipped with a
retro reflector to allow precise positioning from a combination of measurement techniques.

3.2.1 Measurement principle

From a ground station, a laser pulse leaves the telescope in the direction of a satellite, where it is
reflected at the laser retro reflector back to the telescope. The measurement quantity is the two-
way travel time ∆τ of the laser pulse, which can be converted into the measured range ρ between
satellite and ground station

ρ+ ε =
c∆τ

2
(3.2.1)

with speed of light c and measurement error ε. These range measurements are generally stored
in terms of normal points and are available from the International Laser Ranging Service (ILRS)
(Pearlman et al., 2019b) at https://ilrs.gsfc.nasa.gov/, last access: July 18, 2023. To obtain
the geometrical range between the station and the satellite, the range measurement needs to be
corrected, e.g., for tropospheric refraction, relativistic, the system delay in the ground system and
the satellite’s mass centre offset. Within a POD, modelled ranges are fitted to the observations
within an iterative least squares estimation.

Minimizing the observation residuals within a POD also allows for the estimation of several
parameters such as the satellite orbits at cm-accuracy, coordinates of the ground stations, Earth
rotation parameters, gravity field coefficients, and the centre of mass of the Earth (Pearlman
et al., 2019b). Together with DORIS, GNSS, and Very Long Baseline Interferometry (VLBI),
the SLR measurements contribute to the International Earth Rotation and Reference Systems
Service (IERS) with the aim to provide realizations of reference system as well as Earth orientation
parameters and further standards.

The SLR processing (Löcher and Kusche, 2019; Löcher and Kusche, 2021) as it is used in this
thesis has been implemented and prepared by Anno Löcher at Institute of Geodesy and Geoinfor-
mation (IGG) and is part of the in-house Gravity Recovery Object Oriented Programming System
(GROOPS) software.

https://ilrs.gsfc.nasa.gov/
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3.2.2 Overview of SLR missions

Within this thesis, the six spherical SLR satellites Ajisai, LAGEOS 1 and 2, Larets, Starlette, and
Stella are considered. These satellites, illustrated in Fig. 3.6, have been launched between 1975
and 2003 beginning with Starlette and are still in orbit (Pearlman et al., 2019a).

(a) Ajisai (b) LAGEOS 1 and 2 (c) Larets (d) Starlette/Stella

Figure 3.6: Selected SLR satellites. Images from Pearlman et al. (2019).

Ajisai is covered with mirrors and Corner Cube Reflectors (CCRs) to reflect the laser, whereas
LAGEOS 1 and 2, Larets, Starlette, and Stella are covered with CCRs only. The main character-
istics of the selected missions including the orbital parameters are summarized in Tab. 3.3. The
selected satellites orbit above 650 km, of which Larets has the lowest orbital altitude of 691 km and
LAGEOS 1 and 2 have the highest orbit of about 5700 km. The altitude difference between perigee
and apogee depends on the orbit design especially on the eccentricity and is relatively large for
Starlette with 0.021 leading to altitude variations of about 200 km. These six satellites are selected
for the forward force modelling of spherical satellite as well as their validation in Sect. 5.2. Further,
the satellites are utilized in the inverse estimations in this thesis.

Table 3.3: Overview of the characteristics of selected geodetic SLR missions
modified from Pearlman et al. (2019) with additional surface information from
Otsubo and Appleby (2003).

Ajisai LAGEOS 1 LAGEOS 2 Larets Starlette Stella
Launch date Aug. 12, 1986 May 4, 1976 Oct. 22, 1992 Sep. 27, 2003 Feb. 6, 1975 Sep. 26, 1993
Perigee altitude [km] 1479 5845 5616.73 675 812 804
Apogee altitude [km] 1497 5955 5950.68 696 1114 812
Mass [kg] 685 406.965 405.380 23.3 47.29 48
Radius [cm] 108 30 30 12 12 12
Orbital period [min] 115.7 225.7 222.46 98 104.2 101
Eccentricity [-] 0.002 0.004 0.014 0.002 0.021 0.001
Inclination [◦] 50 109.83 52.65 98.2 49.83 98.68
Number of CCRs 1436 426 426 60 60 60
Material of CCRs fused silica fused silica (422) fused silica (422) fused silica fused silica fused silica

germanium (4) germanium (4)
Number of mirrors 318 0 0 0 0 0
Surface area 7.1% CCRs, 43% CCRs, 43% CCRs, not found not found not found

7.5% aluminium, 57% aluminium 57% aluminium
7.8% mirrors,
7% glass fibre
reinforced plastic
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Chapter 4

Non-gravitational satellite force
modelling

This chapter presents the modelling of the individual non-gravitational accelerations acting on
a satellite due to aerodynamics aaero (Sect. 4.1), radiation pressure aRP (Sect. 4.2) and satellite-
induced effects asat (Sect. 4.3). The sum of these individually modelled accelerations (see Eq. (3.1.1))

ang = aaero + aRP + asat

yields the modelled total non-gravitational acceleration ang acting on a satellite. In the context
of satellite dynamics, the non-gravitational force models are commonly expressed in terms of ac-
celerations, which can easily be converted to forces fng by multiplying with the satellite’s mass
m

fng = mang. (4.0.1)

First, the aerodynamic model applied in this thesis is presented. Then, the focus of this chapter
is on the detailed discussion of the radiation pressure force modelling, where different stages of
complexity are presented with a focus on a GRACE-like satellite, i.e., a satellite with flat surface
panels. My own contributions to improving the radiation pressure force models are outlined as well.
Parts of this section are already published in Vielberg and Kusche (2020). Afterwards, satellite-
induced forces, which also perturb the satellite’s motion, are discussed. The results of the modelled
non-gravitational forces will be presented in Chap. 5.

4.1 Aerodynamics

The interaction of particles in the atmosphere with the satellite’s surface is mainly directed anti-
along-track, thus, causing a deceleration of the satellite. In addition, the wind velocity in the
thermosphere impacts the satellite’s motion. The aerodynamic signal is largest for satellites at
low altitudes due to the thermospheric neutral density, which decreases nearly exponentially with
altitude (see Fig. 2.1).

Since the beginning of the satellite era, aerodynamic models have been developed (e.g., Sentman,
1961; Cook, 1965) considering the incident particle flux as well as the reflected particle flux. More
recently, several studies (Moe and Moe, 2005; Sutton, 2009; Doornbos, 2012; Pilinski et al., 2010;
Walker et al., 2014; March et al., 2017; Mehta and Linares, 2018; Bernstein and Pilinski, 2022)
investigated the improvement of the reflected particle flux and its angular distribution by developing
more realistic gas-surface interaction models, however, the data base is still sparse and several
assumptions are required. In addition, high-fidelity models of the satellite’s shape enable a further
improvement of the satellite’s aerodynamic modelling (March et al., 2019a; March, 2020). This
thesis does not aim at improving aerodynamic force models. The focus here is on the altitude range
of LEO satellites, where certain molecular flow conditions are predominant.
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The aerodynamic acceleration acting on a single surface of the satellite can be modelled ana-
lytically (Sentman, 1961; Montenbruck and Gill, 2012; Sutton, 2009; Doornbos, 2012) in the SRF
as

aaero =
1

2

Aref
m

Caρv
2
r . (4.1.1)

The aerodynamic acceleration is proportional to the thermospheric neutral density ρ at the position
of the satellite, which can be obtained from physical or empirical models. In this thesis, the neutral
density is extracted from NRLMSIS 2.0 (Emmert et al., 2020). The interaction of the atmospheric
particles with the satellite’s surface is accounted for within the aerodynamic coefficient vector
Ca ∈ IR3×1, which is explained in detail in Sect. 4.1.1. In addition, the satellite’s area projected into
flight direction Aref needs to be determined because it varies with the satellite’s attitude. Even small
attitude variations, e.g., approximately 2◦ for GRACE, impact the aerodynamic acceleration. The
satellite’s mass m is considered here as in the Radiation Pressure (RP) modelling (see Sect. 4.2.1)
and the satellite’s velocity relative to the Earth’s atmosphere vr is taken into account as explained
in Sect. 4.1.2). Evaluating and summing up the aerodynamic acceleration (Eq. (4.1.1)) for each
panel of the satellite yields the total aerodynamic signal.

The aerodynamic acceleration is often simplified by the drag acceleration, which results from
the projection of the aerodynamic acceleration in flight direction. This can be implemented by
introducing the drag coefficient

CD = Ca · v̂r (4.1.2)

as a scalar resulting from the projection of the aerodynamic coefficient in the normalized direction
of the satellite’s velocity vector relative to the atmosphere v̂r. Then, the drag acceleration acting
on one panel of the satellite reads

aD =
CDAref
m

1

2
ρv2r v̂r. (4.1.3)

For spherical satellites, only the drag acceleration is considered in the force modelling because the
perpendicular forces (lift and side effects) are negligible due to the symmetrical shape (Doornbos,
2012).

4.1.1 Aerodynamic coefficient

The aerodynamic coefficient vector is modelled in this thesis following Doornbos, 2012. The model
accounts for the gas-surface interaction according to Sentman (1961) in combination with the
energy flux accommodation coefficient from Moe et al. (2004). Sentman (1961) assumes a Maxwell
distribution of the thermal motion of the incident gas particles and their purely diffuse reflection
at the satellite’s surface.

The aerodynamic coefficient (Doornbos, 2012)

Ca =
M∑
j=1

ρj
ρ
(CD,jûD + CL,jûL) (4.1.4)

results from the sum over the contribution of drag as well as lift and side effects for each atmospheric
constituent j interacting with one panel of the satellite. The thermospheric neutral density ρ at
the position of the satellite as well as the number density ρj of the M = 8 species helium (He),
hydrogen (H), oxygen (O, O2, O+), nitrogen (N, N2), argon (Ar) are extracted from NRLMSIS
2.0. In Eq. (4.1.4), CD,j denotes the drag force coefficient and CL,j is the coefficient for lift and
side forces. The unit directions of these force coefficients are considered by

ûD =
vr

||vr||
(4.1.5)

with relative velocity vector vr and

ûL =
(ûD × n̂)× ûD

|| (ûD × n̂)× ûD||
. (4.1.6)
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Here, the lift vector ûL is orthogonal to the plane defined by the unit surface normal n̂ and the drag
vector ûD. For the computation of the force coefficients, the angle γ between the inward normal of
the satellite’s surface panel and the drag vector as well as the angle l between the inward normal
and the lift vector are required

γ = −ûD · n̂, (4.1.7)
l = −ûL · n̂. (4.1.8)

Then, the drag force coefficient is expressed as

CD,j =

[
Pj√
π
+ γQjZj +

γ

2

vre
vinc

(
γ
√
πZj + Pj

)] A

Aref
(4.1.9)

and the lift and side force coefficient results from

CL,j =

[
lGjZj +

l

2

vre
vinc

(
γ
√
πZj + Pj

)] A

Aref
. (4.1.10)

Here, A is the area of the surface panel of the satellite and Aref is the satellite’s area projected
in flight direction. Then, the ratio vre

vinc
with the velocity of the re-emitted particles vre and the

velocity of the incoming particles vinc can be obtained from

vre
vinc

=

√
1

2

[
a+ α

(
4RTw
v2inc

− 1

)]
(4.1.11)

according to Koppenwallner (2009) with an accommodation coefficient of α = 0.93 for GRACE.
The universal gas constant is denoted by R, and the temperature of the wall Tw is assumed to
be 273K following (Doornbos, 2012). For the computation of the drag and lift coefficients, the
following expressions are required

Gj =
1

2S2
j

, (4.1.12)

Pj =
1

Sj
exp

(
−γ2S2

j

)
, (4.1.13)

Qj = 1 +Gj , (4.1.14)
Zj = 1 + erf (γSj) , (4.1.15)

with the error function

erf (x) = 2√
π

∫ x

0
exp

(
−y2

)
dy. (4.1.16)

Here, speed ratio Sj is a relevant flow characteristic of the incident particle flow, which can be
obtained from

Sj =
vr
cmp,j

=
vr√
2 σ
mj
T

(4.1.17)

with the relative velocity of the satellite vr and the so-called most probable thermal velocity of the
particles cmp,j , which depends on the Stefan Boltzmann constant σ, the molecular mass mj of the
particle and the atmospheric temperature T . The last two are obtained from NRLMSIS 2.0 in this
thesis similar to Sutton (2008).
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4.1.2 Relative Velocity

The satellite’s relative velocity denotes it’s velocity relative to the atmosphere (Doornbos et al.,
2010). It can be obtained from

vr = −Rc2sv +Rc2svc (4.1.18)

and is provided in the SRF. The inertial velocity vector of the satellite v in the CRF is rotated by
Rc2s to the SRF using star camera data. The velocity vector of the co-rotating atmosphere results
from the average Earth rotation ω = [0, 0, 0.7292115 · 10−4]T rad

s and the position of the satellite r

vc = ω × r, (4.1.19)

which is also rotated from CRF to SRF by applying the rotation matrix Rc2s. Then, vr = ||vr|| is
the satellite’s relative velocity. Different from Doornbos et al. (2010), the horizontal wind velocities
are neglected in this thesis.

4.2 Radiation pressure

The interaction of the electromagnetic radiation reaching the satellite’s surface causes a force,
which is known as radiation pressure force. A satellite orbiting the Earth is not only exposed
to the solar radiation leading to a SRP acceleration, but also to the sunlight reflected from the
Earth’s surface, which is the outgoing shortwave radiation, and Earth’s thermal infrared radiation,
known as outgoing longwave radiation. The last two are summarized as ERP acceleration, which
decreases with increasing distance from the Earth’s surface and is therefore especially relevant
for LEO satellites. The SRP acceleration depends on the distance from the Sun and is thus not
necessarily altitude-dependent, but it becomes prevalent at higher altitudes (above 500 km) because
the ERP effect decreases. In addition, the sunlight is not only reflected at the Earth’s surface, but
also at the Moon causing a Lunar Radiation Pressure (LRP) acceleration, which is comparably
small for Earth orbiting satellites. The radiation, which is absorbed at the satellite’s surfaces,
heat up the satellite in addition to the heat generated by internal processes and cause temperature
variations. Consequently, the satellite radiates a varying amount of energy into space resulting in
the TRP acceleration. Then, the total radiation pressure acceleration acting on a satellite results
from the summation of the SRP aSRP, ERP aERP, LRP aLRP, and TRP aTRP accelerations

aRP = aSRP + aERP + aLRP + aTRP. (4.2.1)

Before presenting the analytical models of the individual forces, I show the general radiation
pressure equation for an arbitrary radiation acting on a single flat surface of the satellite following
Montenbruck and Gill (2012).

The radiation pressure P

P =
Φ

c
=

∆E

A∆tc
(4.2.2)

depends on the energy flux Φ and the speed of light c (e.g., Milani et al., 1987; Montenbruck and
Gill, 2012; Doornbos, 2012). Here, the energy flux is equal to the energy amount ∆E passing
through area A during time interval ∆t. The energy flux can be the one of Sun, Earth, or Moon,
at the position of the satellite. Following Eq. (4.2.2) and considering that the pressure P is defined
as the force f per area A, the radiation pressure force fRP can be obtained from

fRP = AP = A
Φ

c
. (4.2.3)

Since the incident radiation is not always perpendicular on the satellite’s surface, the cross-section
of the incident light beam is considered by cos (γ), where γ is the angle between the incident
radiation s and the normal vector n of the surface panel, i.e., cos (γ) = s · n. Then, assuming that
the incident radiation reaching the satellite can be reflected or absorbed, a multiplication with the
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radiation pressure coefficient cR is required. Adding these considerations to Eq. (4.2.3) yields the
three dimensional radiation pressure force vector

fRP = A cos (γ) cRP. (4.2.4)

Since the radiation pressure acting on a satellite is often expressed in terms of an acceleration aRP,
rewriting Eq. (4.2.4) yields the radiation pressure acceleration for one surface panel

aRP =
A

m
cos (γ) cRP (4.2.5)

with the satellite’s mass m. The radiation pressure acceleration experienced by the whole satellite
can be obtained by evaluating Eq. (4.2.5) for each surface individually and summing them up. In
case of a spherical satellite, such summation is not required. Instead, the area A in Eq. (4.2.5)
represents the cross-sectional area of the satellite with the assumption that the surface normal
points in the direction of the incoming radiation such that γ = 0.

All radiation pressure accelerations are commonly expressed in the CRF and then transformed
to the SRF. For GRACE, the rotation matrix from CRF to SRF can be built column-wise from
the quaternions provided by the star camera data. Spherical satellites are usually not equipped
with star cameras, thus, star camera data can be simulated from orbital positions and velocities as
explained in App. B.

4.2.1 Solar radiation pressure

The electromagnetic radiation of the Sun interacts with the satellite’s surface causing a SRP ac-
celeration on the satellite. Each photon reaching the satellite contributes to this acceleration by
absorption and reflection depending on the satellite’s surface material and area. With changing
constellation of Earth, Sun and satellite, the satellite’s illumination and thus the resulting accel-
eration varies being largest in sunlight and zero in umbra. The SRP acceleration is the largest
radiation pressure acceleration acting on a satellite.

Generally, radiation pressure accelerations can be modelled empirically or analytically. Em-
pirical models for SRP accelerations have been further developed in the GNSS community during
the last decades (Springer et al., 1999; Rodriguez-Solano et al., 2014; Montenbruck et al., 2015;
Steigenberger et al., 2015; Arnold et al., 2015; Montenbruck et al., 2017; Wang et al., 2019). The
advantage of the empirical models is that the satellite’s thermo-optical material properties as well
as their mass, attitude, and geometry, which can be highly complex for GNSS satellites, are not
necessarily required. Instead, a chosen number of empirical parameters are estimated within an
orbit determination procedure. However, these parameters also absorb the mismodelling of other
forces (Ziebart, 2004) and mismodelling of SRP propagates to other parameters.

On the other hand, the analytical model allows for the precise computation of the SRP acceler-
ation by considering the physical interaction between the solar radiation and the satellite’s surface
(Milani et al., 1987). Besides the availability of a precise macro-model including surface areas
and material properties, the satellite’s mass and attitude information are essential. For analytical
models, the requirement of a precise macro-model is also the limitation of this approach, since they
are not necessarily provided by the manufacturers and the accuracy of the available thermo-optical
properties is not known. In contrast to empirical models, the possible correlation between the orbit
and other parameters is reduced in the analytical approach (Arnold et al., 2015).

The analytical model is applicable to spherical satellites (cannonball model) or satellites with flat
panels, for which macro-models are available or their shape is approximated by a box or box-wing
model to simplify the computations (Marshall et al., 1992; Rodriguez-Solano et al., 2012). Macro-
models are also the basis for the very detailed high-fidelity models, which have been developed
recently for different satellites and also allow for the application of analytical radiation pressure
models (Marshall et al., 1992; Ziebart, 2004; Kenneally, 2016; March et al., 2019a; Wöske et al.,
2019). The advantage of these complex models is that they allow for including shadowing effects
and thermal radiation in more detail, however, the computational effort can be very large.
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Besides analytical and empirical models, semi-empirical SRP models have been developed since
the 1990s. Fliegel et al. (1992) and Fliegel and Gallini (1996) tried to reduced the complexity of
the analytical SRP computation for a GPS satellite based on a Fourier expansion of the x- and z-
components depending on the Sun’s elongation. This procedure is similar to the one by McMahon
and Scheeres (2012) and McMahon and Scheeres (2014), who derive a truncated Fourier series
from an analytical model to account for variations over the course of a year, which decreases the
computational effort. These models are similar to the semi-empirical models, such as the adjustable
box-wing model (Rodriguez-Solano et al., 2012; Rodriguez-Solano et al., 2014), which combine the
estimation of empirical parameters with the use of analytical models. However, the unavailability
of surface area and thermo-optical properties again limits this approach (Montenbruck et al., 2015).

Before discussing the individual components, which are required for modelling the SRP accel-
eration analytically, the general RP model for one surface panel (Eq. (4.2.5)) is specified for the
general analytical SRP acceleration

aSRP =
A

m
cos (γ) ν

∫
λ
c�R(λ)P�(λ)dλ. (4.2.6)

Here, Eq. (4.2.5) is modified by combining it with the wavelength-dependent representation of the
flux (e.g., Prölss, 2012). Then, both the radiation pressure coefficient cR and the radiation pressure
P depend on the wavelength λ, and the spectrum of P is specified for the Sun �. Additionally,
the SRP depends on the shadow function ν, which indicates whether the satellite is located in
direct sunlight, in shadow or in semi-shadow. In the remaining section, the approximations and
the consistency of the individual components of the SRP model and commonly used data sets are
discussed with a focus on a GRACE-like satellite.

Surface area

The area A of the satellite’s surface panels and the panels’ orientation in a satellite frame forms
the geometric satellite model. For GRACE, the macro-model by Bettadpur (2012) (see Tab. 3.1) is
applied. While very recent studies (March et al., 2019a; Wöske et al., 2019) consider finite-element
models, the 8-panel model from Bettadpur (2012) is used in this thesis. Errors in these models are
usually not specified, even though they would be helpful for developing a realistic error budget.

Satellite’s mass

The satellite’s mass m in Eq. (4.2.6) is required to convert the radiation pressure forces to accel-
erations. During a mission’s lifetime, the mass decreases due to the consumption of fuel as it is
shown in Fig. 4.1 for GRACE-A and GRACE-B.

Figure 4.1: Mass of GRACE-A and GRACE-B during the mission lifetime
from Mass L1B (MAS1B) product and a linear approximation for GRACE-A
as suggested in Tapley et al. (2007).

Assuming a linear mass loss [kg] as in Tapley et al. (2007)

mGRACE−A = 482.6− 0.0061 (T − 52850) [kg] (4.2.7)
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with current time T in Modified Julian Date (MJD) might be helpful for approximating the mass
during short time spans, however, it can only be seen as a rough approximation and is not recom-
mended for the whole lifetime. In this thesis, I apply the mass from tank sensors, which is available
from the MAS1B product (see Sect. 3.1.3).

Wavelength-dependency

Photon energy depends on the wavelength λ, and the SRP acceleration thus depends on the solar
irradiance spectrum. Integrating over all wavelengths of the spectrum yields the total solar irra-
diance of approximately 1362W/m2 averaged between mid 1970s to 2017 (Dewitte and Clerbaux,
2017) and 1360.5W/m2 during the solar minimum in 2008 (Kopp and Lean, 2011), respectively.
SRP models commonly use visible wavelengths only (e.g., Sutton et al., 2007; Cerri et al., 2010;
Doornbos, 2012; Wöske et al., 2019) as input, which is - at least for GNSS satellites - due to the
lack of thermal material properties (e.g., Ziebart, 2004; Hackel et al., 2017). When the material
properties are given in the visible and infrared domain, the λ-integration in Eq. (4.2.6) can be
discretized by an equally weighted summation of visible and infrared light

aSRP =
A

m
cos (γ) ν 1

2

(
c�RSW

+ c�RLW

)
P�(λ). (4.2.8)

However, there is usually no information provided on the wavelength-band, at which given material
properties are strictly valid, e.g., Robertson (2015) splits the solar spectrum at the visible/IR
boundary of 700 nm when accounting for the solar flux in the SRP computations with appropriate
material coefficients in the visible and IR domain.

Similar integration over all wavelengths of the solar spectrum is also used in thermosphere
modelling (e.g., TIE-GCM, Qian et al., 2014) to account for the interactions of thermospheric
constituents with the solar irradiance at discrete spectral lines. For this, typically a solar extreme
ultraviolet proxy model, e.g., EUVAC (Richards et al., 1994), is applied. Providing the thermo-
optical material coefficients for multiple wavelengths such as UV radiation would thus allow to
discretize the integration over all wavelengths in more detail for future missions, and consistent
with thermosphere density modelling.

Radiation pressure

The radiation pressure of the Sun P�(λ) is commonly computed from the solar radiation pressure
at one astronomical unit (1 AU), which is related to the radiation pressure at the current position
of the satellite using the inverse square law

P�(λ) =

(
1AU
r�,sat

)2

P1 AU(λ), (4.2.9)

where r�,sat is the distance from the Sun to the satellite, and the position of the Sun can be
obtained, e.g., from JPL DE421 ephemerides (Folkner et al., 2008). Solar radiation pressure at
1 AU is commonly approximated by the ratio of the solar constant Φsc and the speed of light c
(e.g., Montenbruck and Gill, 2012)

P1 AU =
Φsc
c
. (4.2.10)

However, the solar constant is only a temporal average of the Sun’s energy flux integrated over all
wavelengths λ. In reality, this energy flux varies with the solar rotation and the solar cycle, the solar
constant of 1362W/m2 (e.g., Dewitte and Clerbaux, 2017). Therefore, daily TSI measurements,
which was already shown in Fig. 2.5, are applied in this thesis. The TSI varies between 1357.0W/m2

and 1362.7W/m2 since the year 2000.
To account for the temporal variation of the Sun’s radiation pressure, Eq. (4.2.9) then becomes

additionally time-dependent

aSRP =
A

m
cos (γ) ν 1

2

(
c�RSW

+ c�RLW

)
P�(λ, t) (4.2.11)
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with

P�(λ, t) =

(
1AU
r�,sat

)2

P1 AU(λ, t). (4.2.12)

Theoretically, the radiation reaching the satellite depends also on the atmosphere, since radia-
tion can be absorbed, transmitted or scattered by the gases and clouds in the atmosphere (Taylor,
2005; Petty, 2006). This effect is expected to be small for the solar radiation reaching the satellite
due to the small amount of gases in the satellite’s surrounding. However, it might be larger for the
Earth’s outgoing radiation, which reaches the satellite after propagating through the atmosphere.
In the LEO satellite force modelling, this effect has - at least to my knowledge - not been investi-
gated before and will also not be treated in this thesis because modelling radiative transfer in the
atmosphere is a broad and complex topic (Taylor, 2005).

Radiation pressure coefficient

The radiation pressure (force) coefficient provides the direction of the force resulting from the
interaction of the incoming radiation and the satellite’s surface. As shown in Fig. 4.2, the photons
can be absorbed or reflected at the satellite’s surface and the reflection is assumed to be either
diffuse or specular depending on the thermo-optical material properties. Other reflection types
such as quasi-specular, quasi-Lambertian, or complex reflection are usually not considered. The
incoming radiation is usually not only diffusely or specularly reflected, it is rather a combination
both. For example, the nadir panel of GRACE (see Sect. 3.1.4) presumably reflects 68% of the
incident radiation specularly and 20% diffusely, while 12% are absorbed. The direction of the
resulting force depends also on the normalized direction of the incoming radiation s, the surface
normal n and the angle γ between.

Figure 4.2: Geometrical illustration of specular (left) and diffuse (middle) re-
flection, and absorption (right) with the direction of incoming photons s, the
surface normal n, and the angle γ in between. The direction of the resulting
radiation pressure acceleration is shown in blue. This illustration is similar to
Doornbos (2012) (Fig. 3.6).

To derive the solar radiation pressure coefficient c�R, I assume for now that it only depends on
a single wavelength. The three-dimensional radiation pressure coefficient c�R for one surface panel
is the sum of the three individual radiation pressure coefficients described below following Fliegel
et al. (1992); Doornbos (2012) and Montenbruck and Gill (2012)

c�R = c�R,a + c�R,d + c�R,s. (4.2.13)

In case the surface material is a mirror, the photons are specularly reflected. The impulse resulting
from the specularly reflected radiation acts against the direction of the surface normal n and is
twice as large as the incoming radiation

c�R,s = −cs2 cos γn. (4.2.14)
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It considers the thermo-optical material coefficient for specular reflection cs.
In case of a matt surface material, the incoming radiation is diffusely reflected, where one may

assume Lambert’s cosine law. Thus, the incoming light is reflected equally into all directions.
Integrating over the half sphere results in an impulse that acts against the direction of the surface
normal with two-thirds of the incoming radiation. In addition, the impulse in the direction of the
incoming radiation needs to be considered, which results in the diffuse radiation pressure coefficient

c�R,d = cd

(
s� − 2

3
n

)
, (4.2.15)

where cd is thermo-optical material coefficient for diffusely reflected photons. Since the photons,
which are not reflected, are absorbed, the absorption coefficient ca can be directly computed from

ca = 1− cs − cd. (4.2.16)

The absorption is taken into account by

c�R,a = cas
� (4.2.17)

as the impulse follows the direction of the incident radiation.
Following this, the three radiation pressure coefficients can be inserted into the general equation

of the radiation pressure coefficient (Eq. (4.2.13)) and rearranged to

c�R = cd

(
s� − 2

3
n

)
− cs2 cos γn+ cas

� (4.2.18)

= cds
� −

(
2

3
cd + cs2 cos γ

)
n+ (1− cs − cd)s

� (4.2.19)

= −2
(cd
3

+ cs cos γ
)
n+ (1− cs) s

�. (4.2.20)

The radiation pressure coefficient is zero, if the incident angle γ between s and n is larger than
90◦. Including the wavelength-dependency of the thermo-optical material coefficients in Eq. (4.2.20)
yields the final radiation pressure coefficient

c�R(λ) = −2

(
cd(λ)

3
+ cs(λ) cos γ

)
n+ (1− cs(λ)) s

�. (4.2.21)

Thermo-optical properties

As mentioned above, the thermo-optical material coefficients of the satellite’s materials are essential
for the computation of the RP coefficient. In theory, for each surface material the amount of photons
that are reflected (specularly cs or diffusely cd) and absorbed ca is required for each wavelength.
However, in practice the thermo-optical material coefficients are - if available at all - either assumed
to be constant for all wavelengths, or separated for visible and infrared radiation, which simplifies
the integration over the wavelengths in Eq. (4.2.6).

During the mission lifetime, the thermo-optical material properties are generally assumed to be
constant, even though the ageing of the material in space has already been studied since the 1990s
(Stuckey, 1993; Reddy, 1995; Silverman, 1995a), e.g., with the Long Duration Exposure Facility
(LDEF) mission. From these studies, material changes are known to depend on the time of UV
radiation exposure measured in equivalent solar hours, on the thickness of the coating material and
subsequently on the atomic oxygen erosion. The interaction of atomic oxygen on different surface
materials of spacecrafts has also been analysed in Reddy (1995); Silverman (1995). The density of
atomic oxygen in LEO-altitudes is quite low, nevertheless, the high velocities enable erosion and
mass loss leading to changes in the surface material.

Consequently, changes of the thermo-optical material coefficients during the mission lifetime
should ideally be considered. Since macro-models themselves are hardly available, this is usually
not the case. One exception is the Swarm mission, where absorption coefficients for visible radiation
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are provided for a few materials for beginning and end of lifetime (Siemes, 2020), which differ by
up to 18%.

In case of GRACE(-FO), the thermo-optical material coefficients are provided for visible and
infrared radiation within the macro-model (see Tab. 3.1). Even though, the coefficients are docu-
mented for these two bands of the spectrum, the exact wavelengths of the bands are not provided.
Thus, it remains unclear, if the IR properties are valid for Near-IR only, which would make them
suitable to consider the ERP longwave radiation, or if they can be assumed for wavelengths beyond
the visible domain of the solar radiation as well. As mentioned above, Robertson (2015) assumes
that the visible coefficients are valid for wavelengths below 700 nm and infrared coefficients above
700 nm to account for the solar spectrum in the these bands. To further this idea, I experimen-
tally design a macro-model with material coefficients for selected wavelengths based on the original
macro-model for GRACE, which is tested later in Ch. 5. First, the wavelengths for which the given
thermo-optical material properties are valid need to be defined. The provided coefficients for visible
radiation are assumed to be valid for the visible band (350-780 nm, see Fig. 2.4), and infrared coef-
ficients are assumed to be valid for wavelengths above the mid-IR band (3 µm, see Fig. 2.7). Thus,
I suggest to fix the visible coefficients to 580 nm, and the infrared coefficients to 11.5 µm, which
corresponds to the central wavelength of the visible and longwave IR bands, respectively. Then,
the coefficients are interpolated for the near and shortwave IR bands with central wavelengths of
1.075 µm and 2.2 µm, respectively. Since I suggested above that the visible coefficients are only
valid for the visible band, the coefficients for the UV-band (<380 nm) are extrapolated. Tab. 4.1
provides an overview of the resulting coefficients of the materials used in the GRACE macro-model.
When applying this model in the SRP modelling, one needs to know the amount of solar radiation,
which can be assigned to these bands. Therefore, the percentage of the integrated measured solar
spectral irradiance at TOA for the assumed bands is listed in the table as well. CERES data, which
are later on used in the ERP model, are assumed to be valid for the same central wavelength as the
given visible and infrared material coefficients. Thus, outgoing radiation at TOA, which already
consider ADMs, are interpolated to the central wavelengths from Tab. 4.1 as well when applying
the suggested interpolated macro-model.

Table 4.1: Assumptions of wavelength-dependent material coefficients for ma-
terials from the GRACE macro-model. Thermo-optical material coefficients for
visible and longwave IR are taken from the original macro-model (Bettadpur,
2012), whereas the remaining coefficients result from linear inter- or extrapola-
tion. Absorption coefficients can be computed from 1−ρs−ρd. SiOx/Kapton is
the material of front, rear, starboard (inner), and port (inner) panels; Teflon is
the material of the nadir panel; Si Glass Solar Array is the material of starboard
(outer), port (outer), and zenith panels.

Name Near UV Visible Near IR SW IR Mid IR LW IR Far IR

Wavelength [µm] 0.315-0.380 0.38-0.78 0.78-1.4 1.4-3 3-8 8-15 >15
Central wavelength [µm] 0.3475 0.58 1.075 2.2 5.5 11.5 22

Solar radiation [%] 6.0 48.4 30.3 13.6 0 0 0
Earth SW radiation [%] 6.0 48.4 30.3 13.6 0 0 0
Earth LW radiation [%] 0 0 0 0 14.4 42.5 43.1

SiOx/Kapton ρs 0.404 0.4 0.392 0.375 0.323 0.23 0.067
SiOx/Kapton ρd 0.262 0.26 0.255 0.244 0.210 0.15 0.044
Teflon ρs 0.69 0.68 0.658 0.607 0.459 0.19 0
Teflon ρd 0.203 0.2 0.194 0.179 0.137 0.06 0
Si Glass Solar Array ρs 0.05 0.05 0.049 0.047 0.041 0.03 0.01
Si Glass Solar Array ρd 0.303 0.3 0.294 0.279 0.237 0.16 0.025
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In addition, for GRACE(-FO) the absorption coefficient for visible radiation of the solar panels
is reported to increase by 7% in case they are not operating (Bettadpur, 2012). According to
Eq. (4.2.16), the sum of the thermo-optical material coefficients has to be equal to 1, however,
changes in the reflection coefficients due to operating solar arrays are not documented, and reflection
coefficients only for operating panels are provided. Thus, one can either assume that the solar panels
are always operating, or specular and diffuse reflection increase (e.g., equally by 3.5%) in case of
non-operating solar panels. Since no explicit data set on the status of the solar panels is available,
the solar panels can be assumed to be switched off in the Earth’s shadow, where the operation of
the solar arrays is not beneficial and visible radiation does not reach the satellite.

Additionally, Siemes et al. (2023) found from the inspection of photographs of the satellites be-
fore launch that the material of GRACE and GRACE-FO clearly differs, even though the provided
macro-model is identical. Since the material of GRACE-FO appears similar to Swarm, Siemes
et al. (2023) suggest corrections for the material based on the Swarm macro-model. Ideally, the
thermo-optical material properties should be determined and provided by the manufacturers using
spectrometers.

Another issue is the accuracy of the thermo-optical material coefficients, which is usually not
provided. Within the GRACE-community, the material properties are often assumed to be incorrect
by a few tens of percent (personal communication with Srinivas Bettadpur). For GNSS satellites,
Rodriguez-Solano et al. (2012) mention that the optical properties are also inaccurately known. For
CHAMP, Bruinsma and Biancale (2003) report that the accuracy of the thermo-optical coefficients
is limited due to the coverage with thermal foil after the measurement of these parameters.

Bidirectional reflectance

In geodesy and POD, the satellite’s surface is traditionally assumed to reflect isotropically. The
dependency of the scattered reflection at the satellite’s surface on the angle of illumination is rarely
considered in satellite force modelling. Other disciplines have more experience in accounting for
such anisotropic reflections. For example in computer graphics, an object’s reflection has been
investigated in consideration of the illumination conditions and the surface material in order to
generate photorealistic images (e.g., Pharr et al., 2016). This process is also known as rendering
and requires analytical reflection models - so-called Bidirectional Reflectance Distribution Functions
(BRDFs), which have been continuously improved during the last decades (e.g., Blinn, 1977; Cook
and Torrance, 1982; Schlick, 1994; Ashikhmin and Shirley, 2000; Ashikhmin and Premože, 2007).

The geometry of a BRDF is shown in Fig. 4.3. As BRDFs have originally been developed for
rendering images, the direction of the incoming light from an arbitrary source such as the Sun and
the direction of the observer, e.g., a camera, are relevant. A BRDF (Pharr et al., 2016) is generally
defined as a function of the surface point x and a particular pair of the incoming and outgoing
directions of the light ωi and ωo as

fr (x,ωo,ωi) =
dL0 (x,ωo)

dE (x,ωi)
=

dL0 (x,ωo)

Li (x,ωi) cos θidωi
. (4.2.22)

It describes the amount of radiance leaving the surface L0 (x,ωo) in dependency of the incident
radiance Li (x,ωi). Here, the differential irradiance dE (x,ωi) can be described as the incident
radiance with the assumption that the direction ωi is a differential cone of directions, which are
accounted for by Li (x,ωi) cos θidωi. In addition, the proportionality of the reflected differential
radiance dL0 (x,ωo) to the irradiance dE (x,ωi) is considered.

Physics-based BRDFs fulfil reciprocity and conservation of energy (Pharr et al., 2016). Due to
reciprocity, the equation

fr (x,ωo,ωi) = (x,ωi,ωo) (4.2.23)
is valid for all pairs of incoming and outgoing directions ωi and ωo. Energy conservation means in
case of BRDFs that the total energy of the light leaving the surface is equal to or smaller than the
energy of the incoming light integrated over the hemisphere H2∫

H2

fr (x,ωo,ωi) cos θidωi ≤ 1. (4.2.24)
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Figure 4.3: Geometry of a BRDF modified from Kenneally and Schaub (2019)
(Fig. 4). ωi denotes the direction of the incident radiance, e.g., the Sun, on
the surface point x. ωo is the direction of the outgoing radiance as viewed
from a camera or observer. The angles between the surface normal n on x
and the incident and outgoing radiances are denoted as θi and θo, respectively.
The angles between the tangential vector t on x and the incident and outgoing
radiances are denoted as φi and φo, respectively. The vector h is the bisector
between the incoming light and the observer. The angles α and β are defined
between h and the surface normal n and the tangential vector t, respectively.

There exist a large variety of BRDFs (e.g., Blinn, 1977; Cook and Torrance, 1982; Schlick, 1994;
Ashikhmin and Shirley, 2000; Ashikhmin and Premože, 2007), which have their own applications
and purposes. For example, the function developed by Ashikhmin and Shirley (2000) accounts for
anisotropy, energy conservation, diffuse and specular bidirectional reflectance, and the Fresnel ef-
fect, which considers the reflectance at the interface of different materials such as diffusely reflecting
materials below specular surfaces. Rendering images requires the integration of the BRDF over all
incident directions. In case there is no analytical solution of this integral, it can be solved numeri-
cally, which is however computationally expensive. In computer graphics, numerical solutions are
obtained from Monte Carlo algorithms (Pharr et al., 2016).

BRDFs have recently become important for applications beyond computer graphics. For ex-
ample, in the context of space situational awareness, Linares et al. (2010) suggested the use of
BRDFs to obtain orbit, attitude and shape information of space objects. Additionally, Ceniceros
et al. (2015) applied BRDFs to compute light curves, i.e., the temporal brightness, of geostationary
space objects, which allow for the prediction of telescope observations.

During the last decade, first studies presented the application of BRDFs in RP force modelling,
since this is expected to make the force models more realistic provided the underlying assump-
tions of the BRDF are correct. Kenneally and Schaub (2017) and Kenneally and Schaub (2019)
applied BRDFs in the SRP force modelling of LAGEOS 2 and the Mars Reconnaissance Orbiter.
The evaluation of the BRDFs is performed numerically with a Monte Carlo importance sampling
integration method on a Graphic Processing Unit (GPU), which allows for parallelized and highly
efficient computations. The advantage of this method is that it does not only account for realis-
tic reflections of the incoming light, but also for self-reflections and self-shadowing, which become
relevant for satellites with complex shapes.

In addition, first investigations of applying the rendering software Mitsuba 2 (Nimier-David
et al., 2019) for SRP modelling of rather simply-shaped satellites have been performed in Börger
(2021), where a bias between the SRP acceleration from the analytical force models and the ray-
tracing has been identified. The reason is likely related to the consideration of a specific amount
of photons in the ray-tracing algorithm, which might not necessarily represent the flux used in
analytical force models.
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Instead of solving the integration over the BRDFs numerically, Wetterer et al. (2014) solved
selected BRDFs analytically, which are then used to derive correction factors for the thermo-optical
material properties in the SRP force modelling. This approach does not account for self-shadowing
or multiple reflections, however, it has the advantage of including the bidirectional surface reflections
in a simplistic way.

In this thesis, the approach by Wetterer et al. (2014) has been implemented for the GRACE
satellite in SRP force modelling. In the following, the consideration of the Ashikhmin-Shirley
BRDF (Ashikhmin and Shirley, 2000) in terms of correction factors for the thermo-optical material
coefficients within the computation of the radiation pressure coefficient is described according to
Wetterer et al. (2014).

Following Wetterer et al. (2014), the general BRDF can be written as

fr = dRd + sRs. (4.2.25)

Here, d and s are the fractions of diffuse and specular reflection, respectively, so that d + s = 1.
These fractions can be obtained using the reflection coefficients cd and cs from the macro-model

d =
cd

cd + cs
(4.2.26)

s =
cs

cd + cs
. (4.2.27)

Thus, it is possible to obtain the correction factors for visible and infra-red material coefficients
separately. Since the transmission of light is not relevant for the satellite’s surface materials, the
bidirectional transmittance distribution functions (Pharr et al., 2016), which are also important for
physics-based rendering, can be neglected in SRP force modelling.

The Ashikhmin and Shirley (2000) BRDF accounts for anisotropic reflection and is a progression
of the widely used Phong model Phong (1975). For diffuse and specular bidirectional reflectance,
the BRDFs by Ashikhmin and Shirley (2000) read

Rd =
28cd
23π

(1− scs)

(
1−

(
1− n · ωi

2

)5)(
1−

(
1− n · ωo

2

)5)
, (4.2.28)

Rs =

√
(nu + 1) (nv + 1)

8π

F

(ωo · h)max [n · ωi,n · ωo]
(cosα)nu cos2 β+nv sin2 β , (4.2.29)

respectively. The diffuse term (Eq. (4.2.28)) is a non-Lambertian BRDF and energy conservation is
guaranteed by the leading term. The specular term (Eq. (4.2.29)) accounts for Fresnel reflectance
F given by Schlick’s approximation (Schlick, 1994)

F (θ, s, cs) = cs +

(
1

s
− cs

)
(1− cos θi)5 , (4.2.30)

which considers the reflectance at the interface of different materials such as diffusely reflecting
materials below specular surfaces. In Eq. (4.2.29), h = ωi+ωo

|ωi+ωo| is the bisector vector between
the incoming light and the observer. The angles α and β are defined between the vector h and
surface normal n, and between h and the tangential vector t, respectively (see Fig. 4.3). nu and nv
are the Phong-like exponents (Shirley and Wang, 1992) to control the shape of the specular lobe.
Increasing values of n indicate that the reflection behaviour is closer to a mirror. Small values of
n yield unrealistic energy conservation properties, however, I found that setting the exponents to
one minimizes the difference to the radiation pressure coefficient from Eq. (4.2.20).

Based on the BRDFs by Ashikhmin and Shirley (2000), Wetterer et al. (2014) derive correction
factors for the reflection terms of the radiation pressure coefficient (Eq. (4.2.20)). For the diffuse
component (see also Eq. (4.2.15)), the correction term reads

∆d =

[
31

32
(1− scs)

]
1573

1426

(
1−

(
1− cos θi

2

)5
)
. (4.2.31)
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For the specular component (see also Eq. (4.2.14)), Wetterer et al. (2014) formulate two correction
terms based on the Ashikhmin-Shirley BRDF (Eq. (4.2.29))

∆s1 = ∆AS1(n)∆AS2(θi, s, cs)δs1 (θi, n, cs) , (4.2.32)
∆s2 = ∆AS1(n)∆AS2(θi, s, cs)δs2 (θi, n, cs) , (4.2.33)

with nv = nu = n and the analytical equations

∆AS1(n) = 1− 23−(n+1)/2 + 8 (n+ 1)

(n+ 5) (n+ 3)
, (4.2.34)

∆AS2(θi, s, cs) =
F (θi, s, cs)

cs
. (4.2.35)

Obtaining the δ terms in Eqs. (4.2.32) and (4.2.33) requires two steps. First, a numerical formula-
tion can be obtained from

∆s1 (θi, cs)numerical =
(ω′

i · n) cos θi − (ω′
i · ωi)

cs sin2 θi
, (4.2.36)

∆s2 (θi, cs)numerical =
(ω′

i · n)− (ω′
i · ωi) cos θi

2cs cos θi sin2 θi
, (4.2.37)

with the integration of the BRDF (Eq. (4.2.25)) over all viewing angles

ω′
i =

∫
2π
fr cos θoωodωo, (4.2.38)

where p are the parameters in the BRDF. In a second step, the δ terms are formulated as the
residuals between the numerical and the analytical formulations

δs1 (θi, n, cs) = ∆AS1(n)−∆s1 (θi, cs)numerical , (4.2.39)
δs2 (θi, n, cs) = ∆AS2(n)−∆s2 (θi, cs)numerical . (4.2.40)

The correction factors ∆d,∆s1,∆s2 can be stored in a look-up table, which requires the computa-
tions for several combinations of illumination angles and material properties.

Finally, including the BRDF (Ashikhmin and Shirley, 2000) in terms of correction factors
∆d,∆s1,∆s2 for the thermo-optical material properties leads to the following extension of the
radiation pressure coefficient from Eq. (4.2.20)

c�R(λ) = −2

(
cd(λ)∆d(λ)

3
+ cs(λ)∆s2(λ) cos γ

)
n+ (1− cs(λ)∆s1(λ)) s

�. (4.2.41)

Here, the correction factors are included in dependency of the wavelength because they can be
computed for different material properties of visible and infrared radiation.

Shadow function

In Eq. (4.2.6), the shadow function ν indicates whether the satellite is located in direct sunlight,
in shadow or in semi-shadow. As shown in Fig. 4.4a, the amount of solar radiation reaching the
satellite depends on the constellation of Earth, Sun and satellite. The shadow function is zero
in umbra, where SRP is not relevant, one in full sunlight, and deviates between zero and one in
between. For GRACE, the penumbra transition lasted nearly two minutes during January 2010,
when the β′ angle was about 37◦.

There exist different shadow functions from simple geometrical to complex physical. The most
basic shadow function is a cylindrical model that only distinguishes between sunlight and shadow
(e.g., Hubaux et al., 2012) with values of 1 and 0, respectively. However, as also demonstrated
in Fig. 4.4, penumbra regions exist, which should not be ignored. Geometrically more advanced
are conical models that enable to distinguish between sunlight, shadow, and semi-shadow. These
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(a) Sketch of a conical shadow function.

(b) Sketch of a shadow function that considers the physical processes that the light experiences by travelling
through the atmosphere.

Figure 4.4: Geometrical sketch of the shadow function in case of (a) a conical
model and (b) a model considering the effects of the atmosphere on the light’s
path. The dimensions in both figures are exaggerated here for demonstration
purposes.

conical models often assume a spherical Earth (Montenbruck and Gill, 2012), and sometimes an
oblate Earth (Adhya et al., 2004; Srivastava et al., 2014), which is obviously physically more correct.

Nevertheless, all geometrical models lack the consideration of the physical processes that the
light experiences by travelling through the atmosphere. Especially in the lower atmosphere, the
light’s absorption, scattering, and refraction, lead to changes in the travelling direction of the
light, its intensity as well as its spectral composition and shape. As exemplarily demonstrated in
Fig. 4.4b, these effects have an impact on the penumbra and umbra regions, even though the effect
is highly exaggerated in the drawing for demonstration purposes. Physical models considering the
light’s absorption, scattering, and refraction have for example been developed by Vokrouhlický et
al. (1993); Robertson (2015) and Li et al. (2018), of which the two recent ones are addressed in the
following. Recently, Li et al. (2018) developed the perspective projection based shadow function
with atmospheric effects (PPM_atm) that applies a reduction coefficient, which is a linear function
to account for the reduction of the solar flux after travelling through the atmosphere, together
with a precise geometrical approach to account for the oblate Earth. The model is freely available
on GitHub at https://github.com/whulizhen/PPM_atm_shadow_function, last access on July 6,
2023. A physically more complex model called Solar radiation pressure with Oblateness and Lower
Atmospheric Absorption, Refraction, and Scattering (SOLAARS) has been developed by Robertson
(2015). It considers the light’s absorption, scattering, and refraction together with the assumption
of an oblate Earth. Due to the complexity and computational effort of the original model, he
developed a curve-fitted model Solar radiation pressure with Oblateness and Lower Atmospheric
Absorption, Refraction, and Scattering Curve Fit (SOLAARS-CF) (Robertson, 2015), which is also
applied in this thesis and summarized in the following.

https://github.com/whulizhen/PPM_atm_shadow_function
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To simplify the SOLAARS model, the SOLAARS-CF model assumes a global average atmo-
sphere, constant visible material properties of the satellite’s surface, and neglects the tilt of the
Earth’s axis with respect to the ecliptic. The curve fit is based on two distances. At first, the
projection of the satellite’s position on the Earth-Sun direction is required

xR = −xsat · x̄sun, (4.2.42)

which results from the dot product of the satellite’s position xsat and the normalized position of
the Sun x̄sun both in a geocentric inertial system. Secondly, the satellite’s position is projected on
the plane perpendicular to the Earth-Sun direction

xe = xsat − (xsat · x̄sun) x̄sun. (4.2.43)

Then, the vector xe is separated into the components parallel xe‖ and perpendicular xe⊥ to the
unit normal of the ecliptic ē as

xe‖ =ē · xe, (4.2.44)

xe⊥ =
√
x2e − x2e‖. (4.2.45)

A scaling factor considering the Earth’s oblateness according to World Geodetic System 1984
(WGS84)

sO =
6378137.0

6356752.3142
(4.2.46)

is applied on xe‖ to adjust the distance xe and to account for the oblateness before the curve fit

x′e =

√
x2e⊥ +

(
s0xe‖

)2
. (4.2.47)

The curve fit is performed by fitting the function

ν =
1 + a1 + a2 + a1 tanh (a3 (x′e − a4)) + a2 tanh (a5 (x′e − a6)) + tanh (a7 (x′e − a8))

2 + 2a1 + 2a2
(4.2.48)

for each xR (Eq. (4.2.42)) before fitting each a coefficient as a function of xR. This yields the a1
to a8 coefficients as listed in Tab. 4.2. Note that the units of xR and x′e are in 106 meters.

Table 4.2: Curve fitting equations to compute the a coefficients, which are
required for evaluating the SOLAARS-CF shadow function (Robertson, 2015).

Equation b1 b2 b3 b4
a1 = b1e

b2xR + b3e
b4xR 0.1715 -0.1423 0.01061 -0.01443

a2 = b1xR + b2 0.008162 0.3401 - -
a3 = b1e

b2xR + b3e
b4xR 260.9 -0.4661 27.81 -0.009437

a4 = b1x
b2
R + b3 -0.006119 1.176 6.385 -

a5 = b1e
b2xR + b3e

b4xR 87.56 -0.09188 19.3 -0.01089
a6 = b1xR + b2 0.002047 6.409 - -
a7 = b1e

b2xR + b3e
b4xR 61.98 -0.1629 27.87 -0.02217

a8 = b1e
b2xR + b3e

b4xR 6.413 -0.0002593 -0.01479 -0.1318

In Fig. 4.5, different shadow functions are evaluated during the first penumbra transition in
July 2010 for GRACE-A at a 10 s resolution. Using the conical model, the satellite requires less
than 20 s to cross the penumbra region. In comparison, the penumbra transition with the physical
model PPM_atm lasts twice as long. With the SOLAARS-CF model, the penumbra transition
takes four minutes, however, the first and last values deviate less than 1% from one and zero,
respectively, and are thus not shown in the figure. For comparison, the shadow function is derived
by normalizing measured accelerometer data as suggested in Li et al. (2018)

νa =
at − as
au − as

(4.2.49)
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with the acceleration at at time t, the acceleration in umbra au and in sunlight as. Even though
the results of the most advanced model SOLAARS-CF are closest to the accelerometer-derived
function, the results of the latter have to be treated with care since they strongly depend on the
choice of the first and last data point. However, looking at further penumbra transitions confirms
that they last approximately two times longer when using physical models, which causes a difference
of 2× 10−9m/s2 in the modelled acceleration during one transition.

Figure 4.5: Penumbra transition from sunlight to umbra in July 2010 for
GRACE-A at a 10 s resolution from four different approaches. (1) conical
model (Montenbruck and Gill, 2012), (2) PPM_atm model (Li et al., 2018), (3)
SOLAARS-CF model (Robertson, 2015), (4) shadow derived from accelerome-
ter data as suggested in Li et al. (2018).

Besides the Earth, the Moon can shadow the sunlight reaching the satellite. In this thesis,
lunar eclipses are accounted for with the conical model by Montenbruck and Gill (2012) with the
assumption of a spherical Moon. Since overlapping of the Earth’s and the Moon’s shadow is very
rare (Zhang et al., 2019), these events are neglected here. For modelling the shadow of the Earth
and the Moon, the planetary and lunar ephemeris DE 421 (Folkner et al., 2008) are applied.

Another shadowing effect is the self-shadowing, which is often ignored in satellite force mod-
elling. Mazarico et al. (2009) found that the effect of this phenomenon strongly depends on the
shape of the satellite. Löcher and Kusche (2018) apply self-shadowing within an SRP model for
the Lunar Reconnaissance Orbiter (LRO) spacecraft. As mentioned in the context of BRDFs, Ken-
neally and Schaub (2017) apply ray-tracing models from graphics rendering software to consider
self-shadowing, as well as self-reflection, for the Mars Reconnaissance Orbiter. Both orbiters men-
tioned above had a complex shape as compared to GRACE, and SRP plays a much larger role in
the lunar and Mars force models.

For the GRACE satellites, self-shadowing has been considered in Wöske et al. (2019), but was
found to cause a rather small effect. Here, the self-shadowing is only relevant for a very short time
span, when the aprons shadow the satellite’s nadir panel, which leads to changes in the cross-track
acceleration of the satellite. Therefore, the self-shadowing of both solar and Earth radiation is
neglected in this study, however, the influence of self-shadowing and multiple reflections has to be
reviewed when transferring the model to other spacecraft as considered, e.g., in List et al. (2015).

4.2.2 Earth radiation pressure

The interaction of the outgoing radiation of the Earth and the satellite’s surface lead to the ERP
acceleration. The Earth’s outgoing flux is about 280W/m2, of which the longwave flux, i.e. the
Earth’s thermal infrared radiation, contributes twice as much as the sunlight reflected at the Earth’s
surface and atmosphere known as shortwave flux. Both the Earth’s outgoing longwave and short-
wave radiation reaching the satellite depend on the constellation of Sun, Earth, and satellite includ-
ing the satellite’s altitude above the Earth’s surface. Similar to SRP, the radiation can be reflected
or absorbed depending on the surface material of the satellite. The contribution of the Earth’s
outgoing radiation to the ERP acceleration is also related to the satellite’s mass and surface area.
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The ERP acceleration is generally modelled analytically. The analytical model from Knocke
et al. (1988) and Knocke (1989) is still widely used and combines the findings from Rubincam and
Weiss (1986) and McCarthy and Martin (1977), which were the most advanced approaches until
then. To discretize the Earth’s surface, Knocke et al. (1988) follow the suggestion by McCarthy and
Martin (1977) to divide the satellite’s Field of View (FoV) into segments. The FoV or sometimes
called footprint is the part of the Earth, which is geometrically visible from the satellite. For each
segment of the footprint, Knocke et al. (1988) model the Earth’s outgoing fluxes by approximating
seasonal averages of satellite-derived albedo and emissivity data from Stephens et al. (1981) with
second degree zonal harmonic functions similar to Rubincam and Weiss (1986) to account for
the latitude-dependency dominating the data. Albedo is here the ratio of outgoing to incoming
shortwave fluxes, and emissivity is the ratio of outgoing longwave flux to incoming shortwave flux.
Knocke et al. (1988) assume that the outgoing radiation behaves perfectly diffuse so that Lambert’s
cosine law can be applied to obtain the radiation at the satellite’s position. Summing up the ERP
acceleration due to radiation originating from each segment yields the total ERP acceleration.

After Knocke et al. (1988), several studies applied more sophisticated albedo and emissivity
maps derived from the Earth Radiation Budget Experiment (ERBE) mission as in Martin and
Rubincam (1996); Ziebart et al. (2005), or from the CERES project as in Ziebart et al. (2005);
Ziebart et al. (2007); Rodríguez-Solano et al. (2012); Montenbruck et al. (2018); Bury et al. (2019);
Visser et al. (2019); Wöske et al. (2019); Wöske (2020) and Bhattarai et al. (2022), which also
enable a higher resolution of the discretization of the Earth’s surface. These updated models are
generally applied in the force modelling of LEO satellites (e.g., Visser et al., 2019a; Wöske et al.,
2019), and even though the magnitude is small at Medium Earth Orbit (MEO) altitudes, ERP
should not be neglected for GNSS satellites (e.g., Ziebart et al., 2007; Rodríguez-Solano et al.,
2012; Li et al., 2017; Bhattarai et al., 2022). For altimetry satellites, accurate ERP models are
essential since systematics in the radial orbit position directly impact the measured sea surface
height. However, high resolution radiation data are rarely considered (Mao et al., 2021; Rudenko
et al., 2023). In addition, attempts to account for the anisotropic reflection at the Earth’s surface
have been made by Taylor and Stowe (1984); Rubincam et al. (1987) and Vokrouhlický and Farinella
(1995). Martin and Rubincam (1996) applied the most sophisticated approach, where albedo data
from ERBE were transformed to the satellite’s position with the consideration of solar zenith angle,
surface area, and cloud coverage. A further development of this approach has been published in
Vielberg and Kusche (2020), which is outlined below.

Empirical methods are mainly applied to absorb the mismodelling of SRP accelerations. Assum-
ing that some of the empirical parameters are related to the solar flux, others need to be estimated
consistently with the ERP modelling. A combination of empirical SRP and analytical ERP models
is widely used in the GNSS community (e.g., Ziebart et al., 2007; Rodríguez-Solano et al., 2012).

Based on the general RP model for one surface panel (Eq. (4.2.5)), the analytical ERP acceler-
ation reads

aERP =
A

m

∫
∆
cos (γ)

∫
λ
c⊕R(λ)P⊕(λ)dλdω. (4.2.50)

In Eq. (4.2.50), A/m denotes the area to mass ratio and γ is the angle between the incident radiation
and the normal vector of the surface panel. In line with the SRP model, a wavelength-dependent
representation of the flux is considered. The radiation pressure coefficient cR and the radiation
pressure P depend on the wavelength λ, and the spectrum of P is specified for the Earth ⊕. As
mentioned above, the RP accelerations are commonly computed in an inertial coordinate system
and are transformed to a satellite body-fixed coordinate system using the satellite’s attitude data.

To be consistent with SRP modelling, the satellite’s mass m, surface area A, and the radiation
pressure coefficient cR are considered in ERP modelling in the same way, thus, please refer to
Sect. 4.2.1 for details. The integration over the satellite’s FoV (∆ in Eq. (4.2.50)) is discretized by
accumulating the ERP acceleration over each surface element. This means that the Earth’s surface
is divided into segments, for which the outgoing radiation for each wavelength needs to be derived
from satellite-based radiation data sets. Thus, in the following the integration of the radiation
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pressure of the Earth ∫
∆

∫
λ
P⊕(λ)dλdω (4.2.51)

will be derived and explained in detail including the discussions of current standards and suggestions
of possible extensions. First, the radiation pressure for one segment of the Earth’s surface acting
on the satellite is derived from the radiance, then different wavelengths of the Earth’s outgoing
radiation are considered and finally, the discretization of the satellite’s field of view is introduced.

From radiance to radiation pressure

Following Knocke et al. (1988) and Nicodemus et al. (1977), the radiance L is the portion of the
flux dΦ leaving a surface element per solid angle dΩ and per area projected normal to the given
beam direction dω cosα

L =
dΦ

dΩdω cosα
. (4.2.52)

Rearranging the definition of the radiance for the flux and considering that the flux reaches a surface
area A (e.g., of a satellite) orthogonal to the beam direction at distance r from the radiating surface
element yields

dΦ = L
A

r2
dω cosα. (4.2.53)

Linking the flux and the radiation pressure, which is the flux divided by the speed of light c and a
surface area, which cancels out, leads to

P = L
dω cosα
cr2

. (4.2.54)

This equation can be adopted for the ERP caused by the wavelength-dependent outgoing radi-
ance L⊕(λ) of a discretized segment dω on the Earth’s surface with area ∆ω∫

λ
P⊕(λ)dλ =

∫
λ
L⊕(λ)

dω cosα
c|x− xE|2

dλ. (4.2.55)

The angle between the segment’s surface normal and the satellite is denoted with α, and |x− xE|
is the distance from the surface segment of the Earth to the satellite (see Fig. 4.6).

Integration over all wavelengths

As mentioned above, the Earth’s outgoing radiation consists of a shortwave and a longwave part.
Thus, the integration over different wavelengths simplifies to∫

λ
P⊕(λ)dλ = (LSW↑ + LLW↑)

dω cosα
c|x− xE|2

. (4.2.56)

The computation of the shortwave and longwave radiances LSW↑ and LLW↑ at a surface element
will be described in the following according to Knocke et al. (1988) based on albedo and emissivity,
before alternative formulations will be presented.

Knocke’s formulation of the shortwave radiance

Beginning with the shortwave part, Knocke et al. (1988) introduce the albedo of a surface element

a =
ΦSW↑
ΦSW↓

(4.2.57)

as the ratio of outgoing and incoming shortwave fluxes ΦSW↓ and ΦSW↑. The shortwave flux leaving
the surface element dω can be obtained from the integration of the flux (Eq. (4.2.53)) over the total
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Figure 4.6: Geometry of the ERP for one discretized surface element dω. x is
the vector pointing from the Earth’s centre to the position of the satellite, x�
is the vector pointing from the Earth’s centre to the Sun, and xE is the vector
pointing from the Earth’s centre to the centre of the segment on the Earth’s
surface. Then, the vector from the centre of the surface element to the Sun and
the satellite result from x� − xE and x− xE, respectively. The angle between
the surface normal n and x− xE is denoted with α.

hemisphere

dΦSW↑ =

∫
H2

LSW↑
A

r2
dω cosα (4.2.58)

= dω
∫
H2

LSW↑ cosα
rdα sinαdψ

r2
(4.2.59)

= dω
∫ π

2

α=0

∫ 2π

ψ=0
LSW↑ sinα cosαdαdψ. (4.2.60)

Assuming that the Earth’s surface reflects purely diffuse, Lambert’s law can be applied. Thus, the
outgoing flux is independent of the angles α and ψ, and simplifies to

dΦSW↑ = LSW↑dω
∫ π

2

α=0

∫ 2π

ψ=0
sinα cosαdαdψ (4.2.61)

= πLSW↑dω. (4.2.62)

The incoming shortwave flux ΦSW↓ on the surface element in Eq. (4.2.57) with angle θ between the
surface normal and the incoming flux (see Fig. 4.6) can be expressed as

ΦSW↓ = Es cos θdω, (4.2.63)

with
Es =

Φsc
4πr2

. (4.2.64)
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Here, Φsc is the total solar flux, which is directly related to the solar irradiance Es. Inserting
the formulations for the outgoing fluxes (Eqs. (4.2.62), (4.2.63)) in the expression for the albedo
(Eq. (4.2.57)) and rearranging it for the shortwave radiance yields

LSW↑ =
aEs cos θ

π
. (4.2.65)

Knocke’s formulation of the longwave radiance

The longwave radiance LLW↑ at a single surface element of the Earth is based on the emissivity

e =
MLW↑
MB ↑

. (4.2.66)

Emissivity is defined as the ratio of the longwave exitanceMLW↑ and the exitanceMB, which results
from the assumption that the solar radiation is instantaneously re-emitted into space isotropically,
i.e., the Earth is assumed to be a black body (Knocke et al., 1988). Under this assumption, the
exitanceMB can be obtained from a quarter of the solar irradiance Es, which corresponds the solar
radiation reaching the Earth’s cross sectional area

MB =
Es
4
. (4.2.67)

The longwave exitance MLW↑ can be related to the radiance LLW↑ with the assumption that the
Earth’s surface is a perfect diffuse emitter similar to the outgoing shortwave flux in Eqs. (4.2.58) -
(4.2.62) as

MLW↑ =
ΦLW↑
dω

(4.2.68)

=
LSW↑dω

∫ π
2
α=0

∫ 2π
ψ=0 sinα cosαdαdψ
dω

(4.2.69)

= πLLW↑. (4.2.70)

Combining the equations for the exitances Eqs. (4.2.67) and (4.2.70) with the expression of the
emissivity (Eq. (4.2.66)) yields the outgoing longwave radiance

LLW↑ =
eEs
4π

. (4.2.71)

Knocke’s radiation pressure formulation

Now both the outgoing shortwave and longwave radiances (Eqs.(4.2.65), (4.2.71)) can be inserted
into the formulation of the radiation pressure of a single surface element (Eq. (4.2.56)), which yields∫

λ
P⊕(λ)dλ =

(
τaEs cos θ +

eEs
4

)
dω cosα

cπ|x− xE|2
. (4.2.72)

Since the albedo depends on the illumination of the surface area, an illumination factor τ , which
is zero during night and one during day, is considered here.

Knocke’s representation of albedo and emissivity

To compute the radiation pressure according to Eq. (4.2.72), the albedo a and emissivity e need
to be obtained at the Earth’s surface element. A second degree zonal harmonic function is used in
Knocke et al. (1988) to approximate the seasonally averaged satellite-derived albedo and emissivity
maps from Stephens et al. (1981) as

a = a0 + a1P1(sinφ) + a2P2(sinφ), (4.2.73)
e = e0 + e1P1(sinφ) + e2P2(sinφ), (4.2.74)
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with the Legendre polynomial Pn(sinφ) depending on latitude φ and

a1 = c0 + c1 cos
(
t− t0
365.25

)
+ c2 sin

(
t− t0
365.25

)
, (4.2.75)

e1 = k0 + k1 cos
(
t− t0
365.25

)
+ k2 sin

(
t− t0
365.25

)
. (4.2.76)

Here, t denotes the time given in Julian date and t0 is set to December 22, 1981 (Knocke et al.,
1988). The coefficients resulting from the fit mentioned above are a0 = 0.34, c0 = 0, c1 = 0.1,
c2 = 0, a2 = 0.29 for albedo, and e0 = 0.68, k0 = 0, k1 = −0.07, k2 = 0, e2 = −0.18 for emissivity.
This harmonic representation is not able to account for long-term changes in the radiation, e.g.,
due to variations in snow coverage or vegetation.

Alternative representation of albedo and emissivity

Since albedo and emissivity are indeed strongly latitude-dependent, the formulation of the radiation
pressure from Knocke et al. (1988) based on albedo and emissivity is still a good approximation.
However, the representation of albedo and emissivity has gone through a considerable development
due to the availability of the CERES measurements at TOA. The data sets used for albedo and
emissivity differ in recent publications. For example, Rodríguez-Solano (2009) derives albedo and
emissivity from monthly CERES data with a latitude-dependent approximation similar to Knocke
et al. (1988) and Montenbruck et al. (2018) use a harmonic representation based on CERES EBAF
TOA data.

Such harmonic representations are still very efficient, however, since the computational efficiency
improved immensely since 1980s, one has to balance the efficiency against the accuracy, which can
be improved by applying albedo and emissivity from satellite data at the position of the Earth’s
surface element directly. For example, Bury et al. (2019) apply monthly CERES EBAF TOA data,
Visser et al. (2019) use monthly SYN1deg data, and Wöske et al. (2019) and Vielberg and Kusche
(2020) use hourly SYN1deg data. As mentioned before, unlike the EBAF product, the SYN1deg
product is not constrained to the heat content from ocean reanalysis (Loeb et al., 2018) and thus
contains average biases around 1-2W/m2. Adding 1W/m2 to the global average of the Earth’s
outgoing longwave or shortwave radiation changes the radial ERP acceleration by up to 1%. The
EBAF product has a monthly resolution, whereas the SYN1deg data is available hourly, which
means that one no longer requires using an illumination function to consider the shortwave flux
only at the dayside.

Alternative representation of the radiance

With the availability of CERES observations of the Earth’s outgoing radiation TOA, there is no
need to approximate the radiances by expressions of albedo and emission in the RP computa-
tion (Eq. (4.2.56)) any more. Thus, in Vielberg and Kusche (2020) we suggested an alternative
formulation of the shortwave and longwave radiances LSW↑ and LLW↑. This model has already
been adopted for applications such as the estimation of precise orbits or the thermospheric density
(Krauss et al., 2020; Wang et al., 2023) and is derived in the following.

According to Eq. (4.2.70), the longwave exitance MLW can be related to the longwave radiance
with the assumption of diffuse emissivity by

LLW↑ =
MLW↑
π

. (4.2.77)

Combining Eq. (4.2.62) dΦSW↑ = πLSW↑dω with the definition of the exitance, which is related to
the flux ΦSW↑ by

MSW↑ =
ΦSW↑
dω

, (4.2.78)

results in the same relation for the shortwave radiance

LSW↑ =
MSW↑
π

. (4.2.79)
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The exitance MSW↑ and MLW↑ can be obtained from CERES data directly. Using these variables,
the integrated radiation pressure in Eq. (4.2.56) becomes∫

λ
P⊕(λ)dλ =

(
MSW↑ +MLW↑

) dω cosα
cπ|x− xE|2

. (4.2.80)

In this thesis, the fields of observed hourly outgoing shortwave and longwave fluxes at TOA from
CERES SYN1deg Ed4.1 are applied (NASA/LARC/SD/ASDC, 2017). This is possible since the
term flux in the CERES processing is defined as the energy flow per unit area over unit time and is
given in W/m2, which is the same as the exitance. Another advantage of applying the observations
of the outgoing longwave flux directly is that the delay between the incoming radiation and emitted
thermal radiation is automatically considered, which is not the case in Knocke et al. (1988), where
instantaneous emission of the incoming radiation has been assumed.

Extended representation of the radiance with ADMs

Strictly speaking, the formulation of the Eq. (4.2.82) misses an important point namely the consid-
eration of the angular dependence of Earth’s outgoing radiation. In the CERES data processing,
so-called ADMs (Su et al., 2015a; Su et al., 2015b) are applied in the estimation of the global
fluxes from in-situ radiances from space. Thus to be consistent, computing ERP accelerations at
the position of a satellite requires the back-projection from CERES fluxes to radiances with the
same ADMs as in the CERES data processing.

Then, the relation between the exitance L (both shortwave and longwave) at one surface element
of the Earth and the radiance M with the consideration of ADM anisotropic factor R (Su et al.,
2015a, Eq. (2)) reads

L (θ, α,Φ) =
M (θ)R (θ, α,Φ)

π
. (4.2.81)

Here, the dependency on the geometry according to Fig. 4.7 is introduced as well. The radiance
depends on the solar zenith angle θ only, whereas the exitance and the anisotropic factor additionally
depend on the instrument’s viewing zenith angle α and relative azimuth angle Φ. The concept of the
ADMs is similar to that of the BRDFs, which was used above to consider the anisotropic reflection
at the satellite’s surface. Instead of the thermo-optical material coefficient of the satellite’s surface,
the reflection properties of the Earth as seen from space are required. Thus, besides the constellation
of satellite, Sun, and Earth as shown in Fig. 4.7, ADMs, and thus the anisotropic factor R, depend
on the land coverage and cloud properties, which make the concept more complex.

Figure 4.7: Geometry required for applying ADMs according to Suttles et al.
(1988) (Fig. 1) with solar zenith angle θ, instrument’s viewing zenith angle α
and relative azimuth angle Φ. The grey area assigns the target area.
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With the consideration of the anisotropic reflection, the radiation pressure of the Earth for one
surface element becomes∫

λ
P⊕(λ)dλ =

(
MSW↑RSW↑ +MLW↑RLW↑

) dω cosα
cπ|x− xE|2

. (4.2.82)

The equation is written without the angular dependency for better readability.
Most recently, Vielberg and Kusche (2020) considered ADMs consistently in ERP modelling

with CERES data. Applying the state-of-the-art ADMs (Su et al., 2015a; Su et al., 2015b) would
be fully in line with the current CERES processing. However, they are not publicly available.
The latest available ADMs are the CERES Terra ADMs (Loeb et al., 2007). Applying them in
the CERES TOA data processing, the error due to radiance-to-flux conversion is 10W/m2 for
shortwave fluxes and 3− 5W/m2 for longwave fluxes (Loeb et al., 2007). For CERES TOA fluxes,
the error due to radiance-to-flux conversion is 10W/m2 for shortwave fluxes and 3 − 5W/m2 for
longwave fluxes (Loeb et al., 2007). Compared to the total error in radiance-to-flux conversion,
the differences of monthly mean TOA fluxes when using the previous ERBE ADMs compared to
Terra ADMs in the CERES processing result in larger monthly mean TOA fluxes of 1.8W/m2 and
1.3W/m2 for shortwave and longwave, respectively (Loeb et al., 2007). In this thesis following
Vielberg and Kusche (2020), the ERBE ADMs developed by Suttles et al. (1988) and Suttles et al.
(1989) are applied. However, the fact that older ADMs are likely to overestimate CERES TOA
fluxes should be kept in mind.

In general, the ERBE ADMs depend on the viewing zenith angle (see Fig. 4.7) and on twelve
scene types, which consider nine basic types of cloud coverage and land cover and three mixed
types (Suttles et al., 1988). We use the cloud area fraction provided within the CERES SYN1deg
data at the same temporal and spatial resolution as the used fluxes to distinguish between clear sky
(0-5% coverage), partly cloudy (5-50% coverage), mostly cloudy (50-95% coverage), and overcast
(95-100% coverage). The land cover type used to determine the scene type differentiates between
ocean, land, snow, desert, and land-ocean mix. In this thesis, the global land cover map generated
from MODIS/Terra and Aqua Combined Land Cover Type CMG Yearly Global 0.05 Deg V006
(Friedl and Sulla-Menashe, 2015) in Vielberg and Kusche (2020) is used. Since the application of
ERBE ADMs requires only five land cover types instead of 17 as assigned in the MODIS data, snow
and ocean areas are adopted directly, whereas barren land with up to 10% vegetation are assigned
to desert, and the remaining types correspond to land. Within a majority voting, which is required
to obtain the land cover type at a spatial resolution of 1◦ (similar to the available fluxes) instead
of 0.05◦, grid cells are assigned as coastal region, if they contain at least 20% of ocean as well as
any other land type (land, desert, snow). The MODIS land cover maps are available yearly since
2001, however, at a spatial resolution of 1◦ land cover changes are minor and are thus disregarded.
In this thesis, the land cover maps of the year 2010 are used, which is approximately in the middle
of the GRACE lifetime. Since the five final scene types are rather general, updating the land cover
map is not expected to be necessary when extending the evaluation period. The final land cover
map is presented in Fig. 4.8.

Since the assigned snow regions are permanently covered by snow, information on seasonal
snow coverage is taken from the snow/ice percent coverage, which is available within the CERES
auxiliary surface data derived from the National Snow and Ice Data Center.

Additionally, ADMs for the longwave flux depend on the season and the co-latitude, whereas
shortwave ADMs depend on the relative azimuth angle and the solar zenith angle (see Tab. 2 in
Suttles et al., 1988).

Integration over the satellite’s FoV

Above, the radiation pressure acting on the surface panel of the satellite was formulated for one
surface element of the Earth. To obtain the radiation pressure reaching the surface panel of a
satellite, the integration over the satellite’s FoV (∆ in Eq. (4.2.50)) is required. The surface area
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Figure 4.8: Land cover map used to determine the scene type for the angular
distribution model in ERP modelling (Vielberg and Kusche, 2020).

SFoV of the FoV (e.g., Girardin, 2016) can be computed from

SFoV = 2π|xE|2
(
1− |xE|

|x|

)
, (4.2.83)

where |xE| is the radius of Earth, and |xE|
|x| is equal to cosψ, where ψ is the opening angle seen

from the Earth and the distance |x| from the centre of Earth to the satellite.
To discretize the FoV, Knocke et al. (1988) suggested a ring-like discretization, which results

in 19 surface elements (more elements are possible) and is still a widely-used standard (e.g., Mon-
tenbruck and Gill, 2012). Each ring k consists of 6k segments resulting in the total number of m
segments, so that SFoV =

∑m
j Sj . Note that the first segment is equal to the cap of the sphere

with surface area S. The area S of each segment is computed as

S =
SFoV
m

=
2π|xE|2

m

(
1− |xE|

|x|

)
, (4.2.84)

so that the segments of the footprint at a specific satellite position have the same area. Instead
of dividing the footprint into rings and sections, Li et al. (2017) suggested to reorganize the 1◦
CERES data into 6 levels of triangles.

Other recent publications assume a grid of 2.5◦ in longitude and latitude (Doornbos et al.,
2009; Rodríguez-Solano et al., 2012) to discretize the FoV. Since Earth’s outgoing radiation data
from CERES are currently available on a grid of 1◦ in longitude and latitude, in this thesis the
FoV is divided into segments of the same size as, e.g., in Visser et al. (2019); Wöske et al. (2019).
Thus, currently a grid of 1◦ appears sufficient, however, in case the spatial resolution of the Earth’s
outgoing radiation data increases, the resolution of the discretization of the FoV should increase
as well. In any case, the area of a pixel of the global radiation map in row r and column c with
index j = c(r− 1)/R, which corresponds to the number of pixels of a global map with a resolution
of R× C pixels (R= 180 and C= 360 for CERES data), is computed according to Doornbos et al.
(2009) from

S =
4π|xE|2

R
sin
(
π/2

C

)
sin
(
(c− 0.5)π

C

)
. (4.2.85)

The pixel in the top left of the map is defined as 90◦ in latitude and −180◦ in longitude. Since
the CERES maps are defined at TOA, the surface elements are discretized at an altitude of 20 km
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above the Earth’s surface (Loeb et al., 2018). To conclude, approximating the discretizing by using
rings or triangulation methods decreases the computational runtime, however, discretizing the grid
at the resolution of the radiation data sets is more accurate.

Finally, combining the discretization of the wavelengths with the discretization of the surface
integral, the ERP acting on one surface panel of the satellite from Eq. (4.2.51) can be written as∫

∆

∫
λ
P⊕(λ)dλdω =

∑
j

(
LjSW↑ + LjLW↑

) Sj cosαj
c|x− xEj |2

(4.2.86)

=
∑
j

(
M j

SW↑R
j
SW↑ +M j

LW↑R
j
LW↑

) Sj cosαj
cπ|x− xEj |2

. (4.2.87)

Here, the integration over the satellite’s FoV is discretized by the summation over all surface
elements j with the discretized area S and the integration over all wavelengths is considered by
the Earth’s outgoing shortwave LSW↑ and longwave LLW↑ radiance for each surface element, which
can be obtained in different ways as explained above. In Eq. (4.2.87), it is obtained from the
combination of CERES data in M with ADM anisotropic factor R.

4.2.3 Lunar radiation pressure

Not only the radiation of Sun and Earth can lead to radiation pressure accelerations on celestial
objects, but also the radiation of the Moon. The so-called lunar albedo acceleration results from
the reflected sunlight at the Moon’s surface and effects the motion of space objects in the lunar
vicinity. Strictly speaking, the sunlight reflected at the Earth’s surface reaching the Moon also
contributes to lunar albedo. As for the Earth, there is not only an outgoing shortwave, but also
a longwave radiation, since its temperature is above 0K. The resulting acceleration is known as
lunar thermal emissivity (Lemoine et al., 2013; Wirnsberger et al., 2018).

Early studies (Kirpichnikov, 1968) on the motion of lunar satellites consider solar and lunar
radiation pressure for models. Later on in the context of lunar gravity field determination, a few
studies consider the lunar radiation pressure accelerations. Floberghagen et al. (1999) investigated
the lunar albedo force modelling for low lunar orbits in the context of future lunar gravity field
determination. Their model is based on the ERP model by Knocke et al. (1988) (see Sect. 4.2.2), i.e.,
the reflected radiation is derived from the incoming solar radiation at the position of the Moon and
the albedo model Delft Lunar Albedo Model I (DLAM-1), which is provided in terms of spherical
harmonic coefficients until degree and order 15. The same approach is applied in Wirnsberger
et al. (2018) within the computation of the Graz Lunar Gravity field Model (GrazLGM) and in
Löcher and Kusche (2018) within the precise orbit determination of LRO. In addition, Konopliv
et al. (2013) and Wirnsberger et al. (2018) consider the acceleration due to the lunar thermal
emissivity, which requires an assumption of the lunar emissivity coefficient. Racca (1995) studied
the thermal characteristics of the Moon and derive different temperature models similar to those
used for the computation of the satellite’s surface temperature in the TRP modelling (Sect. 4.2.4)
and obtain an average infrared emissivity coefficient of 0.97, which is applied in Wirnsberger et al.
(2018). Instead of assuming a constant emissivity, Lemoine et al. (2013) apply a temperature-based
emissivity depending on latitude and local time, where the temperature results from

T = max
(
Tmax(cosφ)

1
4 ,Tmin

)
, (4.2.88)

with Tmax = 375K, Tmin = 100K and the angle φ to the subsolar point. Applying Stefan-
Boltzmann’s law results in the emissivity coefficient

e =
σT 4

c
(4.2.89)

with speed of light c and Stefan-Boltzmann constant σ = 1.380649 · 10−23J/K. This emissivity
model is, e.g., applied by Löcher and Kusche (2018) in the precise orbit determination of LRO.
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With the availability of albedo and emissivity data for the Moon, the LRP acceleration can
be computed following the same principle as the ERP model by Knocke et al. (1988) shown in
Eq. (4.2.72) and is therefore not shown here again. In the low lunar orbit, the resulting acceleration
reaches ≈ 20% of the SRP acceleration peaking to 10 nm/s2 and causing orbit perturbations of 1-
2m per week (Floberghagen et al., 1999). For LEO satellites, the LRP acceleration is relatively
small due to the large average distance between Earth and Moon of 378,000 km (Williams, 2021).
For example, for GRACE-A on January 1, 2010, the lunar radiation pressure implemented with
emissivity according to Lemoine et al. (2013) and albedo following Floberghagen et al. (1999)
yields 2 · 10−13m/s2, which is approximately 10,000 times smaller than the ERP acceleration.
Consequently, LRP accelerations as well as accelerations from shortwave and longwave radiation
of other celestial objects are commonly not considered in LEO force modelling.

4.2.4 Thermal re-radiation pressure

The electromagnetic radiation of the Sun as well as the reflected and emitted radiation of the Earth
do not only cause a radiation pressure acceleration on the satellite. In addition, the electromagnetic
radiation, which is absorbed at the satellite’s surface, heats up the illuminated surface. According
to the physics of heat transfer mechanisms, this leads to temperature variations of the whole
spacecraft. The emissivity of the satellite’s thermal energy following the Stefan-Boltzmann law
causes an acceleration, which depends on the absorbed radiation, the satellite’s internal and external
geometry, and the thermo-optical material properties.

Different terminology for this effect can be found in the available literature (e.g., Ciufolini et
al., 2018). On the one hand, this topic is treated in geodetic literature on POD, on the other
hand there is astrophysics literature on the thermal balance of small bodies in the universe. The
thermal radiation due to the solar radiation is often referred to as Yarkovsky or Yarkovsky-Schach
effect, whereas the thermal effect due to Earth infrared radiation is known as Earth Yarkovsky or
Yarkovsky-Rubincam effect, which has first been investigated by Rubincam (1987) and Rubincam
(1988) when explanations for the unexpected orbit decay of LAGEOS became relevant for further
applications (Bertotti and Iess, 1991; Scharroo et al., 1991; Rubincam et al., 1997). Since the
resulting acceleration acts in the anti-along-track direction for non-rotating spherical satellites,
this effect is sometimes referred to as thermal drag (Ciufolini et al., 2018). For rotating spherical
satellites, the force resulting from the re-radiation is directed along the spin axis of the hotter
part of the satellite (Scharroo et al., 1991). Due to the satellite’s rotation, a thermal lag needs
to be considered as well when modelling its thermal re-radiation (e.g., Scharroo et al., 1991). In
this thesis, I use the term TRP acceleration for the re-radiation of heat considering the absorbed
radiation due to the total electromagnetic radiation reaching the satellite.

The TRP acceleration acting on satellites with a panel model has already been investigated
since the early 1990s in the context of POD for the TOPEX/POSEIDON spacecraft (e.g., Marshall
et al., 1992; Antreasian and Rosborough, 1992). More recently, TRP models have been studied
(Adhya, 2005; Bhattarai et al., 2022) and considered in simplistic ways (Montenbruck et al., 2015)
for GNSS satellites. Additionally, Rievers (2012) developed high precision TRP models for complex
satellites using finite element satellite models, which allow for the consideration of delayed thermal
re-radiation due to rerouted heat generated by the satellite’s electrical components. TRP force
models for the lunar gravity field mission GRAIL applied finite element models as well (Fahnestock
et al., 2012). A finite element approach for TRP modelling including transient heating and heat
conduction for GRACE has been developed by Wöske et al. (2019). Such high-fidelity models rely
on the information provided by the manufacturers.

Beyond the application of TRP modelling for satellite dynamics, recent publications investigate
the orbits of asteroids under consideration of TRP (Bottke et al., 2006; Deo and Kushvah, 2017). In
this context, the Yarkovsky-O’Keefe-Radzievskii-Paddack (YORP) effect has also been investigated,
which is relevant for rotating spherical satellites due to the thermal torque that changes the object’s
spin rate and axis (Vokrouhlický and Bottke, 2012) caused by its irregular thermal radiation.
Furthermore, this effect is relevant for comet outgassing caused by surface temperature rises (Hu
and Shi, 2021).
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Since the TRP acceleration is approximately at the same order of magnitude as the ERP accel-
eration for LEO satellites (see Fig. 1.1), this effect should be considered in precise non-gravitational
force modelling. Thus, the next sections provide an overview of the analytical TRP modelling based
on a static and an advanced model, where the latter accounts for transient heating and heat con-
duction for a GRACE-like satellite closely following the implementation by Wöske et al. (2019);
Wöske (2020).

General formulation

The acceleration due to TRP can be derived from the general equation of the RP acceleration
(Eq. (4.2.5))

aRP =
A

m
cos (γ) cRP.

Since the TRP is a radiation leaving the satellite, the angle of the incoming radiation is no longer
relevant. In addition, the radiation pressure coefficient cR simplifies to −2/3n (with surface normal
n) when assuming Lambertian re-radiation, P becomes the absorbed radiation Pabs, and the area
to mass ratio A/m needs to be considered. Then, the TRP acceleration aTRP acting on a single
surface panel of the satellite can be written as

aTRP = −2

3

A

m
nPabs. (4.2.90)

With Stefan-Boltzmann’s law, the absorbed radiation is directly related to the temperature T of
the satellite’s surface by

Pabs = T 4εσ, (4.2.91)

with the panel’s emissivity coefficient ε and the Stefan Boltzmann constant σ. Inserting this into
Eq. (4.2.90) yields

aTRP = −2

3

A

m
εσT 4n, (4.2.92)

which is also the basis for TRP computations in Wöske et al. (2019).

Temperature from static (instantaneous) model

Since the surface temperature of a satellite’s panels is usually not measured, it has to be computed.
There are different algorithms to derive the surface temperature from the absorbed radiation.
The simplest formulation accounts for instantaneous re-radiation of the absorbed radiation at the
satellite’s surface (Montenbruck et al., 2015; Wöske et al., 2019). In this static case, the panel’s
temperature can be obtained from Stefan-Boltzmann’s law (Eq. (4.2.91)) as it is done in Wöske
et al. (2019) (Eq. (14)). Alternatively, instead of computing the temperature and then again the
radiation from temperature, the TRP computation can be included in the absorption term of the
radiation pressure coefficient for each panel of the satellite. In Montenbruck et al. (2015) and
Vielberg and Kusche (2020), this static TRP formulation has been included into the computation
of the radiation pressure coefficient (Eq. 4.2.21) for both SRP and ERP as

c�R(λ) = (1− cs) s− 2
(cd
3

+ cs cos γ +
ca
3

)
n. (4.2.93)

Temperature from transient heat-conductive model

Instead of considering instantaneous re-radiation of heat, a more advanced approach is to account
for the delayed re-radiation. Analytical formulations for the so-called thermal lag time have been
determined empirically for LAGEOS (e.g., Lucchesi, 2002) resulting in a thermal lag time around
3000 s. Instead of computing the thermal lag time, the acceleration resulting from the delayed
re-radiation of heat is formulated here following the advanced model by Wöske et al. (2019), which
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is a transient temperature model including heat conduction. In this case, the partial differential
equation (e.g. Elsner, 1988; Wöske et al., 2019, Eq. (16))

cpρ
∂T

∂t
= λ

∂2T

∂x2
(4.2.94)

needs to be solved for each panel with finite thickness x to obtain the outer surface temperature
T . Eq. (4.2.94) is also known as heat equation, which considers the material’s thermal diffusivity
(e.g. Elsner, 1988)

α =
λ

cpρ
, (4.2.95)

depending on the heat capacity cp, the density ρ, and the conductivity λ of the material. The
thermal diffusivity describes the temporal temperature change of a material through heat conduc-
tion due to a temperature gradient. The assumptions for the GRACE satellite are summarized in
Tab. 4.3 following Wöske et al. (2019), where cpρh was tuned so that the modelled and measured
non-gravitational accelerations of GRACE agree well. Consequently, the parameters might absorb
also the mismodelling of other non-gravitational accelerations and re-estimating the parameters
might be beneficial in case of applying a slightly different force model than in Wöske et al. (2019).
The parameters are assumed to be stable during the whole mission.

Table 4.3: Assumptions of heat capacity cp, density ρ, and conductivity λ of
the panels of the GRACE satellite adopted from (Wöske et al., 2019, Tab. 2),
who tuned cpρh such that the modelled and measured non-gravitational accel-
erations of GRACE agree well.

Panel Material cp ρ h λ
[J/kgK] [kg/m3] [mm] [W/mK]

Solar panel 540 2000 2.5 1.85
Left, right and top Insulation 1000 30 70 0.023

Honey comb 900 45 30 0.08
Kapton 1095 1400 0.1 0.2

Front and rear Insulation 1000 33 75 0.018
Honey comb 900 45 30 0.08

Nadir Teflon foil 1095 2000 0.1 0.2

To solve the partial differential equation (Eq. (4.2.94)), outer surface boundary condition and
initial conditions need to be considered, which are adopted from Wöske et al. (2019). The condition
that absorbed fluxes Pabs and radiated fluxes are the same at the outer surface is considered as

Pabs − εσT 4 = 0. (4.2.96)

Further boundary conditions are not required as an infinite panel is assumed when solving the
Partial Differential Equation (PDE). As initial condition, the internal heat production is assumed
to be 250W. Since the internal redistribution and production of heat strongly depends on the
satellite’s internal and external geometry, which is generally complicated to model, it would be
desirable for the precise force modelling of future missions to have measurements of the material’s
thermal diffusivity, of the internal heat production, or ideally direct measurements of the outer
surface temperature.

The solution of the partial differential equation (Eq. (4.2.94)) depends also on the initial tem-
perature. From an initial test, I found that the solution of the partial differential equation depends
on the initial temperature for approximately 15 orbital revolutions, when assuming initial temper-
ature values of 280K for every panel. Thus, to obtain stable results for the whole time period that
should be evaluated, better estimates of the initial temperature of each panel are required. These
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estimates are obtained here in an open loop run by solving the partial differential equation for 16
orbital revolutions assuming initial temperature values of 280K for every panel.

Another idea to obtain the satellite’s surface temperature, is using Coarse Earth Sun Sensor
(CESS) measurements. CESS is a sensor invented by Doll and Pitz (1999) and can be found on-
board GRACE, CHAMP and other missions. It consists of six sensor heads providing the satellite’s
orientation with respect to the Earth and the Sun, in case the star camera measurements are not
available. Each sensor head consists of a small glass plate with one silvered part and one black
part. The material properties of CESS on-board GRACE-A are αB = 0.95, εB = 0.85 for the black
plate, and αM = 0.1, εM = 0.86 for the mirror-like surface (Qioptiq, 2023). The measured variable
of CESS is the temperature. However, since the material of CESS is different from the satellite’s
surface, relating the measured temperature to the temperature of each surface might be possible but
would require several assumptions. Since the temperature is a measure for the absorbed radiation
at the sensor’s surface, the absorbed radiation is directly related to CESS measurements and could
be inserted in the TRP formulation under consideration of the varying absorption coefficients for
different materials. However, this requires the availability of CESS data, which is currently not the
case.

Absorbed radiation

As mentioned above, modelling the TRP acceleration according to both the static and the advanced
model (Eqs. (4.2.93), (4.2.94)) requires information about the absorbed radiation at the satellite’s
surface. The amount of absorbed radiation basically depends on the amount of incoming radiation,
the thermo-optical material properties and the satellite’s geometry. Changes in the radiation lead
to temperature variations, which in turn impact the acceleration. The computation of the absorbed
radiation is outlined in the following with some differences to Wöske et al. (2019).

Generally, the total absorbed radiation Pabs at each panel of the satellite results from the
amount of absorption of the incoming radiation of the Sun � and the Earth ⊕ weighted with the
absorption coefficient ca of the panel’s material. The incoming radiation at the position of the
satellite has already been introduced in Eq. (4.2.11) for the Sun and in Eq. (4.2.87) for the Earth.
In consideration with the absorption coefficients cavis and caIR from the macro-model for visible and
infrared radiation, respectively, we obtain the absorbed radiation of each panel from

Pabs =Pabs� + Pabs⊕ (4.2.97)

=

(
1AU
r�,sat

)2

P1 AUν
1

2
(caSW + caLW) cos (γ�)+∑

j

(
M j

SW↑R
j
SW↑caSW +M j

LW↑R
j
LW↑caLW

) Sj cosαj cos (γ⊕j

)
cπ|x− xEj |2

. (4.2.98)

Here, P�1 AU is the daily total solar irradiance at 1AU, which requires the projection to the
satellite’s position by the inverse-square law with the distance r�,sat between the satellite and the
Sun. The solar radiation is split into visible and infrared by equally considering the absorption
coefficients for shortwave and longwave radiation caSW and caLW . This is different from Wöske et al.
(2019), where the solar radiation is assumed to be constant and in the visible domain only. Then,
ν denotes the shadow function, which is obtained in this thesis according to Robertson (2015).
The panel’s orientation is taken into account by cos (γ), where γ denotes the angle between the
incoming radiation and the surface normal. To obtain the total absorbed radiation of the Earth,
the visible and infrared radiation for every surface element j with a resolution of 1◦ in longitude
and latitude are considered. M is the Earth’s outgoing flux in consideration of the ADMs denoted
by R. Instead of obtaining the shortwave flux from CERES albedo data and the incoming solar flux
as in Wöske et al. (2019), I include the outgoing fluxes from CERES SYN1deg data directly and in
line with ADMs. α is the angle between the element’s surface normal and the vector pointing from
the centre of each element to the satellite. Sj is the area of a discretized Earth surface element and
|x− xEj | denotes the distance from the surface element to the satellite.
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For GRACE, the macro-model provides the absorption coefficient for visible light caSW , which
fulfils the condition 1 = caSW + cdLW + csLW . As already discussed above, (see Sect. 4.2.1), it is not
defined for which wavelengths the provided thermo-optical material properties are valid. However,
here it is assumed that caSW can be used to obtain the absorbed visible solar radiation and the
absorbed shortwave radiation of the Earth at each panel of the satellite. For infrared radiation,
the macro-model provides an emission coefficient, which fulfils 1 = ceLW + cdSW + csSW . Due to
Kirchhoff’s law, one can assume that emission and absorption are equal for a given wavelength, i.e.,
the absorption coefficient for infrared solar radiation and the longwave radiation of the Earth for
each panel is the same as the given infrared emission coefficient. This is independent of the choice
of the temperature model, which considers either instantaneous or delayed re-radiation.

4.3 Satellite-induced forces

In addition to the aerodynamics and radiation pressure forces, several satellite-induced non-gravitational
forces act on a satellite. Their modelling is of importance for processing accelerometer measure-
ments, since they introduce a disturbance signal. The order of magnitude of satellite-induced
accelerations can be quite large as they occur in terms of spikes, however, their period is relatively
small in the order of seconds.

4.3.1 Temperature sensitivity

As mentioned in Sect. 3.1, the accelerometer data are very temperature-sensitive. This heat sensi-
tivity is also reported by Flury et al. (2008), who analysed spikes in the accelerometer data, which
is related to the activation of the 64 heater circuits lasting up to 40 s. The resulting artificial
accelerations have a complex pattern and can be up to 70 nm s−1. Flury et al. (2008) modelled the
accelerations due to heater switches by applying a high-pass filter to the accelerometer measure-
ments and extracting the data around the switch events.

4.3.2 Twanks

Twanks are another phenomenon, which effects the accelerometer data quality (Peterseim et al.,
2012). The reason of the resulting 0.2 s signal consisting of a high amplitude peak, which generally
fades out, is not clear yet. The twanks are visible in all three components with the largest effect in
the radial direction.

4.3.3 Magnetic torquers

Some spikes in accelerometer data can also be related to magnetic torques and their current changes
(Peterseim et al., 2012). Magnetic torquers are electromagnets used for attitude control. Peterseim
et al. (2012) developed an empirical model of torque-related spikes.

4.3.4 Thruster firings

In addition, thruster firings are visible in the accelerometer measurements especially in the along-
track and cross-track directions (Montenbruck and Gill, 2012). Thruster firings are required for
orbit control. Modelling the impact and removing the additional acceleration is possible with
knowledge of the timing and power of the thrusts using a suitable analytical model (see e.g., Mon-
tenbruck and Gill, 2012, pp. 105-107). Alternatively, the thruster events can be excluded from
further analyses.
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4.3.5 Antenna thrust

Another satellite-induced acceleration is the antenna thrust caused by the signal transmission.
This includes the acceleration due to the up- and down link as well as the acceleration caused by
other satellite-to-satellite tracking techniques such as the KBR measurement system on-board the
GRACE satellites. Since the transmitted signals are also electromagnetic radiations at different
wavelengths, the resulting antenna thrust acceleration can also be categorized as radiation pressure
acceleration. During the mission’s lifetime, this acceleration increases because the satellite’s mass
decreases due to the loss of fuel.

The acceleration due to antenna thrust

aAT =
P

cm
(4.3.1)

depends on the transmit power P of the antenna, the speed of light c and on the satellite’s mass m
(Milani et al., 1987; Eanes et al., 2000; Ziebart et al., 2004; Rodríguez-Solano, 2009; Steigenberger
et al., 2018). Studies on the antenna thrust are usually available for GNSS satellites due to the
continuous transmission of a large amount of radio navigation signals. Ziebart et al. (2007) found
that including the antenna thrust in the force model for GPS satellites reduces the anomaly between
SLR and International GNSS Service (IGS) orbits by 2 cm. For a Block I GPS satellite transmitting
radio navigation signals with a power of about 80W, the antenna thrust is especially relevant in
the radial direction resulting in an acceleration of 5.3 · 10−10 m

s2 (Rodríguez-Solano, 2009), which is
larger than the ERP acceleration at the altitude of GPS satellites.

The antenna thrust has - at least to my knowledge - not yet been investigated for GRACE(-
FO). Each GRACE satellite is equipped with antennas for up- and downlink using S-Band. Both
are active during short-time fly-over periods of a few ground stations, e.g., the main downlink
station for GRACE(-FO) is Ny-Ålesund, Norway (Falck et al., 2020). The resulting acceleration
is expected to be multiple times smaller than the transmitting power of radio navigation signals
for GNSS satellites. However, this effect cannot be considered in the experiments of this thesis,
since reliable information about the receiver and transmitter power as well as their duration are
not publicly available. Nevertheless, long-term perturbations of the orbit due to the thrust of the
S-Band antenna cannot be excluded and should be kept in mind as a possible source of error in the
force modelling.

In comparison to the occasional activity of up- and downlink antennas, the distance between
the satellites is measured continuously using the KBR, and for GRACE-FO also a LRI system.
For the GRACE-FO mission, the transmitted LRI signal has a power of 25mW (Heinzel et al.,
2017).The power of the signal reaching the other satellite is approximately 200 pW in case of
perfect alignment of the transmitting and receiving antennas (Heinzel et al., 2017). Assuming a
mass of 580 kg, the magnitude of the antenna thrust for the transmitting satellite in the along track
direction is 1.44 · 10−13 m

s2 , which is about three orders of magnitude smaller than the along-track
ERP acceleration. Since this is a very small value, the antenna thrust acceleration caused by the
KBR or LRI systems is not modelled in further experiments of this thesis.

Strictly speaking, the electromagnetic signal from satellites above, such as GNSS satellites,
causes also an acceleration on the satellites below, too. However, this anti-radial directed acceler-
ation is expected to be negligible due to the already small amount of energy, which is transmitted,
and the large distance of around 20,000 km to such satellites.

4.3.6 Electromagnetics

Since the satellite’s electrical charge differs from its surrounding, the satellite experiences a Lorentz
force depending on the angle between the Earth’s magnetic field lines and the satellite’s relative
velocity (Sehnal, 1969; Vokrouhlický, 1989; Serra et al., 2018). As the satellite’s electrical charge is
relevant here, I categorize this acceleration as satellite-induced. According to Serra et al. (2018),
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the Lorentz or electromagnetic acceleration can be computed from

aem =
q

m
v ×B, (4.3.2)

with the satellite’s electrical charge q, its total mass m, its relative velocity v and the intensity of
the magnetic field B, which is related to the magnetic potential V by

B = −∇V. (4.3.3)

The magnetic potential in up, south and east directions can be obtained from a spherical harmonic
expansion of the recent International Geomagnetic Reference Field 13th generation (IGRF-13)
(Alken et al., 2021). The transformation into the CRF first requires the rotation into ECEF
coordinates (Laundal and Richmond, 2017) before rotating them to the CRF as described in App. A.
The satellite’s electrical charge q results from

q = Cφ, (4.3.4)

with the electrostatic capacitance C and the surface potential φ. The latter depends on the shadow
function ν (see Sect. 4.2.1). The surface potential is has been measured on a few satellites only
and is a rather critical quantity. For the van Allen Probes at medium Earth orbit, values vary
generally between -10 and 10 Volt (Sarno-Smith et al., 2016). These results have been adopted for
LEO satellites as well by Serra et al. (2018) resulting in the assumption that the surface potential
can be obtained from −5+10ν. To apply Eq. (4.3.4), the capacitance of a panel (Serra et al., 2018)

C =
ε0A

2λd
(4.3.5)

depends on the vacuum permittivity ε0 = 8.854 · 10−12 F
m , the area A of the satellite’s surface and

the Debye length λd, which is in the range of mm to cm for LEOs. Assuming λd = 5mm, and an
area of 1m2 for a GRACE-like satellite results in an acceleration at the order of 1 · 10−12, which is
about 1000 times smaller than the ERP acceleration and thus commonly not considered in satellite
force modelling.

In addition, the rotation of the satellite in the Earth’s magnetic field induces a magnetic
momentum, which is especially relevant for rotating satellites such as LAGEOS (Sehnal, 1969;
Vokrouhlický, 1989; Bertotti and Iess, 1991; Métris et al., 1997). Another acceleration related
to the electromagnetics is caused by the interaction of the satellite with charged particles in the
ionosphere. This has been discussed for spherical non-rotating satellites in Afonso et al. (1985).

4.4 Definition of standard and extended models
For comparing the acceleration resulting from different extensions of the RP models, it is prudent
to define a “standard” for ERP and SRP models as a reference for the suggested model extensions.
In Vielberg and Kusche (2020), we defined a standard RP model and an extended RP model, which
are summarized below. Since this thesis includes additional suggestions to the extended model from
Vielberg and Kusche (2020), I additionally introduce an extended RP model version as used in this
thesis.

Based on the general SRP

aSRP =
A

m
cos (γ) ν

∫
λ
c�R(λ)P�(λ)dλ

and ERP
aERP =

A

m

∫
∆
cos (γ)

∫
λ
c⊕R(λ)P⊕(λ)dλdω

formulations (see Eqs. (4.2.6) and (4.2.50)) for a single flat surface of the satellite, the standard
and extended models are formulated with discretizations and details as discussed in Sects. 4.2.1
and 4.2.2. The SRP acceleration acting on the entire satellite can be obtained by evaluating and
summing up the accelerations for all surface panels.
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4.4.1 Standard model

The standard SRP model reads

aSRP =
A

m
cos (γ) νc�RSW

(
1AU
r�,sat

)2

P1 AU. (4.4.1)

It considers the Earth’s shadow purely geometrically with the assumption of a spherical Earth
according to Montenbruck and Gill (2012). In addition, the standard model uses a constant solar
flux of Φsc =1360.8W/m2 (Wild et al., 2013), which is assumed to be in the visible domain so that
the radiation pressure coefficient for shortwave radiation c�RSW

only is required, which considers
absorption, specular and diffuse reflection.

The standard ERP model following Knocke et al. (1988) is based on latitude-dependent albedo
and emissivity data and reads

aERP =
A

m

19∑
j=1

cos (γj)
(
c⊕RLW,j

ejEs
4

+ c⊕RSW,j
τjajEs cos θ

)
Sj cosαj
π|x− xEj |2

. (4.4.2)

Here, the Earth’s surface is discretized by 19 elements with same size S (Eq. (4.2.84)). The solar
irradiance Es = Φsc/c is computed from the same constant solar flux Φsc =1360.8W/m2 as above.
This differs from the original model by Knocke et al. (1988), where Φsc =1367.05W/m2 is applied.
Albedo and emissivity are computed according to Eqs. (4.2.73) and (4.2.74). The interaction of
incoming radiation with the satellite’s surface is modelled with specular and diffuse reflection as well
as absorption using thermo-optical material properties for both longwave and shortwave radiation.
TRP is not considered in the standard model defined here and LRP is throughout omitted in the
RP force model of LEO satellites.

4.4.2 Extended model according to Vielberg and Kusche (2020)

Here, the extended unified analytical models for SRP and ERP accelerations according to Vielberg
and Kusche (2020) are presented. The extended SRP acceleration acting on a single flat surface of
the satellite can be modelled as

aSRP =
A

m
cos (γ) ν 1

2

(
c�RSW

+ c�RLW↑

)( 1AU
r�,sat

)2

P1 AU(λ, t). (4.4.3)

It differs from the standard model as it includes the dependency on at least two channels of the
solar spectrum (visible and infrared) instead of visible wavelengths only. The solar constant is
replaced by a time series of the total solar irradiance (see Fig. 2.5) to account for the temporal
variability of the solar flux. The reflection at the satellite’s surface is modified by additionally
accounting for anisotropic reflection as in Wetterer et al. (2014) and static thermal re-radiation
following Montenbruck et al. (2015). In addition, the applied shadow function considers processes
in the Earth’s atmosphere and the Earth as a spheroid following Robertson (2015).

The extended ERP acceleration model reads

aERP =
A

m

∑
j

cos (γj)
(
c⊕RSW,j

FSW,jRSW,j + c⊕RLW,j
FLW,jRLW,j

) cos (αj)∆ωj
πcr2Sat,j

. (4.4.4)

To be consistent with the SRP model, the reflection at the satellite’s surface is implemented as
above. As mentioned in Sect. 4.2.2, hourly outgoing fluxes at the top of atmosphere from CERES
are applied directly instead of albedo and emissivity maps. Additionally, angular distribution
models (Suttles et al., 1988; Suttles et al., 1989) account for the angular dependency of Earth’s
radiation. Instead of discretizing the Earth’s surface by a small number of elements (Knocke et al.,
1988), the surface elements are discretized with a resolution of 1◦ in longitude and latitude.
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4.4.3 Extended model as used in thesis

In this thesis, I further modified the extended version from Vielberg and Kusche (2020). For both
ERP and SRP computations, the radiation pressure coefficient is modified, whereas the remaining
model stays the same as above (Eqs. (4.4.3) and (4.4.4)). Instead of applying the static thermal
re-radiation within the radiation pressure coefficient, the TRP is computed separately based on the
temperature from the advanced TRP model considering heat conduction according to Wöske et al.
(2019). To obtain the absorbed radiation, the solar and Earth radiation reaching the satellite are
computed exactly as in the SRP and ERP force modelling, respectively. Additionally, anisotropic
reflection is not considered in the extended model as used in this thesis as it turned out to bring
the modelled accelerations further away from the measurements in Vielberg and Kusche (2020).

The extended model as defined here is expected to be the most realistic radiation pressure force
model. This hypothesis will be carefully validated in Ch. 5, which includes a detailed analysis of
the force model extensions and different validation approaches.

Adding the aerodynamic and satellite-induced acceleration to the above mentioned radiation
pressure force models result in the total non-gravitational accelerations. From the satellite-induced
accelerations, thruster firings are considered by removing the data 30 s around the thrusts as in
Vielberg and Kusche (2020). The aerodynamic acceleration for GRACE in Vielberg and Kusche
(2020) has been modelled as described in Vielberg et al. (2018). The model accounts for drag and
lift forces as in Doornbos (2012) with an energy accommodation coefficient of 0.93. Thermospheric
neutral densities are obtained from NRLMSISE-00 (Picone et al., 2002) and neutral winds were
not considered. In this thesis, the same approach is applied, however, the density is obtained from
NRLMSIS 2.0.

At IGG, the implementation of the non-gravitational forces has been developed in the context
of the neutral density estimation within the D-SAT project (Bestimmung von thermosphärischen
Dichteparametern mit Hilfe von Akzelerometermessungen an Bord verschiedener Satellitenmissio-
nen sowie mit Hilfe von GPS‐bestimmten Satellitenorbits, LZ 1402) in 2014. This software, which
also included standard models of non-gravitational accelerations, has mainly been developed by
my colleagues Ehsan Forootan and is based on earlier implementations by Anno Löcher. The
implementations have been further developed since then by Christina Lück, Armin Corbin and
me. Christina Lück implemented the drag acceleration after Doornbos (2012) and Sentman (1961).
Armin Corbin integrated the new NRLMSIS 2.0 empirical atmospheric model into the software
(Emmert et al., 2021). I extended the radiation pressure modelling of the Sun and the Earth,
added the thermal radiation pressure estimation from Wöske et al. (2019) as described in Sect. 4.2,
and implemented the iterative density estimation following Doornbos et al. (2010) (see Sect. 6.1).
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Chapter 5

Results of forward non-gravitational
force modelling

In this chapter, the results of the forward non-gravitational force modelling are presented with
a focus on the GRACE satellite (Sect. 5.1). After introducing the results of the total radiation
pressure accelerations, a comparison of the individual radiation pressure accelerations at different
stages of extension. However, evaluating the skill of the radiation pressure force modelling and
its suggested extensions from the previous chapter appears challenging because this would require
perfectly measured non-gravitational accelerations and a perfect aerodynamic model. Therefore,
a comparison of the modelled non-gravitational accelerations to observed ones is shown instead,
before introducing a validation with independent SLR data.

Additionally, the forward modelling is applied to spherical SLR satellites in Sect. 5.2. Even
though modelling the non-gravitational forces for a sphere might seem easier at a first glance,
challenges for spherical satellites need to be discussed.The modelled non-gravitational accelerations
are presented for six selected spherical SLR satellites. Finally, the modelled forces are validated
within a POD.

5.1 Results for the satellite mission GRACE
The satellite mission GRACE collected data for approximately 15 years between 2002 and 2017. To
get an idea of the magnitude of the non-gravitational accelerations acting on it during this period,
Fig. 5.1 depicts the norm of the modelled aerodynamic and radiation pressure accelerations acting
on GRACE-A during its lifetime. For these computations, the aerodynamic model as described in
Sect. 4.1 is applied together with the extended radiation pressure model as defined in Sect. 4.4.3.
The aerodynamic acceleration is usually the dominating non-gravitational acceleration during the
GRACE lifetime and basically follows the solar cycle with a maximum in 2003 and 2015. Even
though the solar maximum was more intense during 2003, the aerodynamic acceleration reaches
a value of 400 nm/s2, which is less than half of the magnitude reached in 2015. The reason for
this is the decreasing satellite altitude (see also Fig. 5.1) from around 500 km until nearly 350 km
at the mission end. Thus, with decreasing altitude the atmosphere becomes more dense and the
aerodynamic acceleration is larger. In contrast, the norm of the radiation pressure acceleration is
usually below 65 nm/s2 and shows systematics, which are clearly related to the β angle instead of
the solar cycle. During the solar minimum around 2008, where the magnitude of the aerodynamic
signal is about ten times smaller than during the solar maximum, the magnitude is similar and
partly even below that of the radiation pressure acceleration. Since the similar magnitude of these
accelerations is beneficial for the validation later on as it keeps errors due to the aerodynamic
modelling to a minimum, the year 2008 is selected for further analyses as well. Furthermore, the
chosen year 2008 is about in the middle of the mission lifetime, when the instrumentation and
battery were still fully operational.

In Fig. 5.1, as well as in the following, the computation of the non-gravitational accelerations is
based on the satellite’s position taken from reduced dynamic orbits, but any orbit could be used.
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Figure 5.1: Norm of the modelled aerodynamic and radiation pressure accelera-
tion in the SRF acting on GRACE-A together with the satellite altitude above
the Earth’s surface during the mission lifetime. For the computation of the
radiation pressure acceleration, the extended model as defined in Sect. 4.4.3 is
applied.

The non-gravitational accelerations are modelled in an inertial reference frame before transforming
them to the SRF using star camera data. The results in this chapter are throughout represented
in the SRF. The following comparisons are based on the results published in Vielberg and Kusche
(2020) and complemented by adding the TRP acceleration.

Fig. 5.2 shows the norm of the modelled radiation pressure accelerations acting on GRACE-
A with respect to the argument of latitude during the year 2008. The norm of the total RP
acceleration is illustrated as well as the individual accelerations (SRP, ERP, TRP) contributing
to it. Each acceleration is modelled using the standard model and the extended model as defined
in Sects. 4.4.1 and 4.4.3, respectively. One column of each plot depicts the acceleration along one
orbital revolution of the satellite, i.e., the argument of latitude is 0◦, where the satellite passes
the equator from south to north. Then, it reaches 90◦ at the north pole, from where the satellite
descends until the south pole at 270◦ and finally reaches the equator again. One revolution lasts
approximately 90 minutes. The illustration of time against argument of latitude allows for the
detection of patterns in time and space such as the shadow regions, which are clearly visible in all
images except of the standard TRP acceleration, which is assumed to be zero as it is commonly
not considered at all. The shadow regions occur in the descending orbit between end of March to
beginning of August. Here, the standard total radiation pressure acceleration acting on the satellite
reaches nearly 30 nm/s2 resulting from the Earth’s longwave radiation only. On the ascending orbit
during the same period of the year, the standard RP acceleration reaches 51 nm/s2. It should be
mentioned here that the norm of the RP acceleration is computed after summing up the individual
accelerations. Thus, a positive SRP acceleration and a negative ERP acceleration in the same
direction (here especially radial) leads to an RP norm, which is smaller than the norm of the SRP
and ERP accelerations with 66 nm/s2 and 70 nm/s2, respectively.

The satellite is fully in sunlight for approximately one month before and after the eclipse, i.e.
March and August, where the standard RP acceleration reaches 34 nm/s2. In the remaining time,
the satellite is in the sunlight while descending and in umbra while ascending. The transition
between umbra and sunlight area is quite small with a few seconds to a few minutes.
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Figure 5.2: Norm of the modelled radiation pressure, SRP, ERP, and TRP
accelerations acting on GRACE-A during the year 2008 in dependency of the
argument of latitude. For the computation of the radiation pressure acceler-
ation, the standard and extended models as defined in Sects. 4.4.1 and 4.4.3,
respectively, are applied. The lower left image is black, since the TRP acceler-
ation is not considered in the standard model.

In the extended model, the norm of the RP acceleration reaches 51 nm/s2 in sunlight, which
is similar to the standard model. However, in the shadow regions the RP norm is smaller with
values well below 15 nm/s2 even though the TRP acceleration contributes to these regions in the
extended model as well, i.e., the ERP acceleration from the extended model are about two times
smaller than in the standard model. At this point, I suspect that the standard ERP model may
result in overestimated accelerations, however, further analyses are performed later in this chapter
to verify this assumption. In addition, the extended ERP model provides more detailed structures
due to the increased temporal resolution (hourly) of the radiation data sets. The extended TRP
acceleration considers transient heating and heat conduction. Its norm reaches 11 nm/s2 in the
shadow regions and up to 14 nm/s2 when the satellite is in sunlight, which is nearly 30% of the
RP acceleration and should therefore not be neglected in the force modelling. In addition, the
consideration of the TRP acceleration changes the patterns of the RP acceleration especially after
leaving the shadow regions. The SRP acceleration does not show any visible differences in this first
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comparison.
In the following, the three directions of the individual accelerations are shown and discussed in

more detail. For each acceleration, different model scenarios are compared to each other.

5.1.1 SRP

Here, the results of the analytically modelled SRP acceleration at different stages of extension as
outlined in Sect. 4.2.1 are presented. To allow for a systematic comparison, I introduce a code of
five digits as shown in Tab. 5.1 to distinguish between different model versions. These versions
allow for a comparison of the SRP acceleration using the solar constant or daily TSI, a geometrical
or physical shadow function, isotropic or anisotropic reflection at the satellite, a varying amount of
visible solar radiation, and operating or non-operating solar panels. For example, 00000 represents
the standard model, whereas 11020 is the extended SRP model.

Table 5.1: Overview of the five-digit code of different SRP model extensions.
Note that the weight of the visible incoming solar radiation is a value between
0 and 1 and the remaining amount is assigned to the infrared radiation. The
”interp.” scenario goes one step further and applies the suggested macro-model
from Tab. 4.1, which is an interpolation of the original model for five spectral
bands.

1st digit 2nd digit 3rd digit 4th digit 5th digit

Solar Shadow Reflection Scale of visible αvis
radiation function at the satellite incoming solar of solar

radiation panel

0 solar conical shadow isotropic reflection 1 0.65
constant

1 daily TSI physical shadow anisotropic reflection 0.45 0.72
from EBAF data with BRDF

2 - - - 0.5 -
3 - - - 0.55 -
4 - - - interp. (Tab. 4.1) -

The modelled SRP accelerations for the GRACE-A satellite are presented exemplarily between 5
and 8 a.m. on January 1, 2008, in Fig. 5.3. During this period, GRACE went through approximately
two orbital revolutions as shown with the ground track in Fig. 5.4. Starting with the standard SRP
model, extensions are added successively to study their impact on the SRP acceleration. During the
selected time period, the magnitude of the SRP acceleration is largest in the radial direction with
up to 61 nm/s2. This is related to the satellite’s orientation and its orbit, where the relatively small
β′ angle of 24◦ results in an illumination from the top covering the satellite’s largest areas. The
magnitude in the along-track and cross-track directions of up 35 nm/s2 and 33 nm/s2, respectively,
is smaller than in the radial direction. During eclipse transition the satellite is not illuminated and
the SRP acceleration is zero in all directions. When using the physical shadow function (Robertson,
2015), passing the semi-shadowed regions takes nearly four minutes, whereas the shadow entry lasts
below 20 seconds with the conical model for the same transit.

To take a closer look at the differences between the extensions of the SRP model, Fig. 5.5
shows the mean differences as well as the Root Mean Square Differences (RMSDs) between se-
lected versions from Tab. 5.1 for January, 2008. The model extensions have the largest impact on
the radial direction, whereas the impact on the along-track accelerations is minor, which is again
related to the orbital plane orientation. This is also valid during other periods, e.g., January 2010
(Vielberg and Kusche, 2020). Including the BRDF shows the largest mean differences and RMSDs
of up to 5.9 nm/s2, which is about half of the SRP signal in that direction (see also Fig. 5.3).
Increasing discrepancies when including the BRDF does not necessarily mean that these extensions
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Figure 5.3: Different scenarios of modelled SRP acceleration acting on GRACE-
A in the along-track (top), cross-track (middle), and radial (bottom) directions
of the SRF during 3 hours (5–8 a.m.) on January 1, 2008. To look up modelling
details, please see Tab. 5.1.

are unsuitable and further validation is required. Interestingly, the choice of the absorption coef-
ficient for operating versus non-operating solar arrays (cases 11000 and 11001, respectively) has
the second largest impact with a mean difference of 0.7 nm/s2 in the radial direction. The fact
that changing the absorption coefficient by 0.07 results in a difference of roughly 6% in the radial
SRP acceleration clarifies that the thermo-optical material properties have a large impact on the
modelled acceleration. However, the material properties are known to be incorrect by a few tens
of percent and can therefore be assumed to bring the largest weakness in radiation pressure force
modelling. Including the physical shadow function causes the smallest mean difference and RMSD
around 0.002 nm/s2. Nevertheless, these changes are important when considering accelerations
during penumbra transitions.

Mentioning that incorrect thermo-optical material properties are the major weaknesses in the
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Figure 5.4: Ground track of GRACE-A between 5 and 8 a.m. on January 1,
2008.

radiation pressure force modelling, requires a closer look at the uncertainty of the modelled forces.
Generally, an error of 5% is assumed for the total radiation pressure (e.g., Doornbos et al., 2009;
Siemes et al., 2023). Making a statement of the uncertainty of the individual radiation pressure
forces could be derived from a variance propagation. However, this requires several assumptions
about the uncertainty of the input data such as geometry, mass, thermo-optical material properties,
and fluxes, which can only be estimated roughly. Therefore, this thesis does not show a variance
propagation and instead focusses on the impact of the model extensions on the individual radiation
pressure accelerations.

5.1.2 ERP

Similar to SRP, this section shows a comparison of modelled ERP accelerations at different stages
of extension from Sect. 4.2.2. Again a code of five digits as shown in Tab. 5.2 is used to distinguish
between different versions. Besides changing the discretization of the footprint and the consid-
eration of active solar arrays, the focus is on the usage of different radiation data as well as the
anisotropic reflection at TOA and at the satellite. The utilized CERES data, which are required
for most extended ERP models, are shown in Fig. 5.6 and consist of the outgoing shortwave and
longwave fluxes, cloud fraction, and snow coverage from the hourly available CERES SYN1deg
data set.

The results are again displayed for GRACE-A during the same exemplary period between 5 and
8 a.m. on January 1, 2008. Fig. 5.7 shows the modelled ERP acceleration for the standard model
and for different stages of extension. As expected, the signal is largest in the radial direction with
accelerations of up to -66 nm/s2 for the standard model. This maximum is reached, e.g., around
6 a.m. when the satellite receives a large amount of reflected radiation from the Antarctic region,
which has a very high albedo (see Fig. 5.6). The magnitude of the ERP accelerations with the
extended model formalism are lower with up to -39 nm/s2 in the radial direction, thus, the standard
model seems to overestimate the ERP acceleration due to the coarse discretization of the footprint,
which has also been observed during other periods. Within the Earth’s shadow, where the satellite
experiences only the Earth’s outgoing infrared radiation, the signal is generally smoother than in
sunlight. This is related to the high variability in the shortwave fluxes (see Fig. 5.6), which is
only visible in the hourly CERES data since the short-term variations average out in the monthly
EBAF data as well as in the latitude-dependent representation used in the standard model. Thus,
changing the radiation data leads to variations on small spatial scales especially, when the satellite
is in sunlight. An attempt at finer discretization of the radiation pressure coefficient Eq. (4.2.21)
with interpolated material properties according to Tab. 4.1 leads to the smallest ERP signal in
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Figure 5.5: Mean differences (top) and RMSDs (bottom) between different SRP
extensions applied to GRACE-A during January, 2008. To look up the five-digit
code, please see Fig. 5.3 or Tab. 5.1 for details.

Figure 5.6: Outgoing shortwave (A) and longwave (B) flux, cloud fraction (C)
and snow coverage (D) from CERES SYN1deg data on January 1, 2010, at
6 a.m.
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Table 5.2: Overview of the five-digit code of different ERP model extensions.
The scenario with interpolated fluxes applies the suggested macro-model from
Tab. 4.1, which is an interpolation of the original model for seven spectral
bands. The fluxes are interpolated to the same wavelengths in that scenario.

1st digit 2nd digit 3rd digit 4th digit 5th digit

Footprint Radiation Reflection Reflection αvis
data at TOA at satellite of solar

panel

0 Discretization Albedo, emission isotropic isotropic 0.65
with 19 surface as in
elements Knocke et al. (1988)

1 Discretization Albedo, emission anisotropic anisotropic 0.72
with 1◦ × 1◦ grid from EBAF data with ADMs with BRDFs

2 - Outgoing flux - - -
from EBAF data

3 - Outgoing flux - - -
from SYN1deg data

4 - Interp. outgoing flux - - -
from SYN1deg data

the radial direction. The reason for this is that the interpolated coefficients for the nadir panel
assume that the total radiation in the far infrared band is fully absorbed, which might not be a
realistic assumption. However, it becomes clear that the thermo-optical material properties from
the macro-model also have an impact on the magnitude of the ERP acceleration. Changing the
thermo-optical material properties due to operating and non-operating solar panels does not have
an impact on the ERP acceleration since the Earth’s outgoing radiation hardly reaches the panels
on top of the satellite.

In the along-track and cross-track directions, the magnitude of the ERP acceleration is usually
below 1 nm/s2. Here, larger variations are visible when including the anisotropic reflection at the
satellite, which was already found to have a large impact on the SRP acceleration and it remains
an open question, whether the selected BRDF to account for anisotropy is a good choice.

In addition to the time series, Fig. 5.8 shows the mean differences and RMSD between different
model extensions during January 2008. The largest differences between the differently modelled
ERP accelerations occur of course in the radial direction, where the signal is largest. The ERP mean
differences and RMSD reach up to 1 nm/s2 in the radial direction, when changing the discretization
of the satellite’s field of view from 19 surface elements as suggested by Knocke et al. (1988) to a grid
of 1◦ in latitude and longitude. Considering the outgoing radiation only on a coarse grid can easily
lead to over- or underestimated radiation pressure accelerations, since the acceleration strongly
depends on the radiation at the position of these surface elements. Changes in the radiation data
and the anisotropic reflection at TOA yield smaller differences below 1 nm/s2 in all directions.
However, as observed above, the variations can locally exceed a few nanometres due to the strong
albedo signal over Antarctic regions.

The findings for the SRP and ERP accelerations during this particular time agree well with the
results from (Vielberg and Kusche, 2020), where January 2010 was selected instead, and TRP was
not considered.

5.1.3 TRP

Finally, the TRP acceleration is compared at different stages of extension. Once again a code of
five digits distinguishes between different extensions (see Tab. 5.3). Besides tuning the incoming
radiation and considering active solar arrays, variations of the thermal diffusivity and the internal
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Figure 5.7: Different scenarios of modelled ERP acceleration acting on GRACE-
A in the along-track (top), cross-track (middle), and radial (bottom) directions
of the SRF during 3 hours (5–8 a.m.) on January 1, 2008. To look up modelling
details, please see Tab. 5.2.

power are tested since these quantities are based on assumptions in the TRP model.
In Fig. 5.9, the differently modelled TRP accelerations are presented for GRACE-A between 4

and 8 a.m. on January 1, 2008. Here, the TRP acceleration is largest in the radial direction when
considering the static case with instantaneous re-radiation, where the signal is up to 14 nm/s2. The
peak is reached eight minutes earlier and a few nm/s2 larger than in case of considering transient
temperatures and heat conduction using PDEs. The difference between the instantaneous and
heat-conductive solutions shows also very large variations in the other directions. In the along-
track direction, where the TRP acceleration varies up to ±2.4nm/s2, the instantaneous TRP
acceleration is similar to a sine curve. This is not the case for the PDE solution because it is close
to zero for nearly 30 minutes when the satellite is in the Earth’s shadow. This is physically more
realistic because the satellite cools down and is only exposed to the Earth’s outgoing IR radiation.
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Figure 5.8: Mean differences (top) and root mean square differences (RMSD,
bottom) between different ERP extensions applied to GRACE-A during Jan-
uary, 2008. To look up the digit codes, please see Fig. 5.7 or Tab. 5.2 for details.

Table 5.3: Overview of the five-digit code of different TRP model extensions.
The interpolated scenario applies the macro-model from Tab. 4.1, which is an
interpolation of the original model for seven spectral bands in total.

1st digit 2nd digit 3rd digit 4th digit 5th digit

Model Scale Internal Scale of visible αvis
of thermal power incoming solar of solar
diffusivity [W] radiation panel

0 static (instantaneous)1 1 250 1 0.65
1 PDE: 0.5 300 0.45 0.72

transient heat-conductive 2

2 - 1.5 - 0.5 -
3 - - - 0.55 -
4 - - - interp. Tab. 4.1 -

1 Montenbruck et al. (2015)
2 Wöske et al. (2019)
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In the cross-track direction, the TRP acceleration is larger than in along-track and reaches at most
8 nm/s2. Within the shadow regions, the acceleration is close to zero. The instantaneous signal
shows quite abrupt variations before and after the shadow entry and remains nearly constant
in-between. On the other hand, the heat-conductive solution is much smoother. Changing the
thermal diffusivity (see Eq. (4.2.95)) by a factor of 0.5 and 1.5 results in an earlier and delayed
peak, respectively, in all directions. Especially in the cross-track and radial directions the shift
is quite large with up to 0.5 nm/s2 and 2 nm/s2, respectively, which equals 7% and 25% of the
signal in that direction. Whereas the variations in the cross-track acceleration are least critical for
the orbit determination, a radial non-gravitational perturbation of 2 nm/s2 for GRACE yields an
along-track orbit error of 65 cm after one day with the assumption of fixed initial values. (The radial
and cross-track components of the orbital position are affected well below 1 cm.) Consequently, it is
critical that the thermal diffusivity as well as the thickness and layers of the panels are not provided
by the manufacturers and assumptions need to be made. However, changes in the internal power,
which is assumed to be 250W in the computations and exemplarily raised to 300W in scenario
10100, lead to variations below 2%. Then, the impact of wavelength-dependent incoming radiation
on the TRP acceleration is assessed. Considering not only visible solar radiation but also infrared
solar radiation results in an increased TRP acceleration in all directions. The variations are largest
in the radial direction with up to 2 nm/s2, which corresponds to 25% of the TRP acceleration in
this direction. Interestingly, in the radial direction also a sudden decrease by nearly 5 nm/s2 can be
observed when entering or leaving the shadow region, however, the reason remains unclear. Varying
the amount of visible and infrared solar radiation as it has been done above for the SRP acceleration
leads to changes below 2%. Modelling the TRP acceleration with the interpolated macro-model,
i.e., splitting the solar and terrestrial radiation into seven bands (scenario 10040), leads to large
variations in the radial directions. This is related to the interpolated coefficients of the nadir panel,
where the total radiation in the far infrared band is assumed to be fully absorbed, which might not
be a realistic assumption. Changing thermo-optical material properties due to operating and non-
operating solar panels has the same impact as considering visible and infrared solar radiation, i.e.,
the peaks increase by nearly 25%. To summarize, changing the thermo-optical material properties
from the macro-model impacts the magnitude of the TRP acceleration significantly.

Additionally, Fig. 5.10 provides the mean differences and RMSD between different TRP model
extensions during January 2008. Similar to ERP, the largest differences between the differently
modelled accelerations occur in the radial direction, where the signal is largest. As one would expect,
the RMSD shows the largest values when changing from the instantaneous to heat-conductive
solution with up to 0.4 nm/s2 in the radial direction. The largest mean differences are observed when
considering the interpolation scenario, which was found above to be not suitable for considering the
Earth’s outgoing radiation correctly. Changing the wavelength-dependency of the solar radiation
has a large impact on both the mean differences and the RMSD in all directions.

5.1.4 Validation using accelerometer data

As mentioned before, the validation of the radiation pressure force models is challenging because
the radiation pressure cannot be measured directly. Instead, in case of GRACE accelerometer
measurements are available, which allow for the validation of the total modelled non-gravitational
accelerations. However, in this thesis a validation of the radiation pressure force model and its
suggested extensions is aimed. Therefore, both the accelerometer calibration and the aerodynamic
model are kept fixed during the following experiments to allow for the comparison of differently
modelled radiation pressure accelerations. However, it should be mentioned here that perfectly
calibrated accelerometer measurements as well as a perfect aerodynamic model cannot be achieved
and that these choices may very well affect the outcome of the analyses.

In the following, the aerodynamic acceleration is modelled as described in Sect. 4.1 by account-
ing for drag and lift forces using a fixed energy accommodation coefficient of 0.93. Compared
to the experiments in Vielberg and Kusche (2020) the applied empirical model is updated here,
i.e., the thermospheric neutral density is obtained from NRLMSIS 2.0. The accelerometer cali-
bration has been performed within a precise orbit determination procedure without making use of
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Figure 5.9: Different scenarios of modelled TRP acceleration acting on GRACE-
A in the along-track (top), cross-track (middle), and radial (bottom) directions
of the SRF during 3 hours (5–8 a.m.) on January 1, 2008. To look up modelling
details, please see Tab. 5.3.

non-gravitational force models. This procedure is based on Vielberg et al. (2018) and has been
introduced in Sect. 3.1.5. The estimation of the calibration parameters is based on a POD and
considers a three-step approach resulting in daily biases and constant scale factors. In Vielberg and
Kusche (2020) as well as in this thesis, the gravitational background models have been updated
according to Tab. 3.2.

To avoid the impact of spiking accelerations due to thruster firings, accelerations 30 s before
and after each thrust are eliminated based on the GRACE L1B thruster activation data. As
a consequence, about 25% of the data are excluded from the subsequent experiments. Other
satellite-induced non-gravitational accelerations are not considered here.

To get an idea of the total non-gravitational signal from model and measurements, Fig. 5.11
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Figure 5.10: Mean differences (top) and root mean square differences (RMSD,
bottom) between different TRP extensions applied to GRACE-A during Jan-
uary, 2008. To look up the digit codes, please see Fig. 5.9 or Tab. 5.3 for details.

shows the sum of the modelled non-gravitational accelerations for two selected scenarios as well as
calibrated accelerometer measurements from this thesis. Since several institutes process their own
calibration parameters, the calibrated accelerations by TU Delft (Siemes et al., 2023) courtesy of
Christian Siemes are presented for comparison. In their calibration, a temperature correction is
performed before estimating the calibration parameters from a POD using a three-step approach,
which results in daily biases and constant scale factors. The cross-track and radial biases from
Siemes et al. (2023) are constrained to reduce noise.

The selected model versions shown in Fig. 5.11 are the standard model (see Sect. 4.4.1) as well
as the extended model as defined in Sect. 4.4.3, which includes advanced ERP and SRP model
extensions and accounts for thermal re-radiation with transient heating and heat conduction.

In the along-track direction, the non-gravitational accelerations vary between -60 and 10 nm/s2
during the selected three hours on January 1, 2008, where the SRP acceleration is prevalent.
Within periods of high solar activity, the aerodynamic signal can be more than 10 times larger
and thus dominates the along-track acceleration. In Fig. 5.11, the modelled and calibrated along-
track accelerations agree very well shortly before and after the transit from shadow to sunlight,
e.g., between 5:46 and 6:06 a.m.). However, when entering the shadow regions, the differences are
larger with up to 10 nm/s2. This is also the case when the SRP acceleration reaches its minimum
around 5:40 a.m.. These discrepancies between modelled and calibrated accelerations might be
related to shadowing effects, since the overhang of the satellite’s side panels cause shadows on the
nadir panel closely after emerging from the shadow regions, which is not accounted for when using
the simplistic panel macro-model. As expected, the difference between the modelled accelerations
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Figure 5.11: Modelled and calibrated non-gravitational accelerations of
GRACE-A in the along-track (top), cross-track (middle), and radial (bottom)
directions of the SRF during 3 hours (5–8 a.m.) on January 1, 2008. To look up
the details of the combined five digit codes (SRP+ERP+TRP), see Tab. 5.1 for
SRP, Tab. 5.2 for ERP, and Tab. 5.3 for TRP. Calibrated accelerations from
Uni Bonn are introduced in Sect. 3.1.5. For details on the calibrated accelera-
tions from TU Delft see Siemes et al. (2023).

with the standard and the extended radiation pressure model are small in the along-track direction,
since the aerodynamic acceleration is dominating. The largest differences between the shown model
versions are 4 nm/s2 in the along-track direction shortly before the shadow entry, which is mainly
related to the consideration of the TRP acceleration in the extension. Calibrated data from this
thesis agree very well with the ones from Siemes et al. (2023) in this direction.

In the cross-track direction, where the signal reaches 31 nm/s2, the modelled accelerations es-
pecially the selected extended version agree very well with the calibrated measurements from both
institutes even though the performance of the accelerometer is less sensitive in this direction (Flury
et al., 2008). The standard model does not match the observations well during increasing exposure
to solar radiation. Most likely, the good agreement of the extended model to the observations is
related to the use of the TRP model, which accounts for transient heating and heat conduction and
brings the model closer to the observations around the shadow entry and during the exposure to
solar radiation. Within the shadow regions, the calibrated accelerations from Siemes et al. (2023)
agree slightly better with the extended model version than the calibration from this thesis.

In the radial direction, not only the differences between the modelled non-gravitational acceler-
ations from the standard and extended version are large with 18 nm/s2 on average. When assuming
a non-gravitational perturbation of 18 nm/s2 in the radial direction for GRACE, this leads to an
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along-track orbit error of 6m after one day under consideration of fixed initial values; the radial
component is affected by about 5 cm and the impact on the cross-track component is negligible. In
addition, the differences between the calibrated accelerations are remarkable. Here the calibration
following Vielberg et al. (2018), contains a bias of nearly 60 nm/s2 w.r.t. the extended model, which
is as large as the signal itself. This is not the case when comparing the modelled non-gravitational
accelerations to the calibrated ones from Siemes et al. (2023), where especially the extended model
version fits the observations very well and only a small offset remains around the peak of the SRP
acceleration, e.g., at 5:51 a.m., which is below 0.5 nm/s2. Thus, the bias correction following Viel-
berg et al. (2018) seems to be insufficient in the radial direction during the shown period, which is
most likely related to the variations in the radial biases presented in Fig. 3.5. Here, the calibration
parameters were obtained within three-step approach using a POD as outlined in Sect. 3.1.5 similar
to Siemes et al. (2023), however, Siemes et al. (2023) constrained the cross-track and radial biases,
which is not the case when following Vielberg et al. (2018). A remaining offset between modelled
and calibrated non-gravitational accelerations in the radial direction (without constraining the ra-
dial biases) has also been observed in Wöske (2020). The reason for this is related to the orbit
mechanics, i.e, the orbit energy is primarily changed by along-track signals, whereas changes in the
radial acceleration have a minor effect leading to a small orbital tilt (see Fig. 6.5 in Wöske, 2020),
which makes it also challenging to obtain good estimates in this direction. Thus, constraining the
radial bias as done in Siemes et al. (2023) seems reasonable for this application. Alternatively,
one could correct the calibrated accelerometer data again by estimating a daily bias from a fit to
modelled data as suggested by Wöske (2020). Both approaches are not further tested in this thesis.
Moreover, combining the accelerometer calibration and the inverse radiation pressure modelling in
a joint approach as suggested above might also be helpful to overcome remaining discrepancies.

Regardless the offset in the calibration, the extended model shows the same signal variations
as the observations, whereas the standard model is much smoother, which is especially related to
the improvements in the ERP modelling (see Sect. 4.2.2). The shift of the standard model w.r.t.
calibrated data when the satellite is exposed to sunlight is likely related to the consideration of
the TRP in the extended model version. To conclude, extending the radiation pressure modelling
shows the largest effect in the radial direction of the total non-gravitational acceleration, whereas
the model extensions are least relevant in the along-track direction.

In a further step, modelled radiation pressure accelerations at a variety of different stages of
extension are added to the modelled aerodynamic acceleration. This allows a validation with
calibrated accelerations in terms of mean differences, RMSD and RMSD reduction as shown in
Fig. 5.12. The RMSD reduction

RMSDreduction = 1− RMSD2
RMSD1

(5.1.1)

emphasizes the impact of each model extension. Here, it is computed for different model extensions
RMSD2 with respect to the standard model RMSD1, i.e., the positive percentages mean that accel-
erations from the extended model version are closer to calibrated accelerations than the standard
model. The standard radiation pressure model is the first scenario shown in Fig. 5.12, where only
basic models of the ERP and SRP accelerations are considered and TRP is omitted.

In Vielberg and Kusche (2020), a similar comparison has been performed, where the modelled
non-gravitational accelerations are validated against the a priori calibration as recommended in
Bettadpur (2009) and against the calibration following Vielberg et al. (2018). We found that the
validation against a priori calibrated accelerations is not suitable due to remaining biases especially
in the along-track and cross-track directions. Since it turned out in the previous comparisons that
there is still a remaining bias between the modelled and calibrated accelerations following Vielberg
et al. (2018) in the radial direction, Fig. 5.12 validates the modelled data not only w.r.t. these data,
but also w.r.t. calibrated accelerations from Siemes et al. (2023) in the lower plot.

The absolute mean differences when comparing modelled data with the calibration following
Vielberg et al. (2018) are at the order of 2nm/s2 in the along-track and 9nm/s2 in the cross-track
direction. In the along-track direction, the mean differences and RMSD, which is at the order of
5nm/s2, remain constant due to the relatively low impact of the model extensions in this direction.
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Figure 5.12: Mean differences (left), RMSDs (middle) and RMSDs reduction
(right) between modelled and calibrated accelerations of GRACE-A during Jan-
uary, 2008. Top: calibrated accelerations as outlined in Sect. 3.1.5 are used as a
reference. Bottom: calibrated accelerations from TU Delft (Siemes et al., 2023)
are utilized instead. Please note that the RMSD reduction, which is computed
w.r.t. the first scenario, uses different colour scales. To look up the combined
five digit codes (SRP+ERP+TRP), see Tab. 5.1 for SRP, Tab. 5.2 for ERP,
and Tab. 5.3 for TRP. The first version is the standard model as defined in
Sect. 4.4.1, where TRP is not considered at all. The extended model version
from Sect. 4.4.3 corresponds to scenario 11020 + 13100 + 10020.

Applying more advanced aerodynamic models, which is not part of this thesis, is expected to
reduce the mean differences in the along-track direction, however, introducing horizontal winds
from HWM14 turned out to impact the result by less than 0.1%. The RMSD reduction reveals
that considering the thermal re-radiation as well as accounting for visible and infrared wavelengths
of the incoming solar radiation instead of considering visible wavelengths only, has indeed an impact
in the along-track direction and reduces the difference to the calibrated accelerations.

In the cross-track direction, introducing the BRDFs impacts the mean differences and RMSD
in terms of an increase in the difference between model and observations by nearly 2nm/s2. These
data suggest that the effects of realistic anisotropic reflection deserve further study to find, develop,
calibrate, and test BRDFs for satellite force modelling based on manufacturer information of the
surface materials. The cross-track direction is also very sensitive to changes of the TRP model and
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its thermal diffusivity. The thermal diffusivity is the ratio of conductivity to density and capacity
of the material. Decreasing the thermal diffusivity by 50% increases the RMSD reduction by up
to 5%, whereas increasing the thermal diffusivity leads to a decrease of only 2% and brings the
model closer to the standard model. In addition, accounting for visible and infrared solar radiation
increases the RMSD reduction by 2%, which does not necessarily mean that this extension is
unsuitable, however, it brings the model further away from the standard model.

In the radial direction, where the impact of the force model extensions is largest, the mean
differences and RMSD vary around 43nm/s2 and 31nm/s2, respectively, which is nearly as large as
the signal itself. This makes the validation of the radiation pressure modelling difficult, although
the radial direction is the most important one for the validation, since the different model exten-
sions of ERP and TRP vary a lot in this direction as presented in Figs. 5.7 and 5.9, respectively.
Consequently, only model extensions such as including the TRP acceleration and the discretization
of the footprint to a detailed resolution of 1◦ × 1◦ grid as well as considering BRDFs at the satel-
lite’s surface cause variations, which are large enough to be detected when comparing to calibrated
accelerations following Vielberg et al. (2018).

With the calibrated accelerometer data from Siemes et al. (2023), the results in the along-track
direction are very similar, however, the results differ from the validation with the calibration follow-
ing Vielberg et al. (2018) in cross-track and radial directions with much smaller mean differences of
about 0.6nm/s2 and 1nm/s2, respectively. It becomes clear that the calibration parameters from
Siemes et al. (2023) and the resulting accelerations fit the modelled accelerations better than the
calibration following Vielberg et al. (2018), which is especially in the cross-track direction likely
related to the temperature correction in the Siemes et al. (2023) dataset. In the radial direction,
the calibration from Siemes et al. (2023) fits the modelled results better as already discussed above
due to the constrained radial bias. The largest impact on the mean differences can be found when
increasing the discretization of the footprint to a 1◦×1◦ grid, which reduces the absolute mean dif-
ferences from 16nm/s2 to 1nm/s2. Interestingly, the mean differences are smallest with 0.02nm/s2
after using outgoing fluxes from EBAF instead of albedo and emission from the same dataset.
Further applying the CERES SYN1deg data instead of EBAF data increases the mean differences
again, however, the RMSD decreases to 0.1nm/s2 revealing that the high resolution of the dataset
captures more details. From the RMSD reductions resulting from the TU Delft calibration it be-
comes clear that including the heat-conductive TRP modelling reduces the RMSD reduction by
10% to 28%. Also changing the thermal diffusivity within the TRP modelling has a large impact
in the cross-track and radial directions with up to 23% and 17% RMSD reduction, respectively.

In summary, the validation of the radiation pressure force models is challenging due to short-
comings in the accelerometer calibration as well as imperfect aerodynamic modelling. Consequently,
it is not possible to draw a satisfying conclusion as to which radiation pressure force model is most
suitable. Instead, the impact of different model extensions on the difference to calibrated accelera-
tions were pointed out. The largest impact on the selected statistics were found from introducing
the heat-conductive TRP acceleration, changes in the discretization of the Earth’s footprint as well
as considering visible and infra-red solar radiation. To overcome remaining discrepancies in the
force model and in the accelerometer calibration in the future, the development of a joint estimation
would be desirable.

5.1.5 Validation using SLR data

In addition to the validation of the radiation pressure force models with accelerometer measure-
ments, an independent validation is performed in the following using SLR data. The advantage of
this procedure is that SLR measurements do not require such calibration as the accelerometer data
in the previous validation, where errors in the radiation pressure force models were difficult to sep-
arate from the residual effects of the necessary accelerometer calibration procedure (see Fig. 5.12).
On the other hand, it is disadvantageous that the SLR validation temporally averages out many
effects. The validation performed here has also been presented at the EGU General Assembly 2023
(Vielberg et al., 2023).

A similar validation was performed in Wang et al. (2023) for GRACE-FO, where the success
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of the reduced-dynamic orbit determination using differently modelled solar and thermal radiation
pressure accelerations was assessed with SLR data. In this thesis, the validation against SLR data
is performed as follows. In a first step, a dynamic orbit is estimated by solving the equation of
motion together with the associated variational equations (Löcher, 2011). Thus, this procedure is
similar to the calibration of the accelerometer data described in Sect. 3.1.5, however, the setup is
different here. Similarly, kinematic orbits from GNSS and its covariance information processed here
from TU Graz (Zehentner and Mayer-Gürr, 2016; Zehentner, 2017) serve as observations, which are
processed in orbits of 1 day length. To account for the forces acting on the satellite, gravitational
background models are applied as listed in Tab. 3.2. The non-gravitational forces combine the
radiation pressure forces modelled with different extensions and an aerodynamic model, which uses
thermospheric densities from NRLMSIS 2.0. The aerodynamic force model is kept fixed during the
following experiments and a parameter (scale factor) to account for aerodynamic mismodelling in
all three directions is co-estimated hourly. Additionally, the year 2008 is selected again, where the
radiation pressure signal is at the same order of magnitude as the aerodynamic signal.

In a second step, the residuals between the SLR measurements and the dynamic orbit resulting
from the previous step are computed. This requires the conversion of the SLR normal points to
ranges. Normal points are a specific data format to store the original range measurements averaged
over several minutes, which are available from the ILRS. On the other hand, computed ranges are
required, which consider International Terrestrial Reference System (ITRF) positions and velocities
of each station as well as the vector from the subsequent position to the reference point of the laser
system. The positions need to be corrected for time-dependent effects, which are mostly geophysical
ones, as listed in Tab. 5.4. Then, the corrected range measurements are compared to the dynamic

Table 5.4: Data and models as applied in the SLR processing. Adopted from
Löcher and Kusche (2021) (Tab. 2).

Parameters Description
Normal points ILRS (Pearlman et al., 2019b)
Station coordinates SLRF2014
Solid Earth tides IERS Conventions 2010 (Petit and Luzum, 2010)
Ocean tidal loading FES2014b (Carrere et al., 2015)
Ocean nontidal loading, atmosphere EOST Strasbourg (Boy et al., 2009)tidal and nontidal loading
Tropospheric delay Mendes and Pavlis (2004)
Relativistic delay IERS Conventions 2010

orbit from the first step in terms of ranges. Since we assume the SLR observations as the truth,
small residuals indicate that the modelled non-gravitational accelerations represent reality well. To
guarantee a high quality of the SLR ranges, only observations from the 12 high-performing ILRS
stations according to Arnold et al. (2019) are used. The validation is performed with the software
GROOPS. The utilized parts of the software were already implemented by my colleague Anno
Löcher and I conducted the experiments.

The two-fold approach is performed several times with a varying parametrization of the radia-
tion pressure force model. The resulting residuals between the SLR range and the range computed
from the dynamic orbit are used to compute the RMS per pass. Its annual mean is computed
after removing outliers (RMS> 30 cm, i.e., 3.8% of the data are removed) and is summarized in
Tab. 5.5. From all tested radiation pressure scenarios, the largest RMS of 4.5 cm is reached with
the standard model for ERP and SRP and without applying the thermal re-radiation. Introduc-
ing the instantaneous TRP model (TRP version 00000) already decreases the result by more than
1.5 cm. Interestingly, the RMS increases again when switching to the heat-conductive TRP model
(TRP version 10000). This is most likely related to the unsuitability of the standard ERP model.
When extending the ERP model (ERP version 13100), the RMS reduces to around 2.4 cm, whereas
extending the SRP model does not impact the result. Thus, additionally the extended ERP and
SRP model (SRP version 11000, ERP version 13100) without TRP and with instantaneous TRP
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Table 5.5: Annual average of the Root Mean Square (RMS) per pass of the
residuals between SLR range measurements and the estimated dynamic orbit for
the whole year 2008. Outliers, i.e., RMS values above 30 cm, have been removed,
thus, the averaging is performed for 96.2% of the data. For the POD, the
kinematic orbits serve as observations and the gravitational background models
are summarized in Tab. 3.2. Then, different versions of modelled RP forces serve
as input. To look up their combined five digit codes (SRP+ERP+TRP), see
Tab. 5.1 for SRP, Tab. 5.2 for ERP, and Tab. 5.3 for TRP. The first version is
the standard model as defined in Sect. 4.4.1, where TRP is not considered at
all. The extended model version from Sect. 4.4.3 corresponds to scenario 11020
+ 13100 + 10020. The annual average of the hourly estimated scale factor for
the modelled aerodynamic acceleration is also listed. Three additional scenarios
are added in this validation at the bottom, where TRP version 13000 represents
the fitted thermal diffusivity.

Version RMS Aerodynamic Standard deviation
scale factor of aerodynamic

scale factor
SRP ERP TRP [cm] [-] [-]
00000 00000 - 4.500 0.74 0.37
00000 00000 00000 2.965 0.70 0.25
00000 00000 10000 3.451 0.72 0.30
00000 10000 10000 2.348 0.70 0.19
00000 11000 10000 2.350 0.70 0.19
00000 12000 10000 2.616 0.70 0.22
00000 13000 10000 2.401 0.70 0.19
00000 13100 10000 2.403 0.70 0.19
10000 13100 10000 2.409 0.70 0.19
11000 13100 10000 2.409 0.70 0.19
11000 13100 11000 2.584 0.70 0.20
11000 13100 12000 2.335 0.70 0.19
11000 13100 10100 2.409 0.70 0.19
11010 13100 10010 2.391 0.70 0.20
11020 13100 10020 2.389 0.70 0.20
11030 13100 10030 2.387 0.70 0.20
11100 13110 10000 2.616 0.71 0.22
11001 13101 10001 2.436 0.70 0.20
11000 13100 - 2.737 0.70 0.22
11000 13100 00000 3.167 0.70 0.25
11000 13100 13000 2.314 0.70 0.19

(TRP version ’non’ and 00000) are evaluated and added to the bottom of Tab. 5.5. Here, it be-
comes clear that the instantaneous re-radiation increases the RMS by 14% compared to applying
no re-radiation at all. Applying a heat-conductive model for the thermal re-radiation decreases the
RMS by 12% compared to using no TRP model and by 24% compared to considering instanta-
neous re-radiation of heat. Consequently, implementing a heat-conductive thermal model is highly
recommended for precise non-gravitational force modelling. It should be mentioned here that the
aerodynamic scale factor is estimated independently for all cases, but the differences are below 1%.

Nevertheless, the heat-conductive TRP modelling relies on the assumptions of the materi-
als’ conductivity, capacity and density, which are considered in the thermal diffusivity term (see
Eq. 4.2.95). In an attempt to adjust the thermal diffusivity, a scale factor of 0.5 (TRP version
11000) and 1.5 (TRP version 12000) of the thermal diffusivity are introduced. It turns out that
the factor of 1.5 yields the smallest RMS of 2.335 cm. This reveals that a fine tuning of the
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thermal diffusivity is likely to further improving the heat-conductive TRP model. Thus, when
changing the scale factor in 0.1 steps, the minimal RMS of 2.314 cm is reached with a scale factor
of 2.2. This scenario with fitted thermal diffusivity (TRP version 13000) is added at the bottom
of Tab. 5.9. Including heat-conductive thermal re-radiation with fitted thermal diffusivity in the
non-gravitational force model for GRACE decreases the SLR residuals by 36% compared to using
instantaneous re-radiation and by 4% without fitting the thermal diffusivity. This scale factor of
2.2 is assumed to scale the thermal diffusivity of all panels. However, the thermal diffusivity is
most likely different for solar panels and nadir or front panels. In addition, this scale factor might
also absorb other error sources, e.g., missing information on the heat distribution in the satellite’s
interior, mismodelling of gravitational and remaining non-gravitational force models or weaknesses
in the ranges. Consequently, increasing the number of parameters would be interesting, however,
the aim of this experiment is still to validate the radiation pressure force models and not finding a
perfect parametrization towards a reduced-dynamic POD.

Interestingly, the minimal RMS of 2.314 cm just mentioned above is reached in combination
with the SRP model 11000 using daily TSI and a physical shadow function in combination with
the ERP model 13100 using outgoing fluxes from hourly CERES SYN1deg data on a 1◦ grid. This
differs from our definition of the extended model in Sect. 4.4 as the separation between visible
and infrared radiation is not included. This again underlines the need of accurate thermo-optical
material properties of the material including not only reflectivity and absorption, but also the
thermal diffusivity. The non-gravitational accelerations obtained with the standard, extended and
best (in terms of minimal SLR residuals) models for GRACE-A during 3 hours (5–8 a.m.) on
January 1, 2008, are visualized in Fig. 5.13. The differences between the extended and the best
model are small especially in the radial direction.

As mentioned above, changes in the ERP model reduce the RMS to about 2.4 cm, where increas-
ing the discretization of the footprint to 1◦ (ERP scenario 00000 to 10000) has the largest impact
as the RMS decreases by 32%. The use of different CERES data sets and their parametrization
(ERP scenarios 10000, 11000, 12000, 13000) leads to changes of 2.7mm (11%) and reveal that the
CERES data processing has a significant impact on the radiation pressure force model. Interest-
ingly, introducing the ADMs (ERP scenario 13100) increases the RMS by 0.2mm. The applied
ADMs are a simplification of the ones used in the CERES processing, thus, applying the original
CERES ADMs might further reduce the RMS, which is not tested in this thesis due to the limited
availability. Furthermore, the use of BRDFs to account for the light’s anisotropic reflection at the
satellite’s surface increases the RMS by more than 2mm (ERP scenario 13100 to 13110), which
underline the findings from the comparison to accelerometer data that there is a need for finding
suitable BRDFs for each material individually.

The impact of the SRP models on the SLR residuals is generally small (≤1mm). Changing
the solar constant to daily TSI as well as replacing the conical shadow function by a physical one
has hardly an impact on the RMS. In Tab. 5.5, changes in the incoming solar radiation (SRP
scenarios 11000, 11010, 11020, 11030) lead to variations in the RMS of 0.2mm. The radiation
pressure version with interpolated radiation data (SRP scenario 11040) is left out here, since it
already turned out to be unsuitable in the previous comparison. Finally, changing the absorption
of the satellite’s solar panel (SRP scenario 11001) increases the RMS by 0.5mm, which underlines
the need of accurate thermo-optical material properties. In comparison to Wang et al. (2023), the
RMS is generally larger, however, Wang et al. (2023) co-estimate additional empirical parameters
to absorb the remaining mismodelling of the non-gravitational forces, which is not done in the
validation of this thesis.

To summarize the discussion of the RMS, the choice of the force model impacts the GRACE
orbit during the year 2008 by more than 2 cm. This reveals that a careful selection of the radiation
pressure force model is required to obtain precise orbits. The model version with the smallest
RMS was found to be the SRP model 11000 using daily TSI and a physical shadow function
in combination with the ERP model 13100 using outgoing fluxes from hourly CERES SYN1deg
data on a 1◦ grid and the heat-conductive TRP model with a scale factor of 2.2. The largest
improvements of 47% and 24% are achieved by discretizing the Earth’s footprint on a 1◦ grid and
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Figure 5.13: Modelled non-gravitational accelerations of GRACE-A in the
along-track (top), cross-track (middle), and radial (bottom) directions of the
SRF during 3 hours (5–8 a.m.) on January 1, 2008. The acceleration result-
ing from the standard and extended models are shown together with the best
model according to the smallest SLR residuals. To look up the details of the
combined five digit codes (SRP+ERP+TRP), see Tab. 5.1 for SRP, Tab. 5.2
for ERP, and Tab. 5.3 for TRP.

by introducing heat-conductive TRP, respectively. Nevertheless, more accurate information on the
material characteristics are expected to further reduce the RMS.

Additionally, Tab. 5.5 presents the annual mean of the co-estimated aerodynamic scale factor
together with its standard deviation. The aerodynamic scale factor varies between 0.70 and 0.74.
Interpreting the aerodynamic scale factor as a correction for the thermospheric neutral density
model (here: NRLMSIS 2.0) reveals that the model overestimates the density, which has also been
found for extreme solar minimum conditions during 2008 (Solomon et al., 2010; Doornbos, 2012;
Vielberg et al., 2018; Zeitler et al., 2021). In an additional test, the NRLMSIS 2.0 model is replaced
with NRLMSISE-00. The resulting scale factors are generally smaller with values between 0.65 and
0.70 depending on the RP model version. At the same time, the RMS is about 2mm larger when
applying the NRLMSISE-00 model. These results confirm that the choice of the aerodynamic
model indeed has an impact on the validation. Computing Pearson’s linear correlation coefficient
between the RMS and aerodynamic scale factors yields a correlation of 0.93. Thus, when using
and interpreting the scale factor as a correction of the model density one should be aware of its
correlation to the choice of the radiation pressure force model. The aerodynamic scale factor will
be further discussed in Ch. 6.

Instead of applying modelled non-gravitational accelerations in the POD from the first step
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of this validation, one can also use accelerometer measurements to assess the suitability of the
modelled non-gravitational accelerations in comparison to measured ones. This means that the
raw accelerometer data can serve as input, which requires the additional estimation of calibration
parameters, or calibrated accelerometer data can be used directly. The results are summarized in
Tab. 5.6 - again in terms of annual averages of the RMS per pass of the residuals between SLR
range measurements and the estimated orbit for the year 2008. As a reference, the average RMS

Table 5.6: Annual average of the RMS per pass of the residuals between SLR
range measurements and the estimated dynamic orbit or kinematic orbit for
the whole year 2008. Outliers, i.e., RMS values above 0.3, have been removed,
thus, the averaging is performed for approximately 96.2% of the data. For the
POD, the kinematic orbits serve as observations. The gravitational background
models used in the POD are summarized in Tab. 3.2. In case of dynamic orbits
as input, (calibrated) accelerometer observations serve as input for the non-
gravitational forces. In case the raw accelerometer data are used, calibration
parameters (bias and/or scale) are estimated.

Orbit version RMS [cm]
kinematic orbit 1.29
dynamic orbit (calibration Uni Bonn) 4.75
dynamic orbit (calibration TU Delft) 8.72
dynamic orbit (3h bias) 2.54
dynamic orbit (3h bias, 1d scale) 2.24
dynamic orbit (1h bias) 1.85
dynamic orbit (without any non-gravitational accelerations) 754.17

per pass of the residuals between the SLR ranges and the kinematic orbit, which is used as input
in the POD, is computed. It shows the smallest RMS of 1.29 cm and is thus nearly half of the RMS
reached with modelled data.

Then, the calibrated accelerometer data with updated gravitational background models from
Vielberg et al. (2018) are used as input in the POD, which yields an RMS of 4.75 cm. This is
twice as large as the smallest RMS from our previous experiment with modelled non-gravitational
accelerations as input. The large RMS here is most likely related to the remaining bias in the
radial component of the calibrated accelerometer data discussed above (Fig. 5.11). In addition,
the calibration from Siemes et al. (2023) is used as input in the POD resulting in an RMS of
8.72 cm. Further tests revealed that the large RMS is related to the constrained radial bias. The
radial component is not further used in Siemes et al. (2023) as it is not required for the neutral
density and cross-wind determination. Using the calibrated accelerometer data in a POD without
constraining the radial bias yields an RMS of 2.66 cm for January 2008 (courtesy: Jose van den
IJssel). This confirms that constraining the bias estimate in the radial direction is not useful when
using calibrated accelerations within a POD. Thus, the calibration procedure seems to depend
strongly on the application. Without the consideration of non-gravitational accelerations in the
POD, the RMS reaches 7.5m, which clearly shows that non-gravitational force models are essential
for an accurate POD.

Additionally, raw accelerometer data are tested as input, which are calibrated within the POD
using different parametrizations. For this experiment, biases hourly or every three hours are tested
as well as a daily scale in addition to the three-hour bias. As expected, increasing the temporal
resolution of the accelerometer bias estimate reduces the SLR residuals. When applying hourly
biases, the solution is closest to the kinematic orbit with an RMS of 1.85 cm. However, the estimated
orbit does still not reach the quality of the kinematic orbit. On the one hand, this questions the
parametrization of the accelerometer in terms of bias and scales. On the other hand, the background
models might still be imperfect.

To conclude, both method and parametrization of the accelerometer calibration strongly impact
not only the comparison to modelled accelerations but also the orbit solution when using these data
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in a POD. Thus, the calibration of accelerometer data and the adjustment of non-gravitational force
model corrections should be ideally revised in an inverse model.

5.2 Results for spherical SLR satellites

SLR satellites are generally spherical satellites with a mission lifetime of several decades due to the
thin atmosphere at altitudes above 800 km. In this section, the magnitude of the non-gravitational
accelerations acting on the selected spherical satellites is outlined before discussing the differences
in the force modelling of spherical satellites and satellites for which a panel model exists. Then, the
impact of selected radiation pressure model scenarios is exemplarily shown for Starlette. Finally, a
validation of the chosen radiation pressure force models for the six selected satellites is performed
within a POD using SLR data.

As for non-spherical satellites, the non-gravitational forces acting on spherical SLR satellites
depend mainly on the satellite’s area to mass ratio and thermo-optical material properties, its
altitude as well as on atmospheric and radiation conditions. To get an idea of the non-gravitational
forces acting on spherical satellites, Tab. 5.7 provides the norm of the individual accelerations of
six SLR satellites averaged during one orbital revolution on January 1, 2008.

Table 5.7: Non-gravitational accelerations acting on the spherical SLR satellites
Ajisai, LAGEOS 1 and 2, Larets, Starlette, and Stella. Here, the long-term
radiation pressure coefficients Cr from Sośnica et al. (2015) are applied. The
norm of the aerodynamic and radiation pressure accelerations is averaged for
the first orbital revolution on January 1st, 2008, for each satellite.

Satellite Aerodynamic SRP ERP
[nm/s2] [nm/s2] [nm/s2]

Ajisai 0.07 19.40 4.36
LAGEOS 1 2.14 ×10−4 3.51 0.20
LAGEOS 2 1.73 ×10−4 3.40 0.23
Larets 0.67 3.53 1.63
Starlette 0.10 3.16 0.97
Stella 0.20 3.58 0.89

The aerodynamic acceleration is the smallest non-gravitational acceleration acting on these
satellites due to the thin atmosphere at high altitudes especially above 800 km. In the aerodynamic
model, the neutral density is obtained from NRLMSIS 2.0. The neutral density during January 2008
at the altitude of Stella (around 810 km) is on average 3×10−15 kg/m3 resulting in an aerodynamic
acceleration of 0.2 nm/s2. The aerodynamic acceleration acting on Starlette and Ajisai is slightly
smaller with 0.1 nm/s2 and 0.07 nm/s2, respectively, due to their higher altitude. The aerodynamic
acceleration of Larets is largest due to the relatively low altitude of 691 km. At about 5900 km at
the altitude of LAGEOS 1, the neutral density is even six orders of magnitude smaller and the
resulting aerodynamic acceleration is well below 0.01 nm/s2. Thus, the satellite’s orbital altitude
remains nearly the same since launch 50 years ago. Consequently, aerodynamics are usually not
considered in the force modelling for LAGEOS 1 and 2.

The SRP acceleration in Tab. 5.7 is around 3.5 nm/s2 for LAGEOS 1 and 2, Larets and the sun-
synchronous satellite Stella. The SRP acceleration of Starlette is slightly smaller with 3.2 nm/s2.
For Ajisai, the SRP acceleration is largest with nearly 19 nm/s2 due to its relatively large area to
mass ratio.

The ERP acceleration (see Tab. 5.7) is smaller than the SRP acceleration but larger than the
aerodynamic acceleration for each of the selected satellites. Here, the ERP acceleration is again
largest for Ajisai with 4 nm/s2 due to its large area to mass ratio. For the remaining satellites,
which are of similar geometry and mass, the ERP accelerations clearly differs with altitude. Here,
ERP accelerations vary around 0.2 nm/s2 for the LAGEOS satellites at high altitudes, followed by
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0.9 nm/s2 for Starlette and Stella at around 810 km, and 1.6 nm/s2 for Larets at the lowest orbital
altitude below 700 km.

5.2.1 Challenges for spherical satellites

The modelling of the radiation pressure accelerations for spherical satellites differs slightly from
that for a GRACE-like satellite. Instead of using a panel model, the satellite’s cross-sectional area
is assumed to well represent the area directed to the incoming radiation in case of radiation pressure
modelling (and to the along-track direction in case of the aerodynamic modelling). Then instead
of separating the terms for the diffuse and specular reflection and absorption as in case of GRACE,
for a spherical satellite a fixed radiation pressure coefficient is applied. This is possible because
the forces resulting from reflection and absorption act all in the same direction, i.e., following the
incoming radiation. Thus, thermo-optical material properties are not required for the SRP model
and consequently a distinction between visible and infrared radiation is not done. In the computa-
tion of the RP acceleration in Tab. 5.7, a long-term mean of the radiation pressure coefficient Cr
is assumed according to Sośnica et al. (2015). The orbit positions used to evaluated the forces are
obtained from a dynamic POD.

The radiation pressure modelling is commonly performed within the CRF. For GRACE, the
accelerations were rotated into the SRF with a rotation matrix build from star camera data. Since
spherical satellites are not equipped with such instruments, the star camera data are simulated
from orbital positions and velocities such that the radial direction points exactly in the direction
of the Earth’s centre (see App. B).

The thermal re-radiation is not shown in Tab. 5.7, since adequately modelling the TRP accel-
eration for rotating spherical satellites turned out to be more challenging than for a non-rotating
GRACE-like satellite. For rotating spherical satellites, the force resulting from the re-radiation of
heat is directed along the spin axis of the hotter part of the satellite (Scharroo et al., 1991). The
force can be modelled from Lambert’s cosine law considering the diffuse re-emission of heat and was
found to be at the order of 70 nm/s2 for the LAGEOS satellites (Andrés et al., 2006). This requires
adequate information on the satellite’s temperature distribution, which does not only depend on
the thermo-optical and geometrical characteristics and on the internal power of the satellite, but
also on its spin behaviour (Scharroo et al., 1991; Andrés et al., 2004; Vokrouhlický and Bottke,
2012; Kucharski et al., 2013; Visco and Lucchesi, 2018a). Consequently, there is a hemispheric
temperature difference, in addition to the temperature variations between the CCRs and the alu-
minium surface. With known spin axis and rotational period of the satellite, the resulting force
can be computed (Vokrouhlický and Bottke, 2012; Kucharski et al., 2013). However, both spin axis
and period are not constant. Beginning with a high rotational period of less than 1 s for LAGEOS
1 and 2 at launch and a slow drift in the spin axis, the spin period decreased exponentially and the
spin axis started wobbling rapidly after roughly one decade (Andrés et al., 2006).

The Lageos Spin Axis Model (LOSSAM) model (Andrés et al., 2004) has been developed to
approximate this spin behaviour taking into account observations as well as analytical considera-
tions of the Earth’s geomagnetic and gravity field, the satellite’s centre of pressure offset as well
as the varying reflectivity of the satellite’s southern and northern hemisphere. An updated version
of the LOSSAM model including the spin for the spherical satellite LARES is published in Visco
and Lucchesi (2018). There also exist approximations of the rotational period for LAGEOS 1 and
2 (Kucharski et al., 2013), which rotate clockwise and counter-clockwise respectively. Exemplarily,
the rotational period in seconds for LAGEOS 1 can be obtained from

T = 0.6188667e0.328951·Y , (5.2.1)

where Y is the time in years since launch (at 1976.3415). In January 2008, the spin period decreased
already to nearly six hours. Consequently, LAGEOS 1 rotates only 1.6◦ within ten minutes. Due
to this very small rotational angles, the effort of implementing the full spin model for the TRP
acceleration is not made in this thesis. However, for earlier evaluation periods the consideration of
a spin model and an adequate temperature model is essential (e.g., Visco and Lucchesi, 2018a).
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In the following, the instantaneous re-radiation of heat is assumed, which acts in the same
direction as the remaining radiation pressure accelerations. The instantaneous TRP force is not
modelled analytically. Instead, this acceleration is generally intercepted with the estimation of the
radiation pressure scale factor Cr within a POD.

5.2.2 SRP

Before validating the analytically modelled radiation pressure forces for spherical satellites, a se-
lection of suitable model extensions is required. Due to the differences in the RP force modelling
between satellites with a panel model and spherical satellites, it is not possible to evaluate the
same model scenarios here as for GRACE. Consequently, only a few scenarios are selected for the
spherical satellites beginning with the SRP acceleration.

For GRACE, the parametrization of the solar radiation (solar constant vs. daily TSI) as well as
different the shadow models (conical vs. physical) have been selected. Applying these modifications
is also possible for spherical satellites. Additionally, isotropic and anisotropic reflection at the
satellite’s surface have been discussed for GRACE. With perfectly known thermo-optical material
coefficients, it would be possible to analytically model diffuse and specular reflections for SLR
satellites as well. However, the radiation pressure coefficient Cr for spherical satellites does not
distinguish between diffuse and specular reflections as mentioned above. Therefore, the BRDFs
are not applicable. For the same reason, a separation between visible and infrared radiation and
different thermo-optical material properties is not practical for spherical satellites. With these
limitations, the SRP five digit codes from Tab. 5.1 simplify to a four digit code, where the third
and fourth digit are always 0. Consequently, three SRP scenarios are selected, which are shown
in Fig. 5.14 exemplarily for the Starlette satellite during three hours on January 1, 2008, with the
radiation pressure coefficient set to Cr = 1.134 according to Sośnica et al. (2015).

One orbital revolution of Starlette lasts 104 minutes, of which the satellite is exposed to sunlight
for about 70 minutes. Within sunlight, the SRP acceleration for Starlette is largest in the along-
track direction with amplitudes between -5.1 and 5.1 nm/s2. In the cross-track direction, the SRP
acceleration is nearly constant with about 0.33 nm/s2, which is related to the orientation of the
orbital plane in space. The radial SRP acceleration peaks at 5.1 nm/s2 and is smallest shortly
before and after eclipse with -2 nm/s2. The different model versions do not show a visible difference
in all directions, which has also been observed for GRACE in Sect. 5.1.1.

5.2.3 ERP

In addition to SRP, here the choice of the ERP model scenarios is outlined. Similar to the ERP
force modelling for GRACE, the parametrization of the radiation pressure data can be varied, i.e.,
the discretization of the footprint, the radiation data set, and the consideration of the reflection
at TOA. Similar to SRP, the anisotropic reflection at the satellite’s surface using BRDFs is not
possible, since applying the radiation pressure coefficient for spherical satellites does not allow for
the distinction between different reflection types. For the same reason, different thermo-optical
material properties are not considered for spherical satellites. Nevertheless, both Earth’s outgoing
longwave and shortwave radiation are considered using the same radiation pressure. Again, the
five digit codes simplify to a four digit code for ERP, where the fourth digit is always 0.

Consequently, six ERP scenarios are selected for spherical satellites, which are shown in Fig. 5.14
for Starlette during the same period. The ERP acceleration is largest in the radial direction with
up to -1.7 nm/s2, when the satellite is fully exposed to sunlight. This is more than 10 times smaller
than for GRACE due to the larger distance from the Earth’s surface. Within the Earth’s shadow,
the radial ERP acceleration decreases to 0.5 nm/s2. In the along-track and cross-track directions,
the ERP acceleration is below -0.1 nm/s2. Differences between the model scenarios are visible in
all directions, especially when the satellite is in sunlight. Here, the standard model has the largest
amplitude of -1.9 nm/s2 in the radial direction. Whereas the amplitude is smallest with -0.9 nm/s2
for the scenario 1200 using the discretization with a 1◦ grid together with outgoing shortwave and
longwave data from EBAF. Compared to GRACE, the impact on the model scenario on the ERP
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Figure 5.14: Different scenarios of modelled SRP and ERP accelerations acting
on Starlette in the along-track (top), cross-track (middle), and radial (bottom)
directions of the SRF during 3 hours (5–8 a.m.) on January 1, 2008. The
radiation pressure coefficient is set to Cr = 1.134 (Sośnica et al., 2015). To look
up modelling details, please see Tab. 5.1 and 5.2 for SRP and ERP, respectively.

acceleration is much smaller, which is most likely related to the high altitude of the SLR satellites,
where details of the modelling become dispensable.

Since the differences between the scenarios has already been discussed for GRACE in detail and
further insights are not expected, here a similar discussion is waived and the attention is directly
turned to the validation.

5.2.4 Validation with POD

Validating the force models for spherical satellites turns out to be challenging. Non-spherical
satellites are usually equipped with several instruments such as an accelerometer, which can be
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used to validated the force models. The passive SLR satellites are designed as an ideal target for
POD using SLR observations, i.e., independent measurements are not available. Therefore, a similar
validation approach as for GRACE is conducted using SLR observations. Here, differently modelled
radiation pressure accelerations serve as input for a POD together with SLR observations. Then,
the residuals between the estimated dynamic orbit and the SLR ranges are computed. Smaller
residuals indicate that the applied radiation pressure force model is more suitable than others.

The POD is again an iterative procedure, where orbit parameters are adjusted to minimize the
observation residuals. At mentioned before, the software used in this thesis has been implemented
by my colleague Anno Löcher and is part of the GROOPS software at IGG. The same method has
also been applied in Zeitler et al. (2021); Löcher and Kusche (2021) with slightly different settings.
Here, gravitational background models are applied according to Tab. 3.2. The normal points are
converted to ranges as already explained in Sect. 5.1.5 by considering mostly geophysical effects
(see Tab. 5.4). Observations are first modelled stochastically based on the provided accuracy in
the normal point files. Then, a variance component estimation (Förstner, 1979) is applied for data
weighting, which is organized by grouping the observations of each month by stations to account
for different noise levels of the laser systems (Löcher and Kusche, 2021).

The non-gravitational force model combines different extensions of the radiation pressure force
model as outlined in the previous section. The NRLMSIS 2.0 is selected as well to model the
aerodynamic acceleration. To absorb the mismodelling of these forces, a careful parametrization
is required. Commonly, either empirical parameters and/or scale factors are co-estimated within
the POD (e.g., Hattori and Otsubo, 2019; Bloßfeld et al., 2015; Sośnica et al., 2015). Tab. 5.8
provides an overview of the parameters, which are estimated in this experiment, following Löcher
and Kusche (2021).

Table 5.8: Parameter set for POD using SLR data as observations following
Löcher and Kusche (2021).

Parameter type Frequency
Initial state vector 1 per arc (10 days for LAGEOS, 3 days for Ajisai, Larets, Stella, Starlette)
Acceleration along-track, constant 1 per arc (LAGEOS only)
Acceleration along-track, once per revolution 1 set per arc (LAGEOS only)
Scale factor for radiation pressure 1 per satellite and month
Scale factor for aerodynamics 1 per satellite and day (Ajisai, Larets, Stella, Starlette)
Range biases 1 per month per satellite and station
Station coordinates 1 set per month for selected stations

The POD is performed several times with a varying parametrization of the radiation pressure
force model, which were already shown for Starlette in Fig. 5.14. The resulting residuals between
the estimated dynamic orbit and the SLR ranges are used to compute the RMS per pass. Its annual
mean is computed for the whole year 2008 and presented in Tab. 5.9.

The RMS is generally smallest for the LAGEOS satellites with around 1.293 and 1.139 cm for
LAGEOS 1 and 2, respectively. This might be related to the selected parametrization, which
includes constant as well as once per revolution accelerations in the along-track direction, in com-
bination with the negligible aerodynamic signal at 5000 km. Due to the high altitude, the effect
of the non-gravitational force modelling on the orbit is small with variations in the RMS below
0.1mm for both satellites. Interestingly, LAGEOS 1 shows the smallest RMS with the standard
SRP scenario and ERP scenario 1200, which uses EBAF radiation data on a 1◦ grid parametrized
as outgoing fluxes. The opposite effect can be observed for LAGEOS 2, where ERP scenario 1200
has the largest RMS of 1.140 cm. Introducing the physical shadow function to the SRP modelling
yields the smallest RMS of 1.133 cm. The sensitivity of LAGEOS 2 to the shadow function is most
likely related to the orbit design, which has a larger ellipticity and lower inclination compared to
LAGEOS 1 and consequently more eclipse transitions that necessitate the use of a physical shadow
function.

The RMS for Starlette and Stella with around 1.465 and 1.484 cm is slightly smaller than for
Larets and Ajisai with around 1.665 cm and 1.810 cm, respectively. For these satellites orbiting
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Table 5.9: Annual average of the RMS per pass of the residuals between SLR
ranges and the estimated dynamic orbit for the whole year 2008. For the POD,
SLR measurements to six spherical satellites serve as observations, the gravi-
tational background models are summarized in Tab. 3.2, estimated parameters
are listed in Tab. 5.8. Then, different versions of modelled RP forces together
with modelled aerodynamics for the satellites below 1000 km using NRLMSIS
2.0 serve as input for the non-gravitational force model. To look up the com-
bined digit codes (SRP+ERP), see Tab. 5.1 for SRP, Tab. 5.2 for ERP, where
the fifth digit is not required for spherical satellites. The estimated radiation
pressure factor is also listed. The minimum per column is highlighted.

Version LAGEOS 1 LAGEOS 2 Starlette Stella Ajisai Larets
RMS Cr RMS Cr RMS Cr RMS Cr RMS Cr RMS Cr

SRP ERP [cm] [-] [cm] [-] [cm] [-] [cm] [-] [cm] [-] [cm] [-]
0000 0000 1.294 1.11 1.139 1.10 1.472 1.15 1.508 1.16 1.820 1.00 1.680 1.02
0000 1000 1.294 1.11 1.138 1.10 1.462 1.14 1.489 1.14 1.815 1.00 1.667 0.99
0000 1100 1.294 1.11 1.139 1.10 1.465 1.13 1.490 1.14 1.800 1.00 1.667 0.99
0000 1200 1.291 1.11 1.140 1.09 1.463 1.11 1.489 1.11 1.910 0.98 1.660 0.97
0000 1300 1.293 1.11 1.138 1.10 1.464 1.13 1.484 1.14 1.812 1.00 1.663 0.99
0000 1310 1.293 1.11 1.139 1.10 1.465 1.13 1.483 1.13 1.808 0.99 1.663 0.99
1000 1310 1.293 1.11 1.138 1.10 1.465 1.13 1.483 1.13 1.808 0.99 1.663 0.99
1100 1310 1.294 1.12 1.133 1.10 1.466 1.13 1.483 1.13 1.805 0.99 1.658 0.99

below 1500 km, the variation of the ERP acceleration has a larger impact on the orbit than changes
in the SRP modelling. When enhancing the discretization of the footprint on the Earth’s surface
from 19 elements (ERP scenario 0000) to a 1◦ grid in longitude and latitude (ERP scenario 1000),
the RMS decreases for the three satellites by up to 0.02 cm. As expected, the effect is largest for
Larets, which is the satellite with the lowest orbital altitude.

For Stella, Starlette and Larets, the RMS increases slightly when introducing the monthly
EBAF radiation data (ERP scenario 1100) and then decreases again by up to 0.07mm for Larets
with the use of outgoing fluxes (ERP scenario 1200) instead of albedo and emissions. For Ajisai,
the behaviour is contrary, which might be related to the large area to mass ratio, which makes
the satellite more susceptible to surface forces. Consequently, the use of outgoing radiation data
data instead of fluxes seems to improve the orbit. Replacing the monthly CERES EBAF data with
hourly CERES SYN1deg data (ERP scenario 1300) slightly increases the RMS (except for Ajisai).
The benefit of the high resolution data on the orbit probably diminishes by the fact that the CERES
SYN1deg data are not energy balanced. For Stella, the RMS is smallest after introducing a daily
value for the TSI in the SRP modelling. However, the TSI modification has the smallest impact
on all satellites and seems negligible. As for LAser GEOynamics Satellite 2 or Laser Geometric
Environmental Observation Survey 2 (LAGEOS 2), the physical shadow function decreases the
RMS for Ajisai and Larets, which is most likely related to the orbit design.

Since the scenario with the minimal RMS differs for each of the selected missions, it is not
possible to choose the best overall scenario. Nevertheless, from this experiment it can be concluded
that detailed radiation pressure force modelling - especially the choice of the radiation data and the
shadow function - impact the orbit of spherical satellites below 1500 km altitude by up to 1mm.
Even though this value is very small, these effects will likely become relevant in the future with
increasing demands on the orbit accuracy.

In addition to the RMS, the variation of the co-estimated parameters within the POD might
hint at the most suitable force model. Tab. 5.9 shows the resulting radiation pressure coefficient Cr,
which is co-estimated monthly within the POD and here averaged for the year 2008. In case Cr = 1,
the incoming radiation is re-radiated isotropically, whereas Cr = 2 indicates that the satellite is
a perfect mirror (Rubincam and Weiss, 1986). In Tab. 5.9, the radiation pressure coefficient is
1.11 and 1.10 for LAGEOS 1 and 2, respectively. This fits the results from Hattori and Otsubo
(2019) well, who found an average Cr for LAGEOS 1 and 2 of 1.14 and 1.10, respectively. The
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slight differences between the results presented in this thesis and Hattori and Otsubo (2019) for
LAGEOS 1 are most likely related to the selected time span. In comparison to LAGEOS with a
nearly constant value for Cr in Tab. 5.9 (variations below 0.01), Cr varies between 1.11 and 1.15
(1.16) with the parametrization of the ERP acceleration for Starlette (and Stella). The Cr for
Ajisai is smallest with values between 0.98 and 1.00, which is close to 1.04 found by Hattori and
Otsubo (2019). Larets shows similar scales between 0.97 and 1.02. Interestingly, Cr is smallest
for all missions except LAGEOS 1 with the standard SRP scenario 0000 and ERP scenario 1200
(1◦ grid, outgoing fluxes from EBAF). For LAGEOS 1, Cr is slightly smaller for the standard
ERP scenario, which still rounds to a scale of 1.11. Fig. 5.15 depicts the monthly estimates of
the radiation pressure coefficient Cr using the standard SRP scenario 0000 and ERP scenario 1200
during the year 2008. It is clearly visible that Cr is nearly constant throughout the year, except for
LAGEOS 1, where Cr varies between 0.8 and 1.3, which might be related to the once-per-revolution
acceleration that is larger for LAGEOS 1 than for LAGEOS 2. In addition to the Cr coefficient,
other parameters have been co-estimated within the POD. However, analysing the variations of
the empirical along-track accelerations for LAGEOS as well as the aerodynamic scale factor for the
remaining satellites does not provide new insights to this discussion.

Figure 5.15: Time series of the radiation pressure coefficient Cr for the year 2008
for the six selected satellites. The radiation pressure coefficient is estimated
monthly with the POD using the standard SRP scenario in combination with
the ERP scenario 1200 (1◦ grid, outgoing fluxes from EBAF) resulting in the
smallest Cr for all missions.

To conclude, the radiation pressure force modelling for spherical satellites is generally chal-
lenging due to the impact of the satellite’s spin behaviour on the orbit dynamics. Therefore, a
careful parametrization, i.e., the consideration of a radiation pressure scale factor and empirical
acceleration, of the non-gravitational force model is required for a successful POD. A validation
of selected radiation pressure scenarios for six spherical satellites at 700-1500 km altitude revealed
that especially the choice of the radiation data and the shadow function improve the POD as it min-
imizes the difference between the estimated orbit and the SLR measurements. Improved radiation
pressure force models decrease the RMS by up to 1mm.
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Chapter 6

Inverse estimation: Thermospheric
neutral density

While the previous chapter focused on the forward modelling of the non-gravitational accelerations,
the inverse estimation becomes the focus of attention for the remaining part of this thesis. As
outlined before, there are several possibilities to apply an inverse estimation in the context of
non-gravitational force modelling. The inverse estimations are based on modelled and measured
non-gravitational accelerations. Ideally, all parameters, which are not sufficiently known, should be
estimated in a joint procedure. This means that the accelerometer calibration and the estimation of
other parameters, such as thermospheric neutral density, wind, and radiation-related parameters,
would be performed jointly, either implemented one step or iteratively. This, albeit certainly
innovative, approach would require very extensive numerical testing and complicated interpretation
of estimates. Therefore, in this thesis the inverse estimation of selected parameters is outlined and
performed with a fixed calibration.

In this chapter, the inverse estimation of the neutral density1 from modelled and measured
non-gravitational accelerations is outlined with a focus on GRACE data (Sect. 6.1). In addition,
scale factors for a model density can be obtained from SLR measurements within a POD (Sect. 6.2).
For both approaches, the parametrization as well as the applied algorithms are introduced before
discussing the comparability of both methods and finally comparing the results in terms of scale
factors.

6.1 Inverse estimation based on accelerometer data

Accelerometer measurements have been used to derive neutral density at a high temporal resolution
(1-10 s) since the beginning of the CHAMP mission in 2000 (e.g., Bruinsma and Biancale, 2003;
Bruinsma et al., 2004; Sutton et al., 2007; Doornbos, 2012; Mehta et al., 2017; March et al., 2019b).
Even though the spatial resolution is low with one measurement per time-step, investigation of the
thermosphere highly benefit from the global coverage resulting from the observation of longer time
spans (e.g., one day or months). Besides from CHAMP, neutral densities have been derived from
the accelerometer measurements on-board GOCE (e.g., Doornbos et al., 2013; Bruinsma et al.,
2014; March et al., 2019a; March et al., 2019b), ESA’s Swarm Mission (Swarm) (e.g., Siemes et al.,
2016), GRACE (e.g., Tapley et al., 2007; Doornbos, 2012; Mehta et al., 2017; Vielberg et al., 2018;
March et al., 2019a) and GRACE-FO (e.g., Krauss et al., 2020). Several solar and geomagnetic
events have been investigated based on accelerometer-derived densities (Liu and Lühr, 2005; Sutton
et al., 2005; Bruinsma et al., 2006; Sutton et al., 2006; Krauss et al., 2014; Krauss et al., 2020; Li
and Lei, 2021).

Furthermore, accelerometer measurements were successfully used to derive the horizontal wind
speed at satellite-altitude (Sutton et al., 2005; Sutton et al., 2007; Doornbos et al., 2010; Visser
et al., 2013; Visser et al., 2019a; Visser et al., 2019b; Visser, 2019; March, 2020), which were used

1The thermospheric neutral density is abbreviated as neutral density in the following.
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for atmospheric studies, e.g., to investigate the wind structure and their seasonal variation (Liu
et al., 2016).

Recently, within the Thermosphere Observations from Low-Earth Orbiting Satellites (TOLEOS)
project funded by ESA (Siemes et al., 2023), the neutral density and wind velocity were officially
reprocessed for GRACE(-FO) and CHAMP with an improved processing as used for the official
Swarm densities https://swarm-diss.eo.esa.int. The project was a collaboration of Delft Uni-
versity of Technology, Centre National d’Études Spatiales, engl. National Centre for Space Studies
(CNES), DLR in Neustrelitz and University of Bonn, where I validated the radiation pressure
force modelling. The final neutral density and wind estimates from this project are available at
http://thermosphere.tudelft.nl/ and will be applied in this thesis for comparison.

6.1.1 Parametrization

The basis for the inverse estimation here is the relation between measured ameas and modelled
non-gravitational acceleration under consideration of an error ε

ameas = aaero + aRP + asat + ε. (6.1.1)

The modelled non-gravitational accelerations result from the summation of the aerodynamic,
radiation-pressure and satellite-induced accelerations (see Ch. 4). In the forward modelling, the
neutral density within the aerodynamic acceleration is commonly obtained from empirical models
for every time step, e.g., 10 s, at the position of the satellite.

In the inverse modelling, the aim is to solve Eq. 6.1.2 for the neutral density at a high temporal
resolution to benefit the high resolution of the accelerometer measurements. Since the measured
non-gravitational accelerations are on the left hand-side of the equation, the calibration of these
measurements needs be considered as well. Ideally, accelerometer calibration parameters and the
neutral density would be estimated in a joint procedure. The accelerometer calibration is com-
monly parametrized with a scale factor, e.g., for the whole mission, and a daily bias for each
axis (see Sect. 3.1.5). However, with the aim of estimating the neutral density per time step, to-
gether with three daily biases, and scale factors jointly, the system of equations would be largely
underdetermined.

Instead of aiming a joint estimation, a stepwise approach is more suitable (Doornbos et al.,
2010). In this case, the accelerometer should be calibrated first resulting in an updated observation
equation

acal = aaero + aRP + asat + ε (6.1.2)

that can be solved for the neutral density. In Vielberg et al. (2018), we confirmed that the ac-
celerometer calibration procedure impacts the neutral density estimates significantly. Depending on
the calibration approach, updating the neutral density within the calibration allows for an iterative
procedure.

Besides the requirement of the accelerometer calibration, any modelling errors in Eq. (6.1.2)
would directly impact the neutral density estimation. These include the mismodelling of the radi-
ation pressure acceleration, e.g., due to errors in the thermo-optical material coefficients, as well
as an imperfect consideration of satellite-induced accelerations, and inaccuracies in the modelled
aerodynamic acceleration itself, where the aerodynamic coefficient (Doornbos et al., 2010) is known
to be critical and the relative velocity is effected by inaccurate wind models. Parametrizing theses
errors and including them in the inverse estimation would lead to an even more unstable system of
equations and is thus not an option.

Within the stepwise procedure, horizontal wind velocities at satellite altitude can be estimated.
The separate estimation of neutral density and winds is performed in a direct approach (Doornbos
et al., 2010). Since neutral density and wind estimates depend on the alignment of the observed
and modelled non-gravitational force vectors, Doornbos et al. (2010) developed a joint approach
to estimate the neural density as well as the wind velocity vector in cross-track direction in an
iterative procedure. Both the direct and iterative algorithms are explained in the next section.

https://swarm-diss.eo.esa.int
http://thermosphere.tudelft.nl/
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Instead of estimating the neutral density, one could think of using a model density in the
computation of the aerodynamic acceleration and solving for a neutral density correction in an
inverse approach. This correction could be parametrized as a scale factor with a lower temporal
resolution, e.g., daily. This would be similar to the approach applied in the second part of this
chapter, where such scale factors for a model density are estimated within a POD. Estimating
neutral density corrections from accelerometer measurements would indeed simplify the inverse
estimation, however, the benefit of the high temporal resolution of the data would be disregarded.

Further, the estimated neutral density (correction) can be assimilated into empirical or physical
models (Corbin and Kusche, 2022). The resulting updated neutral density might be applied again
in the computation of the aerodynamic acceleration. This allows for an iterative combination with
the inverse model.

6.1.2 Algorithm

The inverse estimation of in-situ neutral densities and winds has several requirements. First, ac-
celerometer measurements need to be calibrated sufficiently. As already explained in Sect. 3.1.5, this
requires the determination of a bias and scale factor for each direction. In a second step, satellite-
induced artefacts such as thruster firings need to be eliminated from the calibrated accelerometer
data since they perturb the measured accelerations. This can either be done by modelling the
accelerations resulting from the thrusts or by removing the affected data. Then, radiation pressure
accelerations are modelled, e.g., using the extended model presented in Sect. 4.4.3, and removed
from the prepared accelerometer data

aobs = acal − aRP. (6.1.3)

The so-called observed aerodynamic acceleration remains, which can be equated with the analyt-
ically modelled aerodynamic acceleration (Eq. (4.1.1)), which is the basis for the neutral density
and wind estimation from both the direct and iterative algorithm according to Doornbos et al.
(2010), which are briefly presented in the following.

Direct algorithm

Within the direct algorithm, considering only the x-component of the relation between the mod-
elled and observed aerodynamic acceleration (aobs = [aobs,x, aobs,y, aobs,z]

T ) and solving it for the
thermospheric neutral density yields

ρ =
2maobs,x
ArefCa,xv2r

. (6.1.4)

The geometry of the direct neutral density and wind estimation is shown in Fig. 6.1. The wind
velocity vw,y can be obtained from aligning the direction of the initial relative velocity vector vr,0
with the observed drag acceleration aobs,D (see Fig. 6.1b)

vw,y =
aobs,D,y
aobs,D,x

vr,0,x − vr,0,y. (6.1.5)

This is also known as dual-axis method in Sutton et al. (2007). The observed drag acceleration
results from the difference between the observed aerodynamic acceleration and the modelled lift
and side aerodynamic acceleration

aobs,D = aobs − amod,L, (6.1.6)

where the latter can be obtained from projecting the modelled aerodynamic acceleration into the
direction of the initial relative velocity vector of the satellite vr,0

amod,L = amod − amod,D (6.1.7)
= amod − (amod · v̂r,0) v̂r,0. (6.1.8)
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(a) Geometry of the direct neutral density estimation from Doornbos et al. (2010) (Fig. 3).

(b) Geometry of the direct wind estimation from Doornbos et al. (2010) (Fig. 4).

Figure 6.1: Geometry of the direct neutral density and wind estimation from
Doornbos et al. (2010) (Fig. 3, 4), where aobs and amod are the observed and
modelled aerodynamic acceleration, respectively. aobs,D is the observed drag
acceleration acting in the same direction as the satellite’s relative velocity vr.
vr,0 is the initial relative velocity. XSBF and YSBF are the axes of the satellite
body-fixed frame. ρ denotes the neutral density and vw,y is the wind velocity
vector. The angles are exaggerated for better visibility.

From the geometry, it becomes clear that with an increasing angle between the relative velocity
and the x-axis of the satellite body-fixed frame, the wind velocity increases and the neutral density
decreases. Consequently, the error depends on this angle, however, the attitude of the GRACE
satellite varies only within 2◦. In addition, the computation of the relative velocity considers
the satellite’s orbital velocity, the velocity of the co-rotating atmosphere and optionally the wind
velocity, e.g., from HWM14. With the computation of the wind velocity (Eq. (6.1.5)), updating
the relative velocity and accordingly the force coefficient and the neutral density becomes possible.
Thus, Doornbos et al. (2010) also developed an iterative algorithm to overcome these limitations.

Iterative algorithm

This algorithm (Doornbos et al., 2010) aims at iteratively aligning the direction and the magnitude
of the modelled and observed aerodynamic acceleration (see Fig. 6.2). In the first step, the direction
of the aerodynamic acceleration is modified by rotating the relative velocity vector. The rotation
is about the normalized local vertical direction ûup, i.e., the anti-radial direction. Then, both the
modelled and aerodynamic acceleration are updated according to

a′ = a− (a · ûup)ûup. (6.1.9)

The initial guess of the relative velocity vr,i=0 considers the satellite’s orbital velocity vo and the
velocity vc of the co-rotating atmosphere

vr,i=0 = vo + vc. (6.1.10)
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(a) Geometry of the iterative neutral density estimation from Doornbos et al. (2010) (Fig. 5a).

(b) Geometry of the iterative wind estimation from Doornbos et al. (2010) (Fig. 5b).

Figure 6.2: Geometry of the iterative neutral density and wind estimation from
Doornbos et al. (2010) (Fig. 5), where aobs and amod are the observed and
modelled aerodynamic acceleration, respectively. The index 0 of the modelled
acceleration denotes the initial guess and the index i is the final adjusted accel-
eration after convergence of the iteration. Similarly, vr,0 or vr,i=0 is the initial
relative velocity vector of the satellite and vr,i is the velocity from the iterative
estimation. ρ denotes the final neutral density and vw,cr is the final wind ve-
locity vector in cross-track direction from the iterative estimation. The angles
are exaggerated for better visibility.

Including the modelled wind speed vw,mod is possible by projecting it on the in-track direction vw,it
and on the rotation axis vw,up following

vw,it = (vw,mod · v̂r) v̂r, (6.1.11)
vw,up = (vw,mod · ûup) ûup. (6.1.12)

This computation needs to be updated in each iteration. Then, the residuals of the normalized
modelled and observed aerodynamic acceleration are computed, where the latter can be replaced
by the normalized force coefficient vector Ĉ ′

d = â′
obs − â′

mod = â′
obs − Ĉ

′
a,i(vr,i, ...). (6.1.13)

This procedure is repeated until d is below a predefined threshold, e.g., 10−7m/s2. The adjusted
velocity vector v̂adj,i of the current iteration is normalized and by definition orthogonal to the
relative velocity and the rotation axis

v̂adj,i =
vr,i × ûup

||vr,i × ûup||
. (6.1.14)
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Then, a forward and a backward numerical differentiation are performed to adjust the direction.
For that purpose, new relative velocity vectors

v+
r = ||vr,i||

vr,i + ∂v̂adj,i
||vr,i + ∂v̂adj,i||

, (6.1.15)

v−
r = ||vr,i||

vr,i − ∂v̂adj,i
||vr,i − ∂v̂adj,i||

(6.1.16)

are obtained. Based on these velocities, the modelled aerodynamic acceleration can be modified,
which leads to the two residuals

d+ = â′
obs − Ĉ

′
a,i
(
v+

r , ...
)
, (6.1.17)

d− = â′
obs − Ĉ

′
a,i
(
v−

r , ...
)
. (6.1.18)

With the difference between the velocity vectors

∆vr = v+
r − v−

r (6.1.19)

and the residual acceleration

∆d = ||d+|| − ||d−||, (6.1.20)

the relative velocity can be updated for the next iteration by keeping its magnitude and changing
its direction

vr,i+1 = ||vr,i||
vr,i − d (∆vr/∆d)

||vr,i − d (∆vr/∆d) ||
. (6.1.21)

Then, Eq. 6.1.13 can be recomputed with the updated velocity. In case, the convergence criterion
is reached, the neutral density and the crosswind velocity can be finally obtained from

ρ =
2m||a′

obs||
Aref||C ′

a,i||v2r,i
, (6.1.22)

vw,cr = vr,i − vr,0. (6.1.23)

Scale factors from accelerometer-derived densities

The neutral densities derived from accelerometer measurements can be further used to scale the
neutral density from thermospheric models (see Sect. 2.2.3). The estimation of such scale factors
also enables the comparison of the neutral density derived from other measurement techniques,
such as from SLR data in Sect. 6.2, as shown in Zeitler et al. (2021), where the model density was
obtained from NRLMSISE-00. Scale factors from accelerometer-derived densities have also been
investigated in Doornbos (2012); Vielberg et al. (2018).

Dividing the neutral density ρ resulting from the direct or iterative algorithm by the neutral
density obtained from a model ρm yields the scale factor

fs,ACC =
ρ

ρm
. (6.1.24)

The scale factors can be computed for every time step, where accelerometer-derived densities are
available. The model, which is NRLMSIS 2.0 in this thesis, is evaluated at the position of the
satellite for the same time steps. Thus, scale factors for GRACE are obtained at a 10 s resolution.
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6.1.3 Results

This section provides selected results from the thermospheric neutral density estimation based on
accelerometer data from GRACE-A as an example for an inverse estimation using non-gravitational
force models. After presenting the results of the neutral density for the total mission lifetime, the
results are compared to accelerometer-based neutral density estimates processed by other insti-
tutions. This comparison is important to point out the impact of the processing method and
underlying assumptions on the final neutral density estimates, however, it is not possible to make
a statement about which data set is closest to the truth. A comparison in terms of scale factors
derived from SLR data is performed later in Sect. 6.2.4.

Further comparisons between the accelerometer-derived neutral density and the neutral density
obtained from other methods such as TLE data as well as comparisons to other missions are not
performed here. For such comparisons, I refer to Bruinsma et al. (2022); Calabia et al. (2020); March
et al. (2017); Emmert (2015). However, it should be mentioned here that a comparison to other
missions requires further calibration of the data sets to account for inter-mission biases, i.e., biases
between neutral density estimates from accelerometers on-board different satellites (Bruinsma et
al., 2022).

It should also be mentioned that cross-wind velocities are a side product of the iterative neutral
density estimation (see Sect. 6.1.2), which require precise cross-track radiation pressure force models
and calibrated accelerometer data in addition to precise aerodynamic modelling. Nevertheless, large
errors are known to occur especially during low solar activity (e.g., Doornbos, 2012), thus, I do not
show cross-wind velocities here and focus instead on the results of the neutral density.

The neutral density derived from GRACE-A accelerometer measurements is presented in Fig. 6.3
for the mission lifetime w.r.t. the argument of latitude. Hence, one column in Fig. 6.3 corresponds
to one orbital revolution and thus this illustration combines both spatial and temporal aspects. To
obtain the neutral density along the GRACE-A orbit, I applied the direct algorithm as described in
Sect. 6.1.2. For the computation of the radiation pressure acceleration within this estimation, the
best force model from the validation with SLR (see Sect. 5.1.5) is applied (SRP 11000, ERP 13100,
TRP 13000). In addition, the aerodynamic model as described in Sect. 4.1 is used with constituents
and temperature data from NRLMSIS 2.0. The force models are evaluated at satellite positions
from the reduced-dynamic GNV1B orbits. The gaps in the time series occur due to missing orbit,
star camera and/or accelerometer data especially at the end of the mission lifetime.

From Fig. 6.3, it is clearly visible that the neutral density weakens within the first few years of
the mission and reaches a minimum around 2008. During this solar minimum, the neutral density
is below 6×10−13 kg/m3, which is approximately five times smaller than during solar maximum in
2003. In 2015, where the maximium of the solar cycle 24 is reached, the neutral density obtained
from GRACE-A is above 5×10−12 kg/m3. Even though the solar activity was much higher during
2003 (F10.7 index up to 250 sfu, see Fig. 6.3, top) than during 2015 (F10.7 index around 150 sfu),
the derived neutral density is larger in 2015 due to the lower satellite altitude near 400 km, which
is 100 km below the satellite altitude during 2003 (see Fig. 6.3, top).

In addition to this temporal behaviour, spatial patterns are visible in Fig. 6.3. When the
satellite is exposed to sunlight, the neutral density is more than twice as large as in umbra. These
day-night variations cause neutral density changes along the argument of latitude, e.g., with a
maximum at the descending equator during August 2002. However, already at the beginning of
2003 the pattern reversed such that the neutral density is minimal at the ascending equator due to
the orbit dynamics.

Neutral densities are processed using the iterative algorithm as well (Fig. 6.3). Here, the
settings, i.e., force modelling and background models, are the same as in the direct processing.
Additionally, neutral density data sets have been produced by several other institutes also based
on GRACE-A accelerometer data. Tab. 6.1 provides an overview of neutral density data sets
derived from GRACE-A accelerometer measurements including their processing details (as far
as available). Please note that the list is likely incomplete as only the most popular data sets
are listed. All data sets have in common that they apply an inverse estimation using either the
direct or iterative algorithm with their in-house accelerometer calibration and non-gravitational
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Figure 6.3: Top: F10.7 radio flux index and satellite altitude of GRACE-A
during the mission lifetime. Bottom: Neutral density derived from GRACE-A
accelerometer data during the mission lifetime. The neutral density estimation
is performed with the direct algorithm as described in Sect. 6.1.2. For the
computation of the radiation pressure acceleration, the best force model from
the validation with SLR (see Sect. 5.1.5) is applied (SRP 11000, ERP 13100,
TRP 13000). Gaps (white) in the time series occur due to missing orbit, star
camera and/or accelerometer data.

force modelling. Already the calibrated accelerometer data are known to show large variations
depending on the parametrization and calibration procedure (e.g., Vielberg et al., 2018; Klinger
and Mayer-Gürr, 2016). Further, there can be large differences in the modelled non-gravitational
forces as shown in Ch. 5. Consequently, the resulting neutral density estimates are not equal.
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Table 6.1: Overview of various neutral density data sets derived from GRACE-A accelerometer data. Ca and α
denote the aerodynamic coefficient and energy accommodation coefficient, respectively.

Name Publication Algorithm Reso- Macro- Aerodynamic Radiation pressure Accelerometer
lution model force model force models calibration

Direct processed for this direct 10 s panel NRLMSIS2.0; SRP: TSI, phys. shadow; daily biases,
thesis (Vielberg, 2023) no wind; α =0.93; ERP: 1◦ CERES SYN1deg+ADMs; mission scales

Ca: Sentman (1961), TRP: fitted heat-diffusive
Moe and Moe (2005)

Iterative processed for this iterative 10 s panel same as above same as above same as above
thesis (Vielberg, 2023)

IGG-RL01 Vielberg et al. (2021) 1 direct 10 s panel same as above SRP: as above for vis. & IR radiation; same as above
ERP: same as above
TRP: instantaneous

TOLEOS Siemes et al. (2023) 2 iterative 10 s high- NRLMSISE-00; SRP: solar const., phys. shadow daily biases,
fidelity HWM07; α =0.85; ERP: monthly maps 2◦ resolution mission scales,

Ca: Monte Carlo TRP: heat-diffusive thermal
(March et al., 2021) correction

Graz Krauss et al. (2020) 3 iterative 60 s panel NRLMSIS2.0; SRP: TSI, phys. shadow, BRDF; daily biases,
HWM14; α =0.90; ERP: 1◦ CERES SYN1deg, BRDF; daily scale
Ca: Sentman (1961), TRP: instantaneous factor matrix
Moe and Moe (2005)

Mehta Mehta et al. (2017) 4 iterative 5 s high- NRLMSISE-00, SRP, ERP: standard; daily biases,
fidelity no wind, α altitude- TRP: no daily scales

dependent; Ca: Monte
Carlo (Mehta et al., 2017)

Sutton Sutton (2008) 4 iterative 5 s panel TIE-GCM; SRP, ERP: standard; daily biases,
no wind; α altitude- TRP: no daily scales
dependent; Ca:
Sentman (1961),
Moe and Moe (2005)

1 doi:10.1594/PANGAEA.931347
2 http://thermosphere.tudelft.nl/page1.html, last access: April 13, 2023
3 https://ftp.tugraz.at/outgoing/ITSG/satelliteOrbitProducts/operational/GRACE-1/neutralDensity/, last access: April 13, 2023
4 http://tinyurl.com/densitysets, last access: April 13, 2023

doi:10.1594/PANGAEA.931347
http://thermosphere.tudelft.nl/page1.html
https://ftp.tugraz.at/outgoing/ITSG/satelliteOrbitProducts/operational/GRACE-1/neutralDensity/
http://tinyurl.com/densitysets
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In the following, a comparison of these seven neutral density data sets is conducted. Therefore,
three periods of different solar and geomagnetic conditions are selected exemplarily for further
analyses:

• October 1-23, 2003, to represent high solar activity and quite geomagnetic conditions,

• Halloween storm during October 24-31, 2003, to represent high solar activity and a severe
geomagnetic storm,

• January 12, 2008, to represent low solar activity and quite geomagnetic conditions.

Even though possible, low solar activity in combination with high geomagnetic activity is not
considered here since these events are relatively rare and no further insights are expected from
comparisons during such periods.

Fig. 6.4 shows the neutral density of the seven selected data sets for approximately one orbital
revolution within each of the three periods. On October 12, 2003, which represents high solar
activity and quite geomagnetic conditions, the neutral density varies between 0.1×10−12 kg/m3

and 1.2×10−12 kg/m3. Here, the day-night variation is clearly visible with a peak on the dayside at
17 h local solar time near the equator. The largest neutral density estimates result from the direct
algorithm, which is used in the direct data set from this thesis as well as in IGG-RL01. The neutral
densities resulting from these two data sets vary less than 1%, since accelerometer calibration and
aerodynamic remain unchanged. Processing differences occur in the radiation pressure modelling.
In the IGG-RL01 data, instantaneous thermal re-radiation has been applied and the solar radiation
modelling considers both visible and infrared wavelengths, which turned out to be insufficient in
the validation with SLR data (Sect. 5.1.5) and is therefore not considered in the direct data set in
this thesis. The direct data additionally consider fitted heat-diffusive thermal re-radiation (see also
Tab. 6.1). It can already be stated here that the radiation pressure modelling has a minor effect
on the estimated neutral densities during high solar activity, where the aerodynamic signal is only
five times larger than the radiation pressure signal (see also Fig. 5.1), i.e., the drag signal to noise
ratio is small.

In addition to the direct data set, the iterative data set is processed with the same force modelling
within the iterative algorithm (see Sect. 6.1.2). The neutral density resulting from the iterative
data set is generally smaller (about 8%). Strikingly, the neutral density shows various peaks, e.g.,
at 00:19 h or 00:27 h. However, these are not visible in any other neutral density estimates even
though the remaining data sets are also based on the iterative algorithm. Consequently, the peaks
are likely related to my own processing. Neutral density estimates from TOLEOS and Sutton agree
well with each other and show only slight differences on the dayside. Both data sets agree well
with the iterative neutral density between 00:50 h and 1:15 h, whereas the neutral density on the
dayside shows variations of up to 20%. The smallest neutral density reaching 0.1×10−12 kg/m3 on
the nightside is from the Graz data set, which is close to the data from Mehta especially on the
dayside. The neutral density from Graz is generally smoother due to the temporal resolution of 1
minute compared to 5-10 s within the remaining data sets.

As shown in Tab. 6.1, there are a variety of processing details such as the aerodynamic mod-
elling, radiation pressure force modelling, accelerometer calibration or the macro-model, which
differ between the neutral density versions. Thus, it is hardly impossible to assign the differences
clearly to one of these aspects. However, computing the impact of changes in the measured and
modelled accelerations on the neutral density reveals that changes in the accelerometer data and
the aerodynamic modelling of, e.g., 5%, are reflected 1:1 in the density. Thus, the accelerome-
ter calibration as well as the aerodynamic coefficient, which reflects the gas-surface interactions,
strongly impact the neutral density estimates (see e.g., March et al., 2019a; Bruinsma and Bian-
cale, 2003). On the other hand, the impact of the radiation pressure force modelling on the neutral
density strongly depends on the solar activity. During high solar activity in October 2003, changes
of 15% in the radiation pressure acceleration are necessary to impact the neutral density by 1%.
In comparison, during low solar activity radiation pressure variations of 15% lead to changes of
5% in the neutral density. Consequently, differences in the radiation pressure force modelling can
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Figure 6.4: Neutral density processed by different institutions using GRACE-A
accelerometer data. Three time series are exemplarily shown for approximately
one orbital revolution during different solar and geomagnetic conditions. Top:
October 12, 2003, high solar activity and quite geomagnetic conditions. Middle:
October 29, 2003, high solar activity and severe geomagnetic storm. Bottom:
January 12, 2008, low solar activity and quiet geomagnetic conditions. Time is
given in GPS-time. An overview of the data sets is presented in Tab. 6.1.
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be excluded from the cause of the density differences during October 12, 2003 in Fig. 6.4. Instead,
differences in the aerodynamic modelling together with the high-fidelity satellite model and differ-
ences in the accelerometer calibration are most likely the reason for the varying neutral density
estimates.

The second selected time period shows the neutral density also at high solar activity, however,
during a severe geomagnetic storm. The so-called Halloween storm between 28-31 October, 2003,
has been the strongest geomagnetic storm within this century so far, where the Kp index reached
the end of the scale with values of 9. Fig. 6.4 depicts the storm on October 29 between 9:30 h and
11:00 h. Here, the neutral density is about 10 times larger than during the previously analysed
quite period with a maximum of nearly 7×10−12 kg/m3 at 9:37 h for the three data sets direct,
iterative and IGG-RL01. Interestingly, the direct and iterative neutral density estimates show
much smaller differences than during quite time, for which the reason remains unclear. Still, the
variation between the data sets is large, e.g., the neutral density from Graz is only half the size
of the iterative neutral density. As during the quite period, the neutral density estimates from
TOLEOS and Sutton agree well with differences below 5% and in addition the neutral density
from Mehta fits the TOLEOS estimates nearly perfectly. Both Mehta and TOLEOS apply particle
Monte Carlo simulations (Haghighat, 2020) on a high-fidelity macro-model to model the gas surface
interaction. This innovative aerodynamic modelling in combination with the large drag signal to
noise ratio during this period is most likely the reason for the good agreement between the data
sets. Furthermore, the neutral density from Graz are the smallest during the Halloween storm.
Due to the coarser temporal resolution of the Graz density, several peaks of the storm cannot be
captured, which are visible in the remaining data sets.

In contrast to high solar activity, Fig. 6.4 (bottom) shows the neutral density during low solar
activity on January 12, 2008, between 00:00 h and 1:35 h. First of all, it is noticeable that the
neutral density is not only smaller with values below 2×10−13 kg/m3 but also less smooth. These
small scale neutral density variations might be artefacts from the processing, since a small drag
signal to noise ratio is disadvantageous to obtain good density estimates (e.g., Bruinsma et al.,
2022). Similar to high solar activity, the largest neutral density results from the direct algorithm,
which has been used in the direct and IGG-RL01 data sets. However, the differences between
both data sets of up to 5% are larger than during high solar activity, since the neutral density is
much more sensitive to changes in the radiation pressure modelling here. Changing the radiation
pressure by 15% leads to neutral density variations of 5% here, thus, including the heat-diffusive
thermal re-radiation within the direct data sets brings the neutral density closer to the remaining
data sets. Interestingly, the iterative neutral density is now close to the solutions from TOLEOS
and Mehta. Thus, detailed radiation pressure modelling seems much more beneficial than during
low solar activity. At the same time, aerodynamic modelling has a smaller effect during this period
also due to the large radiation pressure signal. Both iterative and TOLEOS data sets consider
heat-diffusive thermal re-radiation.

In addition to the neutral density time series, where the analyses are limited to a 90-minute
period, the data sets can be compared in terms of average density ratios for longer time periods.
A density ratio is simply the neutral density from one data set divided by the neutral density of
another data set averaged over a specific time span. For the three selected periods of different
solar and geomagnetic conditions, Fig. 6.5 provides the density ratios of the data sets in terms of
a matrix, where each entry results from dividing the neutral density from the data set assigned
at the row by the one at the column. The density ratio shown here is the mean ratio during the
three selected time spans. Generally, the density ratios vary between 0.6 and 1.8, which is quite
a lot since one would expect that neutral densities obtained from the same measurement (here:
accelerometer data) should be rather similar. During high solar activity and independent of the
geomagnetic conditions, the largest agreement, i.e., density ratios of 1, can be found between both
data sets using the direct algorithm (direct and IGG-RL01) as well as between TOLEOS and
Sutton, even though their processing shows several differences (see Tab. 6.1). Good agreement is
also found between Mehta and Graz with average density ratios of 0.97. The average density ratio
between both direct and IGG-RL01 w.r.t. the iterative solution is 0.93. The remaining average
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Figure 6.5: Ratios between neutral density data sets processed by different
institutions using GRACE-A accelerometer data. The density ratios are aver-
aged over the selected time period, which cover different solar and geomagnetic
conditions. Top: October 1-23, 2003, high solar activity and quite geomagnetic
conditions. Middle: October 24-29, 2003, high solar activity and severe geomag-
netic storm. Bottom: January, 2008, low solar activity and quiet geomagnetic
conditions. Each density ratio in the matrices is obtained from dividing the
neutral density from the data set assigned at the row by the one assigned at
the column. An overview of the data sets is presented in Tab. 6.1.

density ratios are above or below 1.1 and 0.9, respectively. The largest average density ratios of
1.82 occur between the direct data sets and Graz. This is related to the relatively small density
from Graz (see also Fig. 6.4). Even though the algorithm is the same, the density ratios between
Graz and Sutton as well as between Graz and the iterative data set are large with density ratios of
1.28 and 1.76, respectively.

During low solar activity, density ratios of 1 occur similarly between the direct and IGG-RL01
data sets and additionally between Mehta and Graz densities. However, the density ratio between
TOLEOS and Sutton decreased to 0.87. Instead, the iterative data set is now closest to TOLEOS
and Sutton with density ratios of 0.94 and 1.08, respectively. As mentioned above, the radiation
pressure modelling is highly relevant during low solar activity, thus it is not surprising that the
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iterative and TOLEOS densities, which include heat-diffusive thermal re-radiation, agree well.
To conclude, the neutral densities derived from GRACE accelerometer measurements do not

necessarily agree well. In terms of density ratios, values of 1.76 have been observed even though
the processing algorithms agree (iterative density estimation, see Sect. 6.1.2). The reason for this
is that the modelling details of the inverse estimation especially the aerodynamic modelling as
well as the accelerometer calibration impact the density estimates directly independent of the solar
and geomagnetic conditions. Additionally, during low solar activity, precise radiation pressure
modelling is crucial. A good agreement (density ratios of 0.94) between the iterative densities and
the TOLEOS data set has been observed during low solar activity.

The accelerometer-derived neutral density can be further used to scale the neutral density from
empirical thermosphere models. The results are shown in Sect. 6.2.4.

6.2 Inverse estimation based on POD

Besides the accelerometer-derived in-situ neutral density, the neutral density can be obtained from a
POD. Within a POD, precise models of the satellite dynamics, which include gravitational and non-
gravitational force models, are fitted to accurate tracking measurements in an iterative procedure.
Besides orbit-related parameters, it is possible to adjust parameters related to errors in the force
modelling such as scale factors for the neutral density from models during a predefined time span.
Consequently, the resulting neutral density scale factor is an integrated quantity, which can be used
to scale the model density.

Such scale factors have already been derived in several studies, e.g., Doornbos et al. (2007);
Panzetta et al. (2018); Zeitler et al. (2021). Doornbos et al. (2007) estimated scale factors from SLR
tracking data of the ERS-2 satellite with a temporal resolution of 6 h to adjust the NRLMSISE-
00 model. More recently, Panzetta et al. (2018) derived scale factors with the same resolution
from SLR observations to the spherical ANDE-P satellite for four different empirical thermosphere
models including NRLMSISE-00 and found that during the analysis period in 2009, where the
solar activity was low, all models overestimate the neutral density. In Zeitler et al. (2021), scale
factors for the neutral density from NRLMSISE-00 were derived from SLR range measurements of
a variety of spherical satellites using two different software packages. Scale factors computed with
GROOPS at IGG Bonn provided very similar results as the independent software package DOGS
used at DGFI Munich. In addition, the accelerometer-derived scales from GRACE and CHAMP
from IGG-RL01 (Vielberg et al., 2021) show correlations between 0.7 and 0.8 to SLR-derived scale
factors after temporal averaging in Zeitler et al. (2021).

As already mentioned, a POD requires precise tracking measurements of the satellite’s position.
Within the validation of the non-gravitational force models in Ch. 5, scale factors for the neutral
density from NRLMSIS 2.0 have already been co-estimated within a POD, where kinematic orbits
were used in case of GRACE and SLR range measurements in the context of spherical satellites.
However, the resulting scale factors were not further analysed since the focus was on the radiation
pressure force model validation.

In this section, scale factors for the neutral density estimated within a POD using (1) SLR
range measurements to spherical satellites and (2) kinematic orbits from GRACE are discussed.
First, the parametrization is outlined in Sect. 6.2.1 before summarizing details of the conducted
POD (Sect. 6.2.2). Before presenting the results, the comparability to scale factors from accelerom-
eter data is discussed. Finally, scale factors for the NRLMSIS 2.0 obtained from both POD and
accelerometer measurements are presented and compared in Sect. 6.2.4.

6.2.1 Parametrization

Within a POD various parameters are estimated depending on the used tracking data. In case
SLR range measurements to spherical satellites are used as observations, the initial state and the
station coordinates need to be estimated besides monthly range biases to compensate station-
and satellite-related systematics (see also Tab. 5.8). Additionally, a scale factor for the modelled
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radiation pressure acceleration is commonly co-estimated to absorb possible mismodelling especially
due to the TRP (see also Sect. 5.2.1). The radiation pressure scale factor is estimated monthly for
every satellite in this thesis. In addition, a scale factor of the modelled aerodynamic acceleration is
introduced, which is usually interpreted as a correction for the neutral density from a model (here:
NRLMSIS 2.0) required for the aerodynamic force modelling. Nevertheless, the scale factor also
absorbs the mismodelling of the gas-surface interaction, which includes the area projected in flight
direction, the satellite’s mass, the satellite’s relative velocity and the aerodynamic coefficient, of
which the latter is the most critical one.

In this experiment, the aerodynamic scale factor is estimated daily for every selected spherical
satellite. A lower temporal resolution would be beneficial to capture higher frequency variations
of the thermosphere. Resolutions of up to six hours have been used in Panzetta et al. (2018),
however, the variation of the estimated scale factors is relatively high and only a limited number
of parameters can be estimated since observations are quite sparse. Thus, a daily resolution is
chosen in this thesis. Empirical accelerations to parametrize the mismodelling of non-gravitational
accelerations are not used here. The selection of remaining parameters varies with the purpose of
the analysis. For example, Löcher and Kusche (2021) include the estimation of monthly gravity field
coefficients. Bloßfeld et al. (2018) estimate gravity field coefficients together with Earth rotation
parameters. Since such parameters are not of interest for this thesis, they are not co-estimated. An
overview of the parameters estimated here together with their temporal resolution can be found
in Tab. 5.8. The LAGEOS satellites are excluded from the analyses, since their orbital altitude of
more than 5000 km is too high to detect sufficient aerodynamic signals.

In case of using kinematic orbits as observations within a POD, the parametrization is different.
Again GRACE-A is selected for further analyses, however, this procedure is also suitable for other
satellites. When validating the radiation pressure force models for GRACE in Sect. 5.1.5, daily
initial states and hourly aerodynamic scale factors have been estimated. In this experiment, the
same parametrization is applied. Consequently, the temporal resolution of the aerodynamic scale
factor is much higher compared to SLR, where daily aerodynamic scale factors are estimated.
Similar to SLR, the aerodynamic scale factor does not only reflect the mismodelled neutral density,
since deficiencies in the gas-surface interaction modelling and cross-wind speeds are absorbed.
Cross-winds are relevant at GRACE altitude as they reach up to several 100m/s. With higher
altitudes the effect decreases. Even though it would be beneficial to include a scale factor for the
cross-wind velocities in the POD this appears challenging since errors in the neutral density, the
gas surface interaction model and the wind speed are hardly separable.

Instead of estimating an aerodynamic scale factor, which is valid globally, a representation in
terms of spherical harmonics would be beneficial to obtain a higher spatial resolution. However,
the temporal resolution is already too sparse to realize such parametrization within a POD.

Independent of the choice of the observables, the selection of parameters as well as their temporal
resolution can impact the estimates. This cannot be avoided and should be kept in mind when
interpreting the results. In this thesis, the choice of the parameters relies on the experience from
colleagues and mentioned literature. These aspects indicate once more that a joint estimation
especially in case of GRACE should be investigated in the future.

6.2.2 Algorithm

The POD is an iterative procedure, where orbit parameters are adjusted to minimize the residuals.
The POD based on SLR observations has been explained and applied in the context of the force
model validation for spherical satellites, thus, please see Sect. 5.2.4 for details. The only difference
is that the radiation pressure force model is kept fixed in this experiment. Since the validation in
Sect. 5.2.4 did not clearly reveal which force model is the best choice, I apply the most advanced
force model for spherical satellites: SRP model 1100 considering a physical shadow model and
daily values of the TSI in combination with ERP model 1310, which accounts for outgoing fluxes
from CERES SYN1deg on a 1◦ grid with ADMs. The aerodynamic model is the same as in
Sect. 5.2.4 and considers the neutral density from NRLMSIS 2.0. The TRP acceleration is not
modelled analytically. Instead a radiation pressure scale factor is included in the parametrization
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(see Tab. 5.8). In addition, gravitational background models from Tab. 3.2 are applied. Generally,
the method applied here is the same method as in Zeitler et al. (2021) with slightly different settings.

In case of GRACE, the POD has already been applied for the radiation pressure force model
validation in Sect. 5.1.5. Here the same gravitational background models are applied as in the POD
for spherical satellites. The non-gravitational force model applied here is the one, which yielded the
smallest RMS in the validation with SLR observations (see Sect. 5.1.5): SRP model 11000 using
daily TSI and a physical shadow function in combination with the ERP model 13100 using outgoing
fluxes from hourly CERES SYN1deg data on a 1◦ grid with ADMs and the heat-conductive TRP
model with fitted thermal diffusivity. Radiation pressure scale factors are not co-estimated. The
aerodynamic model is the same as above. Consequently, scale factors for the NRLMSIS 2.0 are
estimated.

6.2.3 Comparability to accelerometer-based results in terms of scale factors

Before presenting the results of the estimated scale factors, the comparability of POD-based and
accelerometer-based scale factors is discussed. As already mentioned above, the estimated aero-
dynamic scale factors from both POD or accelerometer data are usually treated as thermospheric
neutral density correction (e.g., Vielberg et al., 2018; Zeitler et al., 2021; Bruinsma et al., 2022),
although they are strictly speaking a scale factor for the total modelled aerodynamic acceleration.
The scale factors also depend on the selected force modelling as briefly shown in Sect. 5.1.5.

For POD-based scale factors from both SLR and GRACE, the applied gravitational force models
are the same. Within the accelerometer-based approach, such gravitational force models are not
required since the accelerometer only measures non-gravitational accelerations.

The non-gravitational force modelling for GRACE is the same for both the POD-based and
accelerometer-based approach. For spherical satellites, the non-gravitational force modelling is
generally different (see Sect. 5.2.1). However, the non-gravitational force models applied here are
chosen to match the GRACE force modelling as closely as possible. Thus, the ERP and SRP models
consider the same shadow function and radiation data. Only the TRP modelling for spherical
satellites is neglected as already mentioned before.

Besides the force modelling, there are differences in the temporal resolution of POD and
accelerometer-derived scale factors. The POD-based scale factors are integrated quantities, i.e.,
the temporal resolution is limited. In case of SLR satellites, the aerodynamic scale factor is es-
timated daily. The POD-based aerodynamic scale factor for GRACE has a temporal resolution
of 1h. The reason for these differences is the chosen parametrization, which should be carefully
selected in a POD to avoid high correlations between the parameters (see Sect. 6.2.1). In con-
trast, the accelerometer-based scale factors are based on in-situ neutral densities, which have a
higher temporal resolution of here 10 s. In order to compare the scale factors from both POD and
accelerometer data, temporally averaging of accelerometer-based scale factors is helpful.

6.2.4 Comparison of scale factors

Figure 6.6 shows the aerodynamic scale factors for the NRLMSIS 2.0 derived from different methods
during the lifetime of the GRACE mission (August 2002 - June 2017). From a POD, scale factors
for the spherical satellites Larets, Stella, Starlette and Ajisai are presented, which are filtered with
a 10-day moving average to reduce the noise. In addition, scale factors for GRACE-A are estimated
within a POD at a 1h resolution. Since for GRACE-A, accelerometer-derived neutral densities are
available, scale factors for the NRLMSIS 2.0 are derived from TOLEOS neutral densities as well
as from neutral densities computed within this thesis from both the direct and iterative algorithm.
For better comparability, the results for GRACE from both POD and accelerometer are averaged
over one day before applying a 10-day moving average. For better visibility, the resulting time
series are shifted by +1. A similar figure has been presented in Zeitler et al. (2021) for scale factors
of the NRLMSISE-00. The recent TLE2021 data set (Emmert et al., 2021) is not included here as
it shows the scale factors for NRLMSISE-00 instead of NRLMSIS 2.0 even though a comparison to
data from a large data base would be interesting.
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Beginning with the scale factors from the spherical satellites, the results of Larets, Stella and
Starlette agree very well. During solar maximum in 2003, the scale factors are quite large with
values up to 1.7, i.e., the model strongly underestimates the neutral density. With decreasing
solar activity, the scale factors show less variations and are close to one especially during 2006 and
2007. During solar minimum in 2008, scale factors are slightly below one, i.e., the model slightly
overestimates the neutral density. This overestimation is slightly larger for Larets and Stella than
for Starlette, which is likely related to the elliptical orbit of the Starlette leading to larger variations
in the scale factor. From 2010 onwards, the scale factors increase until the solar maximum in 2015,
where scale factors of 1.9 are reached. Generally, the scale factors of these three spherical satellites
agree well independent of the solar conditions. The Pearson correlation coefficient between the
scale factors of Larets and Stella reach 0.89, whereas the correlations of scale factors from Larets
and Stella w.r.t. Starlette are smaller with 0.71 and 0.77, respectively.

For Ajisai, the time series of the scale factors looks very different especially during low solar
activity. This is most likely related to the high altitude of Ajisai of 1500 km and its large area to
mass ratio. Since the NRLMSIS 2.0 model is designed to evaluate the neutral density until the
exobase (Emmert et al., 2020), the altitude of Ajisai might be too high to produce reliable outputs.
During high solar activity the satellite experiences a relatively large aerodynamic signal and the
scale factors usually fit well to the results from Larets, Stella and Starlette except during the
strong oscillations of the scale factor of Ajisai beginning in March every year. The reason for this
oscillation is not clear. As the solar activity decreases, the scale factor of Ajisai varies between 0.4
and 2.4 and does not fit the other scale factors at all. This is likely related to the satellite altitude.
Since the neutral density is generally much smaller during these periods, the upper boundary of the
thermosphere decreases. Consequently, it is questionable, if the scale factor at 1500 km altitude can
still be interpreted as a neutral density correction at the altitude of Ajisai during solar minimum.
Moreover, the large area to mass ratio might matter.

Fig. 6.6 additionally presents the scale factors for GRACE (1) from POD and (2) from ac-
celerometer data. For the latter, the neutral densities from TOLEOS as well as the neutral densities
from both the direct and iterative algorithm processed within this thesis are used to compute scale
factors for the NRLMSIS 2.0 neutral density. The gaps in the resulting time series are usually due
to missing accelerometer data and partly due to mission star camera or orbit data. Besides these
gaps, the scale factors from POD and accelerometer have in common that they both follow the
course of the solar cycle. The TOLEOS-based scale factors fit the POD-based scale factors nicely
especially until 2011, where the quality of the accelerometer data started decreasing. Before 2011,
the correlation between TOLEOS and POD scale factors is large with 0.91. The overall correla-
tion is 0.80. The accelerometer-based scale factors from the direct and iterative approaches show
a good agreement among themselves (correlation coefficient of 0.89). Especially the scale factor
time series from the iterative density estimation is more noisy and contains a few outliers, which is
likely related to the estimation procedure in combination with the accelerometer calibration. The
accelerometer calibration as well as the force modelling are the reason for the differences between
the scale factors from this thesis and TOLEOS. Since their accelerometer calibration is constrained
to the along-track axis, the resulting density and also the scale factors are smoother.

Interestingly, the scale factors for GRACE are generally smaller than for the spherical satellites.
During low solar activity, the scale factors obtained from GRACE are well below 1 with values
around 0.7. This underestimation of the density is independent of the applied method. Thus, it is
likely related to the low satellite altitude, i.e., at higher altitudes the density fits the observations
better during solar minimum. In contrast, the scale factors during high solar activity are generally
larger for the satellites at high altitudes than for GRACE. Consequently, the variation of the scale
factor is nearly the same independent of the altitude, however, an altitude-dependent bias can be
observed between the scale factor time series from SLR and GRACE.

In summary, the scale factors obtained from POD and accelerometry agree well (correlation
of up to 0.9). POD-based scale factors cannot only be obtained for spherical satellites, but also
for satellites with a panel model. Since this requires accurate force models instead of calibrated
accelerometer measurements, the POD-derived scale factors show generally less outliers. Differences
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in the accelerometer-based estimates can be explained by differently calibrated accelerations and
the use of different non-gravitational force modelling. Consequently, the aerodynamic scale factors
are not independent of the chosen force model. Generally, NRLMSIS 2.0 overestimates the neutral
density during solar minimum and overestimations are likely during high solar activity, which was
also found by Doornbos (2012); Zeitler et al. (2021) or Bruinsma et al. (2022). Finally, an altitude-
dependency of the scale factor can be observed leading to increased overestimations of the neutral
density at GRACE-altitude.

Figure 6.6: Scale factors for the neutral density from NRLMSIS 2.0 during the
lifetime of the GRACE mission. The scale factors are derived from three differ-
ent methods and filtered with a 10-day moving average filter. For the spherical
satellites Larets, Starlette, Stella and Ajisai, the scale factors are coestimated
within a POD. The GRACE-POD solution shows the scale factors obtained
from a POD with kinematic orbits as observations. The three remaining time
series are derived from the neutral density from GRACE accelerometer data
by dividing these by the NRLMSIS 2.0 neutral density before averaging the
resulting scale factors for each day and applying the same 10-day moving av-
erage filter as for the remaining time series. Gaps in the time series occur due
to missing orbit, star camera and/or accelerometer data. Please note that the
time series are shifted by +1 for better visibility.
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Chapter 7

Inverse estimation: Earth’s energy
imbalance

A second application of the inverse estimation in the context of non-gravitational force modelling
is the estimation of radiation-related parameters. Remaining biases in radiation data sets and the
satellite’s material introduce systematic errors in the radiation pressure force models. This chapter
aims to reduce these errors by solving for corrections of the radiation-related data sets.

As for the neutral density estimation, this inverse estimation is tested for GRACE first by
considering modelled and measured non-gravitational accelerations and attempting to solve for
selected parameters to correct the radiation data sets and the satellite’s material. In the second
part of this chapter, scale factors for the radiation pressure force models are estimated within a
POD. Their interpretation as a correction for radiation data sets is outlined and the comparability
to the results from GRACE is discussed afterwards. In this context, attempts to link estimated
radiation-related parameters to EEI are made.

7.1 Inverse estimation based on accelerometer data

Relating accelerometer measurements to EEI has already been investigated in earlier studies. Dur-
ing the 1970s, measurements from the CACTUS accelerometer on-board the almost spherical CAS-
TOR satellite have been successfully used to obtain an annual mean Earth radiation budget in
Boudon (1986). This concept is based on the conversion from non-gravitational accelerations to
fluxes and requires accelerometer measurements on-board a (nearly) spherical satellite. More re-
cently, the method has been taken up again by Hakuba et al. (2018), who propose a spherical
satellite mission with an improved accelerometer and a highly reflective or perfectly absorbing
surface, in order to contribute to accurate EEI estimates.

The first attempt to estimate radiation-related parameters from accelerometer data of a non-
spherical satellite has been performed in Vielberg and Kusche (2020), where extended solar and
Earth radiation pressure force models are used in an inverse approach. Various combinations of
possible systematic errors have been evaluated in terms of rank deficiency and condition num-
bers. It turned out that the estimability depends more on the parametrization of the radiation
source-related parameters than on the material-related parameters. The parametrization with the
smallest condition number has been selected for the inverse estimation. Consequently, corrections
for material coefficients and CERES fluxes over land and ocean have been estimated using one
year of GRACE-A accelerometer measurements. Correlation analysis of the estimated parameters
revealed a strong correlation (57%) of nadir visible material coefficients and the Earth’s outgoing
shortwave radiation. The results were encouraging that certain physical radiation pressure model
parameters could indeed be determined from satellite accelerometry. This section is basically an
extension of the study from Vielberg and Kusche (2020).
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7.1.1 Parametrization

Similar to the neutral density estimation, the inverse estimation here is based on modelled and
measured accelerometer measurements. Within the radiation pressure force modelling, several
parameters are related to the radiation reaching the satellite. These include the incoming solar
radiation, the Earth’s outgoing shortwave and longwave radiation together with the ADMs, and
the satellite’s thermo-optical material properties.

The solar radiation varies less than 0.3% over the course of the solar cycle and is generally
well known with an uncertainty of 0.13W/m2. Thus, estimating a correction for TSI is not aimed
here. However, the outgoing radiation of the Earth, which is taken from CERES in the ERP and
TRP modelling, contain biases (see Sect. 2.3.4) limiting the accuracy of the important climate
variable EEI to quantify global warming. Thus, there is a need to adequately correct the remaining
biases in the utilized CERES data. Additionally, the thermo-optical material properties are not
well known, which impacts the SRP, ERP and TRP force modelling. Thus, further improving the
precise non-gravitational force models requires the correction of such parameters.

The observation equation (see Eq. (6.1.2))

acal = aaero + aRP + asat + ε

relates the calibrated non-gravitational accelerometer measurements to the radiation pressure force
model. For the neutral density estimation, a stable along-track calibration of the accelerometer is
required, whereas the inverse estimation of parameters related to Earth radiation data sets requires
a stable radial component.

Even though a joint estimation of calibration parameters and radiation-related parameters
would be desirable, the effort of finding such stable parametrization is not expended in this thesis.
Instead an iterative stepwise procedure is performed, i.e., the accelerometer is calibrated first and
the estimation of radiation-related parameters is performed afterwards.

There are multiple options to parametrize the estimation of radiation-related parameters. Since
radiation data sets as well as thermo-optical material properties already exist even though with
limited accuracy, it makes sense to estimate corrections for these data, e.g., in terms of scale factors
or biases. For the correction of the CERES fluxes, a separation between longwave and shortwave
fluxes is suggested. Due to the long-term difference between the CERES SYN1deg and EBAF data
of 1.5W/m2 for the longwave and 2W/m2 for the shortwave fluxes (Loeb et al., 2018), the shortwave
correction is expected to be larger. This is in line with the findings from the calibration between
CERES and other radiometer missions (Qiu et al., 2012), where biases in short-wave fluxes were
found to be generally larger. Considering the magnitude of the fluxes, which is more than twice as
large for longwave than for shortwave fluxes with 239W/m2 and 100W/m2, respectively, according
to the global annual mean from Wild et al. (2015), estimating a correction for the shortwave fluxes
appears more promising.

The most simple parametrization of CERES corrections is a global scale factor. The temporal
resolution of such scale factors should be long enough to ensure a global coverage of the satellite
accelerometer data, e.g., annual or monthly. As depicted in Fig. 2.9, the differences between CERES
SYN1deg and EBAF shortwave data differ between land and ocean such that the estimation of a
separate scale factor for each area is desirable. This has also been part of the parametrization with
the smallest condition number in Vielberg and Kusche (2020). An even finer spatial resolution
according to different surface and cloud conditions would enable to solve for errors in the ADMs.
However, this would increase the number of parameters drastically such that this is not considered
in this experiment. A parametrization of CERES corrections in terms of a spherical harmonic
representation turned out to be too complex as well (Vielberg and Kusche, 2020). Moreover, a
separate scale factor for the polar regions above 60◦ and the equatorial regions is expected to be
beneficial, since the difference between shortwave CERES SYN1deg and EBAF data are especially
large in the polar regions.

In Vielberg and Kusche (2020), different parametrizations of a correction for the thermo-optical
material properties have been tested. The estimation of biases turned out to be more suitable than
the estimation of time-dependent as well as angular-dependent corrections.
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When estimating biases for the thermo-optical properties together with scale factors of radiation
fluxes, the separability of these corrections needs to be guaranteed. Vielberg and Kusche (2020)
found a correlation of 57% between errors of the visible material coefficient of the nadir panel and
the Earth’s outgoing shortwave radiation. Such correlations cannot be avoided, but constraining
the thermo-optical material coefficients of similar panels might stabilize the parametrization.

In order to avoid that errors in the mismodelling of the remaining non-gravitational forces are
absorbed in the corrections for the CERES data or thermo-optical material coefficients, Vielberg
and Kusche (2020) estimated an additional scale factor. Alternatively, the aerodynamic scale factors
interpreted as neutral density correction from the previous chapter can be applied beforehand to
minimize the error of the aerodynamic model.

7.1.2 Algorithm

The estimation of selected radiation-related parameters is performed within a least squares ad-
justment. The observation equation relates the calibrated accelerometer measurement to modelled
non-gravitational accelerations. Depending on the parametrization, the observation equation varies
slightly. In Vielberg and Kusche, 2020, we focussed on the estimation of thermo-optical proper-
ties, which occur in the solar and Earth radiation pressure accelerations, as well as corrections for
the Earth’s outgoing radiation. Thus, the observation equation l contains the observed radiation
pressure acceleration resulting from the subtraction of the modelled aerodynamic acceleration aaero
from calibrated accelerometer measurements acal

l = acal − aaero. (7.1.1)

The calibration commonly considers biases and scale factors, which need to be estimated before-
hand. To avoid the impact of satellite-induced accelerations, the thruster firings are eliminated
from the calibrated accelerometer measurements as in Vielberg and Kusche (2020).

Then, the derivatives of the analytical formulations of the SRP and ERP accelerations with
respect to the parameters are computed to construct the design matrix. Here, the derivatives are
obtained analytically and are provided in App. C.

Ideally, the uncertainty of the calibrated accelerometer measurements and the modelled non-
gravitational forces would be considered in inverse estimation by building a realistic variance-
covariance matrix. However, finding a suitable weighting is difficult. Weighting the data based
on the measurement accuracy of the accelerometer would lead to an extreme down-weighting of
the cross-track acceleration making the system of equations unstable. Further considering possible
errors introduced with the accelerometer calibration appears challenging. Additionally, the uncer-
tainty of modelled forces should be considered when building a realistic variance-covariance matrix.
This requires a variance propagation of the force modelling, which is not performed in this thesis.
Thus, similar to Vielberg and Kusche (2020) equal weighting is assumed here, which should be
revised in the future.

In the next step, the normal equation matrix can be computed. Optionally, constraints between
specific parameters can be considered by extending the normal equation matrix with restrictions,
e.g., corrections for the thermo-optical material coefficients of the front and rear panel should be
equal. Moreover, the relation that the reflection and absorption coefficients should sum up to
one could be added as a constrain. Finally, the parameters are obtained from the least squares
adjustment. For details on the least squares adjustment please see Niemeier (2008).

Variations of this algorithm are generally possible. In this thesis, the algorithm is extended
by additionally considering the thermal re-radiation pressure. Since the thermal diffusivity has
been adjusted beforehand (see Sect. 5.1.5), the derivation of TRP acceleration w.r.t. the radiation-
related parameters is omitted here. Instead, the fitted TRP acceleration aTRP is considered within
the observation equation

l = acal − aaero − aTRP. (7.1.2)

Instead, of using the data along all three axes, the adjustment of the radial direction only is
expected to be beneficial for the adjustment of Earth radiation data sets.
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7.1.3 Results

From the differences in the CERES SYN1deg and EBAF data, average biases of 1.5W/m2 and
2W/m2 in the longwave and shortwave fluxes, respectively, are known (Loeb et al., 2018). Thus,
when aiming to correct CERES SYN1deg data within the inverse estimation, biases of at least
1W/m2 need to be detected. For the GRACE-A satellite, the impact of 1W/m2 changes in the
Earth’s outgoing radiation data on the acceleration is tested for January 2008. The visible ERP
acceleration shows the largest changes of 0.8%. In comparison, the infrared ERP acceleration
changes only 0.5%, since the longwave flux is generally larger than the shortwave flux. The total
ERP acceleration changes by 0.6%, when adding 1W/m2 on both longwave and shortwave fluxes.
Finally, the impact on the total non-gravitational acceleration is slightly below 0.1%.

Detecting such small changes within a least squares adjustment using modelled and measured
non-gravitational accelerations appears challenging. Thus, well-calibrated accelerometer measure-
ments are essential. Since errors in the CERES data are expected to have a particular effect on the
radial acceleration, a precisely calibrated radial accelerometer measurement is required. However,
the inspection of the radial accelerometer biases from the calibration presented in Sect. 3.1.5, reveals
that the radial biases contain systematics. The systematic oscillation has a period of about four
months and its magnitude varies with the solar activity. Calibrating the accelerometer data using
these radial biases would introduce artificial trends in the radial measurements, which complicates
the estimation of radiation-related parameters.

To overcome the systematics in the radial biases, the calibration needs to be modified. In the
following, I aim to assess how a stable radial accelerometer calibration can be reached.

In the validation of the forward force modelling for GRACE (Sect. 5.1.5), it turned out that
increasing the temporal resolution of the estimated biases reduces the SLR residuals. Inspecting the
estimated biases (not shown here) from this procedure revealed that the systematics in the radial
component are eliminated and only noise remains. Therefore, hourly biases are estimated for the
whole mission lifetime with the same procedure and the resulting biases are presented in Fig. 7.1 in
red. The noise in along-track and radial biases is generally larger than in the previous calibration
(Fig. 3.5). However, with increasing temporal resolution of the biases the systematic oscillations
in the radial direction vanished. The reason for this is not clear at the moment. I suspect that
temporal aliasing can play a role here, however, this has not been reported before in the context
of accelerometer calibration and, thus, further analyses are required in the future. It should be
mentioned that the calibration here does not consider a scale factor. For better comparability
with the previous calibration, the biases estimated with the assumption of constant scale factors
(along-track 0.94, cross-track 0.91, radial 0.93) are also shown in Fig. 7.1 in blue. The noise in the
biases from this solution is slightly larger in the along-track and radial directions, which are known
to be correlated. Interestingly, additional offsets between the two bias solutions can be observed in
all directions. Even though this offset is smallest in the radial direction, it reaches an average value
of 0.5× 10−7m/s2, which is nearly 10% of the bias itself. Consequently, this offset maps onto the
calibrated accelerations.

A comparison of the calibrated accelerations between 5-8 a.m. on January 1, 2008, is presented
in Fig. 7.2. Besides the accelerations calibrated with hourly biases, the previous solution from
the three-step procedure resulting in daily biases and constant scales (Sect. 3.1.5) is shown and
assigned as Uni Bonn. For comparison, the calibrated acceleration from TU Delft (Siemes et
al., 2023) is also presented, where daily biases and constant scales have also been obtained from
such three-step procedure. The advantage of the three-step procedure is that the along-track and
cross-track directions are well calibrated, which is important for the estimation of thermospheric
densities. To improve the along-track component for this purpose, Siemes et al. (2023) make use
of the correlation between along-track and radial biases by constraining the radial biases. This
constrain led to nearly smooth radial biases of around 0.5 × 10−6m/s2 (see Fig. 5 therein). With
this constrain and the consideration of a temperature correction, the TU Delft calibration differs
from the Uni Bonn solution.

Comparing the resulting calibrated radial accelerations to the modelled ones shows that the
calibrated accelerations from TU Delft fit the modelled accelerations very well, whereas the re-
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Figure 7.1: Hourly accelerometer biases in the along-track, cross-track and
radial directions for GRACE-A estimated within a POD for the lifetime of the
mission. Red: Scale factors are not considered in this parametrization. Blue:
For better comparability with the calibration in Sect. 3.1.5, the estimation of
hourly biases is repeated with the same constant scale factors of 0.94 (along-
track), 0.91 (cross-track) and 0.93 (radial).

maining solutions show biases of more than 40 nm/s2. Even though my own calibration does not
consider a temperature correction, the differences cannot be assigned to this consideration only as
they are at the order of −6× 10−9m/s2 for the radial component. Wöske (2020) observed remain-
ing biases between modelled and calibrated accelerations from a POD as well. He explains this in
terms of orbit mechanics, as the radial acceleration has a smaller effect on the orbital energy than
the along-track acceleration, which makes the determination of radial biases more difficult. To
overcome remaining radial biases after the POD-base calibration, Wöske (2020) performs a second
calibration by adjusting the (pre)calibrated to modelled accelerations. Nevertheless, it is remains
unclear, why the calibration from TU Delft, which is also based on a POD does not show such
biases during the selected period.

As already mentioned, the disadvantage of the three-step approach with this parametrization
are the remaining systematics in the radial biases. Applying constraints is one option to avoid such
systematics.

Another aspect that should be discussed is the suitability of the calibrated accelerations for a
POD. Applying the accelerations calibrated with the biases from the three-step procedure within
a POD turned out to lead to large residuals of on average above 4 cm during 2008 (Sect. 5.1.5). In
contrast, applying accelerations calibrated with hourly biases within a POD yields average residuals
of only 1.85 cm during the same period. However, the calibrated accelerations with hourly biases
still contain a bias w.r.t. modelled accelerations as discussed above.

To conclude, the calibration of the accelerometer measurements still has some inconsistencies.
In terms of residuals from one year POD, hourly biases yield the best calibration and systematic
oscillations in the radial biases can be avoided. However, a calibration leading to small residuals
within a POD does not necessarily fit the modelled radial accelerations well. Such remaining
biases might be corrected by adjusting the calibrated to modelled accelerations. On the other
hand, applying the biases from a three-step procedure yields larger residuals in a POD. At the
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Figure 7.2: Differently calibrated accelerations in the along-track, cross-track
and radial directions for GRACE-A in the SRF during 3 hours (5-8 a.m.) on
January 1, 2008. The solutions in blue and black have been obtained within a
three-step procedure at Uni Bonn (Vielberg et al., 2018) and TU Delft (Siemes
et al., 2023), respectively, and have already been applied in the thermospheric
density estimation. Grey and red shows the accelerations calibrated with hourly
biases directly within a POD without scale factor and with the same constant
scale factor as in the Uni Bonn variant, respectively. The calibrated acceler-
ations with hourly bias and constant scale factor are only shown in the radial
direction, since the offset in the other directions is too large. For comparability,
the acceleration from the best model according to the validation with SLR is
shown as well.

same time, well-calibrated along-track accelerations can be obtained, but systematics in the radial
biases remain. Constraints allow to obtain smooth radial biases. Further experiments are required
to sort the effect of remaining biases in the radial component to the method of calibration, the
parametrization, the constraints and the temperature correction.

Consequently, the aim of obtaining perfectly calibrated accelerations, especially in the radial
component cannot be reached at the moment. The problem is not necessarily the accuracy of the
accelerometer, but the inconsistencies of the accelerometer calibration. Further effort is required,
to overcome such inconsistencies in the calibration and to clear up the question, whether differently
calibrated accelerometer data should exist for different applications.

Besides well-calibrated accelerometer measurements, precise non-gravitational force models are
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essential for the success of the inverse estimation. Since the aerodynamic model applied in this
thesis is rather conservative, scale factors from the previous chapter are considered. Here, I apply
the aerodynamic scale factor from the POD because it accounts - strictly speaking - not only for a
density correction, but for the total aerodynamic mismodelling. The 10-day averaged scale factor is
interpolated to fit the temporal resolution of the accelerometer measurements of 10 s. Furthermore,
the best radiation pressure force model in terms of SLR residuals is selected here.

Radiation pressure model parameters are estimated within a least squares adjustment using
data from GRACE-A. Instead of employing the year 2010 as in Vielberg and Kusche (2020), the
year 2008 is selected here due to the low aerodynamic signal. For this experiment, the calibration
parameters from the POD with hourly biases are applied. To avoid the impact of thruster firings,
data 30 s before and after each thrust are not considered. As discussed above, equal weighting is
assumed here.

According to the condition number of the parametrization, Vielberg and Kusche (2020) found
that the best-conditioned parametrization accounts for scale factors for the radiation pressure
accelerations in the three directions, biases for the specular visible material coefficients, and multi-
plicative corrections for longwave and shortwave flux over land and over ocean. In addition, an error
in the derivative w.r.t. longwave fluxes has been corrected. The same parametrization is used here
and the least squares adjustment is performed using the calibrated and modelled forces described
above. The condition number of this parametrization is 4.5×10−5. The resulting parameters and
their formal errors are presented in the left Tab. 7.1. Generally, the estimated parameters are

Table 7.1: Estimated unit-less radiation-related parameters and their formal
errors. Accelerometer data calibrated with hourly biases from POD are used
as well as the best force model in terms of SLR residuals. Left: The same
parametrization as in Vielberg and Kusche (2020) is applied including scale
factors S for each direction, multiplicative corrections of the CERES SYN1deg
shortwave and longwave fluxes over ocean and over land, and offsets of the
visible thermo-optical material coefficients. Right: A modified parametriza-
tion is tested including biases in all directions, multiplicative corrections of the
CERES SYN1deg above and below ±60◦ latitude, and offsets of the visible
thermo-optical material coefficients.

Parameter x̃ σx̃
Sx -15.79 0.10
Sy -0.18 0.11
Sz 7.89 0.05
εFSW ocean 5.41 0.19
εFSW land 4.79 0.15
εFLW ocean -4.73 0.20
εFLW land -0.99 0.11
εcsvis front 43.44 0.26
εcsvis rear -27.41 0.29
εcsvis starboard out -1.64 0.14
εcsvis starboard in -150.49 2.63
εcsvis port out -7.14 0.14
εcsvis port in -89.40 2.77
εcsvis nadir -16.48 0.17
εcsvis zenith -15.06 0.30

Parameter x̃ σx̃
bx 3.35 ×10−8 1.60 ×10−9

by -1.71 ×10−8 1.61 ×10−9

bz -7.96 ×10−8 1.65 ×10−9

εFSW equator 3.29 0.14
εFSW pole -9.61 0.17
εFLW equator 3.93 0.11
εFLW pole -12.50 0.19
εcsvis front 6.20 0.12
εcsvis rear 6.20 0.12
εcsvis starboard out 14.05 0.12
εcsvis port out 5.97 0.12
εcsvis nadir 45.38 0.07
εcsvis zenith 14.28 0.05

much larger than expected. Scale factors between calibrated and modelled data should be close to
1, which is not the case. Moreover, the estimated scale factors for the CERES SYN1deg data are
quite large. These corrections also indicate the correction over ocean is larger than over land. From
the inspection of the differences between CERES SYN1deg and EBAF fluxes in Fig. 2.9, it should
ideally be vice versa. In addition, the estimated material corrections should be below 1, which is
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not the case. This indicates that the applied parametrization is not optimal.
From the comparison of calibrated and modelled accelerations, it became clear that the esti-

mation of biases seems more reasonable than the estimation of scale factors. Besides, separating
the CERES SYN1deg corrections for latitudes above and below ±60◦ might be more adequate.
Additionally, the correction of the thermo-optical material coefficients were found to be correlated
in Vielberg and Kusche (2020). Corrections for panels with similar material should ideally be con-
strained. Especially corrections for front and rear panels, which experienced similar conditions,
since the satellites have been turned (and switched) after a few years in orbit. Furthermore, the
visible material coefficient of the inner port and starboard might better be excluded from the es-
timation, since unmodelled self-shadowing effects are expected to impact the estimation of these
parameters.

Therefore, the parametrization is updated with the above suggestions and the inverse estimation
is performed again, where the remaining settings are the same. The condition number of this
parametrization turned out to be smaller with -5.5×10−7. The estimated parameters and the
formal errors are presented in the right of Tab. 7.1. The resulting parameters still appear too large.
However, the magnitude of the estimated corrections for the CERES SYN1deg data is consistent
with the expectation that they are larger over the poles than near the equator.

In both experiments, the formal errors, which are generally too optimistic, appear to be too
small as well. To obtain more realistic errors, a fully populated variance-covariance matrix should be
included in the estimation. This is expected to also significantly improve the estimated parameters
in the future.

Additionally, differently calibrated accelerations are tested in the experiment above. As ex-
pected, this leads to large differences in the estimated biases. However, the changes in the radiation-
related parameters is below 0.5%. Thus, well-calibrated accelerometer measurements should still
be aimed, but finding a stable parametrization is even more demanding.

To conclude, the inverse estimation confirms that the errors of CERES SYN1deg data are
especially large at the poles. Improvements of the inverse modelling are definitely necessary. This
includes not only obtaining well-calibrated (radial) accelerometer measurements, but also efforts to
optimize the parametrization especially by introducing suitable weighting.

7.2 Inverse estimation based on SLR data

To account for the mismodelling of radiation pressure force models, scale factors are commonly
co-estimated within the POD of spherical SLR satellites. Here, such scale factors are estimated
for spherical satellites at altitudes below 1500 km and their suitability to correct existing radiation
data sets is assessed.

7.2.1 Parametrization

Different possibilities exist to parametrize the scale factor for the radiation pressure, which is also
known as radiation pressure coefficient. Whereas Löcher and Kusche (2021) estimate monthly
scale factors for the SRP acceleration, Bloßfeld et al. (2018) parametrize the radiation pressure
mismodelling by accounting for both SRP and ERP scale factors every 7 to 15 days depending on
the period of estimation. In contrast, Sośnica et al. (2015) estimate once-per-revolution empirical
accelerations in the along-track direction to account for the radiation pressure mismodelling.

In this thesis, the modelled radiation pressure is first scaled by a monthly factor for every satel-
lite. Here, the modelled radiation pressure includes the SRP and ERP modelling. This parametriza-
tion is the same as in the previously performed POD. Within the POD other parameters such as the
initial state vector, station coordinates, range biases and aerodynamic scale factors are estimated
according to Tab. 5.8.

Another parametrization is the separate estimation of SRP and ERP scale factors. To avoid
a high correlation between the parameters, it makes sense to estimate the SRP scale factor per
satellite, whereas the ERP scale factor is estimated globally. The temporal resolution to allow for
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the estimation of a global ERP scale factor should be large enough to guarantee a global coverage
of the observations. Thus, a monthly temporal resolution is suggested. The remaining parameters
are the same as in the first experiment. In case, correlations between SRP and ERP scale factors
are too large, the SRP scale factors could be fixed to a long-term mean.

Since the thermal re-radiation is not modelled here, the radiation pressure scale factors absorb
its mismodelling as well. With this in mind, the interpretation of the radiation pressure scale factor
as correction for existing radiation data sets is expected to be too pessimistic.

Different from the estimation of aerodynamic scale factors, the experiments here are not con-
ducted for GRACE, since a radiation pressure scale factor is usually not co-estimated within the
POD of satellites from this mission.

7.2.2 Algorithm

The POD applied here is basically the same as within the estimation of the POD-based scale
factors of the neutral density for spherical satellites in the previous chapter. Again, the SRP force
model considers the physical shadow model and daily TSI. As a reminder, the ERP force model
accounts for outgoing fluxes from CERES SYN1deg data on a 1◦ grid with ADMs and TRP is not
modelled. The aerodynamic model again considers the thermospheric density from NRLMSIS 2.0
and an aerodynamic scale factor is co-estimated daily. For further details of the POD estimation,
I refer to Sects. 5.2.4 and 6.2.2.

7.2.3 Results

First, the impact of changes of 1W/m2 in the Earth’s outgoing longwave and shortwave fluxes on
the acceleration of spherical satellites is assessed (Tab. 7.2). The four spherical satellites selected

Table 7.2: Impact of changes of 1W/m2 in the Earth’s outgoing longwave and
shortwave CERES SYN1deg fluxes on the acceleration of four SLR satellites
during January 2008.

ERP vis ERP ir ERP total total non-gravitational
Starlette 0.9% 0.4% 0.6% -0.2%
Stella 0.9% 0.4% 0.6% ≤ 0.01%
Ajisai 0.9% 0.4% 0.6% -0.7%
Larets 0.8% 0.4% 0.6% -0.03%

here orbit below 1500 km. Generally, the impact of the flux changes on the acceleration is below 1%
for all satellites. The visible ERP acceleration changes at most 0.9%, which is about twice as much
as the infrared ERP acceleration. This can be explained by the smaller magnitude of the shortwave
fluxes. The impact of the 1W/m2 flux changes on the infrared and total ERP acceleration is 0.4%
and 0.6%, respectively, for all satellites. The total non-gravitational acceleration remains almost
unchanged for Stella. With changes of 0.7% in the total non-gravitational acceleration, Ajisai
seems to be the most promising candidate to detect variations in the radiation data sets. The
reason why changes in the radiation data sets are most visible for Ajisai is because of its large area
to mass ratio.

The results of the first experiment are presented in Fig. 7.3. The monthly radiation pressure
scale factors for the four satellites are shown for the period August 2002 to May 2017, which
corresponds the lifetime of the GRACE mission and covers nearly two solar cycles. It is clearly
visible that the radiation pressure scale factor for Starlette and Stella with an average value of 1.13
and 1.14, respectively, is larger than for Ajisai and Larets, where the average radiation pressure
coefficient is 1. During low solar activity, the variations of the radiation pressure scale factor are
small. Before 2005 and after 2011 the variations increase for all satellites except Ajisai. The
correlation of the radiation pressure scale factor with the aerodynamic scale factor is below 5%
for Ajisai, whereas it is largest for Larets with 19%. Thus, the correlation decreases with higher
altitude.
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Figure 7.3: Monthly radiation pressure scale factor for four spherical SLR satel-
lites estimated within a POD between August 2002 and May 2017. Mean values:
1.13 (Starlette), 1.14 (Stella), 0.99 (Ajisai), 1.00 (Larets).

Taking a closer look at the variations of the scale factor for Ajisai reveals a cyclic behaviour
of twice per year. The peak-to-peak amplitude is 3.6% of the average radiation pressure scale
factor. Converting these variations to corrections of the applied CERES SYN1deg data with the
help of Tab. 7.2 reveals that the fluxes are wrong by 2.52W/m2 on average. This fits remarkably
well with the average biases of longwave and shortwave fluxes of 1.5 and 2W/m2, respectively,
between CERES SYN1deg and EBAF data. Nevertheless, this interpretation must be viewed with
some caution. Although the TRP acceleration for Ajisai is expected to be relatively small due to
its highly reflective surface, the unmodelled TRP acceleration affects the radiation pressure scale
factor estimates. At the same time the scale factor absorbs the mismodelling of the ERP and SRP
acceleration.

Another parametrization is tested for the four spherical satellites as well. The monthly estimated
solar radiation pressure scale factor for every satellite as well as the monthly global scale factor
for the Earth radiation pressure are presented in Fig. 7.4. Generally, the SRP scale factor shows
a similar behaviour as the radiation pressure scale factor from the previous experiment, although
the time series are not as smooth during low solar activity. The ERP scale factor is estimated
globally, i.e., monthly for all satellites at once. The time series shows large oscillations between -2
and 2. Furthermore, Pearson’s linear correlation coefficient is computed between the global ERP
scale factor and the SRP scale factor of every satellite. The results show correlations of 86% for
Starlette and Stella, 97% for Ajisai and 65% for Larets. Such high correlations reveal that ERP
scale factor and SRP scale factors are hardly separable.

To avoid the correlation between ERP and SRP scale factors, another parametrization is tested.
Here, the SRP scale factor is kept fixed to the long-term radiation pressure coefficient Cr from
(Sośnica et al., 2015) and a global ERP scale factor is estimated with the observations to all four
satellites. The resulting ERP scale factor is presented in Fig. 7.5. The monthly ERP scale factor
varies roughly between 0.6 and 1.6 with an average value of 1.15. It shows a clear annual oscillation.
The reason for this is likely related to the orientation of the satellites towards the Sun. Additionally,
the ERP scale factor shows a correlation of 43% with monthly global average CERES SYN1deg net
flux. Experimentally, the mean ERP scale factor of 1.15 is converted to correction of the applied
CERES SYN1deg fluxes by assuming that a 0.7% deviation of the scale factor from 1 is equal to
changes of 1W/m2 according to Tab. 7.2. This results in a correction of the fluxes of 21W/m2. As
this appears quite large, I conclude that relating corrections of the radiation data sets directly to
the ERP scale factors remains challenging.
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(a) Solar radiation pressure scale factor per satellite.

(b) Global Earth radiation pressure scale factor.

Figure 7.4: Monthly solar radiation pressure scale factor for four spherical SLR
satellites estimated within a POD between August 2002 and May 2017 (top)
with mean values of 1.10 (Starlette), 1.10 (Stella), 0.97 (Ajisai), 0.96 (Larets).
Estimated global Earth radiation pressure scale factor (bottom) with a monthly
resolution (mean value of 0.19) as well as its 12-month moving average.

In summary, the estimation of radiation related parameters for spherical satellites and their
interpretation as a correction of existing radiation data has been tested. Interpreting the RP scale
factor as a correction of CERES SYN1deg fluxes seems very promising for Ajisai as it reveals that
the fluxes need to be corrected by 2.52W/m2 on average. A separation between ERP and SRP
scale factors is not possible due to high correlations of up to 97%. Fixing the SRP scale factors and
estimating a global ERP scale factor reveals a clear annual signal, which shows a correlation of 43%
to monthly global CERES SYN1deg net fluxes. Further research especially on Ajisai is required
to separate the estimated scale factors from the impact of the unmodelled TRP acceleration and
remaining radiation pressure mismodelling.
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Figure 7.5: Monthly global Earth radiation pressure scale factor (blue) es-
timated within a POD of four spherical satellites with observations between
August 2002 and May 2017. Its 12-month moving average is shown in red.
Mean value: 1.15.

7.3 Comparability of the results from GRACE and SLR
The estimated parameters from both GRACE accelerometry and POD of SLR satellites have in
common that they are integrated quantities. The temporal resolution of radiation pressure co-
efficients from SLR is monthly, whereas for GRACE attempts to estimate yearly corrections for
radiation-related parameters have been made.

The estimation of radiation pressure scale factors from SLR is more stable in terms of cor-
relations than the accelerometery-based adjustments. In case of finding a stable parametrization
for GRACE in the future, the temporal resolution of the parameters might be increased towards a
monthly resolution as well. Moreover, strong correlations between estimated parameters impact the
estimation in both scenarios. The SLR-derived ERP and SRP scale factors are highly correlated
and for GRACE correlations between the estimated corrections for the thermo-optical material
properties occur. Further research is needed on how constraints can be formulated to reduce such
correlations.

For SLR, the radiation pressure scale factor absorbs the mismodelling in the total radiation
pressure force model especially the unmodelled TRP acceleration. This is not the case for GRACE,
where material correction as well as overall scale factors between modelled and calibrated non-
gravitational accelerations are co-estimated.

The SLR-derived radiation pressure scale factors do not distinguish between longwave and
shortwave effects, whereas this is aimed with the experiments conduced for GRACE. Although the
separation of longwave and shortwave corrections increases the number of parameters, it is worth
testing such parametrization within the SLR estimation in the future.

In both experiments, the uncertainty of the force modelling is not accounted for within the pa-
rameter estimation. This should ideally be revised in the future by building full variance-covariance
matrices and conducting error-propagations of the modelled forces.

In summary, both approaches have their advantages and disadvantages. Further research is
needed to improve the estimation of radiation-related parameters and to contribute to a geodetic
EEI in the future.
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Chapter 8

Conclusion

This thesis addressed the improvement of non-gravitational satellite force models with a focus
on radiation pressure force modelling. In a first step, systematics in the analytical formulations
have been detected and suggestions to extend the radiation pressure models have been made. The
forward model extensions have been applied to GRACE as well as to spherical SLR satellites and
have been carefully validated. In a second step, the extended radiation pressure force models have
been used in inverse estimations to improve on the remaining inconsistencies.

The findings from this thesis contribute to meeting the increasing demands for precise non-
gravitational force models, e.g., in the context of the determination of precise orbits or the estima-
tion neutral densities. Furthermore, the suggested inverse estimation provides a tool to estimate
radiation-related parameters with the availability of improved calibrated accelerometer measure-
ments in the near future.

8.1 Conclusions

Extended radiation pressure force modelling

Within the analytical radiation pressure force models, several inconsistencies between currently
available concepts and measurements, and the parametrization of existing forward radiation pres-
sure force models have been detected. Both SRP and ERP accelerations consider the reflection and
absorption of the radiation at the satellite’s surface. This requires the availability of thermo-optical
material properties, which are - if available - inaccurate by a few percent and are the largest source
of errors in the radiation pressure force modelling. Additionally, only few experiments analysed the
degradation of the material in space, which introduces further errors. For GRACE, the thermo-
optical material coefficients are provided for shortwave and longwave radiation. This allows for
considering the radiation at different wavelengths, not only for the Earth’s outgoing radiation, but
also for different parts of the solar spectrum, which is usually omitted. To account for additional
wavelengths, an interpolated macro-model is suggested, however, the variation of the reflection
properties over the entire spectrum are unknown. Furthermore, accounting for the anisotropic
reflection of radiation at the satellite’s surface is expected to improve the radiation pressure force
models. Even though modelling the anisotropy is challenging as it requires detailed material infor-
mation, a first step in this direction is tested here by apply BRDFs developed by Wetterer et al.
(2014).

In the SRP modelling, purely geometrical shadow models usually account for eclipse periods.
Neglecting the refraction and scattering processes of the sunlight in the Earth’s atmosphere can
shorten the satellite’s penumbra transition by a few minutes depending on the orbit. Thus, the
use of physical shadow models is recommended (Robertson et al., 2015). Then, the incoming solar
radiation is usually considered by assuming the solar constant. Within the solar cycle, the solar
radiation varies about 1% at the position of the Earth and the consideration of daily measurements
of the TSI is suggested.

The ERP acceleration is often modelled following Knocke et al. (1988), where the Earth’s foot-
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print is discretized with few segments, e.g., 19. Since the outgoing radiation of the Earth shows
large variations locally, a higher spatial resolution of 1◦ in longitude and latitude is suggested. An-
other aspect is the parametrization of the Earth’s outgoing radiation. The Knocke model considers
monthly averages of long-term albedo and emission data. With the availability of measured fluxes
at TOA of the Earth’s outgoing radiation from the CERES project, the outgoing radiation can be
used directly and I suggest to reformulate the analytical equation to avoid inconsistencies in the
application of the radiation data. The CERES SYN1deg data are available hourly, which allows for
a more detailed ERP modelling. However, biases of a few W/m2 in the CERES SYN1deg fluxes
introduce errors in the forward-modelled ERP acceleration, which can currently not be avoided.
Within the processing of the CERES data, the measured radiation is converted to fluxes by apply-
ing empirical ADMs (Su et al., 2015a; Su et al., 2015b). In turn, when computing the radiation at
the position of a satellite, the fluxes need to be back-converted, which has been suggested first in
Vielberg and Kusche, 2020. Here, the ERBE ADMs are applied.

Models of the re-radiation of the absorbed heat at the satellite’s surface are often neglected in
the radiation pressure force modelling, even though the resulting acceleration is at the same order
of magnitude as the ERP acceleration for LEO satellites. Instantaneous re-radiation is a simplistic
way to account for this effect. More advanced approaches consider transient heat-conductive re-
radiation (Wöske et al., 2019).

Satellite-induced effects, which can cause large spikes in the accelerations, are rarely considered
in non-gravitational force models. Precise models should at least account for thruster firings, and
if possible, antenna thrust and electromagnetic accelerations.

Based on the suggested force model extensions, an extended radiation pressure force model has
been formulated. It considers a physical shadow function, daily TSI with wavelength-dependency,
hourly outgoing radiation data from CERES SYN1deg with the consideration of ADMs on a 1◦
grid, and heat-conductive thermal re-radiation.

Validation of radiation pressure force model extensions

The suggested force model extensions can be applied to all missions with available satellite
geometry and thermo-optical material properties. In this thesis, the radiation pressure force model
extensions have been applied to GRACE and to spherical SLR satellites. For GRACE, the SRP
is the largest radiation pressure acceleration with up to 60 nm/s2 in the radial direction during
January 1, 2008. The variations of the suggested extensions are small (below 5 nm/s2), except
the consideration of the anisotropic reflection at the satellite, causing variations of up to 20 nm/s2
shortly before and after the eclipse periods. The ERP acceleration is largest in the radial direction
and the force model extensions show large variations. When applying the model by Knocke et al.,
1988, the radial ERP acceleration reaches up to -65 nm/s2, however, the extended model results
in a smaller magnitude of -35 nm/s2. The TRP acceleration reaches about 10 nm/s2 and the force
model extensions cause phase shifts and variations with a magnitude of up to 40%.

A comparison to accelerometer measurements reveals that increasing the discretization of the
Earth’s footprint brings the modelled accelerations closer to the measurements with an RMSD
reduction of up to 40% depending on the applied calibration. Further, including a heat-conductive
TRP model decreases the RMSD reduction by 28%.

Since the accelerometer calibration strongly impacts the comparison, an independent validation
is performed. Here, the force model extensions are applied within a POD and the residuals to
SLR ranges are used as a quality measure. For GRACE, the validation revealed that the choice
of the radiation pressure force model leads to variations in the average SLR residuals of the year
2008 of more than 2 cm. The largest improvements of 47% and 24% in terms of SLR residuals
are achieved by discretizing the Earth’s footprint on a 1◦ grid and by introducing heat-conductive
TRP, respectively. Fitted thermal diffusivity has been found to decrease the SLR residuals by 36%
compared to using instantaneous re-radiation. Furthermore, the selection of the radiation data
impacts the residuals by 11% and reveals that the CERES processing has a significant effect on the
radiation pressure force model. Moreover, it turned out that including BRDFs increases the RMS
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by more than 2mm. Finally, the model with the smallest residuals of 2.31 cm applied daily TSI,
the physical shadow function, outgoing fluxes from CERES SYN1deg on a 1◦ grid and a fitted heat-
conductive TRP model. This differs from the suggested extended model as wavelength-dependent
SRP is not considered and the thermal diffusivity has been scaled.

Radiation pressure force model extensions have also been applied on six selected SLR satellites
at 700-1500 km altitude. The validation of the Earth and solar radiation pressure force models
within a POD revealed that the RMS during the year 2008 decreases by up to 1mm, i.e., the
impact of the force model extensions is smaller than for GRACE mainly due to the higher altitude.
Especially the choice of the radiation data decreased the SLR residuals. The TRP accelerations
have not been modelled here due to complex spin behaviours. Instead, a radiation pressure scale
factor has been co-estimated within the validation, however, this should ideally be revised in the
future.

Inverse estimation

The radiation pressure force models can be used in inverse estimations, where the adjustment of
modelled and measured non-gravitational accelerations in a least squares sense allows to solve for
selected parameters. Since a joint estimation of several parameters at once, such as accelerometer
calibration parameters, thermospheric neutral density, cross-wind speed, corrections for thermo-
optical material coefficients, and corrections for radiation data, would require extensive numerical
testing, two examples were selected in this thesis for an iterative stepwise procedure.

The first application was the estimation of the thermospheric neutral density. For GRACE,
accelerometer-derived densities were obtained at a 10 s resolution following Doornbos (2012). Since
this algorithm is not new, a variety of results exist with slightly different processing. Differences
between the data sets were found to be large with up to 76% during high solar activity, which is
related to differently calibrated and modelled accelerations. Especially during low solar activity,
good agreement was found between the recently published thermospheric neutral density data set
(Siemes et al., 2023) and the density obtained within this thesis using the best extended radiation
pressure force model in terms of smallest SLR residuals. The accelerometer-derived thermospheric
neutral density can be used to scale a model density. Furthermore, aerodynamic scale factors,
which can be interpreted as scale factors of the applied empirical density model (here: NRLMSIS
2.0), have been obtained within a POD for six spherical SLR satellites as well as for GRACE. Good
correlations of 90% were found for scale factors from POD and accelerometery. An overestimation
of the NRLMSIS 2.0 thermospheric neutral density during solar minimum has also been observed
as well as an altitude-dependency of the scale factors.

In a second example, the goal was the estimation of radiation-related parameters. Especially
a correction for the Earth’s radiation data sets was intended to pave the way to a geodetic EEI
estimate. Since the Earth’s radiation impacts mainly the radial acceleration of the satellite, this
inverse estimation for GRACE required perfectly calibrated radial accelerometer measurements.
However, it turned out that the calibrated accelerations contained systematic oscillations in the
radial direction. Further testing revealed that these systematics disappear with increasing temporal
resolution (hourly instead of daily) of the biases. The reason for this remained unclear, but aliasing
effects might play a role here, which should be further investigated in the future. Moreover, biases
between differently calibrated radial accelerations have been observed, which is not only related to
the parametrization, but also likely related to the orbit dynamics. This complicated the estimation
of calibration parameters in the radial direction. The quality of the accelerometer calibration
especially in the radial direction limits the estimation of radiation-related parameters. At the same
time, finding a stable parametrization remains challenging. Nevertheless, it could be confirmed
that errors in the applied radiation data are larger in the polar regions than near the equator.

Within the POD for spherical satellites, scale factors of the radiation pressure are commonly
co-estimated. Here, different parametrizations of the radiation pressure scale factor have been
tested for four SLR satellites below 1500 km altitude and their interpretation as a correction for
existing radiation data sets is assessed. The results show that Ajisai is a good candidate for this
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purpose due to its large area to mass ratio and its highly reflective surface. The first results in
this direction reveal that the CERES SYN1deg fluxes need to be corrected by 2.52W/m2, however,
further research is required to separate this effect from remaining radiation pressure mismodelling.

8.2 Recommendations

With the end of this thesis, the limit of improving radiation pressure force models is not yet reached.
Further suggestions to extend the forward and inverse modelling are summarized in the following,
which will benefit applications such as POD, thermospheric neutral density estimation, and the
estimation of a geodetic EEI in the future.

Forward modelling

Within the ERP modelling, the Earth’s outgoing radiation reaching the satellite is required. I
found that ADMs should be applied for the back-projection of the CERES fluxes to the position
of the satellite. Nevertheless, only previous ADMs are available nowadays, which are known to
introduce errors. For CERES TOA fluxes, the error due to radiance-to-flux conversion is 10W/m2

for shortwave and 3-5W/m2 for longwave fluxes (Loeb et al., 2007). Thus, the availability of
state-of-the-art ADMs is desired to reduce systematics in the ERP modelling in the future.

CERES fluxes are available since March 2000 until today with a latency of six months. For
earlier computations of the ERP acceleration, radiation data from the DEEP-C data set (Liu and
Allan, 2020) can be used as they contain reconstructed radiation data until 1985 on a 0.7◦ grid. In
the future, the CERES project will be continued with Libera (Pilewskie et al., 2023), which contains
an additional near IR channel. Furthermore, the FORUMmission will measure the Earth’s outgoing
far IR radiation (Pachot et al., 2020). Both missions are planned to launch in 2027. The availability
of the radiation at additional wavelengths also paves the way for a wavelength-dependent radiation
pressure model.

The radiation reaching the satellite is partly absorbed and reflected. Modelling these effects
requires precise thermo-optical material properties; ideally at different wavelengths. However,
the accuracy of the provided thermo-optical material properties is currently insufficient as they are
known to vary by several percent and the wavelengths at which they are valid are not clearly defined.
There is a high demand for precise thermo-optical properties from the science community as this
will benefit a variety of satellite applications such as POD, lifetime prediction, and thermospheric
neutral density estimation. To improve the modelling of the anisotropic reflection, extensive testing
of the reflection properties of the satellite’s material is required to develop suitable BRDFs. This
means that detailed measurements of the material properties should be conducted at least before
launch.

Besides taking the effort to provide improved information on the satellite’s thermo-optical ma-
terial properties, the manufacturers are kindly asked to publish information on the material’s thick-
ness and thermal diffusivity. This would help to further improve the TRP modelling. Even though
modelling the satellite’s interior temperature behaviour might be challenging and requires further
information on the satellite’s inner construction, it would be beneficial to model the heat exchange
between different panels. Additionally, measurements of the satellite’s surface temperature, e.g.,
from the CESS sensors, would help to validated the thermal modelling. The possibility of continuos
and open-access temperature measurements from the satellite’s surface should be addressed in the
future, since this would ideally replace the complex temperature modelling.

Radiation pressure force models can also be extended by applying finite element models. In
this thesis, the radiation pressure force models have been applied on simply shaped satellites with
available macro-models. When applying the force modelling on satellites with more complex shapes,
the consideration of finite element models is inevitable. Even though the runtime increases, this
allows for the modelling of multiple reflections and self-shadowing effects, which is among others
important for GNSS satellites. Additionally, the antenna thrust should be accounted for in the
precise non-gravitational force model of such satellites.
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Inverse modelling

To further the inverse estimations with non-gravitational force models, progress in the ac-
celerometer calibration as well as in the aerodynamic force modelling is required. To improve the
accelerometer calibration, further studies should figure out why increasing the temporal resolution
of the biases avoids such systematics in the radial direction and if aliasing plays a role here. Since
different applications require different calibration parameters, the question remains, if a standard
calibration model could be defined. It should be addressed, whether it makes sense to revise the
parametrization of the calibration in the future.

Besides, future missions will carry improved accelerometers. The MAGIC mission, which is
planned to continue the GRACE-FO measurements after 2028, might already carry next genera-
tion accelerometers (Daras et al., 2023). Furthermore, the technology of cold-atom interferometer
accelerometry is currently investigated (Carraz et al., 2014; Siemes et al., 2022). Here, the ben-
efit is that such instruments do not require such careful calibration as it is the case for classical
space-borne accelerometers. This will be a key advantage to improve the inverse estimations.

The aerodynamic model used in this thesis is rather conservative. In case the along-track
component is included in the inverse estimation, which is especially relevant for the estimation
of the thermospheric neutral density, the gas surface interaction model should be updated. This
can be done by simulating the particle flow with Monte Carlo simulations that consider quasi-
specular reflections (Mehta et al., 2014; Walker et al., 2014). The accommodation coefficient
should be revised as well to account for its altitude-dependency (Walker et al., 2014; Bernstein and
Pilinski, 2022). Additionally, the wind velocities from empirical models and the satellite’s surface
temperature from the TRP modelling can be included in the aerodynamic force model. For the
improvement of the aerodynamic force model, future satellite missions should carry spectrometers
to obtain direct measurements of the thermospheric neutral density and its composition.

An accurately modelled thermospheric neutral density might not only aid atmospheric studies of
past events, but also future predictions. Artificial intelligence has already been applied to forecast
the thermospheric neutral density (Forootan et al., 2019; Packbier, 2021), geomagnetic storms
(Camporeale, 2019; Tasistro‐Hart et al., 2021; Ren et al., 2023) and other atmospheric quantities,
such as the electron density (Smirnov et al., 2023). These forecasts are not only expected to be
beneficial for detecting and understanding anomalies between forecasts and observations at short
time scales up to a few days, but also for future mission planning.

Within the estimation of radiation-related parameters from accelerometry, finding a stable
parametrization turned out to be difficult. This issue should be further addressed after including a
full variance-covariance matrix in the estimation. Therefore, a careful variance propagation of the
force modelling errors is required. Additionally, a suitable weighting of calibrated accelerometer
measurements should be considered. Further research is needed to figure out how constraints can
help to stabilize the solution and how correlations between estimated parameters can be reduced.
These modifications are expected to be beneficial for finding a stable adjustment of radiation-related
parameters.

Estimated corrections of the radiation data sets will benefit state-of-the-art climate models.
Recently, significant progress has been made to reduce discrepancies between observed and modelled
fluxes (Wild, 2020). Correcting existing radiation data might further reduce remaining differences,
e.g., by assimilating obtained net fluxes into existing models. Moreover, the sensitivity of climate
models w.r.t. differences in observed EEI might be further investigated. In this context, experiments
with single-column models might also be helpful.

Based on the findings from the radiation pressure scale factors for different SLR satellites from
a POD, recommendations for future missions to solve for a geodetic EEI can be made. A satellite
with large area to mass ratio at altitudes, where the atmospheric drag is negligible, would be
beneficial. Additionally, a highly reflective (mirror-like) surface would decrease the impact of the
unmodelled thermal re-radiation.

Furthermore, a space-borne accelerometer on-board a spherical satellite with the above char-
acteristics is expected to be a good candidate to bring the two approaches together. This goes
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into the direction of the suggested mission concept by Hakuba et al. (2018). They investigated
the relation between the measured radial non-gravitational acceleration and the net flux at TOA
and concluded that improved accelerometry on-board a perfectly absorbing or reflecting spherical
satellite will allow for the estimation of an independent EEI. In this context, the usage of cold-atom
interferometry accelerometers seems promising, since no calibration is required.

The suggested improvements and concepts are promising to pave the way towards a geodetic
EEI. These future results are expected to complement current EEI estimates, which is beneficial
to provide the society with validated data of the current state of global warming.
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Appendix A

Coordinate transformation: ECEF to
CRF

A TRF sometimes also referred to as ECEF, such as the ITRF 2014 (Altamimi et al., 2016), is
originated at the mass centre of the Earth and follows the Earth’s rotation. It is realized by
combining several space geodetic measurement techniques: VLBI, SLR, GNSS, and DORIS. The
(geocentric) CRF is also located in the mass centre of the Earth, however, it is fixed with respect
to space. According to Petit and Luzum (2010) (Eq. (5.1)), the rotation between the ECEF and
the CRF reads

rCRF = Q(t)R(t)W (t)rECEF. (A.0.1)

In dependency of the time t, it considers the Earth’s precession and nutation Q, the Earth’s
rotation R, and the polar motion W . In this thesis, the software routines from the International
Astronomical Union (IAU)’s SOFA collection 1 (Board, 2021) were used to obtain the rotation
matrix between these two reference frames, e.g., to transform the magnetic potential to the CRF
in Sect. 4.3.

Note that there are two options to obtain the rotation matrix according to IERS conventions
(Petit and Luzum, 2010). Matrices R and Q in Eq. (A.0.1) can be obtained from two procedures
depending on the realization of the intermediate celestial reference system. On the one hand,
which is the classic approach, its z-axis is the Celestial Intermediate Pole (CIP) and its x-axis
the equinox. In the modern procedure, the systems’ z-axis is the CIP as well, but its x-axis is
the Celestial Intermediate Origin (CIO) (Petit and Luzum, 2010). Here, the modern approach is
applied.

1Copyright © International Astronomical Union Standards of Fundamental Astronomy http://www.iausofa.org

http://www.iausofa.org
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Appendix B

Simulation of star camera data

Radiation pressure accelerations are generally computed in the CRF, however, for interpreting the
results the SRF is more suitable. For satellites equipped with star cameras, the quaternions can be
used to build the rotation matrix from CRF to SRF. Spherical satellites are usually not equipped
with star cameras, thus, the quaternions defining the satellite fixed coordinate system need to be
simulated from orbital positions and velocities.

There exist two different methods to simulate the star camera data, which are described below
following the formulation in the GROOPS version at IGG. On the one hand, one can choose the
velocity vector as along-track direction, then compute the cross-track direction by applying the
cross-product of the velocity vector v and the vector x pointing from the Earth’s centre to the
satellite. Then, the radial direction, which does not match the direction towards the Earth in case
of an elliptical orbit, can be obtained from the cross-product of the along-track and cross-track
directions.

xsrf = v (B.0.1)
ysrf = v × x (B.0.2)
zsrf = xsrf × ysrf (B.0.3)

On the other hand, simulate star camera data can be simulated such that the radial direction points
exactly towards the Earth’s centre. However, then the along-track direction does not exactly match
the velocity direction in case of an elliptical orbit. Here, the radial direction is simply the negative
x vector. The cross-track direction is the same as in the upper case. And the along-track direction
can be obtained from the cross-product of the cross-track and radial directions.

xsrf = ysrf × zsrf (B.0.4)
ysrf = v × x (B.0.5)
zsrf = −x (B.0.6)

Since GRACE has a nearly circular orbit with an eccentricity of e < 0.005, the results of both
methods do not differ beyond the numerical accuracy.
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Appendix C

Derivatives of analytical radiation
pressure equations

In the following, the derivatives of the analytical formulations of the ERP and SRP w.r.t. selected
parameters are provided. The parameters according to Ch. 7 are (1) a bias correction of the visible
material coefficient and (2) a scale factor correction of the outgoing longwave and shortwave fluxes,
respectively. Generally, the derivatives are computed in the SRF and are then transformed to the
CRF.

The derivative of the RP w.r.t. the error of the visible material coefficient, which is parametrized
as εcsvis

+ csvis for one panel reads

∂f

∂εcsvis

=
∂aSRP
∂εcsvis

+
∂aERP
∂εcsvis

=
A

m
cos (γ) ν

(
0.5
[
−csviss

� − 2csvis cos(γ)n
])
P�

+
A

m

∑
j

cos (γj)
[
−csviss

⊕
j − 2csvis cos (γj)n

] (
FSW,jRSW,j

) cos (αj)∆ωj
πcr2Sat,j

.

(C.0.1)

Here, A denotes the area of the panel and m is the mass of the spacecraft. γ is the angle between
the incident radiation of Sun s� or Earth s⊕ and the normal vector n of the surface panel. The
shadow function is denoted with ν and the radiation pressure of the Sun is accounted for with
P� according to Eq. (4.2.12). Within the derivative of the ERP acceleration w.r.t. the material
correction, a summation of the radiation pressure over the Earth’s footprint is required, which can
be discretized using j segments with surface area ∆ωj . rSat,j denotes the distance between the
surface element and the satellite and c is the speed of light. The outgoing shortwave radiation of
a segment under consideration of the ADMs is accounted for by FSW,jRSW,j.

The derivative of the RP w.r.t. a scale factor of the fluxes are provided here exemplarily for
the shortwave flux. The scale factor can be parametrized as a separate correction over ocean
and land, which is formulated as

[
εFSWo

O(λ, φ) + εFSWl
(1−O(λ, φ))

]
FSW with the ocean function

O(λ, φ) depending on longitude λ and latitude φ.Following this, the derivative of the RP w.r.t. a
multiplicative correction over the oceans εFSWo

reads

∂f

∂εFSWo

=
∂aERP
∂εFSWo

=
A

m

∑
j

cos (γj) c⊕R
(
O(λ, φ)FSW,jRSW,j

) cos (αj)∆ωj
πcr2Sat,j

.
(C.0.2)

Here, c⊕R is the radiation pressure coefficient from Eq. (4.2.21). Similarly, the derivative of the RP
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can be formulated w.r.t. a multiplicative correction over land εFSWl
as

∂f

∂εFSWl

=
∂aERP
∂εFSWl

=
A

m

∑
j

cos (γj) c⊕R
(
(1−O(λ, φ))FSW,jRSW,j

) cos (αj)∆ωj
πcr2Sat,j

.
(C.0.3)

On the other hand, the flux corrections can be separated for equatorial and polar regions, where
the latitudinal border is set to ±60◦, which is considered here by limiting the number of segments
to a specific latitude. In this case, the derivative can be written as

∂f

∂εFSWe/p

=
∂aERP
∂εFSWe/p

=
A

m

∑
je/p

cos (γj) c⊕R
(
FSW,jRSW,j

) cos (αj)∆ωj
πcr2Sat,j

.
(C.0.4)

When applying this equation for the equatorial regions, only segments between −60◦ and 60◦

latitude are considered. Accordingly, the derivative of the RP w.r.t. a multiplicative correction in
polar regions considers segments above 60◦ and below −60◦, respectively.
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