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1 Introduction 

 

1.1 Overview on Machine Learning 

Machine learning (ML) is a subfield of artificial intelligence (AI) that focuses on developing 

algorithms and models capable of automatically learning patterns from data. The goal is 

to able predictions or decisions without the need for explicit programming. This process 

trains a model using a provided dataset and then uses this trained model to make 

predictions or provide actions when presented with new, unseen data. ML has 

revolutionized various fields by enabling automated data analysis and decision-making 

(Sen et al., 2021). One of the critical factors that significantly affects the performance and 

reliability of ML algorithms is the quality of the data used for training and inference. While 

the quantity of data has traditionally been emphasized, it is increasingly recognized that 

the quality of the data is equally, if not more, important. The quality of data refers to its 

accuracy, completeness, consistency, and relevance to the problem addressed. In the 

context of ML, high-quality data serves as the foundation for building robust and accurate 

predictive models. High-quality data ensures accurate and reliable results, enhances the 

generalizability of models, improves robustness to variability, enables informed decision-

making, and addresses ethical considerations. Therefore, rigorous efforts should be made 

to ensure data quality throughout the data collection, the preprocessing, and the analysis 

stages in order to build effective and trustworthy ML models (Liu et al., 2016). ML 

algorithms can be broadly categorized into three main types: supervised learning, 

unsupervised learning, and reinforcement learning (Bonaccorso, 2017; Sen et al., 2021; 

Jain et al., 2020). Within each category, different learning scenarios and tasks are 

addressed. Supervised learning is the most common and well-studied category of ML. In 

this type of learning, the algorithm learns from labeled examples, where corresponding 

target labels or outcomes accompany the input data. The goal is to train a model that can 

accurately predict the labels for unseen or future inputs. These algorithms perform tasks 

such as classification, regression, and sequence labelling. Several supervised learning 

algorithms were employed in both studies conducted during this dissertation research, 

including random forests (RF), support vector machines (SVM), and artificial neural 

networks (ANN) (Nasteski, 2017). 
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Unsupervised learning involves learning patterns and structures from unlabeled data. 

Unlike supervised learning, there are no target labels provided. The algorithm's objective 

is to discover hidden patterns, relationships, or groupings within the data. It is often used 

for exploratory data analysis, dimensionality reduction, and clustering. Common 

unsupervised learning algorithms include k-means clustering, hierarchical clustering, 

principal Component analysis (PCA), and auto-encoders (Ghahramani, 2004).  

In reinforcement learning, an agent is trained to make sequential decisions in an 

environment to maximize a reward signal. The agent learns through trial and error, 

receiving feedback in the form of rewards or penalties based on its actions. The goal is to 

learn an optimal policy that maximizes the cumulative reward over time. Key concepts in 

reinforcement learning include states, actions, rewards, and the exploration-exploitation 

trade-off. Reinforcement learning is widely used in areas such as robotics, game playing, 

and autonomous systems. Well-known reinforcement learning algorithms include Q-

learning, policy gradients, and deep Q-networks (DQN) (Sutton und Barto, 2018). 

The choice of ML algorithm depends on the nature of the data, the learning task, and the 

desired outcomes. 

 

1.1.1 Application of machine learning techniques in public health 

In the field of medicine, ML has gained significant attention and has the potential to 

revolutionize healthcare. Some applications of ML in medicine include disease diagnoses, 

treatment planning, prognostic and predictive analyses, electronic health records (EHR) 

analyses, medical imaging analyses, and drug discovery or development (Katsis et al., 

2017; Kumari und Bhatia, 2022). 

For disease diagnoses, ML models train on medical data such as patient records, lab 

results, and medical images to support in disease diagnosis. For instance, models can be 

developed to classify medical images (e.g., X-rays, MRIs) to detect diseases like cancer 

or identify patterns in patient data to assist in diagnosing rare conditions (Siddiq, 2020; 

Ahsan et al., 2022; Iqbal et al., 2021). 

ML algorithms can assist healthcare professionals in treatment planning by creating 

personalized treatment plans for patients. By analyzing patient data including medical 

history, genetics, and treatment outcomes, models can suggest optimal treatment options 

and dosage recommendations tailored to individual patients. 
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For prognostic and predictive analysis, ML can predict patient outcomes and provide 

insights into disease progression. Models can identify risk factors, predict disease 

progression, estimate patient survival rates, and guide treatment decisions (Zhenzhen et 

al., 2020). 

EHR analyses use ML to extract information from large-scale patient data. This includes 

identifying disease patterns, predicting patient readmission rates, detecting adverse drug 

reactions, and optimizing healthcare resource allocation (Samad et al., 2019; Yuan et al., 

2021). 

ML algorithms train on medical images to assist in image interpretation and diagnosis. For 

instance, models can detect anomalies in radiology images, segment specific organs or 

tissues, and aid in the early detection of diseases (Apostolopoulos et al., 2020). 

In drug discovery and development, ML can accelerate the process. Models can analyze 

large volumes of biological and chemical data to identify potential drug candidates, predict 

their efficacy, and optimize drug formulation and dosage (Patel et al., 2020). 

These are just a few examples of how ML is applied in the field of medicine. The use of 

ML techniques has the potential to improve medical decision-making, enhance patient 

outcomes, and advance medical research and treatment strategies. It is important to note 

that ML in medicine requires careful consideration of ethical, legal, and privacy concerns. 

The use of sensitive patient data must adhere to strict regulations to ensure patient 

confidentiality and data security. 

 

1.1.2 Impact of sample-size and quality of data  

The performance of ML models is influenced by the sample-size of the dataset used for 

training. The size of dataset plays a crucial role in ML. The importance of dataset size 

stems from its impact on various aspects of model training, performance, and 

generalization. Here are some key reasons highlighting the significance of dataset size in 

ML (Ratner, 2017; Dulhare et al., 2020): 

 Model training: Large datasets provide more examples for the model to learn from, 

enabling it to capture a broader range of patterns and relationships in the data. This 

improves the model's ability to make accurate predictions and enhance its overall 

performance. (Marr, 2016). 
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 Generalization: A well-trained ML model should be able to generalize well to unseen 

data. Having a larger dataset can build a more robust and generalized model by 

exposing it to a wider variety of instances, reducing the risk of overfitting to specific 

examples or noise in the training data (Vemuri, 2020). 

 Improved performance: Generally, as the dataset size increases, ML models tend to 

achieve better performance. With more data, models can better estimate the true 

underlying patterns and parameters, leading to improved accuracy, precision, recall, 

or other relevant performance metrics. 

 Complex model training: Complex models, such as deep neural networks (DNN), often 

require large datasets to learn the intricate features and representations effectively. 

These models tend to have a high number of parameters, and training them on small 

datasets can result in overfitting due to the model's capacity to memorize the limited 

examples (Goodfellow et al., 2016). 

 Rare events and imbalanced classes: In scenarios where rare events or imbalanced 

class distributions exist, having a larger dataset helps in capturing sufficient instances 

of those events or classes. This allows the model to learn their characteristics more 

effectively and make more accurate predictions (Krawczyk, 2016). 

 Feature exploration and selection: When working with a large dataset, there is more 

flexibility for feature exploration and selection. Larger datasets often have more diverse 

features, providing a broader scope to identify relevant and informative features that 

contribute significantly to the model's performance (Guyon und Elisseeff, 2003). 

 

Although large datasets offer potential benefits for model learning, generalization, and 

improved performance, it is crucial to acknowledge the importance of data quality, 

diversity, and representativeness. Simply having a large dataset does not guarantee 

superior results. The quality and relevance of the data, including issues of noise, bias, and 

diversity, play a significant role in model performance. Therefore, careful consideration 

should be given to data quality in addition to its size (Saha und Srivastava, 2014; Cai und 

Zhu, 2015). 
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1.1.3 Challenges of small datasets 

In contrast, working with small datasets in ML poses several challenges that can affect 

the model's performance and generalization ability. Here are some key challenges 

associated with small datasets (Barnard et al., 2019): 

 Limited sample size: It is a significant challenge associated with small datasets, as it 

restricts the number of available training samples. With a small number of examples, 

the model faces difficulty in learning complex patterns and relationships present in the 

data. 

 High variability: Small datasets often exhibit higher variability, meaning that each 

individual data point can have a significant impact on the model's training and 

performance. A single outlier or noise in the data can have a disproportionate influence 

on the model, leading to overfitting or poor generalization. 

 Limited exploration of feature space: Feature engineering and selection play a crucial 

role in model performance. However, small datasets often have limited variability in 

feature values, making it challenging to explore and identify relevant features that can 

effectively discriminate between different classes or patterns (Cai et al., 2018). 

 Insufficient training signal: Small datasets may not provide enough training signal for 

the model to capture complex relationships accurately. This results in reduced 

predictive power and lower performance compared to models trained on larger 

datasets. 

 Overfitting: It occurs when a model learns to fit the training data too closely, capturing 

noise or idiosyncrasies that are specific to the limited samples. With small datasets, 

the risk of overfitting increases, as the model may try to memorize the training samples 

instead of learning the underlying patterns (Power et al., 2022). 

 Lack of data representation: Small datasets may lack sufficient representation of all 

possible variations or classes present in the real-world scenario. This can lead to 

biased or incomplete learning, limiting the model's ability to generalize to unseen 

instances accurately. 

 Validation and evaluation challenges: With limited samples, it becomes challenging to 

divide the data into separate training, validation, and testing sets while maintaining 

representative distributions. This can lead to less reliable estimates of model 
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performance and make it harder to assess the model’s ability to generalize to unseen 

data (Raschka, 2018). 

 Class imbalance: Imbalanced class distributions, where certain classes have 

significantly fewer samples than others, are more likely to occur in small datasets. This 

can lead to biased models that favor the majority class and struggle to accurately 

predict the minority classes (Elrahman und Abraham, 2013). 

 

Addressing these challenges demands careful consideration and the application of 

specific techniques tailored to the data size. First of all, the ML method selection plays a 

crucial role in dealing with limited data (Bonaccorso, 2017; Zhang und Ling, 2018). 

Ensemble methods like RF, AdaBoost (adaptive Boosting), and extreme gradient boosting 

(XGBoost) are particularly effective as they combine multiple models (weak learners) to 

enhance performance and handle small datasets more robustly (Zhang und Ma, 2012; 

Sagi und Rokach, 2018). By combining predictions from multiple models, ensemble 

methods outperform single models, leading to improved generalization and prediction 

accuracy. There are two types of ensemble methods as follows: 

 Bagging (Bootstrap aaggregating): It involves training multiple instances of the same 

learning algorithm on different subsets of the training data. These subsets are created 

through random sampling with replacement. Each individual model is trained 

independently, and during prediction, the outputs are combined, typically through 

averaging or majority voting. Bagging reduces variance and enhances model stability. 

A well-known example is the RF algorithm. 

 Boosting: In this process, the models are trained sequentially, with each subsequent 

model targeting to correct the errors of the previous models. Data points are weighted 

based on their difficulty in prediction, with challenging examples receiving higher 

weights. This iterative process focuses on improving the model's performance on 

difficult examples, leading to higher accuracy and better generalization. The popular 

boosting algorithms are the gradient boosting machine (GBM) and XGBoost.  

 

In addition, regularization techniques such as Lasso or Ridge regression can prevent 

overfitting and improve generalization. Moreover, to overcome the validation and 

evaluation challenges, cross-validation techniques like k-fold cross-validation or leave-
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one-out is employed. These techniques provide more reliable estimates of model 

performance on small datasets by systematically partitioning the data and evaluating the 

model multiple times (Berrar, 2019). Techniques like bootstrapping and Monte Carlo 

simulations offer information on performance variability and uncertainty. 

Another challenge is the class imbalance, which is tackled using various strategies. Data 

augmentation generates synthetic samples, while domain adaptation adapts models 

trained on larger datasets to the target small dataset. Techniques like synthetic minority 

oversampling technique (SMOTE), oversampling and random undersampling help 

balance class distributions (Elreedy und Atiya, 2019; Chawla et al., 2002). Ensemble-

based techniques such as cost-sensitive learning and boosting algorithms effectively 

handle class imbalance. By considering these factors, researchers can overcome the 

limitations of small datasets in development of prediction models using ML. 

 

1.1.4 Machine learning model interpretation  

Model interpretation refers to the process of understanding and explaining how a trained 

model makes predictions or decisions. It involves uncovering the relationships between 

input features and the model's output, identifying the factors or variables that are most 

influential in driving the predictions, and gaining insights into the decision-making process 

of the model. It aims to provide human-understandable explanations for the model's 

behavior, especially in complex and black box models such as DNN or ensemble methods 

like RF. Christoph Molnar developed a guide for making black box models explainable 

(Molnar, 2020). 

Model interpretation in ML plays an essential role in medicine, driven by the need for 

transparency, accountability, and trust in healthcare decision-making. In medical 

applications, where predictions can significantly impact patient outcomes, understanding 

the factors and reasoning behind model predictions is crucial. It enables healthcare 

professionals to validate decisions, identify biases or errors, and provide meaningful 

explanations to patients and stakeholders. This promotes clinical understanding, 

facilitates effective communication, and empowers practitioners to make informed 

decisions based on model outputs. In the medical field, where lives are at stake, 

confidence in ML models is paramount. Interpretability builds trust in predictions, allowing 

for verification and validation of decisions. It ensures compliance with regulations requiring 
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explanations for AI system decisions and enables providers to justify actions while 

adhering to ethical standards. It also detects the error and bias leading to improved 

accuracy and fairness in healthcare applications. 

Interpretable models serve as valuable clinical decision-support tools, assisting 

healthcare professionals in understanding the reasoning behind diagnoses or treatment 

recommendations. By providing explanations, models improve the decision-making 

process, increase confidence in treatment plans, and potentially reduce medical errors. 

Model interpretation uncovers underlying disease mechanisms and factors by identifying 

important features or biomarkers, shedding light on complex variable interactions. This 

knowledge contributes to medical research advancements and the development of 

targeted interventions (Molnar, 2020; Rudin et al., 2022) 

Various techniques and methods can be employed for model interpretation, such as 

feature importance analysis, partial dependence plots, shapley additive explanations 

values (SHAP), local interpretable model-agnostic explanations (LIME), and rule 

extraction (Lundberg und Lee, 2017; Lundberg et al., 2020; Ribeiro et al., 2016; Zafar und 

Khan, 2021).These techniques aim to provide transparency, explainability, and 

interpretability to ML models, enabling users to understand and interpret the underlying 

factors driving the model's predictions or decisions. 

 

1.2 Chronic stress and effects on various diseases 

Chronic stress is a long-term state of psychological and physiological arousal caused by 

ongoing stressors, including financial difficulties, caregiving responsibilities, work 

pressures, relationship problems, major life changes, and exposure to environmental 

factors. The cumulative effect of these stressors can overwhelm an individual's coping 

abilities, leading to chronic stress (McEwen, 2022). When the body experiences chronic 

stress, the stress response system, which involves the hypothalamic-pituitary-adrenal 

(HPA) axis and the sympathetic nervous system, remains activated on a higher or more 

persisting level than usual. These results in the release of stress hormones like cortisol 

and adrenaline, increased heart rate, elevated blood pressure, and heightened levels of 

inflammation in the body. Over time, these physiological changes can contribute to the 

development of various health problems, including cardiovascular diseases, weakened 
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immune function, mental health disorders, and impaired cognitive function (Stephens und 

Wand, 2012). 

In addition to physical effects, chronic stress also affects mental and emotional well-being. 

It can lead to symptoms of anxiety, depression, cognition, sleep patterns, and difficulty 

concentrating (Marin et al., 2011; Dreher et al., 2019; Datta und Arnsten, 2019; Sanford 

et al., 2015; Hu et al., 2020). Chronic stress has profound effects on various diseases. It 

can contribute to the development and exacerbation of conditions across multiple systems 

in the body. It is associated with various diseases like cardiovascular diseases, diabetes, 

and cancer (Cohen et al., 2007; Kivimäki und Steptoe, 2018; Eizirik et al., 2008; Dai et al., 

2020). 

Regarding cardiovascular health, mental stress has emerged as a notable risk factor for 

coronary artery disease and stroke (Everson-Rose et al., 2014). Acute mental stress can 

result from various sources such as anger, fear, and job strain, while chronic stress can 

arise from long-term exposure to work-related stress, low socioeconomic status, and other 

factors. Both acute and chronic stress can lead to physiological changes that increase the 

risk of cardiovascular events. The brain has a key role in processing emotional stimuli and 

triggering the fight or flight response, which can induce myocardial ischemia even without 

significant coronary obstruction. This condition, known as mental stress-induced 

myocardial ischemia (MSIMI), can have clinical consequences such as angina, myocardial 

infarction, arrhythmias, and left ventricular dysfunction. However, MSIMI is often 

underestimated as it may occur without pain and at lower levels of cardiac work compared 

to exercise-induced ischemia, primarily due to coronary vasoconstriction and 

microvascular dysfunction (Vancheri et al., 2022).  

Henein et al. investigated the impact of mental stress on cardiovascular health, focusing 

on endothelial dysfunction as a key factor in atherosclerosis. They found that mental 

stress disrupts endothelial function through various mechanisms, including increased 

sympathetic activity and inflammation. The study highlights the need to consider 

psychosocial factors in preventing coronary artery disease and suggests potential 

interventions (Henein et al., 2022). 

Chronic stress also has become a highly prevalent concern in modern society due to its 

detrimental effects on individuals' physical and mental well-being, which relates to the 

health of population and society. Accurate measurement tools are essential for assessing 
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and addressing this issue effectively. These tools enable researchers and healthcare 

professionals to identify at-risk individuals, develop interventions, and evaluate the 

effectiveness of stress management strategies. 

 

1.2.1 Self-assessment questionnaires for chronic stress 

Measuring chronic stress is challenging due to its subjective and diverse nature, as well 

as multiple potential sources. Researchers have developed various approaches to 

capture the different dimensions of chronic stress. Here are some commonly used 

instruments: 

1. Trier inventory for chronic stress (TICS-SSCS): This tool is a comprehensive 

instrument developed by Schulz et al. based on the systemic-requirement-resource 

model of health. TICS-SSCS is designed to assess chronic stress and has been 

deemed to have high content validity (Schulz et al., 2004). 

2. Perceived stress scale (PSS): This instrument assesses an individual's perception of 

stress. It measures the degree to which situations in one's life are appraised as 

stressful (Cohen et al., 1983; Klein et al., 2016) . 

3. Job content questionnaire (JCQ): The JCQ focuses specifically on work-related stress 

and assesses various aspects of job demands, control, and support (Karasek et al., 

1998). 

4. Effort-reward imbalance (ERI) model: This model examines the imbalance between 

efforts spent at work and the rewards received, which can contribute to chronic stress 

(Siegrist et al., 2014). 

5. Work-related quality of life (WRQoL) scale: This scale assesses the impact of work-

related stress on an individual's quality of life, including physical health, psychological 

well-being, and work-related satisfaction (Simon und Darren, 2007). 

6. Life events and difficulties schedule (LEDS): This tool is used to assess the occurrence 

and impact of life events and difficulties, which can contribute to chronic stress (Brown 

und Tirril, 1978). 

7. Perceived control scale: This scale measures an individual's perception of control over 

stressful situations, which can influence their experience of chronic stress (Thompson 

und Schlehofer, 2020) 
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The Instruments are chosen depending on the study objectives, target population, and the 

aspects of stress to measure, including its frequency, duration, intensity, and subjective 

appraisal.  

In Germany, the TICS is used in several populations. It provides a structured and reliable 

approach to measure chronic stress across multiple domains. Using 57 items, this tool 

assesses nine specific domains including work overload, social isolation, pressure to 

perform, social overload, excessive demands from work, work discontent, lack of social 

recognition, social tensions, and chronic worrying of chronic stress. Additionally, a short 

screening scale called the short screening scale for chronic stress (TICS-SSCS) was 

developed based on a representative sample of the German population (N = 604) 

(Petrowski et al., 2012). It consists of 12 items derived from five of the nine stress areas: 

chronic worrying, work overload, social overload, excessive demands of work, and lack of 

social recognition. The response format for the TICS-SSCS is a 5-point Likert scale, where 

on which participants report the frequency of experiencing each stress-related item. This 

scale ranges from 0 (‘never’) to 4 (‘very often’). This instrument assesses chronic stress 

experienced over the past three months, allowing for a temporal focus on recent stressors. 

The TICS-SSCS is a standardized and validated tool. It exhibits strong internal 

consistency, with a Cronbach's Alpha coefficient = .91 for the 12-item TICS-SSCS for 

chronic stress, indicating high reliability. Moreover, further analyses demonstrated that 

individual item reliabilities ranged from .84 to .91, with a mean alpha of .87, reinforcing the 

instrument's robustness and consistency (Schulz et al., 2004; Schulz und Schlotz, 1999). 

 

1.2.2 Chronic stress in healthcare professionals 

Chronic stress in healthcare professionals is a significant concern. Demanding job 

requirements, long hours, heavy workloads, and intense emotional situations contribute 

to this stress. It has detrimental effects on their well-being, leading to burnout, depression, 

anxiety, decreased job satisfaction, and impaired performance. This impacts both their 

quality of life and patient care. Like other healthcare professionals, general practitioners 

face unique stressors in their roles, such as critical patients and high patient volumes. If 

working in their own practice, they also experience business-related stressors like 

administrative burdens, personnel, and financial responsibilities. 
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The cross-sectional study by Viehmann et al. explored chronic stress of German general 

practitioners (GPs) and practice assistants (PrAs) at individual and practice levels. Stress 

levels of personnel from 136 German general practices were measured with the TICS-

SSCS questionnaire. Results showed that female GPs reported the highest stress levels, 

followed by PAs and male GPs. Approximately 26.3 % of personnel at the practice level 

reported high stress. More working hours per week were linked to high chronic stress for 

both GPs and PAs. Importantly, stress levels were higher in these primary care 

professionals compared to the general population in Germany. The study emphasizes the 

need for stress reduction strategies at both individual and practice levels, supported by an 

intra-class correlation coefficient of 0.25. Personal and practice characteristics contribute 

to chronic stress in GPs and PAs, highlighting the need for targeted interventions in 

healthcare (Viehmann et al., 2017).  

Addressing chronic stress in healthcare professionals is essential for their well-being and 

the quality of healthcare. Organizations are implementing strategies like support programs 

and improved work environments to reduce stress, benefiting both individuals and the 

healthcare system through improved employee satisfaction, reduced burnout, enhanced 

patient safety, and better healthcare outcomes.  

 

1.2.3 Chronic stress in the German population 

Chronic stress is a prevalent issue in the German population, and its impact on mental 

health was extensively studied. In the first wave of the German health interview and 

examination survey (DEGS1), which was conducted from 2008 to 2011, self-perceived 

chronic stress was measured using TICS-SSCS in a large sample of participants aged 

18-64 years. The prevalence of chronic stress and its association with various factors were 

examined (Gößwald et al., 2013). The results showed that women reported significantly 

higher stress levels compared to men, with 13.9 % of women and 8.2 % of men 

experiencing high stress levels. There were no significant differences in stress levels 

among different age groups. However, the prevalence of high stress levels decreased as 

socioeconomic status (SES) increased, with 17.3 % of individuals with low SES reporting 

high stress levels compared to 7.6 % of those with high SES. Notably, the difference in 

stress levels between medium and high SES among women was not significant. The study 
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also found that individuals with poor social support had a higher prevalence of high stress 

levels (26.2 %), while those with strong social support had significantly lower stress levels 

(7 %). Moreover, high stress levels were associated with a higher occurrence of mental 

health problems such as diagnosed burnout syndrome, sleep disturbances, and 

depressive symptoms in both men and women. More than half of adults with current 

depressive symptoms are affected by chronic stress (53.7 %), along with a significant 

proportion of individuals diagnosed with burnout syndrome (45.9 %) and experiencing 

sleep disturbances (22.1 %). The study further demonstrated that the prevalence of 

mental health problems increased with higher stress levels, and the presence of multiple 

mental health problems was more common among women than men in the context of high 

stress levels (Hapke et al., 2013; Gößwald et al., 2013).  

 

1.2.4 Prediction of chronic stress using machine learning approaches 

ML techniques offer new opportunities for predicting psychological diseases such as 

chronic stress by analyzing complex patterns and relationships in datasets, surpassing 

traditional statistical methods. The ML models analyze patterns and relationships in 

datasets to identify the specific factors contributing to chronic stress, such as workplace 

conditions, demographic variables, personal characteristics, and lifestyle factors. This 

knowledge develops targeted prevention and intervention strategies to address chronic 

stress effectively. Standardized scales like TICS-SCSS have provided a key role in the 

evaluation of chronic stress in different populations, providing a consistent framework for 

researchers to assess and compare stress levels.  

This dissertation focuses on analyzing chronic stress data measured by the TICS-SCSS 

to explore the predictive capabilities of ML algorithms in two distinct studies. The first study 

developed prediction models for chronic stress in PrAs using ML classifiers and compared 

these with a classical statistical approach. The second study focused on developing an 

interpretable multiclass ML model to predict chronic stress. These studies identified the 

impact of various protective and risk factors associated with chronic stress, which is 

necessary to develop effective protective measures.  
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2 Material and methods 

 

In this section, I provide a comprehensive overview of the datasets used and the specific 

methodologies employed in my both research studies. The primary objective is to ensure 

transparency and replicability of the studies by offering detailed descriptions of the data 

sources, collection methods, and relevant characteristics of the datasets. 

  

2.1 Study 1: Chronic stress in general practice assistants 

2.1.1 Dataset 

For the study 1 on chronic stress among PrAs, the dataset was obtained from a cross-

sectional study conducted in 2014 among general practices associated with the teaching 

practice network of the Institute for general medicine, university hospital Essen, Essen, 

Germany. The study included 764 professionals from 136 practices. The published study 

specifically focused on two main groups: 214 GPs, including practice owners and 

employed physicians, and 550 PrAs (Viehmann et al., 2017). The study 1 focused on 

analyzing chronic stress among 550 PrAs with a predominant representation of females 

(99.3 %). Consequently, all analytical approaches were applied exclusively to the dataset 

comprising female subjects (n = 546). PrAs but not GPs are addressed in the analyses 

because they are the largest professional group within general practices. A very small 

sample size may present challenges, particularly when dividing the data into training and 

testing sets. The final dataset with 546 PrAs included information on sociodemographic 

variables, work characteristics, and chronic stress levels measured by TICS as outcome. 

The German short questionnaire for workplace analysis (KFZA) was used to assess 

perceived workload. It is a widely accepted screening tool for psychological stress in the 

workplace. The KFZA employs closed-ended questions and encompasses dimensions 

such as work content, resources, stressors, and organizational culture. Positive 

dimensions yield high scores, indicating favorable aspects, while the stressors dimension 

yields high scores for negative work aspects. Each dimension comprises various factors 

and single items, and responses are measured on a Likert scale ranging from 1 (does not 

apply at all) to 5 (is completely true) (Prümper et al., 1995). 
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The RF classifier was utilized for feature selection, enabling the identification of the most 

relevant features for training the data across various ML methods (Saeys et al., 2008). By 

leveraging this algorithm, which combines multiple decision trees, features were ranked 

based on their ability to improve the purity of the nodes, measured by the decrease in Gini 

impurity. The features that exhibited the greatest decrease in impurity were considered 

the most important, while those with minimal impact were regarded as less significant. In 

total, 64 input variables were considered, encompassing a wide range of 

sociodemographic and workplace characteristics.  

After performing preprocessing steps, including data normalization, addressing 

imbalanced classes, and missing data, the dataset was divided into training and validation 

subsets. To handle missing data, common imputation methods for supervised learning 

were employed. The k-nearest neighbors (KNN) algorithm was used for imputing missing 

values, median imputation was applied for continuous variables, and a separate category 

labeled as ‘unknown’ was created for categorical variables. (Malarvizhi und Thanamani, 

2012). 

The 10-fold cross-validation technique was employed to divide the dataset into training 

and validation subsets in order to measure the unbiased prediction accuracy of the ML 

models (Berrar, 2019). This approach involved splitting the data into ten folds, with each 

fold serving as the validation set once while the remaining nine folds were used for 

training. This process was repeated ten times, allowing every fold to serve as the 

validation set. The choice of ten folds was based on the optimal number suggested in the 

literature, balancing the time required to complete the testing process with minimizing the 

bias and variance associated with validation. The oversampling method was utilized as a 

data balancing technique. This method involves replicating samples from the minority 

class to achieve a more balanced class distribution in the dataset. 

By following this methodology, the ML models were trained and evaluated multiple times, 

providing a robust assessment of their performance. The training involved iteratively using 

nine folds for training, while the remaining fold was used for validation. This approach 

enabled a comprehensive comparison of different ML classifiers, leveraging the training 

and validation datasets. 
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2.1.2 Primary outcome 

The primary outcome of the study 1 was chronic stress measured using the German short 

version of the TICS-SSCS questionnaire. Chronic stress score was dichotomized using 

the median score (TICS = 23), with scores below 23 indicating low level of chronic stress 

and scores of 23 and above indicating high level of chronic stress. 

 

2.1.3 Comparison of four machine learning and logistic regression models 

The chosen four ML classifiers, including RF, SVM, KNN, and ANN, along with logistic 

regression (LR) as the classical statistical approach, were employed to analyze the factors 

influencing chronic stress in PrAs.  

Each classifier possesses unique strengths and characteristics, enabling exploration of 

various aspects of the data and identification of significant variables associated with 

chronic stress.  

Random forest: RF is a powerful ensemble method, a type of bagging technique that uses 

weak learners to create a collection of DT. It combines the predictions of multiple individual 

DT to enhance the overall predictive accuracy of the model. RF is particularly effective in 

handling complex interactions among variables by considering different subsets of 

features and training multiple trees on different subsets of the data. By aggregating the 

predictions of individual trees, RF can capture a broader range of patterns and reduce the 

impact of individual tree biases and variances. This ensemble approach improves the 

model's robustness and generalization ability, making it a powerful tool for predictive 

modelling tasks (Pavlov, 2000).  

The hyperparameter tuning for the RF model in study 1, was constructed using a forest of 

1,000 individual trees. The choice of a large number of trees contributes to increased 

predictive accuracy and enhances the robustness and reliability of the model. One notable 

advantage of RF is its ability to perform well without requiring extensive hyperparameter 

tuning compared to other models. For feature selection, the model employed a default 

approach where a random sample of √n predictors, where n represents the total number 

of predictors considered, was selected at each node. This selection strategy takes the 

insensitivity of error rates to the number of features chosen to split each node into account. 

The predicted probability was obtained by averaging the predictions from all the trees in 

the forest, resulting in a comprehensive and aggregated estimation of the target variable.   
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Support vector machines: SVM is a powerful classification algorithm that constructs a 

hyperplane in the feature space to separate different outcome classes. The objective of 

SVM is to find the optimal hyperplane that maximizes the margin between classes, thereby 

improving the model's ability to generalize to new and unseen data. SVM is particularly 

effective in handling high-dimensional and non-linear datasets. By determining the optimal 

hyperplane, SVM can accurately classify new instances based on their position in the 

feature space (Hearst et al., 1998).  

In study 1, a LR model is fitted to the output of the SVM to obtain probability estimates. 

This allows for the estimation of the probability of an instance belonging to a specific class, 

providing a measure of confidence in the predictions. Furthermore, the SVM classifier 

utilized the radial basis function (RBF) kernel, which is commonly used for non-linear 

classification tasks. The training error was set to a very low value of 1.0E-12, indicating a 

stringent tolerance for misclassification during the training process. The default boundary 

tolerance of 1.0E-03 was used to determine the hyperplane, balancing the trade-off 

between model complexity and performance. To ensure accurate probability estimates, 

the SVM outputs were calibrated using Platt scaling model (Böken, 2021). This additional 

step refines the probability estimates generated by the SVM and enhances their reliability 

as well as accuracy. By incorporating the RBF kernel, fine-tuning hyperparameter, and 

employing calibration models, the SVM classifier in study 1 aimed to provide precise and 

well-calibrated predictions for the target variable. 

K-nearest neighbors: KNN is a non-parametric classification algorithm that utilizes the 

majority vote of its neighboring instances to classify an object. It makes predictions based 

on the proximity of instances in the feature space, allowing it to effectively capture local 

patterns and make accurate predictions. In KNN, the value of k determines the number of 

neighbors considered for classification (Peterson, 2009; Kramer, 2013). In study 1, KNN 

was applied with k set to 10 neighbors, which represents the ten closest observations in 

the multidimensional space. The proximity of these neighbors is determined using the 

Euclidean distance function. By selecting these nearest neighbors, the KNN model 

incorporates the local structure and patterns present in the training dataset, enabling it to 

make reliable classification decisions. This proximity-based approach makes KNN a 

suitable algorithm for analyzing and predicting data in various domains. 
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Artificial neural networks: ANN are computational models inspired by the structure and 

functioning of biological neural networks in the brain. They excel at learning complex 

patterns and relationships in data through interconnected layers of artificial neurons 

(Koprinkova-Hristova et al., 2014). ANNs are particularly effective at capturing non-linear 

and intricate relationships between variables, making them well-suited for solving complex 

problems and handling high-dimensional data. The architecture of an ANN includes input, 

hidden, and output layers, allowing it to process and transform input data through 

weighted connections and activation functions (Suzuki, 2013). In study 1, a multilayer 

perceptron (MLP) classifier with one hidden layer was applied. The input layer 

accommodated a number of nodes equal to the sum of the features, enabling the network 

to process the input data effectively. The output layer provided the final predictions based 

on the learned relationships. The MLP model was trained using the backpropagation 

algorithm, which iteratively adjusts the weights and biases of the network to minimize the 

error between predicted and actual outputs. To optimize the performance of the ANN 

model, specific hyperparameters were defined. The learning rate value of 0.3 with decay 

determined the step size at which the weights were updated during training. A higher 

learning rate can lead to faster convergence, but it may also result in overshooting. The 

momentum rate of 0.2 was employed for the backpropagation algorithm, which support in 

accelerating convergence by incorporating a fraction of the previous weight update into 

the current update. 

The chosen values for the learning rate and momentum rate in study 1 fell within the 

suitable ranges of 0.15–0.8 and 0.1–0.4, respectively. These ranges have been found to 

be effective for training and convergence in neural network models. By selecting 

appropriate values for these hyperparameters, the ANN model aimed to learn complex 

patterns from the data and generalize well, leading to accurate predictions for the target 

variable. ANN's flexibility, capability to capture non-linear relationships, and ability to learn 

intricate representations make it a powerful tool for various applications, including image 

recognition, natural language processing, and predictive modelling. 

In addition to the aforementioned ML classifiers, LR was employed as a standard 

approach for comparative analysis (Wright, 1995). LR, a widely-used statistical method, 

is well-suited for modelling the relationship between variables and a binary outcome, such 

as chronic stress in my study (DeMaris, 1995). It examines the influence of various factors 
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on the likelihood of experiencing chronic stress. All variables identified as significant 

association to chronic stress in the bivariate analyses were used for the LR model. As a 

classical statistical method, LR is a suitable tool for understanding the relationship 

between dependent dichotomous outcomes and independent variables, providing a 

benchmark for comparison with the ML classifiers used in the study. The programming in 

study 1 was performed in Python including the Scikit-Learn library. 

 

2.1.4 Model interpretation: Variable rankings in machine learning models 

Three of the four ML algorithms used in study 1 have the capability to quantify the 

importance of the various features in the prediction model. 

KNN models do not provide explicit measures of variable importance or coefficients like 

other models such as LR. Unlike models that estimate explicit coefficients for each 

variable, KNN makes predictions based on the similarity or distance between data points 

without explicitly quantifying the impact of individual variables (Taunk et al., 2019). 

In SVM models, the identification of support vectors is a key factor to determine the 

decision boundaries. Support vectors are the data points that are closest to the decision 

boundary and have the most influence on the model's classification or prediction. As a 

result, the variables associated with these support vectors are considered more significant 

in separating different classes or making accurate predictions. SVM models aim to find 

the optimal hyperplane that maximally separates the data points of different classes. This 

hyperplane is defined by a subset of support vectors, and their associated variables 

contribute to the model's decision-making process. By examining the weights or 

coefficients assigned to these variables in the SVM model, we can infer their importance 

in influencing the classification outcome (Cortes und Vapnik, 1995). 

It is important to note that the interpretation of variable importance in SVM can vary 

depending on the type of SVM (e.g., linear, kernel-based) and the specific Kernel function 

used. In linear SVM, the coefficients directly indicate the contribution of each variable to 

the decision boundary. In kernel-based SVM, the interpretation of variable importance can 

be more complex as it involves transforming the data into a higher-dimensional space 

(Cristianini und Shawe-Taylor, 2012). 

In ANN models, the importance of variables can be assessed by examining the weights 

assigned to the input variables (Olden et al., 2004). The weights represent the strength of 
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the connections between the input layer and the hidden layers or the output layer. 

Variables with higher weights are considered more influential as they have a greater 

impact on the network's computations and decision-making process. During the training 

phase of an ANN, the weights are adjusted iteratively to minimize the difference between 

the predicted output and the actual output. This optimization process assigns higher 

weights to variables that contribute more to the network's ability to accurately capture the 

underlying patterns in the data. By analyzing the weights of the input variables, we can 

infer their importance in influencing the predictions made by the ANN. Variables with larger 

weights play a more significant role in the network's computations and are more strongly 

associated with the target variable or the desired output. Conversely, variables with 

smaller weights have less influence on the predictions. It is worth noting that the 

interpretation of variable importance in ANNs can be complex, especially in DNN with 

multiple hidden layers. In such cases, the importance of variables can be distributed 

across different layers, making it challenging to attribute importance to individual 

variables. However, by examining the weights in the input layer or analyzing the feature 

maps and activations in the hidden layers, the relative importance of each variable in the 

network's decision-making process is quantified.  

RF models provide a feature importance metric based on the mean decrease in Gini index 

(impurity) (Altmann et al., 2010). The impurity measures the disorder or randomness 

within each tree node, and the reduction in impurity represents the effectiveness of a 

variable in making accurate predictions. By calculating the average decrease in impurity 

across all trees in the RF, the model determines the relative importance of each variable. 

Variables that lead to a larger decrease in impurity when used for splitting nodes in the 

trees are considered more important, as they contribute more to the overall predictive 

power of the model. This feature importance metric identifies the key variables that have 

the most influence on the RF's performance and decision-making process. 

It is crucial to recognize that variable rankings can differ among various ML models and 

datasets. As such, it is recommended to evaluate the importance of variables within the 

specific context of each model and dataset. This approach allows for a comprehensive 

understanding of the relevance of predictors in the given context. 

In LR, variable rankings can be obtained by examining the coefficients or weights 

assigned to each predictor variable (Menard, 2011). These coefficients represent the 
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impact of each variable on the log-odds of the binary outcome being predicted. Variables 

with larger coefficients indicate a stronger influence on the predicted outcome. Positive 

coefficients suggest that an increase in the corresponding variable leads to a higher 

probability of the positive outcome, while negative coefficients indicate the opposite. 

 

2.1.5 Evaluation of the models' performance 

The performance of the models in study 1 was evaluated using several key metrics, 

including predictive accuracy, sensitivity, and positive predictive value. Predictive 

accuracy was assessed using the operating area under the curve (AUC) metric, which 

measures the models' ability to accurately distinguish between individuals with high 

chronic stress and those without. Higher AUC values indicate better overall predictive 

accuracy. Sensitivity, another important metric, quantifies the models' ability to correctly 

identify individuals who truly have high chronic stress. It represents the proportion of true 

positives that the model correctly identifies. Positive predictive value (PPV) was also 

utilized as a performance metric. PPV measures the probability that individuals identified 

as having high chronic stress by the model are genuinely experiencing it. It represents the 

proportion of true positives among all positive predictions made by the model (Hossin und 

Sulaiman, 2015). 

By comparing the performance of the ML classifiers with LR, the study was able to 

determine which approach yielded the most favorable results in predicting chronic stress 

among PrAs, based on these evaluation metrics. 

 

2.2 Study 2: Chronic stress in the German population 

2.2.1 Dataset 

This study 2 used nationally representative data from the DEGS1 study, which is part of 

the health monitoring program conducted by the Robert Koch Institute in Berlin, Germany. 

The DEGS1 study was carried out from 2008 to 2011 and involved interviews, 

examinations, and tests among a sample of the German population aged 18 to 79 years, 

with a total of 8,151 participants. The dataset used in study 2 included chronic stress 

measures in 5,801 respondents aged 18 to 64 years (Hapke et al., 2013). 
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The DEGS1 dataset includes a wide range of variables on sociodemographic 

characteristics, chronic diseases (e.g., coronary heart disease or stroke), general health, 

living conditions, preventive measures, and health-related behavior. For this analysis, 34 

features were selected using the Powershap feature selection method.  

Tab. 8 provides an overview of the demographic, clinical, and laboratory characteristics 

of the study participants. The study 2 aimed to examine the predictors associated with 

chronic stress using the DEGS1 dataset, which provided comprehensive information on 

various sociodemographic, health-related, and lifestyle factors. By analyzing these 

predictors, the study sought to identify the factors that contribute to chronic stress among 

the German population aged 18 to 64 years. 

To address the challenges posed by small datasets in study 2, various data preprocessing 

techniques were applied. The dataset of DEGS1 consists of both continuous and discrete 

values. To ensure fair comparison and accurate modelling, the min-max normalization 

method was applied on the training dataset. This approach maintained the relationships 

within the data while avoiding bias. 

The dataset had a relatively low missing value rate, with an overall rate of 13.91 %. To 

handle missing variables, the KNN imputation method was employed (Malarvizhi und 

Thanamani, 2012). KNN identifies the nearest neighbors based on Euclidean distance 

and replaces missing values using a majority vote on discrete variables and weighted 

averages on continuous features. Simultaneously, all features were imputed to ensure 

consistency. 

The distribution of classes for chronic stress was imbalanced, with class 0 accounting for 

52 %, class 1 for 38 %, and class 2 for 11 %. To address this imbalance, the SMOTE was 

applied (Chawla et al., 2002). This method generated new instances of the minority class 

to balance the class distribution without introducing additional information to the model. 

For feature selection, the Powershap method, a wrapper-based Shapley feature selection 

approach, was employed (Verhaeghe et al., 2023). Powershap assesses the importance 

of features by evaluating their impact on predictions compared to random features. The 

method selects the most relevant features for modelling based on their importance. 

These preprocessing steps were undertaken to ensure the data was appropriately 

prepared for subsequent analysis and modelling in the study. After preprocessing, the 

dataset, consisting of 34 features, was used to train ML classifiers for the classification 



29 
 

task. The dataset was split into training and validation sets using repeated K-fold cross-

validation. This approach reduced bias in the model's estimated performance by 

averaging results across all folds. A value of K = 10 was chosen as the optimal number of 

folds, striking a balance between the time required to complete the tests and minimizing 

bias and variance associated with the validation process. 

 

2.2.2 Primary outcome 

In study 2, the TICS-SSCS scores obtained from the DEGS1 dataset were categorized 

into three classes based on the recommended DEGS1 approach. The three categories 

were defined as TICS-SSCS: 1–11 (≤median) = low stress, 12–22 = middle stress, and 

>22 = high stress (≥90th percentile). 

 

2.2.3 eXtreme Gradient Boosting (XGBoost) 

The XGBoost algorithm was employed as ML technique to predict chronic stress levels 

and identify factors that protect against chronic stress. XGBoost is an ensemble method 

based on DT that creates multiple weak learner classifiers, resulting in a scalable and high 

accurate model. The XGBoost model aims to establish a relationship between the input 

features X = {x1, x2, …, xn} and the output variable Y. It uses K additive functions to make 

predictions, where each function corresponds to an independent tree structure with T 

leaves. The model minimizes a regularized objective function to learn the set of functions 

(Chen und Guestrin, 2016). 

In the XGBoost model, 𝐾 additive functions are applied to predict the output based on a 

given dataset with 𝑛 samples and 𝑚 features. The estimation (1) is used to calculate the 

predicted value ŷ𝑗  as the sum of the 𝐾 functions 𝑓
𝑘
(𝑥𝑖): 

 

 

ŷ𝑗 = ∑ 𝑓𝑘(𝑥𝑖)
𝐾

𝑘=1
 

(1)  

 

Here, each 𝑓𝑘 belongs to the regression tree's space f(x) =  ωq, where q represents the 

independent structure of each tree with T leaves. Each fk corresponds to a distinct tree 
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structure q and is associated with leaf weights ω ϵ ℝT. To learn the set of functions, the 

model minimizes the following regularized objective (2): 

 

L =  ∑ 𝑙(ŷ𝑗 , 𝑦𝑗) +  ∑ 𝛺 (𝑓𝑘)

𝑘𝑖

 (2) 

 

 

In this objective, l represents the model loss function, and Ω denotes the regularized term, 

defined as Ω (f) =  γ T +  
1

2
 λ ǁωǁ2. The regularization term controls the complexity of the 

model, with γ and λ being hyperparameters that determine the trade-off between model 

complexity and fitting the training data (Chen und Guestrin, 2016). 

 

Hyperparameter tuning was performed using a grid-search approach with the scikit-learn 

class ‘GridSearchCV’. The hyperparameters of XGBoost, such as the learning rate, 

number of estimators (trees), maximum depth, subsample, minimum child weight, L2 

regularization term (lambda), and colsample-bytree, were optimized to achieve optimal 

model performance. The objective of the XGBoost model was set to ‘multi:softmax’ for 

multiclass classification (Tab. 1). 

 

Tab. 1: Main hyperparameters for the XGBoost model 

Hyperparameter Value 

Learning rate 0.3 

Number of estimators 1,000 

Max_depth 5 

Subsample 0.8 

Min_child_weight 3 

L2 regularization term (Lambda) 2 

Colsample-bytree 0.7 

Objective multi:softmax 

 

The K-Fold Cross-Validation method was used in this study to train and evaluate the 

performance of the ML classifiers. After preprocessing the dataset and selecting the 34 
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relevant features, the data was divided into a ‘training’ and ‘validation’ set. To reduce bias 

and obtain a robust estimation of the model's performance, the repeated K-fold cross-

validation approach was employed. With K = 10, the dataset was divided into 10 subsets 

or ‘folds’ for training and validation, and this process was repeated multiple times. By 

averaging the performance across all folds and repeats, we obtained a more reliable 

assessment of the model's performance while optimizing the time required for testing. This 

choice of K = 10 strikes a balance between minimizing bias and variance associated with 

the validation process and ensuring computational efficiency. 

 

2.2.4 Model interpretation: SHapley Additive exPlanations (SHAP) 

The study 2 emphasized the interpretability of the models to extract information that 

significantly impacts outcomes and identify factors protecting against chronic stress. The 

SHAP approach, proposed by Lundberg, is used to interpret predictions of complex 

models like XGBoost (Lundberg und Lee, 2017). SHAP calculates the impact of each 

feature on predictions and provides feature attribution, partial dependence plots, and other 

visualizations for improved understanding of the model. SHAP is a unified framework for 

interpreting the predictions of a wide range of models, including black box models. It 

provides an explanation for individual predictions by assigning importance values to each 

feature in the model. 

Here is an overview of how SHAP works: 

 Shapley values: SHAP is based on the concept of Shapley values from cooperative 

game theory. Shapley values measure the contribution of each feature in a prediction 

by evaluating its impact in different coalitions with other features. This provides a fair 

and consistent way to assign importance to each feature (Winter, 2002). 

 Local explanations: SHAP provides local explanations, meaning it focuses on 

explaining individual predictions rather than providing a global view of the model. For 

a specific prediction, SHAP assigns an importance value to each feature, indicating 

how much each feature contributes to that particular prediction (Lundberg et al., 2020). 

 Feature importance plot: SHAP generates a feature importance plot, commonly known 

as a SHAP summary plot. It displays the impact of each feature on predictions across 
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the entire dataset. The plot shows the SHAP values for each feature, indicating 

whether a feature contributes positively or negatively to the prediction. 

 Interaction effects: SHAP can also capture interaction effects between features. It 

reveals how the presence or absence of certain features affects the importance of 

other features. This helps in understanding the complex relationships and 

dependencies between features. 

 Model-agnostic: One of the strengths of SHAP is its model-agnostic nature. It can be 

applied to a wide range of ML models, including tree-based, deep learning, ensemble 

models, and more. This allows for consistent interpretation across different types of 

models (Molnar et al., 2022). 

 Implementation: There are several libraries and framework to implement the SHAP 

methodology, such as the SHAP library in Python. These libraries provide functions 

and tools to calculate SHAP values, generate visualizations, and facilitate model 

interpretation. 

 

The use of SHAP allows for a deeper understanding of the decision-making process of 

the model by discovering the contribution of different features toward individual 

predictions. It not only facilitates the identification of potential biases or interactions 

between features but also enhances the transparency and interpretability of black box 

models. This is particularly crucial in sensitive domains, as it fosters trust and facilitates 

the deployment of models. 

The prediction of a specific input (X) is explained by calculating the impact of each feature 

on the prediction using Shapley values. The Shapley value 𝜙̂𝑗 is estimated as the average 

difference between the predictions with and without a specific feature, where 𝑔̂(𝑥−𝑗
𝑚 ) is the 

prediction for 𝑥, but with a random number of feature values and divided by the number 

of iterations 𝐾 (3) (Lundberg und Lee, 2017). 

 

𝜙̂𝑗 =
1

𝐾
∑((𝑔̂

𝐾

𝑘=1

(𝑥+𝑗
𝑚 ) − 𝑔̂(𝑥−𝑗

𝑚 )) 
(3) 
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TreeSHAP, a method suitable for gradient boosting models like XGBoost, is employed, 

offering visualizations of feature attributions and supporting partial dependence plots. 

Interaction values for TreeSHAP are estimated using equation (4), where 𝜑𝑖 represents 

the interaction value between features 𝑖 and 𝑗. The equation involves feature subsets (𝑆) 

and the delta function (𝛿𝑖𝑗(𝑆)) to determine the interaction values. SHAP values contribute 

to the comprehension of tree models by providing insights into feature importance, local 

explanations, feature dependence plots, and summary plots (Lundberg und Lee, 2017). 

 

𝜑𝑖 = ∑
|𝑆|! (𝑀 − |𝑆| − 2𝑖)

2(𝑀 − 1)!
𝛿𝑖𝑗(𝑆)

𝑆⊆𝑁{𝑖,𝑗}

 
(4) 

 

For the implementation of study 2, Python 3.7 was employed along with various libraries 

from the Python data science ecosystem, including scikit-learn (version 1.0.2) and SHAP 

(version 0.40.0). The Powershap feature selection method was implemented using the 

Powershap Python library. The XGBoost classifier was trained and evaluated using scikit-

learn, while the SHAP tool was used for model explainability. 

 

2.2.5 Evaluation of the model's performance 

The XGBoost model in study 2 was evaluated using several multiclass evaluation metrics. 

The primary metrics used were the AUC, precision, recall, and F1-score. Multiclass 

classification involves mutually exclusive classes, and the evaluation measures for 

individual classes were averaged using the macroaverage approach (Grandini et al.). 

The receiver operating characteristic (ROC) curve was used to assess the classifier's 

performance. The macro true-positive rate and macro false-positive rate were plotted at 

different classification thresholds. The AUC value, ranging from 0 to 1, indicates the 

classifier's ability to distinguish between classes. A value of 1 represents a perfect 

classifier. In study 2, the ROC curve was plotted for each class using the One-vs-Rest 

approach, creating a series of binary problems. The macroaverage was computed by 

summing the values for true positive, true negative, false positive, and false negative 

across all classes. From these values, metrics such as precision (true positive instances), 

recall (true positive rate), specificity (true negative rate), and the F1-score (harmonic mean 
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of precision and recall) were calculated for each class. These metrics provide an overall 

assessment of the classifier's performance in terms of accuracy, sensitivity, and the 

balance between precision and recall. By using these evaluation metrics, the study aimed 

to determine the performance of the proposed method in accurately classifying instances 

into the respective stress categories. The AUC, precision, recall, and F1-score were used 

to assess the classifier's ability to distinguish between classes and capture the true 

positive instances. 
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3 Results 

 

3.1 Study 1: Chronic stress in general practice assistants 

3.1.1 Descriptive results 

The dataset analyzed in study 1 included 550 PrAs from 136 general practices. The 

participants had an average age of 38 years, with a standard deviation of 12.6. Among 

the PrAs, 50.4 % (n = 277) were married (see Tab. 2).  

 

Tab. 2: Sociodemographic characteristics and TICS score of practice assistants            

(n = 550) 

 Participants (n = 550) 

Continuous variables, Mean [SD] Range 

Age 38 [12.61] 16–71 

Persons in household > 18 2 [1.12] 0–6 

Persons in household ≤ 18 1 [0.84] 0–6 

Number of physicians in practice  3 [2.16] 1–10 

Number of practice assistants in practice 8 [7.66] 0–35 

Categorical variables, n (%) 

Female gender 544 (99.3) 

Marital status 

Married 277 (50.4) 

Single 221 (40.2) 

Divorced 45 (8.2) 

Widowed 7 (1.3) 

Number of persons in household  72 (13.1) 

Cares for next of kin 75 (13.6) 

Working hours/week 

1–9 hours 12 (2.2) 

10–19 hours 52 (9.5) 

http://www.dict.cc/englisch-deutsch/widowed.html
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 Participants (n = 550) 

 20–29 hours 116 (21.1) 

 30–39 hours 221 (40.2) 

 40–49 hours 116 (21.1) 

 50–59 hours 12 (2.2) 

 >60 hours 10 (1.8) 

Working full time 364 (66.2) 

Open-ended employment contract 466 (84.7) 

Participated in stress seminar 31 (5.6) 

Counseling for stress reduction 50 (9.1) 

High level of chronic stress (TICS ≥ 23) 125 (22.7) 

 

The TICS score showed that 22.7 % (n = 125) of the PrAs experienced high level of 

chronic stress, while 77.3 % (n = 425) experienced low level. Significant differences were 

identified in sociodemographic characteristics between the groups and level of chronic 

stress. The high chronic stress group consisted of PrAs, with an average age of 38.76, 

while the low stress group comprised younger PrAs, with an average age of 24.36. 

Furthermore, a higher percentage of unmarried PrAs (29.4 %) were found in the high 

chronic stress group compared to the low stress group, where only 17 % were not married.  

 

Tab. 2 provides a comprehensive overview of sociodemographic characteristics of 

participants in study 1. Tab. 3 displays the practice and workplace characteristics of PrAs 

as well as the duties performed in the practice, including reception, telephone tasks, 

prescription handling, and blood pressure measurement. The three most frequent tasks 

were scheduling appointments (94.2 %), documenting in electronic health records (93.3 

%), and preparing prescriptions (91.6 %). 
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Tab. 3: Practice and workplace characteristics of PrAs during the past three months     

(n = 550) 

Practice characteristics  n = 550 

Practice structure, n (%) 

Works in group practice 296 (53.8) 

Works in single practice 147 (26.7) 

Works in practice with several locations 50 (9.1) 

Works in privately owned health center 6 (1.1) 

Type of medical records in practice, n (%) 

Electronic medical records (EHR) 348 (63.3) 

Paper and electronic records 187 (34.0) 

Practice services for home care, n (%) 

Emergent home visits 515 (93.6) 

Practice offers regular home visits 511 (92.9) 

Nursing home visits* 508 (92.4) 

Tasks of practice assistants during past 3 months, n (%) 

Scheduled appointments 518 (94.2) 

Documented in patients´ EHR 513 (93.3) 

Prepared prescriptions 504 (91.6) 

Pulled up paper-based health records or opened electronic patient files 500 (90.9) 

Performed phone service 499 (90.7) 

Worked at reception 486 (88.4) 

Obtained blood pressure readings 461 (83.8) 

Performed ECGs 430 (78.2) 

Prepared practice equipment for the day and switch them off in the evening 414 (75.3) 

Performed laboratory work 393 (71.5) 

Supported physician during patient-consultations 363 (66.0) 

Supported billing of statutory health insurance patients 358 (65.1) 

Performed disease-management examinations 332 (60.4) 

Applied long-term blood pressure devices* 327 (59.5) 
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Practice characteristics  n = 550 

Ordered medical practice supply 284 (51.6) 

Applied long-term ECGs* 247 (44.9) 

Ordered office supply 239 (43.5) 

Performed treadmill testing 237 (43.1) 

Supported billing of private patients* 236 (42.9) 

Performed doppler examination of foot vessels/measured  ankle-arm index* 103 (18.7) 

*Missing values above 5 %; Electrocardiography = ECG 

 

The results of the workplace analysis using KFZA showed a versatility level of 3.6, a social 

support of 4.0, and a score on qualitative work demands of 2.9. For details, see Tab. 4. 

 

Tab. 4: Result of short questionnaire for workplace analysis factor-level by PrAs                                                                                           

(n = 550) 

Work aspects Workplace characteristics Mean (PrAs) 95 % CI 

Job content1 
Versatility 3.6 3.6–3.7 

Completeness of task 3.5 3.4–3.6 

Resources1 

Scope of action 3.4 3.4–3.5 

Social support 4.0 4.0–4.1 

Cooperation 3.6 3.5–3.7 

Stressors2 

Qualitative work demands 2.2 2.1–2.3 

Quantitative work demands 2.9 2.8–3.0 

Work disruptions 2.7 2.7–2.8 

Workplace environment 2.2 2.1–2.3 

Organizational 

culture1 

Information and participation 3.6 3.6–3.7 

Benefits 2.9 2.8–2.9 

1High scores (>3) are considered positive; 2High scores (>3) are considered negative; Confidence 

interval = CI 
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3.1.2 Performance of the machine learning algorithms 

In terms of prediction accuracy, the ML classifiers were evaluated using the validation 

dataset. The AUC was calculated to assess the classifiers' performance. The results 

showed an AUC of 0.844 (95 % CI, 0.684–0.843) for the RF classifier, 0.760 (95 % CI, 

0.605–0.777) for the ANN, 0.787 (95 % CI, 0.634–0.802) for the SVM, and 0.707 (95 % 

CI, 0.556–0.735) for the KNN classifier. Sensitivity and positive prediction value (PPV) for 

the ML classifiers were also calculated, with RF achieving 99 % sensitivity and 79 % PPV, 

ANN achieving 87 % sensitivity and 85 % PPV, SVM achieving 87 % sensitivity and 86 % 

PPV, and KNN achieving 99 % sensitivity and 78 % PPV. 

LR analysis was also performed, and factors associated with chronic stress were identified 

through bivariate analysis. These factors included such as persons in the household below 

age 18 years, marital status, age, working hours per week, work status, and obtains blood 

pressure readings. The LR model achieved an AUC of 0.636 (95 % CI, 0.490–0.674) and 

predicted 316 cases correctly from a total of 425 cases, with a sensitivity of 75 % and a 

PPV of 44 %. 

ML classifiers outperformed the LR model. The RF classifier showed the highest 

improvement (+20.8 %) compared to the LR model, resulting in a net increase of 104 

cases correctly identified as high level of chronic stress. This classifier achieved a 

sensitivity of 99 % and a PPV of 79 % (see more in Tab. 5 and Tab. 6) 

 

Tab. 5: Performance metrics of machine learning and logistic regression models  

Algorithms AUC 
95 % Confidence 

Interval 

Absolute 
change in AUC 

(%) 

LCL* UCL*  

LR 0.636 0.490 0.674 [Reference] 

ML: KNN 0.707 0.556 0.735 +7.1 

ML: SVM 0.787 0.634 0.802 +15.1 

ML: ANN 0.760 0.605 0.777 +12.4 

ML: RF 0.844 0.684 0.843 +20.8 

*LCL = lower control limit; UCL = Upper control limit 
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Tab. 6: Full details of performance metrics for chronic stress prediction: Machine 

learning and logistic regression models 

Algorithms 
CSC 
(TP)* 

CSC 
(FP)* 

Total 
CSC 

Non-
CSC 
(TN*) 

Non-
CSC 
(FP) 

Total 
non-
CSC 

Sensitivity 
(TP) 

PPV* 

LR 316 109 425 68 57 125 0.751 0.440 

ML: RF 420 5 425 15 110 125 0.988 0.792 

ML: KNN 421 4 425 6 119 125 0.991 0.780 

ML: SVM 

 
369 56 425 66 59 125 0.868 0.862 

ML: ANN 369 56 425 59 66 125 0.868 0.848 

*Chronic stress cases = CSC; True positive = TP; False positive = FP; True negative = TN; Positive 

predictive value = PPV 

 

3.1.3 Variable rankings in machine learning models 

Comparing the results with the significant variables identified in the LR model, several 

factors showed consistency across all three models. These factors, including too much 

work, high demand to concentrate, time pressure, and complicated tasks, emerged as 

important variables in both the RF and ANN models, as well as being significant in the 

logistic regression model. 

These findings highlight the crucial role of defined work characteristics in predicting 

chronic stress among PrAs. The consistent variable importance across different models 

underscores the significance of these factors and emphasizes their relevance in 

comprehending and addressing chronic stress in this population. Tab. 7 presents the top 

10 influential factors identified by the three algorithms.  
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Tab. 7: Top 10 predictor variables associated with chronic stress listed by coefficient 

effect size (LR) weighting (ANN) and selection frequency (RF) 

Standard model Machine learning models 

LR Coefficient ANN Weight (%) RF Frequency 

Obtains blood 

pressure 

readings 

0.951 
Too much 

work 
39.7 

Too much 

work 
0.73 

Persons in 

household  

below age 18 

0.349 

High 

demand to 

concentrate 

39.3 

High 

demands to 

concentrate 

0.71 

Working 

hours/week 

more than 40 

0.121 
Time 

pressure 
36.7 

Time 

pressure 
0.70 

Work status -0.109 
Complicated 

tasks 
31.5 

Complicated 

tasks 
0.67 

Performs 

laboratory 

work 

0.091 

Insufficient 

practice 

room 

conditions 

18.1 Age ≤ 35 0.63 

Employment 

contract 
0.063 

Interruptions 

during work 
14.9 

Insufficient 

support by 

practice 

leaders 

0.52 

Age ≤ 35 0.045 

Persons in 

household  

below age 

18 

13.8 

Insufficient 

workplace 

environment 

0.51 

Insufficient 

workplace 

environment 

0.028 

Working 

hours/week 

more than 40 

hours 

12.7 

Insufficient 

practice 

room 

conditions 

0.50 
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Standard model Machine learning models 

LR Coefficient ANN Weight (%) RF Frequency 

Measures 

ankle-arm 

index 

0.018 
Workplace 

environment 
12.3 

Holding 

together well 
0.48 

Marital 

status/single 
0.006 

Number of 

practitioners 

in the 

practice 

10.6 

Influence on 

work 

assigned 

0.43 

 

 

3.2 Study 2: Chronic stress in the German population 

3.2.1 Descriptive results 

The DEGS1 study involved 5,801 participants, with a mean age of 44 years. More than 

half of the population identified as female, comprising 53.1 % of the participants                    

(n = 3,080). The average stress level across the entire population was 12.00 (95 % CI 

11.79–12.20). Of the participants, 11 % (n = 625) reported having ‘high’ chronic stress 

(category 2), while 38 % (n = 2,188) had ‘middle’ chronic stress (category 1), and the 

majority, 52 % (n = 2,988), experienced ‘low’ chronic stress (category 0). Most of the 

participants rated their general state of health as either very good or good, accounting for 

79.3 % (n = 4,599) of the population (Tab. 8). 

 

Tab. 8: Demographic, clinical, and workplace characteristics of the German health 

interview and examination survey for adults study participants (n = 5,801) 

Demographic characteristics Participants n = 5,801 

Continuous variables, Mean [SD]  Range 

Age  42 [13.11] 18–64 

Number of persons in the household 3 [1.34] 1–11 

Sleep hours per night in the past 4 weeks 7 [1.19] 2–12 

Number of hospital nights in the past 12 months 1 [5.30] 0–150 

Number of sick days in the past 12 months 13 [38.01] 0–365 
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Demographic characteristics Participants n = 5,801 

Categorical variables, n (%) 

Female gender  3,081 (49.6) 

Marital status 

Married living with partner/separately from partner 3,697 (59.5) 

Single 1,957 (31.5) 

Divorced 376 (6.1) 

Widowed 136 (2.2) 

Provides care to someone in need or seriously ill 379 (6.1) 

Renting or living in own apartment/house 

Rented apartment/house 2,689 (43.3) 

Own apartment/house 3,268 (52.6) 

Satisfaction with living space 

Very satisfied/satisfied 5,269 (84.8) 

Neither satisfied nor dissatisfied 608 (9.8) 

Dissatisfied/very dissatisfied 295 (4.8) 

Residential area satisfaction 

Very satisfied/satisfied 5,091 (81.9) 

Neither satisfied nor dissatisfied 727 (11.7) 

Dissatisfied/very dissatisfied 320 (5.2) 

General state of health  

Very good/good 4,942 (79.5) 

Average 1,134 (18.3) 

Poor/very poor 116 (1.8) 

Intake of sleeping pills in the past 4 weeks  

Never 5,919 (95.3) 

Less than 1 time 100 (1.6) 

1 time or 2 times 73 (1.2) 

3 times or more 86 (1.4) 

Social support 

Low support 653 (10.5) 
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Demographic characteristics Participants n = 5,801 

Average support 3,082 (49.6) 

Strong support 2,451 (39.5) 

Health behavior consultation in the past 12 months 1,873 (30.4) 

Has general practitioner  5,497 (88.5) 

Visited to general practitioner in the past 12 months  4,870 (78.4) 

Visited to neurologist in the past 12 months 463 (7.5) 

Frequency of alcohol consumption  

Never 744 (12.0) 

1 time per month or less 1,186 (19.1) 

2–4 times per month 1,998 (32.2) 

2–3 times per week 1,453 (23.4) 

4 times per week or more 811 (13.1) 

Tobacco use 

Yes, daily 1,701 (27.4) 

Yes, occasionally 433 (7.0) 

Not anymore 1,664 (26.8) 

Never smoked 2,400 (38.7) 

Comorbidities 

Has hypertension 1,625 (26.2) 

Has diabetes 271 (4.4) 

Has migraine 712 (11.5) 

Has depression 682 (11.0) 

Has anxiety disorder 327 (5.3) 

Has burnout syndrome 292 (4.7) 

Has one or more long-term chronic diseases 1,418 (22.8) 

Prevention programs/sport activities 

Participated in prevention program in the past 12 months 988 (15.9) 

Participated in relaxation or stress management program 188 (3.0) 

Participated in gymnastics/fitness/balance sports program 832 (13.4) 

Participated in alcohol cessation program 7 (0.1) 
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Demographic characteristics Participants n = 5,801 

Participated in smoking cessation program 17 (0.3) 

Participated in weight reduction-healthy diet program 167 (2.7) 

Sports activities per week (in the past 3 months) 

No sports activity 1,954 (31.5) 

Up to 2 hours per week 2,584 (41.6) 

Regularly, 2–4 hours per week 990 (15.9) 

Regularly, more than 4 hours per week 645 (10.4) 

 

 

3.2.2 Performance of the XGBoost algorithm 

The evaluation metrics of the XGBoost model's performance, including AUC, precision, 

recall, specificity, and F1-score, are presented in Tab. 9. The model achieved the highest 

AUC score of 0.89 for class 2 (high chronic stress), indicating its good discriminatory ability 

for this class.  

 

Tab. 9: Classification metrics: AUC, precision, recall, specificity, and F1-score for 

XGBoost model 

Measure 

XGBoost 

Class 0 Class 1 Class 2 Macroaverage 

AUC  0.83 0.71 0.89 0.81 

Precision 0.73 0.56 0.58 0.63 

Recall 0.80 0.55 0.37 0.52 

Specificity 0.90 0.38 0.26 0.78 

F1 score 0.76 0.60 0.45 0.54 

 

Fig. 1 displays the ROC curves for the multiclass chronic stress prediction of the XGBoost 

model.  

The macroaverage AUC score of 0.81 reflects the overall performance across all three 

stress classes. In terms of precision, which measures the model's ability to identify positive 
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instances correctly, the XGBoost model achieved values of 0.73, 0.56, and 0.58 for 

classes 0, 1, and 2, respectively. The macroaverage precision of 0.63 represents the 

average precision across all classes, suggesting a moderate level of accuracy in 

predicting chronic stress. The recall metric, which measures the model's ability to correctly 

identify all positive instances, yielded values of 0.80, 0.55, and 0.37 for classes 0, 1, and 

2, respectively. The macroaverage recall of 0.52 indicates the model`s overall ability of 

the model to capture positive instances across all stress classes. Specificity, representing 

the model's ability to identify negative instances correctly, had values of 0.90, 0.38, and 

0.26 for classes 0, 1, and 2, respectively. The macroaverage specificity of 0.78 suggests 

that the model performs relatively well in identifying negative instances on average. 

The F1-score, which combines precision and recall into a single metric, provides an overall 

measure of the model's performance. The macroaverage F1-score of 0.54 represents the 

average F1-score across all stress classes. It indicates the harmonic mean of precision 

and recall and provides a balanced assessment of the model's effectiveness in capturing 

both positive and negative instances. The evaluation of the XGBoost model revealed its 

strong discriminatory ability in accurately classifying chronic stress, particularly for high 

stress instances (class 2). The macroaverage scores, which provide a comprehensive 

assessment across all stress classes, indicated that the model performed moderately well 

overall, with an F1-score of 0.54. This suggests that the model achieved a reasonable 

balance between precision and recall, effectively capturing both positive and negative 

instances of chronic stress. 
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Fig. 1: ROC curves for 3 classes using the XGBoost multiclass classifier 

 

3.2.3 Explanation of the behavior of individual features using SHAP 

The SHAP analysis revealed that for class 0 (low level of chronic stress), features such 

as gender, general state of health, satisfaction with living space, and social support have 

a significant impact. These features play a crucial role in distinguishing low stress 

instances and contribute to the prediction of chronic stress at this level. Additionally, it is 

observed that class 2 (high level of chronic stress) uses features such as the number of 

sick days in the past 12 months, social support, sleeping hours per night in the past 4 

weeks, gender, and general state of health. Both class 0 and class 2 show a reliance on 

various features, highlighting their importance in predicting chronic stress across different 

levels (Fig. 2). 
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Fig. 2: SHAP feature plot of the 20 most important features: relative importance of each 
feature based on the average absolute value of the SHAP values; *in the past 12 months; 
**per week 

 

The five most important protective factors against chronic stress were identified as a very 

good general state of health, satisfaction with living space, strong social support, being 

male, and age ≥ 42 years (Fig. 3).  
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Fig. 3: SHAP summary plot: Importance of the representative chronic stress features (top 
20) in class 0 
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Based on the findings from the SHAP summary plot, the five most important risk factors 

for chronic stress were as follows: more sick days in the past 12 months, low social 

support, very poor general state of health, fewer sleeping hours in the past four weeks, 

and low satisfaction with living space (See Fig. 4).  

 

 

Fig. 4: SHAP summary plot: Importance of the representative chronic stress features 

(top 20) in class 2 
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4 Discussion 

 

4.1 Main findings 

Both conducted studies demonstrated the successful prediction of chronic stress levels in 

PrAs and the German population using ML algorithms, even with limited data. In study 1, 

the RF model demonstrated superior performance in predicting chronic stress compared 

to other ML algorithms (SVM, KNN, ANN) and the classical statistical method LR. With a 

small dataset containing 550 samples and more than 50 features, RF's ensemble learning 

approach effectively captured complex non-linear relationships and mitigated overfitting 

risks. Its decision tree-based structure coped well with high-dimensional data, providing a 

deeper understanding of feature importance while requiring simpler hyperparameter 

tuning. Additionally, RF's averaging mechanism across multiple trees contributed to 

robustness by minimizing the impact of outliers on performance. In study 2, XGBoost's 

boosted tree algorithm demonstrated high effectiveness in capturing complex non-linear 

relationships. Its regularization techniques were crucial in preventing overfitting in the 

high-dimensional dataset, ensuring more reliable predictions. Furthermore, XGBoost's 

robustness to outliers and scalability added to its suitability for the study.  Unlike other 

studies on chronic stress, which used multivariate models with fewer parameters, my ML 

approaches allowed the incorporation of a wide range of characteristics, such as work 

characteristics, health status, lifestyle, living space, and social information. 

The study 1 on factors influencing chronic stress in PrAs identified the five most important 

work characteristics using the RF model: excessive workload, high demand to 

concentrate, time pressure, complicated tasks, and insufficient support from practice 

leaders. The study 2 in the German population identified protective and risk factors for 

chronic stress in over 5,801 participants using SHAP. Here, the five most important 

protective factors against chronic stress were a very good general state of health, 

satisfaction with living space, strong social support, being male, and individuals of age ≥ 

42 years. In contrast, the most significant risk factors were: more sick days in the past 12 

months, low social support, a very poor general state of health, fewer sleeping hours in 

the past four weeks, and low satisfaction with living space. The differences between the 

risk-protective factors of the first and second study stem from differing input variables: 

while study 1 focused on work-related issues, study 2 focused on health and living 
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parameters in general. However, both studies implied that chronic stress can only be 

targeted effectively by complex interventions. The potential interventions and strategies 

encompass a wide range of individual and social factors, such as work characteristics, 

social information, health status, lifestyle, and living space.  

 

4.2 Methodological considerations on analyzing chronic stress data with ML 

In the abundance of studies that have addressed chronic stress in different populations 

using various stress measurement approaches, my conducted studies were compared 

with other ML approaches for chronic stress analysis. These studies measured chronic 

stress using four different approaches: biological signals (e.g., EEG signals, heart rate, 

electrodermal activity), facial expressions, social media text analyses and questionnaires 

(e.g., TICS and PSS scales).  

The following studies are examples to predict chronic stress using ML methods based on 

biological signals: 

 Gupta et al. investigated the detection of mental stress using EEG signals involving 14 

human subjects with an average age of 26 years. with SVM utilized as the ML 

method.(Gupta et al., 2020). 

 Omneya Attallah in her study aimed to develop an early detection system for mental 

stress using EEG signals from 36 participating worker. She employed various 

classification algorithms, including KNN, linear and cubic support vector machine 

(SVM), and RF classifiers to distinguish between stress and non-stress states 

(Attallah, 2020). 

 The research conducted by Sriramprakash et al. analyzed the stress levels using 

various sensors. They used the SWELL-KW dataset, which contains data from 25 

participants who worked under three conditions: neutral, interruptions, and time 

pressure, with an additional relaxation phase. The researchers employed SVM and 

KNN algorithms to classify the stress levels of the individuals as either normal or 

stressed (Sriramprakash et al., 2017). 

  

The following studies are such examples that used social media interaction analyses and 

questionnaire surveys to detect mental stress using ML algorithms. 
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 Ahuja and Banga analyzed stress levels in a dataset of 206 students from Jaypee 

Institute of Information Technology. They used the PSS scale to measure stress levels, 

considering parameters like exam pressure and recruitment stress. Classification of 

stress levels was performed using ML classifiers: LR, Naïve Bayes, RF, and SVM 

(Ahuja und Banga, 2019).  

 Chaware et al. proposed a model to estimate user stress levels using social media 

data including the extraction of Facebook posts and analysis of those posts. The 

transductive support vector machine (TSVM), SVM, Naïve Bayes (NB), RF, DT, and 

Adaboosted D-Tree algorithms were employed to categorize users' posts and estimate 

their stress levels based on positive and negative sentiments (Chaware et al., 2020).  

 Yogesh Pingle aimed to predict chronic stress levels by using a dataset collected 

through real-time surveys conducted among 2,200 students from various streams in 

Mumbai colleges. The target attribute classified stress levels into ‘low’, ‘medium’, and 

‘high’ categories. To achieve this, it was employed a combination of ML algorithms, 

including convolutional neural network (CNN), KNN, RF, and CNN-Adaboost (Pingle, 

2020).  

 Kene and Thakare used a dataset obtained through an online stress scale 

questionnaire, which involved 270 users. The questionnaire comprised 25 questions 

aimed at analyzing stress. The target attribute class label ranged from 0 to 15, where 

stress levels of 0-10 were classified as ‘no-stress’ and levels of 11-15 were classified 

as ‘stress’. To predict the stress level is used two ML algorithms, namely SVM and RF.  

(Kene und Thakare, 2022).  

 The study conducted by Reddy et al. analyzed stress disorder patterns among working 

IT professionals. They used data from the open sourcing mental illness (OSMI) mental 

health survey, which included 750 participants. ML classifiers such as LR, KNN, DT, 

RF, boosting, and bagging were applied. The study identified stress factors, including 

gender, family illness history, and workplace mental health benefits (Reddy et al., 

2018). 

 

Tab. 10 provides an overview of the results from the aforementioned studies, which are 

difficult to compare regarding their outcomes due to the diverse methods of measuring 

stress and the various ML methods used. From the studies used ML to detect chronic 
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stress based on questionnaire surveys, only the study conducted by Reddy et al. identified 

the feature importance using a decision tree. These factors were gender, family history of 

illness, and the availability of mental health benefits in the workplace (Reddy et al., 2018). 

Additionally, this study employed six ML methods, with the best performer being boosting, 

an ensemble algorithm, achieving an AUC of 75 %.  

This result is in line with my two studies, which both found the ensemble methods as 

performing best:  in the study 1, RF was as the best model with an 84 % AUC, and in the 

study 2 XGBoost, another ensemble method, showed an AUC of 81 %. These findings 

indicate that ensemble methods, such as boosting, RF, and XGBoost, have the ability to 

handle small datasets and predict complex non-linear relationships in the context of 

chronic stress better than other ML methods.  

Tab. 10: Overview of research studies on stress detection using machine learning 

Authors Data ML Outcome 
Model 

Accuracy (%) 

Gupta et al.  EEG-signals  SVM 

Low, 

Medium, 

High, 

No stress level 

SVM: 96.36 

Omneya 

Attallah 
EEG-signals 

KNN,  

Linear-cubic 

SVM, 

RF 

Stress, 

No stress 
KNN: 99.98 

Sriramprakash 

et al.  
EEG- signals KNN, SVM 

Stressed, 

Normal 
SVM: 93 

Ahuja et al.  
Questionnaire-

based (PSS) 

RF, SVM, 

NB, KNN 

Highly 

stressed, 

Stressed, 

Normal 

SVM: 86 

Chaware et al. 
Posts from 

social media  

TSVM, SVM, 

DT 

Positive, 

Negative 
TSVM: 84 
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Authors Data ML Outcome 
Model 

Accuracy (%) 

Yogesh Pingle 
Questionnaire-

based  

CNN, KNN, 

RF, CNN-

ADABOOST 

Low,  

Medium, 

High  

Stacking 

algorithms 

(RF, KNN, 

CNN-A): 88 

Aksha and 

Thakare 

Questionnaire- 

based 
SVM, RF 

No stress, 

Stress 
SVM: 80.2 

Authors Data ML Outcome AUC (%) 

Reddy et al. 
Questionnaire-

based 

LR, KNN, DT, 

RF, boosting, 

bagging 

Stress 

Treatment,  

No-Treatment 

 

Boosting: 

75 

 

 

Bozorgmehr et 

al. 

Questionnaire- 

based 

RF, SVM, 

KNN, ANN 

No stress, 

Stress 
RF: 84 

Bozorgmehr 

and Weltermann 

Questionnaire- 

based 
XGBoost 

Low, 

Medium, 

High 

XGBoost: 

81 

 

 

4.3 Small datasets and feature importance 

To address the challenges of higher variability and potential overfitting risks in small 

datasets, ensemble methods like RF and XGBoost were employed in both of my studies. 

These methods proved instrumental in enhanced the model´s performance and support 

the handling of the constraints posed by small datasets. By combining multiple weak 

learners, these techniques improve predictive accuracy, reduce the risk of overfitting, and 

are robust against outliers in order to make stress prediction models more reliable, 

especially on limited samples (Zhou, 2012; Sagi und Rokach, 2018). Additionally, using 

cross-validation techniques, specifically k-fold cross-validation, helped to overcome 

validation and evaluation issues related to small datasets. Furthermore, class imbalance, 

a common issue in small datasets, was addressed using oversampling techniques, 
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increasing the frequency of near-miss data points to improve reliability of stress prediction 

results. 

ML approaches are widely used across various domains, but their interpretability is less 

considered. In medicine, integrating and understanding diverse data is a complex 

challenge. Explainable-AI is crucial in medicine as it helps medical professionals grasp 

machine decisions and builds trust in future AI systems (Holzinger et al.). My two 

conducted studies focused on identifying risk and protective factors for chronic stress 

using feature importance methods, especially SHAP, going beyond predicting stress 

levels. This enables a comparison with other research, particularly classical statistical 

methods that focus on measuring chronic stress and its contributing factors. 

The classical methods in measuring chronic stress generally focused on identifying risk 

factors and less considering protective factors:  

 The study by Hapke et al. examined chronic stress among adults in Germany using 

DEGS1 dataset and TICS. High levels of stress were more common among women 

and individuals with a lower socioeconomic status. It also highlighted the significant 

impact of chronic stress on mental wellbeing, including depressive symptoms, burnout 

syndrome, and sleep disturbances, but not differences between age groups (Hapke et 

al., 2013). 

 The prospective cohort study by Herrera et al. assessed changes in chronic stress 

among young adults (n = 1,688) transitioning from high school to university or working 

life. The researchers measured two dimensions of stress at university or work: work 

overload and work discontent using TICS. The work overload increased during this 

transition, however, any significant difference in work discontent between the groups 

(Herrera et al., 2017). 

 In another study by Herrera et al., the association between greenness around homes 

and occupational stress was examined. The findings of the study showed that 

residential green spaces, as measured by the vegetation index, were associated with 

two types of job-related chronic stress in young German adults who were transitioning 

from school to university or working life (Herrera et al., 2018).  

 Kersting et al. focused on chronic stress among German GPs. Work-related factors, 

such as challenges related to personnel matters, practice software, complexity of 
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patients, and keeping medical records up-to-date, were found to be significantly 

associated with high chronic stress in GPs (Kersting et al., 2019). 

 The study by Viehmann et al. investigated chronic stress prevalence among GPs and 

PrAs (n = 764) from 136 German general practices. The results showed that chronic 

stress was highest among female GPs and PrAs. On the practice level the PrAs 

reported high levels of stress. The study identified an association between high chronic 

stress and the number of working hours per week for both GPs and PAs. In addition, 

the GPs, who consistently employed more than five stress management measures 

had significantly lower levels of stress. (Viehmann et al., 2017).  

 The German study by Petrowski et al. included 2,339 healthy participants aged 14 to 

99 quantified chronic stress using TICS. Women and younger individuals, especially 

those aged 35 to 44, reported higher chronic stress levels. The TICS demonstrated 

good reliability and two higher-order factors: high demands and lack of satisfaction 

(Petrowski et al., 2012). 

 The large cross-sectional study was conducted by Stubbs et al. and included 34,129 

participants from six countries: China, Ghana, India, Mexico, Russia, and South Africa. 

The study found positive associations between perceived stress and various health 

conditions, namely multimorbidity, stroke, depression, and hearing problems (Stubbs 

et al., 2018). 

 Ng and Jeffery conducted a study in the US, examining the association between 

perceived stress and health behaviors in 12,110 individuals from 26 worksites. They 

found that high stress was linked to unhealthy habits, including higher fat intake, less 

exercise, cigarette smoking, and reduced self-efficacy in quitting smoking. However, 

stress did not show a correlation with alcohol intake. The study underscores how stress 

may influence disease outcomes through its impact on unhealthy behaviors (Ng und 

Jeffery, 2003). 

 Van der Horst et al. conducted a study involving 24,347 Canadian participants to 

investigate the impact of friendship network characteristics on subjective well-being 

(SWB). They found that higher frequency of contact, more friends, and less 

heterogeneity in the friendship network were linked to increased social trust, reduced 

stress, and better health (van der Horst und Coffé, 2012). 
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Tab. 11 provides an overview of these studies, the number of variables evaluated, and 

the factors, which were identified as risk or protective factors.  

In comparison to my studies, almost all studies using classical statistical approaches 

applied bivariate-multivariate models with much fewer parameters: the number of 

variables evaluated ranged from 2 to 20, while my ML approaches evaluated 34 to 64 

variables, encompassing a wide range of characteristics, such as work characteristics, 

health status, lifestyle, living space, and social information. This comparison shows the 

importance of using ML in complex scenarios such as workplaces. Several risk factors 

for chronic stress consistently emerged in the studies, including being female, having 

lower social support, experiencing work overload, and being younger. On the other hand, 

protective factors against chronic stress were relatively scarce, e.g., stress management 

measures and life satisfaction. My second study using SHAP revealed that a good 

general state of the health, satisfaction with living space and residential area, strong 

social support, being male, and age ≥ 42 years, more sleeping, and more than 4 hours 

sport activities per week were protective against chronic stress. 

 

Tab. 11: Comparison of the number of variables evaluated in the various studies and 

risk-protective factors for chronic stress  

Authors 
Sample 

size 

Analytic 

Method 
Variables 

Risk/Protective Factors for 

Chronic Stress 

Hapke et al. 
8,152 

GP 
MVA* 6 

RF*: Female, lower SES, low social 

support 

Herrera et 

al. 

1,688 

GrS* 
GEE* 11 RF*: Work overload 

Herrera et 

al. 

1,632 

GrS* 
GEE* 13 PF*: Residential green spaces 

Kersting et 

al. 

109 

GPs 
BVA* 10 

RF*: Work-related factors: 

challenges related to personnel 

matters, practice software, 

complexity of patients, and keeping 

medical records up-to-date 
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Authors 
Sample 

size 

Analytic 

Method 
Variables 

Risk/Protective Factors for 

Chronic Stress 

Viehmann 

et al. 

764 

GPs-

PrAs 

MVA* 12 

RF*: Female, number of working 

hours per week for both GPs and 

PrAs 

PF*: Applying more than five 

measures regularly to compensate 

for stress 

Petrowski et 

al. 

2,339 

GrS* 
LR* 2 

RF*: younger women; aged 35 to 44 

 

Stubbs et al. 

34,129 

Adults 

from 5 

countries 

LR* 7 

RF*: Various health conditions, 

namely multimorbidity, stroke, 

depression, and hearing problems 

Ng and 

Jeffery 

12,110 

US-

workers 

LR* 12 

RF*: Unhealthy habits: higher fat 

intake, less exercise, cigarette 

smoking, and reduced self-efficacy 

in quitting smoking  

Der Horst 

and Coffé 

24,347 

CaP* 
DA* 20 

PF*: Higher frequency of contact, 

more friends, and less 

heterogeneity in the friendship 

network  

Bozorgmehr 

et al. 

550 

PrAs 

ML: 

Random 

Forest 

64 

FI*: Too much work, high demands 

to concentrate, time pressure, 

Complicated tasks, Age <= 35, 

insufficient support by practice 

leaders 

Bozorgmeh 

and 

Weltermann 

5,801 

GrP* 

ML: 

XGboost 
34 

RF*: More sick days, few sleeping 

hours, low social support 

PF*: Male gender, very good 

general state of the health, 
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Authors 
Sample 

size 

Analytic 

Method 
Variables 

Risk/Protective Factors for 

Chronic Stress 

satisfaction with living space and 

residential area, strong social 

support, being male, age ≥ 42 

years, more sleeping, more than 4 

hours sport activities per week  

Feature importance = FI; Risk factor = RF; Protective factor = PF; Multivariate analysis = MVA; Generalized 

estimating equations = GEE; Bivariate analysis = BVA; Linear regression = LR; Descriptive analysis = DA; 

German population = GrP; Canadian population = CaP; German samples = GrS 

 

4.4 Strengths and limitations 

The study has notable strengths, particularly in employing advanced ML algorithms which 

facilitated the identification of crucial factors influencing the model. The use of SHAP in 

developing an interpretable XGBoost model further enhanced the understanding of risk 

and protective factors for chronic stress. Additionally, the population-based DEGS1 

dataset minimized selection bias risks. However, certain limitations should be 

acknowledged. The focus on only female PrAs limits the generalizability of findings to 

other populations or professions. The reliance on self-reported measures introduces 

potential response bias and may not fully capture the complexity of chronic stress. The 

cross-sectional design hinders causal information, underscoring the need for longitudinal 

studies to explore temporal dynamics of risk and protective factors over time. Furthermore, 

the DEGS1 data collected from 2008 to 2011 might not fully reflect the current living 

conditions in Germany, including potential effects of the pandemic, which were not 

assessed in this study. As a result, the transferability of the results to other settings should 

be approached with caution. 

 

4.5 Conclusions and perspectives 

In conclusion, my dissertation project comprised two studies to predict chronic stress and 

identify important variables influencing the models. Study 1 compared four ML classifiers 

to LR for predicting chronic stress in PrAs. The results showed that ML classifiers, 

specifically the RF, outperformed the LR model. The RF model identified important 
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predictors that influence chronic stress to provide Information for potential interventions. 

Additionally, an interpretable XGBoost model was developed to predict chronic stress in 

adults in Germany, which identified the risk-protective factors for chronic stress using the 

SHAP methodology. These findings emphasize the importance of addressing chronic 

stress among PrAs and the broader German population and highlight the potential of ML 

for data analyses on this topic. Future research should explore the experiences of 

healthcare professionals from other specialties to gain a comprehensive understanding of 

chronic stress in the healthcare workforce. ML methods have the capability to identify a 

diverse range of risk and protective factors, including work characteristics, health status, 

lifestyle, living space, and social circumstances. Based on my findings of risk and 

protective factors, targeted interventions and support systems like stress management 

sessions, career guidance, health awareness programs, and counselling assistance can 

be developed.   
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5 Abstract 

 

Background: Chronic stress is widespread and adversely affects mental and physical 

health. The two studies in this dissertation used machine learning to predict chronic stress 

and identify its risk as well as protective factors. The first study examined workplace 

factors in German general practice assistants, while the second developed an 

interpretable model using a national dataset from the Robert Koch Institute to identify 

protective factors for improved well-being. 

Methods: The first study analyzed 550 general practice assistants comparing 4 machine 

learning classifiers (random forest, support vector machine, K-nearest neighbors, and 

artificial neural network) and logistic regression to predict chronic stress. The model 

performance was evaluated using metrics such as the area under the curve (AUC), 

sensitivity, and positive predictive value. The second study investigated chronic stress in 

the German population using data from 5,801 in the representative DEGS1 study. 

Multiclass classification with extreme gradient boosting (XGBoost) and Shapley additive 

explanations (SHAP) was employed to predict stress levels and especially identify 

protective factors. The evaluation metrics included the area under the curve (AUC), 

precision, recall, and F1-score, which were averaged using the macro average. 

Results: In the first study, machine learning models outperformed logistic regression in 

predicting chronic stress among practice assistants. The random forest model achieved 

the highest AUC of 84 %. Work characteristics were identified as relevant factors. In the 

second study, the XGBoost model obtained an AUC of 81 %, a precision of 63 %, a recall 

of 52 %, a specificity of 78 %, and a F1-score of 54 %. The study identified several 

protective factors against chronic stress like satisfaction with living space, strong social 

support, being male, and age ≥ 42 years.  

Conclusion: Machine learning classifiers, specifically ensemble methods, demonstrated 

superior performance compared to logistic regression and other ML approaches in 

predicting chronic stress even with small data sets. Aiming at reliable feature importance 

detection, the SHAP technique identified significant protective factors that should be taken 

into account when designing interventions to alleviate chronic stress.   
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Abstract

Background

Occupational stress is associated with adverse outcomes for medical professionals and

patients. In our cross-sectional study with 136 general practices, 26.4% of 550 practice

assistants showed high chronic stress. As machine learning strategies offer the opportunity

to improve understanding of chronic stress by exploiting complex interactions between vari-

ables, we used data from our previous study to derive the best analytic model for chronic

stress: four common machine learning (ML) approaches are compared to a classical statisti-

cal procedure.

Methods

We applied four machine learning classifiers (random forest, support vector machine, K-

nearest neighbors’, and artificial neural network) and logistic regression as standard

approach to analyze factors contributing to chronic stress in practice assistants. Chronic

stress had been measured by the standardized, self-administered TICS-SSCS question-

naire. The performance of these models was compared in terms of predictive accuracy

based on the ‘operating area under the curve’ (AUC), sensitivity, and positive predictive

value.

Findings

Compared to the standard logistic regression model (AUC 0.636, 95% CI 0.490–0.674), all

machine learning models improved prediction: random forest +20.8% (AUC 0.844, 95% CI

0.684–0.843), artificial neural network +12.4% (AUC 0.760, 95% CI 0.605–0.777), support

vector machine +15.1% (AUC 0.787, 95% CI 0.634–0.802), and K-nearest neighbours

+7.1% (AUC 0.707, 95% CI 0.556–0.735). As best prediction model, random forest showed

a sensitivity of 99% and a positive predictive value of 79%. Using the variable frequencies at

the decision nodes of the random forest model, the following five work characteristics
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influence chronic stress: too much work, high demand to concentrate, time pressure, com-

plicated tasks, and insufficient support by practice leaders.

Conclusions

Regarding chronic stress prediction, machine learning classifiers, especially random forest,

provided more accurate prediction compared to classical logistic regression. Interventions

to reduce chronic stress in practice personnel should primarily address the identified work-

place characteristics.

1. Introduction

Occupational stress is an important issue in health care and other workers worldwide [1]. Fol-

lowing stress models introduced by Selye, Lazarus and others, it was shown that chronic stress

can lead to adverse (mental) health effects such as burnout or depression [2, 3]. Also, stress can

produce temporary or even permanent alterations in memory [4], cognition [5], arousal/sleep

[6, 7], and coping behaviours [8]. In our prior study with 214 general practitioners (GPs) and

550 practice assistants from 136 German general practices, we showed that 19.9% of the male

GPs (n = 141), 35.6% of the female GPs (n = 73) and 26.4% of the practice assistants (PrAs)

had high chronic stress [9]. Overall, the mean prevalence of high chronic stress was 26.3% in

this workforce, which is more than twice as prevalent compared to the general population

(11%) studied in the representative German Health Interview and Examination Survey for

Adults (DEGS1) with more than 7.900 participants [10, 11]. Analyzing for various work and

(regional) practice characteristics, we showed that only the weekly working hours correlated

with high chronic stress in GPs and PrAs.

However, aiming to develop effective prevention strategies, a more profound understand-

ing of factors causing and/or contributing to high psychological strain on an individual and

group level is needed. As workplaces typically are complex and multifactorial social organiza-

tions, appropriate statistical methods are needed to analyse for complex associations and

cause-effect relationships. Prior studies addressing impaired psychological well-being in pri-

mary care workers used standard statistical procedures such as prevalence ratios and logistic

regression models to evaluate for associations [9, 12, 13]. These statistical approaches usually

simplify the complex relationships between independent variables (features) and response var-

iable (dependent variable): they assume that each independent variable is linked to the out-

come by a linear statistical function. This is especially problematic when datasets with large

numbers of non-linear interactions and interaction effects between independent variables

occur, which make the model more complex [14]. Nowadays, machine learning (ML)

approaches offer new opportunities to evaluate complex relationships. Conceptually, ML has

the benefit that it efficiently exploits complex and non-linear interactions between variables by

minimizing the error between predicted and observed response variables and improve the

accuracy of the models compared to standard approaches [15, 16]. By using a large dataset

available on practice assistants from our prior study, we aim to develop better understanding

workplace factors, associated with chronic stress in practice assistants using machine learning.

Thus, we compare four machine learning classifiers (random forest, support vector machine,

K-nearest neighbors’, artificial neural network) with a standard logistic regression model using

standard measurements to compare test accuracy, i.e. to derive the best prediction model for

chronic stress in practice assistants in primary care.
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Regarding terminology, we like to point out that we use the term “prediction” as used in the

context of machine learning: it refers to the output of an algorithm after it has been trained on

a dataset and applied to new data to forecast the likelihood of a particular outcome. In contrast,

in epidemiological analyses, a (risk) prediction model refers to a mathematical equation that

uses patient characteristics (risk factors) to estimate the probability of a defined outcome

prospectively.

2. Methods

2.1 Data source

The dataset used for the analyses was derived from our cross-sectional study addressing stress

among general practice personnel (GPs, PrAs), which was performed among general practices

belonging to the teaching practice network of the Institute for General Medicine, University

Hospital Essen, Essen, Germany. A total of 764 professionals from 136 practices had taken part

in the survey, which was performed in 2014. The design of the study and key results addressing

the 214 GPs (practice owners and employed physicians) and 550 practice assistants (PrAs)

(including medical secretaries and practice assistants in trainees) are published [9]. This analy-

sis addresses chronic stress in 550 practice assistants (PrAs), which are the largest professional

group in general practices. We documented that 26.4% of the 550 practice assistants (PrAs)

had high chronic stress, as well as 19.9% of the male (n = 141) and 35.6% of the female (n = 73)

general practitioners (GPs) [9]. In this workforce, the average of workers with high chronic

stress was 26.3% (n = 201).

2.2 Ethics statement

Ethical approval for the survey had been obtained from the Ethics Committee of the Medical

Faculty of the University of Duisburg-Essen (reference number: 13-5536-BO, date of approval:

24/11/2014). All participants had received written information and signed informed consent

forms. The principal investigator of the study (B.W) and coauthor of this manuscript provided

the data for this analysis.

2.3 Outcome

The primary outcome is strain due to chronic stress over the past three months. Chronic stress

was measured using the German short version of the standardized, validated, self-administered

TICS-SSCS questionnaire [17, 18]. This instrument measures strain due to chronic stress for

the past three months. It consists of 12 items on 5-point Likert scales (0 = ‘never’ und 4 = ‘very

often’). The TICS-SSCS values are added to a sum-score. The score ranges from 0 to 48 with 0

denoting ‘never stressed’ and 48 ‘very often stressed’, and reflects subjective strain due to

chronic stress [17, 18]. Following the definition of chronic stress of our prior analysis, the

TICS scores were dichotomized using the median (TICS = 23) as cut-off (0 = no chronic stress

(TICS< 23), 1 = strain due to chronic stress (TICS� 23)).

2.4 Socio-demographic and workplace characteristics

A total of 64 sociodemographic and workplace characteristics were used for the analyses. The

sociodemographic characteristics included e.g., age, marital status, number of persons in

household. Work-related characteristics comprised details on the employment (e.g., number

of hours per week, work status, employment contract), duties in practice (e.g., reception, tele-

phone, prescription, blood pressure measurement) and subjective perceptions of workload

(e.g., self-determination of sequence of work steps, influence on work assigned, plan the work

PLOS ONE Analysis of chronic stress in practice using machine learning
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independently). The standardized ‘short questionnaire for workplace analysis’ (German: Kurz-

fragebogen zur Arbeitsanalyse (KFZA)) was used to assess workplace characteristic [19]. For

details on the work characteristics see Tables 1–3. In line with the TICS instrument, which

addresses strain due to chronic stress during the past three months, all workplace characteris-

tics had been requested regarding the past three months (see Table 4).

2.5 Statistical analysis

2.5.1 Handling of missing data. Missing values were observed in 0.2% to 11%. If missing

data were above 5%, this is indicated in the Tables 1–3. Common imputation methods for

supervised learning were applied to handle missing data [20]. The K-nearest neighbors algo-

rithm was used for imputing missing values in TICS scores with k = 10. For continuous vari-

ables we used median imputation and for categorical variables a separate category ‘unknown’

[20].

2.5.2 Preparation of datasets for machine learning. After pre-processing the data to

compare machine learning classifiers, the dataset was split into a ‘training’ and a ‘validation’

dataset. Fig 1 illustrates the study process flow. We used the 10-fold cross validation approach

Table 1. Sociodemographic characteristics of practice assistants (n = 550) and strain due to chronic stress (mea-

sured by the standardized and validated TICS tool): Items and sum scores.

Participants (N = 550)

Continuous variables Mean SD Range

Age 38 12.61 16–71

Persons in household more age 18 2 1.12 0–6

Persons in household below age 18 1 0.84 0–6

Number of physicians in practice 3 2.16 1–10

Number of practice assistants in practice 8 7.66 0–35

Categorical variables n %

Female gender 544 99.3

Marital status

Married 277 50.4

Single 221 40.2

Divorced 45 8.2

Widowed 7 1.3

Number of persons in household 72 13.1

Cares for next of kin 75 13.6

Working hours/week

1–9 hours 12 2.2

10–19 hours 52 9.5

20–29 hours 116 21.1

30–39 hours 221 40.2

40–49 hours 116 21.1

50–59 hours 12 2.2

>60 hours 10 1.8

Working full time 364 66.2

Has open-ended employment contract 466 84.7

Had participated in stress seminar in the past 31 5.6

Had used counseling for stress reduction 50 9.1

High strain due to chronic stress (TICS� 23) 125 22.7

https://doi.org/10.1371/journal.pone.0250842.t001

PLOS ONE Analysis of chronic stress in practice using machine learning

PLOS ONE | https://doi.org/10.1371/journal.pone.0250842 May 4, 2021 4 / 15

76

https://doi.org/10.1371/journal.pone.0250842.t001
https://doi.org/10.1371/journal.pone.0250842


in machine learning models to measure the unbiased prediction accuracy of the models (see

Fig 2). Based on the literature, 10 was chosen as optimal number of folds, which optimizes the

time to complete the test while minimizing the bias and variance associated with the validation

process [21–23]. The K-Fold cross validation method also called rotation estimation is used to

minimize the bias associated with the random sampling of the training and holdout data sam-

ples in comparing the predictive accuracy of two or more machine learning methods. In this

method the complete dataset (D) is randomly split into k mutually exclusive subsets (the folds:

D1, D2,. . ., Dk) of approximately equal size. The classification model is trained and tested k

times. Each time (t 2 {1, 2,. . ., k}), it is trained on all but one folds (Dt) and tested on the

Table 2. Practice and workplace characteristics during the past three months (n = 550 practice assistants).

Practice characteristics

Practice structure

Working in group practice 296 53.8

Working in single physician practice 147 26.7

Working in practice with several locations 50 9.1

Working in practice with an employed physician 39 7.1

Working in privately owned health center 6 1.1

Medical records

Electronic medical records (EHR) 348 63.3

Paper and electronic records 187 34.0

Practice services

Emergent home visits 515 93.6

Practice offers regular home visits 511 92.9

Nursing home visits� 508 92.4

Tasks of practice assistant during past 3 months

Scheduled appointments 518 94.2

Documented in patients´ EHR 513 93.3

Prepared prescriptions 504 91.6

Pulled up paperhealth records or opened electronic patient files 500 90.9

Performed phone service 499 90.7

Worked at reception 486 88.4

Obtained blood pressure readings 461 83.8

Performed ECGs 430 78.2

Prepared practice equipment for the day and switch them off in the evening 414 75.3

Performed laboratory work 393 71.5

Supported physician during patient-consultations 363 66.0

Supported billing of statutory health insurance patients 358 65.1

Performed disease-management examinations 332 60.4

Applied long-term blood pressure devices� 327 59.5

Ordered medical supply 284 51.6

Applied long-term ECG� 247 44.9

Ordered office supply 239 43.5

Performed treadmill testing 237 43.1

Supported billing of private patients� 236 42.9

Performed doppler examination of foot vessels/measured ankle-arm index� 103 18.7

�Missing values above 5%

https://doi.org/10.1371/journal.pone.0250842.t002
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remaining single fold (Dt). The cross validation estimate of the overall accuracy is calculated as

the average of the k individual accuracy measures by formula:

CVA ¼
Xk

i¼1

Ai ð1Þ

Where CVA stands for cross-validation accuracy, k is the number of folds used, and A is

the accuracy measure of each fold [21].

2.5.3 Logistic regression as standard statistical procedure. Logistic Regression (LR) is a

classical statistical modelling procedure to analyze one dependent dichotomous or binary out-

come and one or more nominal, ordinal, interval or ratio-level independent variables. LR

models are frequently applied to exposure-event studies in medical research, because they can

be used to estimate the model predictors’ odds ratio [24]. All variables significant in bivariate

analysis were included in the logistic regression model.

2.5.4 Machine learning approaches. 1) K-Nearest Neighbors (KNN) classifies an object by

a majority vote of its neighbors, with the object being assigned to the class most common

amongst its k nearest neighbors (k is a positive integer). If k = 1, the object is simply assigned

to the class of its nearest neighbor. KNN is a type of instance-based or lazy learning where the

Table 3. Self-assessment of workplace situation (n = 550 practice assistants).

Work aspects Workplace factor Mean Score (PrAs) 95% CI

Job content Versatility 3.6 3.58–3.7

Completeness of task 3.5 3.41–3.57

Resources Scope of action 3.4 3.37–3.49

Social support 4.0 3.98–4.12

Cooperation 3.6 3.53–3.66

Stressors Qualitative work demands 2.2 2.14–2.29

Quantitative work demands 2.9 2.83–3.01

Work disruptions 2.7 2.67–2.81

Workplace environment 2.2 2.13–2.3

Organizational culture Information and participation 3.6 3.57–3.73

Benefits 2.9� 2.77–2.94

https://doi.org/10.1371/journal.pone.0250842.t003

Table 4. Chronic stress of practice assistants: Results of TICS (Trierer Inventory of Chronic Stress) (n = 550).

How often in the last 3 months did you experience . . . Never Rarely Sometimes Frequently Very Frequently

n(%) n(%) n(%) n(%) n(%)

Fear, something unpleasant might occur 72 (13.1) 213 (38.7) 190 (34.5) 54 (9.8) 21 (3.8)

Lack of recognition for good performance 158 (28.7) 157 (28.5) 121 (22.0) 71 (12.9) 42 (7.6)

Times with too many obligations 38 (6.9) 119 (21.6) 167 (30.4) 157 (28.5) 67 (12.2)

Times when being unable to suppress worrying thoughts 90 (16.4) 174 (31.6) 182 (33.1) 83 (15.1) 21 (3.8)

Work is not appreciated despite doing the best 157 (28.5) 200 (36.4) 116 (21.1) 56 (10.2) 20 (3.6)

Everything is too much 86 (15.7) 174 (31.7) 174 (31.7) 85 (15.5) 30 (5.5)

Times of worry and one cannot stop it 138 (25.1) 186 (33.9) 139 (25.3) 57 (10.4) 29 (5.3)

Times when being unable to perform as expected 120 (21.8) 299 (54.4) 107 (19.5) 19 (3.5) 5 (0.9)

Times in which the responsibility for others is a burden 162 (29.5) 215 (39.1) 123 (22.4) 42 (7.6) 8 (1.5)

Times when the work gets too much 85 (15.5) 205 (37.3) 183 (33.3) 60 (10.9) 17 (3.1)

Fear of not being able to perform the tasks 126 (22.9) 229 (41.6) 137 (24.9) 43 (7.8) 15 (2.7)

Times when being overwhelmed with worries 165 (30.0) 189 (34.4) 128 (23.3) 45 (8.2) 23 (4.2)

https://doi.org/10.1371/journal.pone.0250842.t004
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function is only approximated locally and all computation is deferred until classification [25,

26]. In this study, we used KNN applying k = 10 neighbors, which are the ten closest observa-

tions in multidimensional space based on Euclidean distance function to model the training

dataset.

2) Support Vector Machine (SVM) represents different outcome classes in a hyperplane in

multidimensional space to find the maximum marginal hyperplane. SVM generates the hyper-

plane in an iterative manner to minimize the error. A basic SVM is a non-parametric linear

classifier that creates a hyperplane using the Euclidean distance function from the nearest

input values to determine the target states. In order to obtain probability estimates, a logistic

regression model is fitted to the output of the support vector machine [25]. In this study, the

SVM classifier used RBF (Radial basis function) kernel, a training error of 1.0E-12, and a

default boundary tolerance of a 1.0E-03 hyperplane. To obtain proper probability estimates,

we used the option that fits calibration models to the outputs of the SVM.

3) Random Forest (RF) is a collection of decision trees, each constructed in a bootstrapped

sample and from a random subset of the possible predictors at each node. RF is used to reduce

Fig 1. Machine learning data extraction process flow.

https://doi.org/10.1371/journal.pone.0250842.g001
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variance associated with decision trees [27, 28]. In this study, the forest is constructed consist-

ing of randomly 1,000 individual trees. A large number of trees increases the predictive accu-

racy of RF models and the forest does not require extensive tuning [29]. Due to the

insensitivity of error rates to the number of features selected to split each node, we used the

default of a random sample of
p
n of predictors at each node with n being the total number of

predictors under consideration. The predicted probability was derived based on average pre-

diction across all of the trees.

4) Artificial Neural Network (ANN) is a computational and flexible model that expresses

complex non-linear relationships among features, which consist of an interconnected group of

variables. A basic ANN model consists of three layers of neurons, i.e. input, output, and hidden

layer. These layers can learn from data iteratively through a backpropagation classifier. It trains

a multilayer perceptron with one hidden layer, an input layer with the number of nodes equal

to the sum of features, and an output layer [30]. This study used a multilayer Perceptron classi-

fier with one hidden layer, a learning rate value with decay of 0.3, and a momentum rate for

the backpropagation classifier of 0.2. Suitable ranges for these parameters are within 0.15–0.8

for learning rate and 0.1–0.4 for momentum [30].

Development of the models was completed using Python (Version 3.7.3) and Python’s Sci-

kit-Learn library (https://scikit-learn.org/stable/).

3. Results

3.1 Sociodemographic and workplace characteristics of the study

population

The dataset comprised results of 550 PrA from 136 general practices. The vast majority of the

total of PrAs were females (98.9%) with a mean age of 38 years (SD 12.6). Regarding the

Fig 2. K-Fold cross validation.

https://doi.org/10.1371/journal.pone.0250842.g002
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marital status, 50.6% (n = 277) of the PrAs were married. On average, they worked in the cur-

rent practice for 18.8 years (SD 12.5), 32.5% in part-time.

3.2. Primary outcome: Strain due to chronic stress

The TICS score of the population ranged from 0 to 44 with a mean of 17.2 and median of 17.0.

In the total dataset, 22.7% (n = 125) had high strain due to chronic stress versus 77.3%

(n = 425) low strain due to chronic stress. Regarding socio-demographic characteristics per-

sonnel with high strain due to chronic stress showed the following significant differences com-

pared to those with low strain: older PrAs (mean 38.76) vs. younger PrAs (mean 24.36),

unmarried PrAs (29.4%) vs. married PrAs (17%). While caring for next of kin did not differ

between groups. No gender-specific distribution was applied, because PrAs were predomi-

nantly female (98.9%). All regression and machine learning approaches were applied to the

dataset with female subjects only (n = 546).

3.3. Results of four machine learning classifiers

3.3.1 Prediction accuracy. The performance of the machine learning classifiers was

assessed using the validation dataset by calculating Harrell’s c-statistic, a measure of the total

area under the receiver operating characteristic curve (AUC) [31]. The results showed an AUC

of 0.844 (95%CI, 0.684–0.843) for RF, 0.760 (95%CI, 0.605–0.777) for ANN, 0.787 (95%CI,

0.634–0.802) for SVM, and 0.707 (95%CI, 0.556–0.735) for KNN.

3.3.2 Classification analysis. Corresponding results of sensitivity and positive prediction

value (PPV) for machine learning were 99% and 79% for RF, 87% and 85% for ANN, 87% and

86% for the SVM, and 99% and 78% for KNN.

3.4. Results of Logistic regression analysis

In bivariate analysis, the following factors were associated with strain significantly: persons in

household below age 18, marital status, age, working hours/week, room equipment, work sta-

tus, performed laboratory work, obtained blood pressure readings, and performed doppler

examination of foot vessels/measured ankle-arm index as duties in practice. C statistics for

logistic regression showed an AUC of 0.636 (95%CI, 0.490–0.674). This model predicted 316

cases correctly from 425 total cases, with a sensitivity of 75% and positive prediction value

(PPV) of 44%.

3.5. Comparison of ML and regression analysis

The prediction accuracy according to the discrimination (AUC c-statistic) value is shown in

Table 5 for all models. All machine learning models achieved statistically improvements in

compared to the standard logistic regression model: +20.8% for RF, +15.1% for SVM, +12.4%

for ANN, and +7.1% for KNN. Random forest is performing well out of all four machine learn-

ing classifiers. RF classifier resulted in a net increase of 104 strain due to chronic stress cases

from the logistic regression baseline model, increasing the sensitivity to 99% and PPV to 79%.

See Table 6 for more details of machine learning models.

3.6. Variable rankings in machine learning models

Of the 4 ML approaches used, variable importance can only be determined in artificial neural

network and random forest. Artificial neural network model uses the overall weighting of the

variables within the model. Random forest ranks variable importance based on decision-trees

on the selection frequency of the variable as a decision node. For KNN does not provide a
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method for the importance or coefficients of variables. We used a nonlinear SVM classifier

with RBF kernel, which has no variable importance methods. The variable importance was

determined by the coefficient effect size for logistic regression model. The identified factors

such as persons in household below age 18, age below 35 years old, and insufficient room

equipment that have identified by logistic regression, has also identified by ANN and RF. The

most determined factors by both of ANN and RF included work related characteristics such as

too much work, high demand to concentrate, time pressure, complicated tasks, and insuffi-

cient practice room conditions (See Table 7).

4. Discussion

To the best of our knowledge, this study is the first to use machine learning for a better under-

standing of stress in primary care practice personnel. Comparing four common machine

learning (ML) approaches to a classical statistical procedure, we showed that all four machine

learning approaches provided more accurate models for the prediction of strain due to chronic

stress than as standard regression analysis. Random forest showed the highest accuracy with

workload, high demand to concentrate, and time pressure being the most important factors

associated with chronic stress. These factors were also identified in other studies in the target

populations GPs and GP practice personnel. Addressing job satisfaction, Harris et al. identified

time pressure as the most frequent stressor in a study with 626 Australian practice staff in 96

general practices [12]. Studying 158 Canadian family physicians, Lee et al. determined the fol-

lowing occupational stressors as relevant: challenging patients, high workload, time limita-

tions, competency issues, challenges of documentation and practice management and

changing roles within the workplace [13, 32]. Similarly, Hoffmann et al. showed that the work

disruption was a negative relevant workplace factor in study with 550 practice assistants [33].

Table 5. Performance of the machine learning algorithms predicting chronic stress derived from applying training algorithms on the validation dataset. Higher c-

statistics results in better algorithm discrimination. The baseline (BL) standard logistic regression model is provided for comparative purposes.

Algorithms AUC c-statistic 95% Confidence Intervall Absolute change in AUC (%)

LCL UCL

BL: Logistic Regression 0.636 0.490 0.674 [Reference]

ML: K-nearest Neighbours 0.707 0.556 0.735 +7.1%

ML: Support Vector Machine 0.787 0.634 0.802 +15.1%

ML: Artificial Neural Network 0.760 0.605 0.777 +12.4%

ML: Random Forest 0.844 0.684 0.843 +20.8%

https://doi.org/10.1371/journal.pone.0250842.t005

Table 6. Full details on classification analysis.

Algorithms Chronic stress

cases correct

(True Positive)

Chronic stress

cases incorrect

(False Negative)

Total

chronic

stress cases

Non-chronic stress

cases correct (True

Negative)

Non-chronic stress

cases incorrect

(False Positive)

Total non-

chronic stress

cases

Sensitivity

(True Positive)

Positive

Predictive

Value (PPV)

Logistic

Regression

316 109 425 68 57 125 0.751 0.440

ML: Random

Forest

420 5 425 15 110 125 0.988 0.792

ML: K-nearest

Neighbours

421 4 425 6 119 125 0.991 0.780

ML: Support

Vector Machine

369 56 425 66 59 125 0.868 0.862

ML: Artificial

Neural Network

369 56 425 59 66 125 0.868 0.848

https://doi.org/10.1371/journal.pone.0250842.t006
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These stressors are described to influence poor physician well-being and adverse patient out-

comes such as low patient satisfaction [34]. The relevance of such chronic psychological bur-

den is tremendous as it was shown that physiological responses due to stress negatively affect

e.g. memory, immune system functions, the function of the cardiovascular system, and brain

electric activity [35, 36].

4.1 Comparison to other ML analyses

There are a few other studies from other medical fields, which compared standard statistical

and ML approaches, similar to our results. Machine learning is considered a branch of artificial

intelligence, which extracts meaningful patterns from data and develops prediction models

using several algorithms [37]. ML approaches integrate many different levels of data to develop

a new approach to classification based on medical issues such as chronic stress and linked

more precisely to interventions for a given individual. Better model accuracy by machine

learning was also found in an UK study on cardiovascular risk prediction. Using routine clini-

cal data of 378,256 patients four machine learning algorithms (random forest, logistic regres-

sion, gradient boosting, and neural network) were compared to an established algorithm

(American College of Cardiology guidelines) to predict first cardiovascular event over

10-years [38]. Neural network performed best, with a predictive accuracy improving by 3.6%

compared to baseline algorithm. Using a dataset with 9.502 heart failure patients and a one-

year follow-up, a US study compared four machine learning methods (least absolute shrinkage

and selection operation regression, classification and regression trees, random forests, and gra-

dient boosted modeling (GBM)) with logistic regression as a classical statistical procedure to

predict four heart failure outcomes. The C statistic results for all outcomes show that ML

methods were better calibrated and that gradient-boosted (GMB) model was the most consis-

tent ML modeling approach [39]. In the field of oncology, a large American study on breast

cancer survival compared two ML algorithms (artificial neural network and decision trees) to

classical statistical logistic regression using a large dataset with more than 200,000 cases. The

decision tree approach was the best predictor with 93.6% prediction accuracy, followed by

Table 7. The most influential predictor variables associated with chronic stress listed by coefficient effect size (Standard logistic regression) weighting (Artificial

neural network) and selection frequency (Random forest).

Standard model Machine learning models

Logistic regression Coefficient Artificial Neutral Network Weight

(%)

Random Forest Frequency

Obtained blood pressure readings 0.951 Too much work 39.7 Too much work 0.73

Persons in household below age 18 0.349 High demand to concentrate 39.3 High demands to concentrate 0.71

Working hours/week more than 40 0.121 Time pressure 36.7 Time pressure 0.70

Work status -0.109 Complicated tasks 31.5 Complicated tasks 0.67

Performed laboratory work 0.091 Insufficient practice room

conditions

18.1 Age� 35 0.63

Employment contract 0.063 Interrupted during work 14.9 Insufficient support by practice

leaders

0.52

Age� 35 0.045 Persons in household below age

18

13.8 Insufficient workplace

environment

0.51

Insufficient workplace environment 0.028 Working hours/week more than

40 hours

12.7 Insufficient practice room

conditions

0.50

Performed doppler examination of foot vessels/measured

ankle-arm index

0.018 Workplace environment 12.3 Holding together well 0.48

Marital status/single 0.006 Number of practitioners in the

practice

10.6 Influence on work assigned 0.43

https://doi.org/10.1371/journal.pone.0250842.t007
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artificial neural network with 91.2% and LR with 89.2% [40]. Overall, machine learning

approaches yielded more accurate results than classical methods in our and the above-men-

tioned studies.

4.2 Strength and limitations

The key strength of this study is the comparison of a range of machine learning approaches in

the field of healthcare workers´ well-being. Chronic stress measurement approaches based on

self-reported questionnaires [17, 41] are subjective and cannot provide immediate information

about the state of a person. A continuous stress monitoring using data mining technology

helps to better understand stress patterns and also provide better insights about possible future

interventions.

Limitations of this study include the rather small sample size and the large number of pre-

dictor variables (features), which poses a risk for overfitting [42, 43]. One of the key compo-

nents of predictive accuracy is the amount and quality of the data to provide better results.

Furthermore, our data source contained practice assistants from the German region only,

which limits generalizability and requires validation in populations from other countries

where job tasks and challenges might be different. Although the data collection was conducted

in 2014, the results still apply to German practices, except that the COVID pandemic likely

increased workload and psychological burden, which we are currently evaluating in an ongo-

ing study [11]. Prospectively, research using continuous stress monitoring and data mining

technologies will help to better understand stress patterns and provide even deeper insights for

possible future interventions.

5. Conclusion

Compared to logistic regression as a classical statistical procedure, this study showed that all

machine learning classifiers provided more accurate models for the prediction of chronic

stress in practice assistants with random forest performing best. Identification of chronic stress

is of importance for the well-being and productivity of practice assistants. RF identified promi-

nent predictor variables (features) that influence chronic stress which should be considered

when developing interventions to reduce chronic stress.

Acknowledgments

We would like to thank all participating practices for their support of the study.

Author Contributions

Conceptualization: Arezoo Bozorgmehr.

Data curation: Arezoo Bozorgmehr.

Formal analysis: Arezoo Bozorgmehr.

Methodology: Arezoo Bozorgmehr, Birgitta Weltermann.

Project administration: Birgitta Weltermann.

Software: Arezoo Bozorgmehr.

Supervision: Birgitta Weltermann.

Validation: Arezoo Bozorgmehr.

Visualization: Arezoo Bozorgmehr.

PLOS ONE Analysis of chronic stress in practice using machine learning

PLOS ONE | https://doi.org/10.1371/journal.pone.0250842 May 4, 2021 12 / 15

84

https://doi.org/10.1371/journal.pone.0250842


Writing – original draft: Arezoo Bozorgmehr.

Writing – review & editing: Anika Thielmann.

References
1. Schreibauer EC, Hippler M, Burgess S, Rieger MA, Rind E. Work-Related Psychosocial Stress in Small

and Medium-Sized Enterprises: An Integrative Review. Int J Environ Res Public Health. 2020; 17. Epub

2020/10/13. https://doi.org/10.3390/ijerph17207446 PMID: 33066111.

2. Dreher A, Theune M, Kersting C, Geiser F, Weltermann B. Prevalence of burnout among German gen-

eral practitioners: Comparison of physicians working in solo and group practices. PLoS One. 2019; 14:

e0211223. https://doi.org/10.1371/journal.pone.0211223 PMID: 30726284.

3. Luken M, Sammons A. Systematic Review of Mindfulness Practice for Reducing Job Burnout. Am J

Occup Ther. 2016; 70:7002250020p1–7002250020p10. https://doi.org/10.5014/ajot.2016.016956

PMID: 26943107.

4. Alzoubi KH, Abdel-Hafiz L, Khabour OF, El-Elimat T, Alzubi MA, Alali FQ. Evaluation of the Effect of

Hypericum triquetrifolium Turra on Memory Impairment Induced by Chronic Psychosocial Stress in

Rats: Role of BDNF. Drug Des Devel Ther. 2020; 14:5299–314. Epub 2020/12/01. https://doi.org/10.

2147/DDDT.S278153 PMID: 33299301.

5. Datta D, Arnsten AFT. Loss of Prefrontal Cortical Higher Cognition with Uncontrollable Stress: Molecu-

lar Mechanisms, Changes with Age, and Relevance to Treatment. Brain Sci. 2019; 9. Epub 2019/05/17.

https://doi.org/10.3390/brainsci9050113 PMID: 31108855.

6. Sanford LD, Suchecki D, Meerlo P. Stress, arousal, and sleep. Curr Top Behav Neurosci. 2015;

25:379–410. https://doi.org/10.1007/7854_2014_314 PMID: 24852799.

7. Hu Y, Visser M, Kaiser S. Perceived Stress and Sleep Quality in Midlife and Later: Controlling for

Genetic and Environmental Influences. Behav Sleep Med. 2020; 18:537–49. Epub 2019/06/23. https://

doi.org/10.1080/15402002.2019.1629443 PMID: 31232098.

8. Kaldewaij R, Koch SBJ, Volman I, Toni I, Roelofs K. On the Control of Social Approach-Avoidance

Behavior: Neural and Endocrine Mechanisms. Curr Top Behav Neurosci. 2017; 30:275–93. https://doi.

org/10.1007/7854_2016_446 PMID: 27356521.

9. Viehmann A, Kersting C, Thielmann A, Weltermann B. Prevalence of chronic stress in general practi-

tioners and practice assistants: Personal, practice and regional characteristics. PLoS One. 2017; 12:

e0176658. https://doi.org/10.1371/journal.pone.0176658 PMID: 28489939.

10. Hapke U, Maske UE, Scheidt-Nave C, Bode L, Schlack R, Busch MA. Chronischer Stress bei Erwach-

senen in Deutschland: Ergebnisse der Studie zur Gesundheit Erwachsener in Deutschland (DEGS1).

Bundesgesundheitsblatt Gesundheitsforschung Gesundheitsschutz. 2013; 56:749–54. https://doi.org/

10.1007/s00103-013-1690-9 PMID: 23703494.

11. Weltermann BM, Kersting C, Pieper C, Seifried-Dübon T, Dreher A, Linden K, et al. IMPROVEjob—Par-
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Abstract

Background: Chronic stress is highly prevalent in the German population. It has known adverse effects on mental health, such
as burnout and depression. Known long-term effects of chronic stress are cardiovascular disease, diabetes, and cancer.

Objective: This study aims to derive an interpretable multiclass machine learning model for predicting chronic stress levels
and factors protecting against chronic stress based on representative nationwide data from the German Health Interview and
Examination Survey for Adults, which is part of the national health monitoring program.

Methods: A data set from the German Health Interview and Examination Survey for Adults study including demographic,
clinical, and laboratory data from 5801 participants was analyzed. A multiclass eXtreme Gradient Boosting (XGBoost) model
was constructed to classify participants into 3 categories including low, middle, and high chronic stress levels. The model’s
performance was evaluated using the area under the receiver operating characteristic curve, precision, recall, specificity, and the
F1-score. Additionally, SHapley Additive exPlanations was used to interpret the prediction XGBoost model and to identify factors
protecting against chronic stress.

Results: The multiclass XGBoost model exhibited the macroaverage scores, with an area under the receiver operating characteristic
curve of 81%, precision of 63%, recall of 52%, specificity of 78%, and F1-score of 54%. The most important features for low-level
chronic stress were male gender, very good general health, high satisfaction with living space, and strong social support.

Conclusions: This study presents a multiclass interpretable prediction model for chronic stress in adults in Germany. The
explainable artificial intelligence technique SHapley Additive exPlanations identified relevant protective factors for chronic
stress, which need to be considered when developing interventions to reduce chronic stress.

(JMIR AI 2023;2:e41868) doi: 10.2196/41868

KEYWORDS

artificial intelligence; machine learning; prognostic; model; chronic stress; resilience factors; interpretable model; explainability;
stress; disease; diabetes; cancer; dataset; clinical; data; gender; social support; support; intervention; SHAP

Introduction

Chronic stress has many negative effects, primarily on mental
health, for example burnout and depression [1]. Long-term
chronic stress is associated with various illnesses including
cardiovascular disease, diabetes, cancer, and asthma [2-5]. High

chronic stress is prevalent with multiple mental health problems
in the German population, and this value has increased to 61.1%
[6]. However, the vast majority of the population does not
develop high chronic stress. While most research has focused
on the development of pathology and risk factors, it is paramount
to better understand protective factors that prevent chronic stress.
In our prior study [7] with 764 participants including general
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practitioners (GPs) and practice assistants (PrAs) from
136 German general practices, we analyzed the level of strain
due to stress stratified for personal, practice, and regional
characteristics. We showed that GPs and PrAs, who individually
applied more than 5 measures regularly to compensate for stress,
had markedly lower stress levels as measured by the Screening
Scale of the Trier Inventory for the Assessment of Chronic
Stress (TICS-SSCS) instrument [8].

The psychological construct of resilience, developed over the
last decades, addresses this perspective. The American
Psychological Association (in 2014) defines resilience as “the
process of adapting well in the face of adversity, trauma,
tragedy, threats or even significant sources of stress” [9].
Resilience in the context of chronic stress has been characterized
by the ability to “bounce back from negative emotional
experiences and by flexible adaptation to the changing demands
of stressful experiences” [10]. It involves the ability to maintain
healthy functioning in different domains of life, such as work
and family. Holz et al [11] provided an overview of the current
literature investigating the neural mechanisms of resilience
focusing on social background. They discussed possible
prevention and early intervention approaches targeting the
individual and the social environment to lower the risk of
psychiatric disorders and to foster resilience [11]. Schetter et al
[12] reviewed the traditions of research and definitions of
resilience to chronic stress in adults and gained an understanding
of resilience in general. They developed a taxonomy of
resilience resources to guide future research [12]. Other studies
focused on neurobiological cascades involving, for example,
enkephalins and associated opioid receptors, μ-opioid peptide
receptor, and δ-opioid peptide receptor, to better understand the
biological mechanisms of natural adaptation. Prospectively, this
bares the potential for effective preventive or therapeutic
strategies [13].

To better understand the chronic stress in epidemiological
studies, machine learning (ML) offers new approaches to
evaluate and model complex relationships in data [14,15]. ML
strategies are based on algorithms, which describe the
relationships between variables. Two areas in medicine that
benefit from ML techniques are diagnosis and outcome
prediction [16,17]. Focusing on chronic stress prediction, our
prior study [18] compared 4 supervised ML classifiers and 1
standard approach based on data of 550 PrAs from 136 German
general practices. We showed that all 4 ML approaches,
especially random forest, provided more accurate models for
predicting chronic stress than standard regression analysis [18].

Aiming at an interpretable multiclass ML model for predicting
chronic stress, we developed an eXtreme Gradient Boosting
(XGBoost) model based on nationally representative German
Health Interview and Examination Survey for Adults (DEGS1)
data. The unified framework SHAP (SHapley Additive
exPlanations) is used to interpret the prediction model and to
identify factors protecting against chronic stress.

Methods

Overview
This study used nationally representative data from the DEGS1
study, which is a part of the health monitoring program of the
Robert Koch Institute, Berlin, Germany. It was conducted from
2008 to 2011 by means of interviews, examinations, and tests
among the German population aged 18-79 years (n=8151). The
DEGS1 data set, which is available for public use on request,
included measurements for chronic stress among 5801
respondents aged 18 to 64 years [6,19].

Primary Outcome
Chronic stress was assessed using the 12-item German short
version of TICS-SSCS (n=5850) [6]. It was developed by
Schultz et al [8] based on the systemic-requirement-resource
model of health [8,20]. The 12-item scale addresses 5 stress
areas: chronic worrying, work overload, social overload,
excessive demands of work, and lack of social recognition. Its
internal consistency showed a Cronbach α of .91 and a good to
very good reliability with values ranging from .84 to .91 (mean
α=.87) [8]. All 12 questionnaire items use a 5-point Likert scale
answer format (0=“never” to 4=“very often”) to measure chronic
stress in the past 3 months [21,22]. A sum score (scale 0-48)
was calculated for each participant, which is categorized in 3
classes based on a reference population with the TICS-SSCS:
1-11 (≤median)=low stress, 12-22=middle stress, and >22=high
stress (≥90th percentile). This multiclass outcome is the
recommended DEGS1 approach [6].

Predictors
In addition, the DEGS1 data set included variables on
sociodemographic characteristics, chronic diseases (eg, coronary
heart disease, stroke, diabetes mellitus, depression, and anxiety
disorder), living conditions, health-related behavior, preventive
measures, and general health. Based on a literature review and
using the Powershap feature selection method, 34 features were
included in this analysis. Table 1 depicts descriptive information
about the variables used.

JMIR AI 2023 | vol. 2 | e41868 | p. 2https://ai.jmir.org/2023/1/e41868
(page number not for citation purposes)

Bozorgmehr & WeltermannJMIR AI

XSL•FO
RenderX

90

http://www.w3.org/Style/XSL
http://www.renderx.com/


Table 1. Demographic, clinical, and workplace characteristics of the German Health Interview and Examination Survey for Adults study participants
(N=5801).

ValuesDemographic characteristics

Continuous variables, mean (SD; range)

42 (13.11; 18-64)Age (years)

3 (1.34; 1-11)Number of persons in the household

7 (1.19; 2-12)Sleep hours per night in the past 4 weeks

1 (5.30; 0-150)Number of hospital nights in the past 12 months

13 (38.01; 0-365)Number of sick days in the past 12 months

Categorical variables

3081 (49.6)Gender (female), n (%)

Marital status, n (%)

3697 (59.5)Married living with partner or separately from partner

1957 (31.5)Single

376 (6.1)Divorced

136 (2.2)Widowed

379 (6.1)Provides care to someone in need or seriously ill, n (%)

Renting or living in own apartment/house, n (%)

2689 (43.3)Rented apartment or house

3268 (52.6)Own apartment or house

Satisfaction with living space, n (%)

5269 (84.8)Very satisfied or satisfied

608 (9.8)Neither satisfied nor dissatisfied

295 (4.8)Dissatisfied or very dissatisfied

Residential area satisfaction, n (%)

5091 (81.9)Very satisfied or satisfied

727 (11.7)Neither satisfied nor dissatisfied

320 (5.2)Dissatisfied or very dissatisfied

General state of health, n (%)

4942 (79.5)Very good or good

1134 (18.3)Average

116 (1.8)Poor or very poor

Intake of sleeping pills in the past 4 weeks, n (%)

5919 (95.3)Never

100 (1.6)Less than 1 time

73 (1.2)1 time or 2 times

86 (1.4)3 times or more

Social support, n (%)

653 (10.5)Low support

3082 (49.6)Average support

2451 (39.5)Strong support

1873 (30.4)Health behavior consultation in the past 12 months, n (%)

5497 (88.5)Has general practitioner

4870 (78.4)Visited to general practitioner in the past 12 months
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ValuesDemographic characteristics

463 (7.5)Visited to neurologist in the past 12 months

Frequency of alcohol consumption, n (%)

744 (12.0)Never

1186 (19.1)1 time per month or less

1998 (32.2)2-4 times per month

1453 (23.4)2-3 times per week

811 (13.1)4 times per week or more

Tobacco use, n (%)

1701 (27.4)Yes, daily

433 (7)Yes, occasionally

1664 (26.8)Not anymore

2400 (38.7)Never smoked

Comorbidities, n (%)

1625 (26.2)Has hypertension

271 (4.4)Has diabetes

712 (11.5)Has migraine

682 (11)Has depression

327 (5.3)Has anxiety disorder

292 (4.7)Has burnout syndrome

1418 (22.8)Has one or more long-term chronic diseases

Prevention programs or sport activities, n (%)

988 (15.9)Participated in prevention program in the past 12 months

188 (3)Participated in relaxation or stress management program

832 (13.4)Participated in gymnastics, fitness, or balance sports program

7 (0.1)Participated in alcohol cessation program

17 (0.3)Participated in smoking cessation program

167 (2.7)Participated in weight reduction or a healthy diet program

Sports activities per week (in the past 3 months), n (%)

1954 (31.5)No sports activity

2584 (41.6)Up to 2 hours per week

990 (15.9)Regularly, 2-4 hours per week

645 (10.4)Regularly, more than 4 hours per week

Data Preprocessing

Data Normalization
The DEGS1 study features include both discrete and continuous
values. When these features are combined, the range of the
values differs. Therefore, the training data set was normalized
using the min-max normalization method. This normalization
technique accurately preserves all relationships in the data,
thereby avoiding the introduction of bias [23].

Handling of Missing Data
For single features, missing values were low (<2%), yielding
an overall missing rate of 13.91% in our data set. We used the
K-Nearest Neighbors (KNN) approach to impute the missing

variables. This method identifies the KNNs on the Euclidean
distance. Missing values were replaced using a majority vote
for discrete variables and weighted means for continuous
features. All features are imputed simultaneously without the
need to treat features individually [24].

Addressing the Imbalanced Data Set
For chronic stress, the distribution of classes was unequal
(class 0: 52%, class 1: 38%, and class 2: 11%). This imbalanced
multiclass classification was addressed using the Synthetic
Minority Oversampling TEchnique to increase the frequency
of near-miss data points within the training data set. This
oversampling method randomly generated new instances of
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minority class to balance the number of classes without any
additional information to the model [25].

Feature Selection
We used Powershap as a wrapper-based Shaply feature selection
method. This technique is based on the core assumption that an
informative feature will have a larger impact on the prediction
compared to a known random feature [26].

Machine Learning Approach: XGBoost

Overview
To predict chronic stress levels and detect factors protecting
against chronic stress, we applied the decision tree–based
ensemble ML technique, XGBoost [27,28]. XGBoost is a
scalable and accurate implementation gradient boosting machine
developed by the Distributed Machine Learning Community in
the form of open-source libraries. It combines a recursive
gradient boosting method called Newton boosting. Based on a
decision tree model, it efficiently provides accurate predictions
because each tree is boosted recursively and in parallel.

The ML technique generally aims to identify a relationship
between the input X={x1, x2, … xn} and the output Y. For a
given data set with n samples and m features, K additive
functions are used in the XGBoost model to predict the output
through the following estimation (equation 1) [27]:

where fk   {f(x) = ωq} (q: Rm → T, ω  RT) is the regression
tree’s space, and q denotes the independent structure of each
tree with T leaves. Each fk corresponds to an independent tree
structure q and leaf weights ω. The following regularized
objective is minimized to learn the set of functions (equation
2).

where Ω (f) = γT + ½ λ ||ω||2, I represents the model loss
function, and Ω denotes the regularized term.

Hyperparameter Tuning
In this study, a grid-search approach from scikit-learn class
“GridSearchCV” was applied toward the optimal tuning of
XGBoost hyperparameters. The number of estimators was set
to 1000 to represent the maximum number of trees created
during the training phase. The Softmax function is used to
convert logits of the XGBoost classifier into a probability
distribution. Each element of the output lies in the interval (0,1)
and the output elements sum up to 1. Table 2 summarizes the
hyperparameters´ values used to the XGBoost model (see
Multimedia Appendix 1).

Table 2. Main hyperparameters for the Extreme Gradient Boosting model.

ValueHyperparameter

0.3learning rate

1000Estimators, n

5max_depth

0.8Subsample

3min_child_weight

2L2 regularization term (Lambda)

0.7colsample-bytree

multi:softmaxObjective

K-Fold Cross-Validation
After preprocessing, the 34 features were fed into ML classifiers
to train the model for classification. The data set was split into
a “training” and a “validation” data set. We used the repeated
K-fold cross-validation approach, repeating the mean
performance across all folds and all repeats to reduce the bias
in the model's estimated performance with K=10. K=10 was
chosen as the optimal number of folds, which optimizes the
time to complete the test while minimizing the bias and variance
associated with the validation process.

Model Performance Evaluation
To evaluate the method proposed in this study, we used the
following most promising multiclass evaluation metrics: the
area under the receiver operating characteristic curve (AUC),
precision, recall, and F1-score. Multiclass classification works

on data sets in which all classes are mutually exclusive. In a
multiclass classifier, the evaluation measures of individual
classes are averaged out to determine the performance on overall
system across the data. We applied the macroaverage approach
[29].

The receiver operating characteristic (ROC) curve was used to
evaluate the performance of the classifier. For different
classification thresholds, the macro true-positive rate (equation
3) is plotted against the macro false-positive rate (equation 4).
The AUC indicates the classifier’s ability to distinguish between
classes. The value of the AUC is in the range (0,1), in which 1
is for a perfect classifier. In this study, the ROC curve is plotted
for each class broken down into a series of binary problems
using the One-vs-Rest approach. The macroaverage is computed
by summing the individual values for true positive, true negative,
false positive, and false negative. Then, macroaverage scores

JMIR AI 2023 | vol. 2 | e41868 | p. 5https://ai.jmir.org/2023/1/e41868
(page number not for citation purposes)

Bozorgmehr & WeltermannJMIR AI

XSL•FO
RenderX

93

http://www.w3.org/Style/XSL
http://www.renderx.com/


of true positive instances (precision; equation 5), true positive
rate (recall; equation 6), true negative rate (specificity; equation
7), and the harmonic mean of the precision and recall computed
on each class (F1-score; equation 8) were computed.
Mathematically, they are defined as follows:

We used Python 3.7 (Python Software Foundation) to implement
our ML framework. In addition, several libraries from the python
data science ecosystem were used to execute the experiments
and the integrated development environment PyCharm. To
implement the Powershap feature selection method, we used
the Powershap Python library. The scikit-learn package
(version 1.0.2) was used to train and evaluate the ML classifier.
SHAP tool (version 0.40.0) was used to assess the explainability
the model; that is, to identify factors protecting against chronic
stress.

In addition to the performance evaluation, this study maximizes
the interpretability of the underlying models. It focuses
particularly on the explainability of the model, which can serve
as an indispensable tool in the era of precision medicine.

Model Interpretation: SHAP
Per our understanding, the interpretation of the prediction
models is as crucial as the prediction accuracy because it extracts
information that significantly affects outcomes and identifies
the factors protecting against chronic stress from subjects with
lower chronic stress. However, the ensemble learning method
XGBoost represents a black-box model. To overcome this
problem, Lundberg [30,31] proposes the SHAP approach for
interpreting predictions of complex models created by different
techniques; for example, NGBoost, CatBoost, XGBoost,
LightGBM, and scikit-learn tree models. SHAP was initially
developed by Shapley in 1953 and is based on the game theory
[32]. It explains the prediction of a specific input (X) by
calculating the impact of each feature on the prediction. The

estimated Shapley values are calculated as follows (equation
9):

where is the prediction for x, but with a random number
of feature values. TreeSHAP is used for gradient boosting
models including XGBoost. It offers a rich visualization of each
feature attribution and allows for partial dependence plots.

The TreeSHAP interaction values estimates as follows (equation
10):

where i ≠ j, δij(S) = fx(S ∪ {I,j} – fx(S ∪ {i} – fx(S ∪ {j} + fx(S),
M is the number of features, and S denotes all feature subsets.
SHAP values advance the understanding of tree models by
including feature importance, feature dependence plots, local
explanations, and summary plots [30].

Ethical Considerations
Ethics approval for the DEGS1 survey was obtained from the
Charité – Universitätsmedizin Berlin Ethics Committee
(EA2/047/08). All participants received written information
and provided informed consent before the interview and
examination. The analysis described here builds on a data set
from the DEGS1 study, which was kindly provided by the
Robert Koch Institute. This secondary analysis of anonymized
data does not require a separate ethics vote.

Results

Characteristics of the DEGS1 Study Population
The mean age of the 5801 DEGS1 study participants was
44 years, with more than half of the population being female
(n=3080, 53.1%). The mean stress level of the total population
was 12.00 (95% CI 11.79-12.20): 11% (n=625) of the
participants had “high chronic stress” (category 2), while 38%
(n=2188) had “middle” (category 1), and 52% (n=2988) of them
had “low chronic stress” (category 0). Most participants reported
their general state of health as very good or good (79.3%,
n=4599). Table 1 shows the weighted demographic, clinical,
and laboratory characteristics of the participants.

Results of the Machine Learning Analysis
The evaluation metrics of the XGBoost model’s performance
are presented in Table 3 differentiated by chronic stress classes.
We see that the XGBoost model achieved the highest AUC
score for class 2 with 0.89% and a good macroaverage AUC
score of 81% for the overall model. The metrics for the 3 stress
classes and the average results are reported in Table 3. The ROC
curves for the multiclass chronic stress prediction of the
XGBoost model are shown in Figure 1.
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Table 3. Classification metrics: area under the receiver operating characteristic curve (AUC), precision, recall, specificity, and F1-score for XGBoost.

XGBoostMeasure

MacroaverageClass 2Class 1Class 0

0.810.890.710.83AUC

0.630.580.560.73Precision

0.520.370.550.80Recall

0.780.260.380.90Specificity

0.540.450.600.76F1-score

Figure 1. ROC curves for 3 classes using the XGBoost multiclass classifier. AUC: area under the receiver operating characteristic curve; ROC: receiver
operating characteristic curve.

Explanation of the Behavior of Individual Features
The result of the SHAP analysis is displayed in Figure 2. In this
plot, the impact of a feature on the respective classes (stress
classes 0-2) is stacked to illustrate the feature importance. This
means that the features with large absolute Shapley values are
more important than those with lower values. The plot shows
that class 0 (low level of chronic stress) hardly uses the features
gender, general state of health, satisfaction with living space,
and social support. Class 2 as the high level of chronic stress
uses the features number of sick days in the past 12 months,
social support, sleeping hours per night in the past 4 weeks,
gender, and general state of health. Interestingly, classes 0 and 2
use many identical features.

While the SHAP feature plot provides an overview of the role
of each variable irrespective of the direction of these effects,
the SHAP summary plot provides such additional information
for classes. The impact distribution of each feature on the model
output for classes with low and high levels of chronic stress is
shown in Figures 3 and 4. Each row in this plot represents a
single feature in order of their mean absolute SHAP values. It
can be a negative or positive value and represents the importance

of each feature. Each dot is a Shapley value for a particular
feature and reflects its impact on a specific class for a given
instance, and dots stack up to show density. It is color-coded
in accordance with the magnitude to which the value contributes
to the model impact (red=high and blue=low). The color is the
actual feature value in the data set. For example, the red values
for age as a continuous feature represent older people, while
blue values represent younger people, and blue values for gender
as a categorical feature (low value=1) represent males and red
values (high value= 2) represent females. Overlapping points
are jittered toward the y-axis, giving a sense of the distribution
of the Shapley values per feature.

According to the SHAP summary plot result, gender is the most
significant feature for class 0, and the number of sick days in
the past 12 months has the highest impact on class 2. We note
that the general state of health (shown in red) with high values
has negative SHAP values and a relatively negative effect on
the model for the low level of chronic stress and a positive
impact (positive SHAP values) for class 2. Higher values on
the social support scale have a positive impact on class 0 and
negative effects on class 2, which means that chronic stress is
less likely with strong social support.
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Figure 2. SHAP feature plot of the 20 most important features: relative importance of each feature based on the average absolute value of the SHAP
values. SHAP: SHapley Additive exPlanations; XGBoost: Extreme Gradient Boosting. *In the past 12 months; **per week.

Figure 3. SHAP summary plot. Importance of the representative chronic stress features (top 20) in class 0: each dot is a Shapley value for a particular
feature and reflects its impact on a specific class for a given instance, and dots stack up to show density. It is color-coded in accordance with the
magnitude to which the value contributes to the model impact (red=high and blue=low). GP: general practitioner; SHAP: SHapley Additive exPlanations.
*In the past 12 months; **per week.
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Figure 4. SHAP summary plot. Importance of the representative chronic stress features (top 20) in class 2: each dot is a Shapley value for a particular
feature and reflects its impact on a specific class for a given instance, and dots stack up to show density. It is color-coded in accordance with the
magnitude to which the value contributes to the model impact (red=high and blue=low). SHAP: SHapley Additive exPlanations. *In the past 12 months.

Discussion

Principal Findings
To our knowledge, this is the first study to select the XGBoost
algorithm as an ML multiclass classifier in the prediction of
chronic stress as well as the SHAP method to interpret the
model’s prediction. Based on nationally representative German
data, chronic stress was predicted using 34 characteristics of
adult participants. We identified male gender, a very good
general state of health, high satisfaction with living space, strong
social support, enough sleep, and more than 4 hours of sports
activities per week as protective factors against chronic stress.
These results are in line with those of other studies, which
showed that resilience against chronic stress is promoted by
social support, family connectedness, and friendship networks
in the community [33-36]. For example, with a sample of 24,347
participants from the Canadian General Social Survey, Van der
Horst et al [36] determined that good friendship networks are
positively associated with less stress, better health, and more
social support. A cross-sectional study of 538 nursing students
from an Australian university showed that social support
positively affect the psychological well-being [37].

Our ML approach allowed for the inclusion of a broad spectrum
of individual characteristics, which comprised medical, lifestyle,
living space, and social information, while other studies on
chronic stress used multivariate models with fewer parameters
only. For example, a large cross-sectional study with 34,129
participants from China, Ghana, India, Mexico, Russia, and
South Africa showed positive associations of multimorbidity,
stroke, depression, and hearing problems with perceived stress

without assessing potential protective factors such as living
space and social support [38]. A US cross-sectional telephone
survey with 340,847 participants aged between 18 and 85 years
documented that psychological well-being, especially stress,
improved, but integrated only 5 parameters such as gender,
employment status, partnership, and underage children in the
household in their model analyzed [39]. In a study with 12,110
working adults from Minnesota, United States, a high level of
perceived stress was associated with a higher-fat diet, less
exercising, and being a smoker using a multivariate model with
6 variable topics but did not include medical and living
circumstances [40].

Strengths and Limitations
This study used the population-based, representative DEGS1
data set, which implies a low risk of selection bias; yet, the
results may not be transferrable to other settings. The DEGS1
data, which were collected from 2008 to 2011, may not fully
describe current living conditions in Germany, especially the
potential effects of the pandemic, which were shown in other
studies, were not measured [41]. In our study, the SHAP
methodology allowed for a detailed visualization of single
feature attributions, which improved the understanding of the
ML model.

Conclusions
In this study, we developed an XGBoost ML model to predict
chronic stress in adults. The SHAP methodology identified
various relevant factors protecting against chronic stress, which
need to be considered when developing interventions for stress
reduction and improving resilience.
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