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Abstract

The topic of this thesis is the computational quantum chemical (QC) description of homogeneous
first-row (3d) transition metal (TM) electrocatalysis. This branch of chemistry holds great potential
for the use of Earth-abundant 3d TMs in renewable energy concepts. Therefore, routine predictions
for the reactivity of 3d TM electrocatalysts are desirable, but due to numerous challenges, they
are only possible to a limited extent. First, TM chemistry is diverse and includes many bonding
motifs, some of which include challenging electron correlation effects which makes their theoretical
description difficult. Also, in 3d TM chemistry, ground states with different electron spin states
occur. Finding the spin state lowest in energy, the ground state, can be challenging and requires
extensive calculations. Particularly critical for all QC methods is the multireference (MR) character
of some 3d TM complexes that hinders the application of standard single-reference methods. These
challenges also occur for general 3d TM chemistry but are severe for electrocatalysis since noninnocent
ligands, open-shell species, and highly charged molecules are regularly encountered. Furthermore, the
countless possibilities for combinations of different metal centers and ligands, investigated for catalyst
optimization, require QC methods for different cost and accuracy regimes for efficient multilevel
workflows. These range from semiempirical quantum mechanical (SQM) to density functional theory
(DFT) up to correlated wave function theory (WFT) methods. The methods should not be limited in
applicability to electrocatalysis with 3d TMs but should be as general as possible. This thesis describes
the development, benchmarking, and application of such methods for 3d TM electrocatalysis.

In the first Chapter, an introduction to the QC treatment of 3d TM electrocatalysis is given, followed
with a brief overview of the different QC methods in the second Chapter. On the first step of QC
multilevel workflows are SQM methods, which are the topic of the third Chapter. Here, the inclusion
of spin-polarization in the extended tight-binding Hamiltonian (xTB) is elaborated for the calculation
of spin splittings, which are crucial for the correct description of TM complexes. The performance
of the spin-polarized GFN𝑛-xTB methods is evaluated on a newly compiled benchmark set termed
TM90S, which employs DFT spin splittings as references. The next step in multilevel workflows is
typically DFT, which is the topic of Chapter four. Here, the extension of the non-empirical r2SCAN
density functional approximation (DFA) to the hybrid functional level, resulting in the r2SCANh,
r2SCAN0, and r2SCAN50 DFAs, is described. The new DFAs are combined with semiclassical
corrections for London dispersion interactions and are extensively benchmarked for thermochemistry
and structural features. At the highest DFT level are the double-hybrids (DHs), which are the subject
of Chapter five. Their applicability is extended with the domain-based local pair natural orbital
(DLPNO) approximation for second-order Møller-Plesset theory (MP2). The resulting DLPNO-DH
scheme allows the routine application of DLPNO-DHs to molecules with more than 100 atoms
and enables the geometry optimization of large closed-shell molecules. On the highest step of QC
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multilevel workflows are the correlated WFT methods. Their application can face severe difficulties
in 3d TM electrocatalysis due to MR character, which is the subject of the sixth Chapter. Here,
the recognition of MR systems and the calculation of their ionization potential (IPs) is studied for
3d TM electrocatalysts at the highest feasible WFT level. For this purpose, a new benchmark set
for electrocatalysts, termed 3dTMV was compiled and coupled cluster calculations with singles,
doubles, and perturbative triples (CCSD(T)), and phaseless auxiliary-field quantum Monte Carlo
(ph-AFQMC) calculations were conducted. This approach allows cross-checking the so-called gold
standard, CCSD(T), with the ph-AFQMC method. A quantitative protocol for the determination of
MR character is presented, together with a classification of different electron correlation regimes
where CCSD(T) is still applicable.

Chapter seven deals with the application of SQM and DFT methods for the elucidation of
electrocatalytic cycles with three-legged piano-stool iron complexes. An efficient workflow is
presented for the calculation of Gibbs free energies yielding a free energy map that is used to propose
an initial catalytic cycle. The extension of the free energy map to also include kinetics by transition
state theory with the newly developed r2SCAN0-D4 DFA is shown in Chapter eight.

Finally, in the ninth Chapter, the findings of this work are summarized, and their impact on the
theoretical description of 3d TM electrocatalysis and 3d TM chemistry in general is evaluated. Novel
multilevel workflows can benefit from the methods and findings presented in this work and accelerate
the discovery of efficient (electro-)catalysts employing Earth-abundant 3d transition metals.
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CHAPTER 1

Introduction

Homogeneous electrocatalysis with first-row (3d) transition metal (TM) complexes represents a
promising approach for chemical energy conversion processes.14 In catalysis, a catalyst participates in
a specific reaction, which results in better product selectivity and a faster reaction rate compared to
the plain, uncatalyzed reaction. The catalyst is recovered in the process and not consumed, therefore,
small amounts of catalyst can catalyze the reaction of large amounts of reactant. Electrocatalysis is a
special case of catalysis that occurs in electrochemical reactions, i.e., near an electrode with an applied
external potential. The main advantage of 3d TM electrocatalysts lies in the use of Earth-abundant 3d
TMs15,16 instead of commonly used precious metals, such as palladium or platinum.17 Considering
the growing demand of chemical energy conversion for renewable energy concepts18, such cheaper
and better available alternatives are highly desirable. Applications include CO2

19–22, N2
23, and O2

24

reduction, water splitting,25,26 and other hydrogen evolution reactions.27 The strength of the molecular
(homogeneous) approach lies in the almost endless possibilities to combine various metal centers with
diverse ligand frameworks to tailor TM complexes with the desired properties, such as electrocatalytic
activity.28 Due to the vast amount of combinations, computational methods are required to help
with the design and optimization of electrocatalysts. In recent decades, computational simulations
have become a vital tool in chemistry that gives a fundamental understanding of the properties and
reactivity of molecules.29–33 Empowered by the rapid developments in computation power and in
algorithms,34,35 computational chemistry based on quantum mechanics, i.e., quantum chemistry,
nowadays finds application in catalysis research,36–39 pharmaceutical drug design,40 and material
science.28,41,42 Typical applications are to elucidate underlying reaction mechanisms and propose
molecules with the desired reactivity and properties.43 This way, quantum chemistry helps to reduce
the amount of experiments conducted, which leads to a reduction of chemical waste and required
resources.

The central quantity that is calculated for elucidation of reaction mechanisms is the Gibbs free energy
𝐺, which incorporates the electronic energy of a system and its thermostatistical contributions.44

The change in the free energy, Δ𝐺, tells whether a process occurs spontaneously (negative Δ𝐺) or
if it requires an additional driving force (positive Δ𝐺) to occur44. With the help of transition state
theory, reaction free energy barriers can be calculated, which can be directly related to the reaction
kinetics via the Eyring equation.44,45 Therefore, if the free energies of all reactants, intermediates,
products, and transition states of a reaction network are known, the underlying mechanism is also
known. The different reaction profiles for reactions with and without a catalyst can also be calculated.

1



Chapter 1 Introduction

Catalysts actively participate in reactions and reduce the reaction free energy barriers for product
formation, resulting in higher reaction rates (See Figure 1.1). Ideal catalysts avoid high and low-energy
intermediates and large reaction barriers, resulting in a flat reaction profile. Therefore, the performance
of different catalysts can be studied by the calculation of reaction free energies and barriers, and
improved catalysts can be proposed based on such calculations.

Figure 1.1: Typical energy profiles for a model reaction that is uncatalyzed, catalyzed, and catalyzed with an
optimal catalyst, which avoids low- and high-energy intermediates and large barriers. Adapted from ref. [38].

Calculating accurate free energies remains a central challenge for quantum chemistry due to the
many different contributions required.31 Accurate molecular structures, gas phase electronic energies,
solvation free energies, and thermostatistical corrections including the zero-point-vibrational energy
have to be calculated.44 The electronic structure and the corresponding potential energy surface
(PES) are the cornerstones of these contributions. In principle, they are obtained by solving the
time-independent electronic Schrödinger equation, but in practice, it can only be solved analytically
for one-electron systems, and numerical approximations have to be used for systems containing
multiple electrons. These approximations have to compromise between a targeted level of accuracy
and computational demands, which limit the system size to which the approximations can be applied.
Additionally, some approximations employ empirical parameters derived from physical or chemical
insight, which can restrict their generality to specific applications. Central to attempts at solving
many-electron problems is the Hartree-Fock (HF) approximation, in which the interaction between
electrons is approximated as the interaction of each electron with the averaged field of all other
electrons.46 In HF, the wave function is represented by a single Slater determinant (SD), which
is antisymmetric concerning the permutation of electrons and thus fulfills the Pauli Principle.44,46

Typically, SDs consist of molecular orbitals (MOs) expanded in atomic-centered orbitals (AOs),
the composition of which is determined by a self-consistent field (SCF) procedure44. HF is the
simplest wave function theory (WFT) method, and, since it employs a mean-field ansatz (only uses
one SD), it does not account for electron correlation effects. The electron correlation is roughly
divided into two categories, namely dynamic and static correlation (also called nondynamic or strong
correlation), where the first originates from many small contributions of multiple SDs, and the latter
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from large contributions of few SDs.44,47 Some authors introduce even further classifications for
electron correlation, which will not be done here.47 Usually, HF constitutes the first step towards more
accurate approximations, so-called post-HF or correlated WFT methods, which incorporate multiple
SDs and therefore electron correlation. The most accurate of the WFT methods is the full configuration
interaction (FCI) procedure that yields the exact solution of the electronic Schrödinger equation for a
fixed one-particle basis set.48 The problem with this method is that its computational demands grow
factorial with the system size, which severely limits its application to systems containing at maximum
a few atoms. Developing modern approximations to the FCI approach is an active field of research49

where quantum Monte Carlo (QMC) methods, such as the phaseless auxiliary-field QMC (ph-AFQMC)
method, have proven to be accurate and robust over a wide range of applications.50–55 The most
prominent of the wave function methods are the coupled cluster (CC)56 methods, where CC with
single, double, and perturbative triple excitations (CCSD(T)) is the so-called gold standard of quantum
chemistry.57 For reactions of organic systems, CCSD(T) typically yields the "chemical accuracy" of
1 kcal/mol.58 The downside of CCSD(T) is that its computational costs scale with O(𝑁7) for the system
size, which restricts the applicability of this method to small molecules. Since even the application
to small molecules can be computationally expensive, CCSD(T) is often not directly employed in
computational studies, and instead, it is used to generate accurate electronic reference energies for
evaluation of lower-level methods in benchmark studies. Modern localized CCSD(T) schemes, such
as domain-based local pair natural orbital CCSD(T) (DLPNO-CCSD(T)), can yield similar accuracy
at drastically reduced computational costs and allow benchmarking on larger system sizes.59–62 While
CC methods paved the way for the accurate description of molecules by quantum chemical methods,
the workhorse of modern quantum chemistry is density functional theory (DFT).63–67 The excellent
cost-to-accuracy ratio of DFT surpasses that of HF and enables the routine investigation of system
sizes up to a few hundred atoms. DFT additionally coined many concepts of chemical reactivity,
which are known to the general chemistry community.68 When accurate structures of molecules are
required, DFT is the method of choice, since structure optimizations with correlated WFT methods
are often not feasible. The computationally cheapest quantum chemical calculations can be done with
semiempirical quantum mechanical (SQM) methods69 such as GFN𝑛-xTB,70–72 DFTB,73,74 PMx,75–77

or OMx.78 These methods approximate either DFT or HF and apply systematic approximations
to the one and two-electron integrals, leading to computational schemes that are several orders of
magnitude faster. The extended tight-binding (xTB) methods, which are parameterized for geometries,
frequencies, and non-covalent interactions, resulting in the acronym GFN𝑛-xTB (𝑛 = 0, 1, 2), have
received more and more attention over the last years. The xTB methods approximate DFT without
the necessity of pair-wise parameters, which allowed their parameterization for all elements up to
radon (𝑍 = 86). They enable the cheap quantum chemical optimization of geometries and allow
for the metadynamics-based search of conformers,79,80 which revolutionized the way computational
chemistry is conducted, as it enables the routine generation of extensive conformer ensembles, which
can be refined by DFT.81 Beyond SQM methods, the domain of quantum mechanics is left, and the
domain of Newtonian mechanics is entered. Force field (FF) methods allow structural optimizations of
even larger compounds by completely neglecting the electronic structure and are mentioned here only
to complete the toolchain of methods for atomistic simulations. Often FF methods are parameterized
for special applications, and only a few general force fields covering most of the periodic table are
available, such as the UFF82 or the GFN-FF.83

For homogeneous electrocatalysis with 3d TM complexes, calculating accurate free energies is
particularly challenging. The challenges that limit accurate predictions are depicted in Figure 1.2 and
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Chapter 1 Introduction

are elaborated in the following.

Figure 1.2: Challenges of homogeneous electrocatalysis with 3d TMs.

Compared to plain organic chemistry, organometallic chemistry offers much more diverse chemical
bonding situations, which can be challenging to describe (Figure 1.2 a). For example, the electron
correlation in carbonyl-ligands with 𝜎-donation and 𝜋-back-bonding is not sufficiently described in
a simple pair-wise additive scheme for electron correlation.84 Additionally, it is difficult to achieve
generality with a limited amount of empirical parameters in SQM methods for the diverse bonding
situations that can occur. Another challenge is that in 3d TM complexes, due to the weak ligand field
of 3d TMs,85 different spin ground-states are possible, and it is not always clear whether the system at
hand has a low-spin (LS) or a high-spin (HS) ground state (Figure 1.2 b). Calculating the energetic
difference between these spin states (spin splittings) is very challenging for electronic structure methods
and requires additional calculations, and therefore additional computation time. The third and major
obstacle is the potential multireference or multi-configurational character of TM complexes (Figure
1.2 c). TM complexes with high symmetry, low coordination number, or magnetically coupled radicals
can have degenerate or nearly degenerate orbitals and spin states, which may result in multireference
character, also known as static, strong, or nondynamic correlation.47,86–88 Single-reference methods,
such as CCSD(T), DFT, or SQM methods, fail in such cases and yield unreliable results. These systems
require treatment by multireference methods, for example, the complete active space SCF (CASSCF)
method.89 The problems with these methods are the inclusion of dynamic correlation effects, and their
non-black-box nature since a limited active space has to be selected. The latter often requires expert
users with insights into the system at hand. Additionally, it is a priori unknown whether a system
requires the complicated multireference treatment. A unified approach for the computation of 3d
TM electrocatalysts, or 3d TM complexes in general, with multireference character is yet to be found.
The fourth major obstacle is the inclusion of solvation effects (Figure 1.2 d). In electrocatalysis, the
catalysts are reduced by applying an external potential in an electrochemical step (E) and protonated
by an acid in a chemical step (C). The free energy changes of the first are described by redox potentials
and of the latter by acidity constants (pKa values). Both can be obtained experimentally but can also
be calculated.38,90 Therefore, charged species necessarily occur in electrochemistry, which result in
large solvation free energy contributions, particularly for polar solvents like acetonitrile (MeCN).
Solvation effects are often modeled by implicit solvation models, which incorporate solvation effects
implicitly as potential in the Hamiltonian. They offer the advantage of low computational costs, as the
solvent molecules are not explicitly required in the calculation. However, the available implicit models
have problems describing charged species.91 Additionally, in the experiment, solvent molecules can
coordinate to metal centers and directly influence the ligand-field of complexes. Such effects can not
be accounted for by implicit solvation models, and explicit solvent molecules have to be added to
the calculation. In practice, the calculation of redox potentials can profit from error compensation
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by explicitly calculating the reference redox couple, typically the ferrocenium/ferrocene (Fc/Fc+)
couple,90 while for the computation of p𝐾𝑎 values isodesmic schemes can be employed to reduce
errors.38

Due to these challenges (a-d), the prediction of reaction free energies or barriers in 3d TM
(electro-)catalysis is only possible to some extent. For systems with large multireference character,
and/or solvation interactions that require explicit solvation for several solvent shells with extensive
sampling for the degrees of freedom, the modern quantum chemical toolbox is quickly at its limit. To
achieve accurate predictions regularly, improvements in electronic structure theory in all cost versus
accuracy regimes and in solvation protocols are required. The benchmarking of protocols on gas phase
references and solvation free energies separately is required, as this allows tracing down the different
sources of error and potentially reveals error compensation effects. This approach is complicated by
the fact that only little experimental data in the gas phase or for solvation free energies are available.
Therefore, the practical approach is to benchmark gas phase electronic energies against theoretical
references, and once these errors are well understood, to combine the electronic structure methods with
solvation protocols and thermal corrections to compare to experimental data in solution, e.g., redox
potentials or p𝐾𝑎 values. In practice, for the optimization of electrocatalysts, extensive screening of
potential candidates, spin states, and conformers is required, and developments in all costs/accuracy
regimes are necessary because it is not feasible to use the most accurate method for all candidates due
to high computational demands. Instead, so-called multilevel workflows are typically employed, where
in initial stages, computationally cheap but less accurate methods are employed for pre-screening
steps, and with each step, candidates are sorted out, and a more accurate, but also more expensive,
method is used for the subsequent step. The topic of this thesis is the development, assessment, and
the application of methods for the accurate calculation of electronic energies in different cost/accuracy
regimes for 3d TM electrochemistry, for the use in such multilevel workflows.

The introduction continues in Chapter 2 with an overview of the theoretical basis for the calculation
of free energies and the quantum chemistry methods required for this purpose. In computational studies
of 3d TM complexes, the first step is the determination of the spin multiplicity. To perform this task
with the efficient SQM methods, the popular GFN𝑛-xTB methods were extended by a spin-dependent
energy expression in Chapter 3. The nonempirical r2SCAN functional has been extended to the
hybrid DFT level in Chapter 4 and was extensively benchmarked for organic and organometallic
thermochemistry. The highest DFT rung, the double-hybrid (DH) functionals, are limited in their
application due to their steep O(𝑁5) scaling with the system size. In Chapter 5, their application
has been extended to larger system sizes by combining the DH scheme with the DLPNO-MP2
approximation92 resulting in the DLPNO-DH scheme. Identification of electron correlation regimes
in 3d TM electrocatalysis in which CCSD(T) is applicable has been intensively studied in Chapter 6
by cross-validation with highly accurate localized ph-AFQMC calculations.

Finally, SQM and DFT methods are extensively used in a newly developed workflow to elucidate
the hydrogen evolution reaction mechanism of iron-based three legged piano-stool electrocatalysts
in Chapter 7. This workflow has been adapted for kinetics by employing the newly developed
r2SCAN0-D4 hybrid functional as shown in Chapter 8. The impact of this thesis on the field of
computational chemistry with 3d TM complexes in general and with 3d TM electrocatalysts in
particular is summarized in Chapter 9.
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CHAPTER 2

Theoretical Background

This chapter presents an overview over the quantum chemical methods employed throughout this
thesis and is based on refs. [44, 46, 72, 89]. For an in-depth description the reader is referred to the
original literature. Atomic units are used throughout for electronic structure methods.46

2.1 Electronic structure theory

2.1.1 Molecular Hamiltonian

The cornerstone of most electronic structure methods in quantum chemistry is the time-independent
non-relativistic Schrödinger equation93 given as

�̂�Ψ = 𝐸Ψ (2.1)

where �̂� is the molecular Hamiltonian operator, Ψ is the wave function, and 𝐸 is the energy. The
Hamiltonian operator can be separated according to

�̂� = 𝑇𝑛 + 𝑇𝑒 + �̂�𝑛𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 (2.2)

with the kinetic energy operators of the nuclei 𝑇𝑛 and electrons 𝑇𝑒, the nucleus-nucleus �̂�𝑛𝑛 and
the electron-electron �̂�𝑒𝑒 Coulomb repulsion operators, and the electron-nucleus Coulomb attraction
�̂�𝑛𝑒 operator. Because the lighter electrons are much faster than the heavier nuclei, this expression is
typically simplified with the Born-Oppenheimer approximation94 resulting in

�̂�𝑒 = 𝑇𝑒 + �̂�𝑛𝑒 + �̂�𝑒𝑒 + �̂�𝑛𝑛 (2.3)

where the kinetic energy of the nuclei is neglected and the nucleus-nucleus repulsion is constant.
All calculations conducted in this thesis employ the Born-Oppenheimer approximation. The kinetic
energy operator of the electrons is given as

𝑇𝑒 = −
𝑁∑︁
𝑖

1
2
∇2
𝑖 (2.4)
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Chapter 2 Theoretical Background

with the index 𝑖 accounting for the individual electron, 𝑁 the total number of electrons in the system,
and the Laplace operator ∇2

𝑖 acting on electron 𝑖. The electron-nucleus attraction operator is given
according to

�̂�𝑛𝑒 = −
𝑁∑︁
𝑖

𝑀∑︁
𝐴

𝑍𝐴

|r𝑖 − R𝐴|
. (2.5)

Here, the index 𝐴 stands for the individual nucleus and 𝑀 gives the total number of nuclei in the
system. 𝑍𝐴 gives the nuclear charge of nucleus 𝐴 and r𝑖 and R𝐴 are the coordinates of electron 𝑖 and
nucleus 𝐴 respectively. The electron-electron and nucleus-nucleus repulsion operator are then given as

�̂�𝑒𝑒 =

𝑁∑︁
𝑖

𝑁∑︁
𝑗>𝑖

1
|r𝑖 − r 𝑗 |

(2.6)

and

�̂�𝑛𝑛 =

𝑀∑︁
𝐴

𝑀∑︁
𝐵>𝐴

𝑍𝐴𝑍𝐵

|R𝐴 − R𝐵 |
. (2.7)

It can be practical to collect the operators of the Hamiltonian according to the number of electron
indices

�̂�𝑒 =

𝑁∑︁
𝑖

ℎ̂𝑖 +
𝑁∑︁
𝑖

𝑁∑︁
𝑗>𝑖

�̂�𝑖 𝑗 + �̂�𝑛𝑛 (2.8)

ℎ̂𝑖 = −1
2
∇2
𝑖 −

𝑀∑︁
𝐴

𝑍𝐴

|R𝐴 − r𝑖 |
(2.9)

�̂�𝑖 𝑗 =
1

|r𝑖 − r 𝑗 |
(2.10)

resulting in the one-electron operator ℎ̂𝑖 describing the motion of electron 𝑖 in the field of all the
nuclei and the two-electron operator �̂�𝑖 𝑗 describing the electron-electron repulsion between electron 𝑖
and electron 𝑗 .

2.1.2 Hartree-Fock

In order to calculate an approximate energy of the system the expectation value of the Hamiltonian �̂�𝑒
has to be calculated. The expectation value of the electronic Hamiltonian operator of an approximate
wave function can be written in the bra-ket notation

𝐸 =

∫
Ψ

∗(r)�̂�𝑒Ψ(r)𝑑r = ⟨Ψ|�̂�𝑒 |Ψ⟩ (2.11)

where the integration is carried out over all coordinates. Since electrons are fermions and have a
spin of 1/2, their wave function must be antisymmetric with respect to the interchange of any two
electron coordinates. The antisymmetry can be realized by building the wave functions from Slater
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2.1 Electronic structure theory

determinants (SDs). For the general molecular case with 𝑁 electrons and a single SD, the approximate
wave function is given by

Ψ ≈ ΦSD(1, 2, · · · , 𝑁) =
1

√
𝑁!

���������
𝜙1(1) 𝜙2(1) · · · 𝜙𝑁 (1)
𝜙1(2) 𝜙2(2) · · · 𝜙𝑁 (2)
...

...
. . .

...

𝜙1(𝑁) 𝜙2(𝑁) · · · 𝜙𝑁 (𝑁)

��������� (2.12)

where 𝜙𝑖 (𝑘) denotes the 𝑖th molecular orbital (MO) occupied by the 𝑘 th electron ∈ {1, · · · , 𝑁}. The
MOs may be taken as orthonormal

⟨𝜙𝑖 |𝜙 𝑗⟩ =
∫

𝜙
∗
𝑖 (r)𝜙 𝑗 (r)𝑑r = 𝛿𝑖 𝑗 =

{
1 if 𝑖 = 𝑗

0 otherwise
(2.13)

with the Kronecker delta 𝛿𝑖 𝑗 . The MOs are given as the product of a spatial orbital 𝜓𝑖 and a
spin-function 𝜎𝑖 ∈ {𝛼, 𝛽} as shown in equation 2.14.

𝜙𝑖 (1) = 𝜎𝑖𝜓𝑖 (r1) (2.14)

The energy expression for a single SD is then given by

𝐸 =

𝑁∑︁
𝑖=1

ℎ𝑖 +
1
2

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

(𝐽𝑖 𝑗 − 𝐾𝑖 𝑗) +𝑉𝑁𝑁 (2.15)

=

𝑁∑︁
𝑖

⟨𝜙𝑖 | ℎ̂𝑖 |𝜙𝑖⟩ +
1
2

𝑁∑︁
𝑖=1

𝑁∑︁
𝑗=1

(⟨𝜙 𝑗 |𝐽𝑖 |𝜙 𝑗⟩ − ⟨𝜙 𝑗 |�̂�𝑖 |𝜙 𝑗⟩) +𝑉𝑁𝑁 (2.16)

with the Coloumb (𝐽𝑖) and exchange (�̂�𝑖) operators defined for convenience according to

𝐽𝑖 |𝜙 𝑗 (2)⟩ = ⟨𝜙𝑖 (1) |�̂�12 |𝜙𝑖 (1)⟩ |𝜙 𝑗 (2)⟩ (2.17)
�̂�𝑖 |𝜙 𝑗 (2)⟩ = ⟨𝜙𝑖 (1) |�̂�12 |𝜙 𝑗 (1)⟩ |𝜙𝑖 (2)⟩ . (2.18)

Here, the Coulomb operator corresponds to the averaged classical Coulomb interaction between
electrons that can be represented by a local potential. The exchange operator, said to be a nonlocal
operator, does not have such a classic analogon and is a direct consequence of the Pauli principle.
In order to obtain a set of MOs that make the energy a minimum under the constraint that the MOs
remain orthogonal and normalized, Lagrange multipliers (_𝑖 𝑗) are employed. The condition is that the
Lagrange function remains constant with orbital variation according to
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Chapter 2 Theoretical Background

L = 𝐸 −
𝑁∑︁
𝑖 𝑗

_𝑖 𝑗 (⟨𝜙𝑖 |𝜙 𝑗⟩ − 𝛿𝑖 𝑗) (2.19)

𝛿L = 𝛿𝐸 −
𝑁∑︁
𝑖 𝑗

_𝑖 𝑗 (⟨𝛿𝜙𝑖 |𝜙 𝑗⟩ − ⟨𝜙𝑖 |𝛿𝜙 𝑗⟩) = 0. (2.20)

After solving this condition and simplifying the solution by a unitary transformation resulting in a
diagonal matrix of Lagrange multipliers (𝜖), the final Hartree-Fock equations are obtained as

𝑓𝑖𝜙
′
𝑖 = 𝜖𝑖𝜙

′
𝑖 (2.21)

where 𝜙′𝑖 are the canonical MOs (the primes are dropped from now on) with the corresponding
energies 𝜖𝑖 . The Fock-operator 𝑓𝑖 is given by

𝑓𝑖 = ℎ̂𝑖 +
𝑁∑︁
𝑗

(𝐽 𝑗 − �̂� 𝑗). (2.22)

The Fock operator is an effective one-electron energy operator describing the kinetic energy of an
electron and the attraction to the nuclei by ℎ̂𝑖 , and the repulsion to other electrons with 𝐽 and �̂� . The
MO energies are the expectation value of the Fock operator in the MO basis:

⟨𝜙𝑖 | 𝑓𝑖 |𝜙𝑖⟩ = 𝜖𝑖 ⟨𝜙𝑖 |𝜙𝑖⟩ = 𝜖𝑖 . (2.23)

Because the Fock operator depends on all occupied MOs via the Coulomb and the exchange
operators and a specific Fock orbital can only be determined if all the other occupied orbitals are
known, iterative methods are required to solve the HF equations. Note that the HF energy is not simply
the sum of the orbital energies of all occupied MOs, because the 𝐽𝑖 𝑗 and 𝐾𝑖 𝑗 would be counted twice
this way. Therefore, the actual HF energy is given by

𝐸HF =

𝑁∑︁
𝑖

𝜖𝑖 −
1
2

𝑁∑︁
𝑖

𝑁∑︁
𝑗

(𝐽𝑖 𝑗 − 𝐾𝑖 𝑗) +𝑉𝑛𝑛 (2.24)

𝜖𝑖 = ⟨𝜙𝑖 | 𝑓𝑖 |𝜙𝑖⟩ = ℎ𝑖 +
𝑁∑︁
𝑗

(𝐽𝑖 𝑗 − 𝐾𝑖 𝑗). (2.25)

The Hartree-Fock method is a so-called mean-field method where the interaction between electrons
is approximated by the interaction of each electron with the mean-field of all the other electrons
without considering any explicit correlation effects between the electrons.

2.1.3 Basis Set Approximation

In principle there are many possible choices of basis functions that can be employed for expressing the
MOs, but in practice for molecular calculations, most often the linear combination of atomic orbitals
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(LCAO) approach is employed where the MO 𝜓 is expanded as a linear combination of atomic orbitals
(AOs) 𝜒 according to

𝜓𝑖 =

𝑁AO∑̀︁
𝐶`𝑖𝜒` . (2.26)

Here, the coefficients 𝐶`𝑖 give the contribution of 𝜒` to 𝜓𝑖. Note that 𝑁AO gives the number of
AOs that is equal to the number of MOs (𝑁MO). Within the LCAO Ansatz the HF equations (2.21)
may be written as

𝑓𝑖

𝑁AO∑̀︁
𝐶`𝑖𝜒` = 𝜖𝑖

𝑁AO∑̀︁
𝐶`𝑖𝜒` . (2.27)

After multiplication with a specific basis function from the left and integration over all coordinates
the Roothaan-Hall equation are obtained which are given here in the matrix notation

FC = SC𝜖 (2.28)

with the matrix S containing the overlap elements 𝑆𝑖 𝑗 = ⟨𝜒𝑖 |𝜒 𝑗⟩ between the AOs, the F matrix
containing the elements of the Fock operator, and the C matrix containing the MO coefficients. The
elements of the Fock operator in the MO basis are calculated according to

𝐹`a = ⟨𝜒` | ℎ̂|𝜒a⟩︸      ︷︷      ︸
𝐻`a

+
𝑁MO∑︁
_

𝑁MO∑︁
𝜎

𝑃_𝜎 [⟨𝜒`𝜒_ |𝜒a𝜒𝜎⟩ −
1
2
⟨𝜒`𝜒_ |𝜒𝜎𝜒a⟩]︸                                                           ︷︷                                                           ︸

𝐺`a

(2.29)

where the density matrix 𝑃 is given by

𝑃`a =

𝑁MO∑︁
𝑖

𝑛𝑖𝐶
∗
`𝑖𝐶a𝑖 (2.30)

with the occupation number 𝑛𝑖 being 0 or 2. The two-electron integrals ⟨𝜒`𝜒_ |𝜒a𝜒𝜎⟩ are denoted
here in the "physicists" notation and are calculated as

⟨𝜒`𝜒_ |𝜒a𝜒𝜎⟩ =
∫

𝜒` (1)𝜒_(2)
��� 1
r1 − r2

���𝜒a (1)𝜒𝜎 (2)𝑑r1𝑑r2. (2.31)

Typically calculating these two-electron integrals is the computationally most expensive step in the
HF methods scaling formally with O(𝑁4

MO). The final restricted HF (RHF) energy is then obtained by

𝐸RHF =
1
2

𝑁MO∑̀︁ 𝑁MO∑︁
a

𝑃a` (𝐻`a + 𝐹`a) + 𝐸𝑁𝑁 . (2.32)

The AOs typically consist of linear combinations of Gaussian type orbitals (GTOs) of the form (for
an s-type orbital)
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𝐺𝐴(r) =
(
2𝛼
𝜋

)3/4
exp(−𝛼(r + R𝐴)

2), (2.33)

where 𝛼 is the exponent determining the diffuseness of the GTO and R𝐴 is the aufpunkt. GTOs have
the advantage that their linear combination yield again a Gaussian, which simplifies the generation of
the required one and two-electron integrals.

2.1.4 Unrestricted Hartree-Fock

For the treatment of open-shell species often the unrestricted HF (UHF) method is employed. Here, 𝛼
and 𝛽 spinorbitals can have different spatial orbitals 𝜓𝛼/𝛽

𝑖
leading to different LCAOs for 𝛼 and 𝛽

orbitals according to

𝜓
𝛼
𝑖 =

𝑁AO∑̀︁
𝐶
𝛼
`𝑖𝜒` (2.34)

𝜓
𝛽

𝑖
=

𝑁AO∑̀︁
𝐶
𝛽

`𝑖
𝜒` (2.35)

The set of atomic orbitals 𝜒 still remains the same, but two sets of coefficients 𝐶𝛼/𝛽 are available
leading to two sets of spin orbitals. This is depicted in Figure 2.1 together with the RHF and the
restricted open-shell HF (ROHF) method, which do not allow breaking of the spin-symmetry.

The two sets of MO coefficients result in two density matrices calculated according to

𝑃
𝛼
`a =

𝑁MO∑︁
𝑖

𝑛
𝛼
𝑖 (𝐶

𝛼
`𝑖)

∗
𝐶
𝛼
a𝑖 (2.36)

𝑃
𝛽
`a =

𝑁MO∑︁
𝑖

𝑛
𝛽

𝑖
(𝐶𝛽
`𝑖
)∗𝐶𝛽

a𝑖
(2.37)

with the occupation numbers 𝑛𝛼/𝛽
𝑖

being either 0 or 1.
From the 𝛼 and 𝛽 density matrices the spin density matrix PS and the total density matrix PT can

be obtained

PS
= P𝛼 − P𝛽 (2.38)

PT
= P𝛼 + P𝛽 . (2.39)

Like 𝛼 and 𝛽 density matrices, there are two Fock matrices F𝛼/𝛽 with their matrix elements given
according to
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2.1 Electronic structure theory

Figure 2.1: Illustration of an RHF singlet, an ROHF doublet, and an UHF doublet. Figure adapted from ref.
[44].

𝐹
𝛼
`a = 𝐻`a +

𝑁MO∑︁
_

𝑁MO∑︁
𝜎

𝑃
𝑇
_𝜎 ⟨𝜒`𝜒_ |𝜒a𝜒𝜎⟩ − 𝑃

𝛼
_𝜎 ⟨𝜒`𝜒_ |𝜒𝜎𝜒a⟩ (2.40)

𝐹
𝛽
`a = 𝐻`a +

𝑁MO∑︁
_

𝑁MO∑︁
𝜎

𝑃
𝑇
_𝜎 ⟨𝜒`𝜒_ |𝜒a𝜒𝜎⟩ − 𝑃

𝛽

_𝜎
⟨𝜒`𝜒_ |𝜒𝜎𝜒a⟩ (2.41)

Here, the two Fock matrices are explicitly coupled by 𝑃𝑇 . The corresponding generalized eigenvalue
problems are called the Pople-Nesbet equations given as

F𝛼C𝛼
= SC𝛼

𝜖
𝛼 (2.42)

F𝛽C𝛽 = SC𝛽𝜖𝛽 . (2.43)

Since two sets of equations need to be solved, the costs of the UHF SCF compared to the RHF SCF
are doubled (under the assumption that SCF convergence is the same in both cases). The UHF energy
is then calculated according to
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Chapter 2 Theoretical Background

𝐸UHF =
1
2

𝑁MO∑̀︁ 𝑁MO∑︁
a

[
𝑃
𝑇
a`𝐻`a + 𝑃

𝛼
a`𝐹

𝛼
`a + 𝑃

𝛽
a`𝐹

𝛽
`a

]
+ 𝐸𝑁𝑁 . (2.44)

Unlike the RHF wave function, the UHF wave function is not necessarily an eigenfunction of the 𝑆2

operator. Higher lying spin states can mix into the UHF solution resulting in deviation from the exact
⟨𝑆2⟩ value for the corresponding spin state. The ⟨𝑆2⟩ value can be calculated according to

⟨𝑆2⟩ = ⟨𝑆2⟩exact + 𝑁𝛽 −
𝑁∑︁
𝑖

𝑁∑︁
𝑗

|𝑆𝛼𝛽
𝑖 𝑗

|2 with 𝑁𝛼 ≥ 𝑁𝛽 (2.45)

with the exact value calculated according to

⟨𝑆2⟩exact =

(
𝑁𝛼 − 𝑁𝛽

2

) (
𝑁𝛼 − 𝑁𝛽

2
+ 1

)
. (2.46)

Since HF does not include dynamic electron correlation so-called artificial symmetry breaking95

can occur, i.e., spin symmetry breaking (SSB) occurs and recovers some of the dynamic correlation. It
is in that sense artificial that the spin symmetry is broken for systems that are adequately described by
a single Slater determinant.95 In a similar fashion, ⟨𝑆2⟩ can be calculated from the Kohn-Sham (KS)
auxiliary orbitals in density functional theory (DFT). Albeit the ⟨𝑆2⟩ value is not rigorously defined in
KS-DFT, because the KS orbitals are not a wave function that must be an eigenvalue of ⟨𝑆2⟩ but just a
set of auxiliary orbitals, their ⟨𝑆2⟩ value can be used for the diagnostic of static correlation.86

2.1.5 Electron Correlation

In the following, the electron correlation energy (𝐸corr) is defined as the energetic difference between the
formally exact full configuration interaction (FCI) solution (exact for the non-relativistic Schrödinger
equation within the Born-Oppenheimer approximation) at the complete basis set (CBS) limit and the
RHF method at the CBS limit:

𝐸corr = 𝐸FCI − 𝐸RHF. (2.47)

Due to the antisymmetric wave function in HF, electrons are not completely uncorrelated and
electrons of the same spin repel each other because of the Pauli principle. This correlation is often
called Fermi correlation while correlation between electrons of different spins is called Coulomb
correlation. In this work, the term electron correlation refers to the latter. The FCI wave function is
given as

Ψ𝐹𝐶𝐼 = 𝑎0Φ0 +
∑︁
𝑆

𝑎𝑆Φ𝑆 +
∑︁
𝐷

𝑎𝐷Φ𝐷 +
∑︁
𝑇

𝑎𝑇Φ𝑇 + · · · =
∑︁
𝑖=0

𝑎𝑖Φ𝑖 (2.48)

where Φ0 is the reference SD, typically the HF ground state solution, and Φ𝑆/𝐷/𝑇... are excited
SDs (S for single excitations, D for double excitations and so on) generated from it. The coefficients
𝑎0/𝑆/𝐷/... represent the corresponding weights of the SDs in the total FCI wave function. Upon
introducing a Lagrange multiplier with the constraint that the FCI wave function is normalized

L = ⟨Ψ𝐹𝐶𝐼 |�̂� |Ψ𝐹𝐶𝐼⟩ − _(⟨Ψ𝐹𝐶𝐼 |Ψ𝐹𝐶𝐼⟩ − 1) (2.49)
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2.1 Electronic structure theory

the final FCI energy, after variation is obtained by solving the secular equations

(⟨Ψ𝐹𝐶𝐼 |�̂� |Ψ𝐹𝐶𝐼⟩ − 𝐸I)a = 0. (2.50)

Here, I is the identity matrix and a is the matrix of the coefficients 𝑎0/𝑆/𝐷/.... The eigenvalue lowest
in energy corresponds to the FCI energy of the ground state and the next lower to the 1st excited state
and the next to the 2nd excited state and so on.

The correlation energy can be loosely separated into dynamic and static (or nondynamic) correlation

𝐸corr = 𝐸dynamic + 𝐸static. (2.51)

In the FCI definition, dynamic correlation is a result of small contributions from many determinants,
while static correlation occurs from large contributions from a few determinants. Systems that have
large static correlation (more than one large contribution) can be described as multi-configurational or
multireference systems.47,86

In practice, FCI can only be computed for small model systems and is not feasible for chemical
relevant systems due to its O(𝑁!) scaling with the system size. Truncated CI methods are termed CIS,
CISD, CISDT, ... and have two shortcomings. First, they are not size-consistent, meaning that for
two non-interacting subsystems the sum of the subsystem energies will not be equal to the energy
calculated for the total system and second they converge only slowly toward the FCI limit with the
number of SDs. The size-consistency problem is not present in coupled cluster (CC) methods, where
all excitations of a given type are included up to infinite order. We define an excitation operator
according to

𝑇 = 𝑇1 + 𝑇2 + 𝑇3 + · · · + 𝑇𝑁 (2.52)

where the 𝑇1 operator generates all single excited determinants from the HF reference and the 𝑇2 all
double excited determinants and so on. With this excitation operator the CI wave function is obtained
by a linear ansatz while for CC an exponential ansatz is employed according to

Ψ𝐶𝐼 = (1 + 𝑇)Φ0 = (1 + 𝑇1 + 𝑇2 + 𝑇3 + · · · )Φ0 (2.53)

Ψ𝐶𝐶 = 𝑒
�̂�
Φ0 =

∞∑︁
𝑘=0

1
𝑘!
𝑇
𝑘
Φ0. (2.54)

The naming of the truncated CC methods is similar to the truncated CI methods (CCSD, CCSDT,
CCSDTQ, ...). The CC energy is not obtained variationally but by projection

𝐸𝐶𝐶 = ⟨Φ0 |𝑒
−�̂�
�̂�𝑒

�̂� |Φ0⟩ (2.55)

and the amplitudes are calculated iteratively according to
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⟨Φ𝑆 |𝑒
−�̂�
�̂�𝑒

�̂� |Φ0⟩ = 0 (2.56)

⟨Φ𝐷 |𝑒
−�̂�
�̂�𝑒

�̂� |Φ0⟩ = 0 (2.57)

⟨Φ𝑇 |𝑒
−�̂�
�̂�𝑒

�̂� |Φ0⟩ = 0 (2.58)
...

From the truncated CC methods, CCSD(T), for which the triple excitations are calculated
perturbatively,57 is well-known as the so-called gold-standard of quantum chemistry which typ-
ically yields errors below 1 kcal·mol−1 for atomization energies, ionization potentials, and reaction
energies of organic molecules.

Another efficient approach for calculating the correlation energy stems from perturbation theory.44

The idea in perturbation theory is that the approximate solution differs from the exact solution only by
a small perturbation. For this purpose the Hamiltonian (�̂�) is separated into a reference (�̂�0) and a
perturbation (�̂�′) according to

�̂� = �̂�0 + _�̂�
′ (2.59)

where the parameter _ scales the strength of the perturbation. It is assumed that the Schrödinger
equation for the reference Hamiltonian is solved. This Hamiltonian is inserted into the Schrödinger
equation and a Taylor expansion in powers of the perturbation parameter _ is performed. Depending on
where the Taylor expansion is truncated the corresponding orders of perturbation theory are obtained.
The most common choice for the reference Hamiltonian is the sum over Fock operators, leading to
Møller-Plesset (MP) perturbation theory.44 The most popular variant of MP is MP2, for which the
correlation energy is calculated according to

𝐸 (𝑀𝑃2)corr =

𝑁𝑜𝑐𝑐∑︁
𝑖< 𝑗

𝑁𝑣𝑖𝑟𝑡∑︁
𝑎<𝑏

| ⟨𝜙𝑖𝜙 𝑗 |𝜙𝑎𝜙𝑏⟩ − ⟨𝜙𝑖𝜙 𝑗 |𝜙𝑏𝜙𝑎⟩ |
2

𝜖𝑖 + 𝜖 𝑗 − 𝜖𝑎 − 𝜖𝑏
. (2.60)

The most expensive part of an MP2 calculation is to transform the two-electron integrals from the
AO to the MO basis which scales with O(𝑁2

𝑒𝑙𝑁
3
MO). Compared to other post-HF methods MP2 has

relatively small computational demand, which makes it a popular method that is also often combined
with DFT in so-called double-hybrid (DH) methods. Nevertheless, compared to most DFT methods
MP2 is costly and the application of DHs is not possible to large systems (above 100 atoms). One
shortcoming of MP2 is that for small HOMO-LUMO gaps the denominator approaches zero and the
MP2 correlation energy diverges. This makes the application of MP2 for TM systems critical, where
small gap systems often occur.

2.1.6 Kohn-Sham Density Functional Theory

The foundation of Density Functional Theory63,65 (DFT) are the Hohenberg-Kohn theorems.96,97 The
first Hohenberg-Kohn theorem legitimizes the use of the ground-state electron density 𝜌(r) as basic
variable. It states that the external potential a(r) is determined by the electron density. Since the
electron density also determines the number of electrons, it follows that it determines the ground-state
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2.1 Electronic structure theory

wave function and all other electronic properties of the system.63 The second Hohenberg-Kohn
theorem96 provides a variational principle. In Kohn-Sham (KS) DFT98 the ground state energy is
formulated according to

𝐸
𝐾𝑆 [𝜌] = 𝑇𝐾𝑆𝑠 [𝜌] +𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + 𝐸𝑋𝐶 [𝜌] (2.61)

where the kinetic energy is calculated for the KS non-interacting reference system according to

𝑇
𝐾𝑆
𝑠 [𝜌] =

𝑁MO∑︁
𝑖

𝑛𝑖 ⟨𝜙𝑖 | −
1
2
∇2 |𝜙𝑖⟩ (2.62)

where 𝜙𝑖 are the one-electron KS orbitals and 𝑛𝑖 are occupation numbers. The electron density of
the KS reference system can be calculated according to

𝜌(r) =
𝑁∑︁
𝑖=1

𝑛𝑖 |𝜙𝑖 (r) |
2
. (2.63)

The remaining terms in 2.61 are the potential energy between the nuclei and the electrons 𝑉𝑛𝑒,
the classical electron-electron repulsion 𝐽, and the exchange-correlation functional 𝐸𝑋𝐶 . While the
first two are known, for the latter no explicit form is available. There are hundreds of approximate
exchange-correlation functionals that have been developed throughout the years.66,67,99 The "Jacob’s
ladder" by Perdew100 represents the most prominent67 attempt to categorize the different exchange-
correlation functional approximations based on their physical ingredients and is depicted in Figure
2.2.

On the first rung of the ladder are the local spin density approximations (LSDA) which only depend
on the density 𝜌(r) and assume a uniform electron gas. For molecular calculations LSDAs yield
large errors, but they have found much applications in extended systems, such as metals, where
the approximation of a slowly varying electron density is quite valid. On the second rung of the
ladder are the generalized gradient approximation (GGA) exchange-correlation functionals that in
addition to the density, depend on the gradient of the density ∇𝜌(r). GGA functionals are regularly
employed for DFT calculations of molecules. For example the PBE101 or BP86102,103 functionals
are prominent GGA functionals. On the third rung are the meta-GGA (mGGA) functionals that
incorporate the kinetic energy density 𝜏 = (1/2)∑𝑁MO

𝑖
|∇𝜙𝑖 |

2 or the Laplacian of the density ∇2
𝜌(r),

which further improves the accuracy. Well known examples include the TPSS,104 the SCAN105 and
the r2SCAN106,107 functionals. On the fourth rung are the hybrid functionals which incorporate
Hartee-Fock exchange (HFX) according to

𝐸
ℎ𝑦𝑏𝑟𝑖𝑑

𝑋𝐶
= (1 − 𝑎𝑋)𝐸

𝐺𝐺𝐴/𝑚𝐺𝐺𝐴
𝑋

+ 𝑎𝑋𝐸
𝐻𝐹
𝑋 + 𝐸𝐺𝐺𝐴/𝑚𝐺𝐺𝐴

𝐶
(2.64)

where the mixing parameter 𝑎𝑋 can be determined empirically or based on the adiabatic
connection.108 On the highest rung of Jacob’s ladder, virtual orbitals are incorporated in the en-
ergy expression, typically via MP2, which leads to so-call double-hybrid (DH) functionals. The
exchange-correlation energy is given according to

𝐸
𝑑𝑜𝑢𝑏𝑙𝑒−ℎ𝑦𝑏𝑟𝑖𝑑
𝑋𝐶

= (1 − 𝑎𝑋)𝐸
𝐺𝐺𝐴/𝑚𝐺𝐺𝐴
𝑋

+ 𝑎𝑋𝐸
𝐻𝐹
𝑋 + (1 − 𝑎𝐶)𝐸

𝐺𝐺𝐴/𝑚𝐺𝐺𝐴
𝐶

+ 𝑎𝐶𝐸
𝑀𝑃2
𝐶 (2.65)
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Chapter 2 Theoretical Background

Figure 2.2: Jacobs ladder of DFT functional approximations.

where the parameter 𝑎𝐶 can again be determined empirically or by arguments based on the adiabatic
connection.109

For a specific exchange-correlation approximation the Kohn-Sham equations are given similar to
the Roothaan-Hall equations according to

𝑓
𝐾𝑆
𝑖 𝜙𝑖 = 𝜖𝑖𝜙𝑖 (2.66)

where the KS effective one-electron operator is obtained with

𝑓𝑖 [𝜌] = ℎ̂𝑖 [𝜌] +
𝑁∑︁
𝑗

𝐽 𝑗 [𝜌] + 𝑣𝑥𝑐 [𝜌] . (2.67)

and the exchange-correlation potential is obtained according to

𝑣𝑥𝑐 =
𝛿𝐸𝑋𝐶

𝛿𝜌
. (2.68)

The KS equations are solved self-consistently in an SCF procedure.
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2.1 Electronic structure theory

2.1.7 Semiclassical London Dispersion Corrections

Mean field electronic structure methods like HF or DFT cannot describe long-range correlation effects
and hence they cannot account for London dispersion interactions.8,110 The long-range behavior of the
London dispersion can be described in a simplified way according to

𝐸𝑑𝑖𝑠𝑝 (𝑅𝐴𝐵) ∝
𝐶
𝐴𝐵
6

𝑅
6
𝐴𝐵

(2.69)

where 𝐶𝐴𝐵6 are the pairwise dipole-dipole dispersion coefficients describing the strength of the
dispersion interaction between two charge densities at atoms 𝐴/𝐵. Because the long-range behavior
is known, one can add the missing dispersion interaction in a post-HF or post-KS fashion with
semiclassical dispersion corrections such as the D3111,112 or the D4 model.9,113,114

The energy expression of the D4 model is given according to

𝐸
𝐷4
𝑑𝑖𝑠𝑝 = − 1

2

∑︁
𝐴𝐵

∑︁
𝑛=6,8

𝑠𝑛

𝐶
𝐴𝐵
(𝑛)

𝑅
(𝑛)
𝐴𝐵

𝑓
(𝑛)
𝐵𝐽

(𝑅𝐴𝐵)

− 1
6

∑︁
𝐴𝐵𝐶

𝑠9𝐸
𝐴𝐵𝐶

𝑓
(9)
𝑑𝑎𝑚𝑝

(𝑅𝐴𝐵𝐶).
(2.70)

Three-body effects are included by the Axilrod-Teller-Muto (ATM) term115,116 according to

𝐸
𝐴𝐵𝐶

=
𝐶
𝐴𝐵𝐶
9 (3 cos(\𝑎) cos(\𝑏) cos(\𝑐) + 1)

(𝑅𝐴𝐵𝑅𝐵𝐶𝑅𝐶𝐴)
3 . (2.71)

Here, \𝑎, \𝑏, \𝑐 are the inertial angles of the triangle formed by 𝑅𝐴𝐵, 𝑅𝐵𝐶 , and 𝑅𝐶𝐴, respectively.
The D4 model considers the 𝐶𝐴𝐵6 , 𝐶𝐴𝐵8 , and 𝐶𝐴𝐵𝐶9 dispersion coefficients for the dipole-dipole,
dipole-quadrupole, and triple-dipole dispersion interactions scaled by the corresponding parameters
(𝑠6, 𝑠8, and 𝑠9) where in the DFT context typically only the 𝑠8 is fitted empirically and the other
two are set to one, except for double-hybrids where the 𝑠6 is adjusted as well. The corresponding
Becke-Johnson 𝑓 (𝑛)

𝐵𝐽
(𝑅𝐴𝐵) and zero-damping 𝑓 (9)

𝑑𝑎𝑚𝑝
(𝑅𝐴𝐵𝐶) functions damp the dispersion correction

in the intermediate distance regime where DFT methods can – to some extend – describe different
amounts of London dispersion interactions based on the exchange correlation functional approximation
employed. The Becke-Johnson damping function is given according to

𝑓
(𝑛)
𝐵𝐽

(𝑅𝐴𝐵) =
𝑅
(𝑛)
𝐴𝐵

𝑅
(𝑛)
𝐴𝐵

+ (𝑎1𝑅
𝐴𝐵
0 + 𝑎2)

(2.72)

where the functional specific parameters 𝑎1 and 𝑎2 are fitted and the cutoff-radii 𝑅𝐴𝐵0 is defined
according to

𝑅
𝐴𝐵
0 =

√√
𝐶
𝐴𝐵
8

𝐶
𝐴𝐵
6
. (2.73)
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The zero-damping scheme for the three-body effects is given by

𝑓
(9)
𝑑𝑎𝑚𝑝

(𝑅𝐴𝐵𝐶) =
1

1 + 6(𝑅𝐴𝐵𝐶)
−16 (2.74)

with the averaged interaction distance

𝑅𝐴𝐵𝐶 =

(
𝑅𝐴𝐵𝑅𝐵𝐶𝑅𝐶𝐴)/(𝑅

𝐴𝐵
0 𝑅

𝐵𝐶
0 𝑅

𝐶𝐴
0

)1/3
. (2.75)

In the D4 model the 𝐶𝐴𝐵6 dispersion coefficients are obtained by an on-the-fly Casimir-Polder
integration9 from precomputed reference dynamic polarizabilities at imaginary frequencies according
to

𝐶
𝐴𝐵
6 =

𝜋

3

𝑁𝑟𝑒 𝑓∑︁
𝐴,𝑟𝑒 𝑓

𝑁𝑟𝑒 𝑓∑︁
𝐵,𝑟𝑒 𝑓

23∑︁
𝑢

𝑤𝑢𝑤
𝐶𝑁
𝐴 𝑤

𝐶𝑁
𝐵 Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 )Z (𝑧𝐴, 𝑧𝐵,𝑟𝑒 𝑓 )𝛼𝐴,𝑟𝑒 𝑓 (𝑖𝜔)𝛼𝐵,𝑟𝑒 𝑓 (𝑖𝜔) (2.76)

where 𝑤𝑢 are the weights of the frequency integration grid, 𝑤𝐶𝑁𝐴 scales the atom-in-molecule
polarizability 𝛼𝐴,𝑟𝑒 𝑓 based on the coordination number of 𝐴 incorporating its chemical environment.
The charge scaling function Z scales the atom-in-molecule polarizability based on partial atomic
charges according to

Z (𝑧𝐴, 𝑧𝐴,𝑟𝑒 𝑓 ) = exp

[
𝛽1

{
1 − exp

[
𝛾
𝐴

(
1 − 𝑧

𝐴,𝑟𝑒 𝑓

𝑧
𝐴

)]}]
(2.77)

with 𝛾𝐴 being the Hubbard parameter for the chemical hardness, 𝛽1 being an empirical parameter
set to 3 by inspection, and 𝑧𝐴 being the effective nuclear charge calculated from the nuclear charge 𝑍𝐴
and the atomic partial charge 𝑞𝐴 according to

𝑧
𝐴
= 𝑍

𝐴 + 𝑞𝐴. (2.78)

The atomic partial charges 𝑞𝐴 are obtained from a classical charge model based on electronegativity
equilibration of Gaussian-type charge densities (EEQ). The 𝐶𝐴𝐵8 and the 𝐶𝐴𝐵𝐶9 dispersion coefficients
can then be approximated from the 𝐶𝐴𝐵6 coefficients. For a detailed description of the D4 dispersion
correction the interested reader is referred to ref. [9].

2.1.8 Semiempirical Tight-Binding Methods

Density functional tight-binding methods like the GFN𝑛-xTB methods70–72 or DFTB methods73,74,117

are semiempirical quantum mechanical methods that approximate KS-DFT. Their total energy is
expanded in a Taylor expansion for the electron density 𝜌 = 𝜌0 + 𝛿𝜌 in terms of density fluctuations
𝛿𝜌 around a superposition of (neutral) atomic reference densities 𝜌0 =

∑
𝐴 𝜌0,𝐴 according to

𝐸 [𝜌] = 𝐸 (0) [𝜌0] + 𝐸
(1) [𝜌0, 𝛿𝜌] + 𝐸

(2) [𝜌0, (𝛿𝜌)
2] + 𝐸 (3) [𝜌0, (𝛿𝜌)

3] + · · · . (2.79)

The expansion is formally exact, but in practice it has to be truncated. For the most sophisticated
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2.1 Electronic structure theory

methods the expansion is truncated after the third-order term.74,117 In the case of the GFN𝑛-xTB
methods, two self-consistent variants have been developed, namely GFN1-xTB, and GFN2-xTB. Both
include the energy terms from zeroth to third order, which are approximated by chemically motivated
energy expressions and only require element-wise or global parameters, but no pair-parameters. The
only integrals that have to be calculated in GFN𝑛-xTB methods are the relatively cheap overlap
integrals 𝑆`a of AOs ` and a, keeping the computational costs three to four orders of magnitude below
the costs of DFT methods. The GFN𝑛-xTB wave functions are formulated in terms of a partially
polarized, mostly minimal valence basis sets, consisting of spherical Gaussian-type orbitals and they
are parameterized for geometries, frequencies and non-covalent interactions (GFN) against a large
DFT reference fit set.71 Since GFN1- and GFN2-xTB go beyond the first order energy contribution,
the Mulliken charges in the first to third order energy expression are determined self-consistently and
a pseudo-eigenvalue problem of the Roothaan-Hall-type has to be solved to determine the coefficients
of the LCAO Ansatz. In the following, the energy expressions for the self-consistent GFN1-xTB and
GFN2-xTB methods are discussed. The repulsion energy is given as an atom-pairwise expression:

𝐸𝑟𝑒𝑝 =
1
2

𝑁𝑎𝑡∑︁
𝐴,𝐵

𝑍
𝑒 𝑓 𝑓

𝐴
𝑍
𝑒 𝑓 𝑓

𝐵

𝑅𝐴𝐵
exp

[
−√𝛼𝐴𝛼𝐵𝑅

𝑘 𝑓

𝐴𝐵

]
(2.80)

where 𝑁𝑎𝑡 is the number of atoms, and 𝑍𝑒 𝑓 𝑓
𝐴

the element-specific constants, which define the
magnitude for the repulsion energy and loosely correspond to effective nuclear charges. 𝑘 𝑓 is a
global parameter with slight adjustments for H and He in GFN2-xTB, while 𝛼𝐴 are element-specific
parameters. Covalent bond formation is allowed through an extended Hückel-type (EHT) energy given
by

𝐸𝐸𝐻𝑇 =
∑̀︁
a

𝑃`a𝐻
𝐸𝐻𝑇
a` (2.81)

with the valence electron density matrix 𝑃`a . The EHT matrix elements are given by

𝐻
𝐸𝐻𝑇
`a =

1
2
𝐾
𝑙𝑙
′

𝐴𝐵𝑆`a (𝐻`` + 𝐻aa)𝑋 (𝐸𝑁𝐴, 𝐸𝑁𝐵)Π(𝑅𝐴𝐵, 𝑙, 𝑙
′)Υ(Z 𝐴𝑙 , Z

𝐵

𝑙
′ ),∀` ∈ 𝑙 (𝐴), a ∈ 𝑙′(𝐵).

(2.82)
Here, 𝐾 𝑙𝑙

′

𝐴𝐵 is a shell-specific scaling constant (for some element pairs GFN1-xTB contains element
pair-specific scaling parameters hence the subscript 𝐴 and 𝐵), 𝑆`a is the overlap matrix element
of the AOs and 𝐻``/𝐻aa are the diagonal elements that depend on the chemical environment and
differ for different GFN𝑛-xTB methods (see below). The last three terms are system-specific, involve
flexible scaling functions, and are not included in standard EHT. The distance-dependent adjustment
of the EHT energy in addition to the distance dependence encoded in the overlap matrix is given by a
polynomial scaling function according to

Π(𝑅𝐴𝐵,𝑙,𝑙′) =
(
1 + 𝑘 𝑝𝑜𝑙𝑦

𝐴,𝑙

(
𝑅𝐴𝐵

𝑅𝑐𝑜𝑣,𝐴𝐵

) 1
2
) (

1 + 𝑘 𝑝𝑜𝑙𝑦
𝐵,𝑙

′

(
𝑅𝐴𝐵

𝑅𝑐𝑜𝑣,𝐴𝐵

) 1
2
)
. (2.83)

Here, 𝑘 𝑝𝑜𝑙𝑦
𝐴,𝑙

are element- and shell-specific parameters and 𝑅𝑐𝑜𝑣,𝐴𝐵 are the summed covalent radii
of 𝐴 and 𝐵. The electronegativity-dependent term 𝑋 (𝐸𝑁𝐴, 𝐸𝑁𝐵) is either different or not present
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Chapter 2 Theoretical Background

at all in the different GFN methods. The same holds for the last term Υ(Z 𝐴𝑙 , Z
𝐵

𝑙
′ ) depending on the

Slater-type orbital (STO) exponents Z 𝐴𝑙 . The isotropic electrostatic and XC energy is the same for
GFN1-xTB and GFN2-xTB and originates from the second-order term in the tight-binding expression.
It is given according to

𝐸𝛾 =
1
2

𝑁𝑎𝑡∑︁
𝐴,𝐵

∑︁
𝑙∈𝐴

∑︁
𝑙
′∈𝐵

𝑞𝑙𝑞𝑙′𝛾𝐴𝐵,𝑙𝑙′ (2.84)

with the partial Mulliken shell-charges 𝑞𝑙/𝑞
′
𝑙 , and 𝛾𝐴𝐵,𝑙𝑙′ , which are short-ranged damped Coulomb

interactions given by

𝛾𝐴𝐵,𝑙𝑙′ =
1√︃

𝑅
2
𝐴𝐵 + [−2

𝐴𝐵,𝑙𝑙
′

. (2.85)

The short-range damping term [𝐴𝐵,𝑙𝑙′ differs for GFN1-xTB and GFN2-xTB and is given below.
GFN𝑛-xTB methods employ Fermi-smearing to smear out the orbital occupation adding the expression

𝐺𝐹𝑒𝑟𝑚𝑖 = 𝑘𝐵𝑇𝑒𝑙

∑︁
𝜎=𝛼,𝛽

∑︁
𝑖

[𝑛𝑖𝜎ln(𝑛𝑖𝜎) + (1 − 𝑛𝑖𝜎)ln(1 − 𝑛𝑖𝜎)] (2.86)

to the energy terms. Here, 𝑘𝐵 is the Boltzmann constant and 𝑇𝑒𝑙 is the electronic temperature that is
set to 300 K. The occupation numbers are determined by the Fermi-distribution

𝑛𝑖𝜎 =
1

exp[(𝜖𝑖 − 𝜖
𝜎
𝐹 )/(𝑘𝐵𝑇𝑒𝑙)] + 1

(2.87)

with the orbital energy 𝜖𝑖 of the orbital 𝜓𝑖 and 𝜖𝜎𝐹 is the Fermi level within the respective spin
orbital space. By default GFN𝑛-xTB calculations are restricted because the energy expressions are
spin-independent. Therefore, low-spin states are always favored. Nevertheless, geometries of high-spin
states can be optimized simply by employing the respective occupation in the geometry optimization.
With the inclusion of spin-polarization into the xTB Hamiltonian unrestricted calculations with
different spatial orbitals for 𝛼 and 𝛽 spin orbitals are possible which enables the correct description
of high-spin states. This has been done in Chapter 3. The energy expressions for GFN1-xTB and
GFN2-xTB are given in the following.

GFN1-xTB

The final energy expression for GFN1-xTB is given according to:

𝐸𝐺𝐹𝑁1−𝑥𝑇𝐵 = 𝐸𝑟𝑒𝑝 + 𝐸
𝐷3
𝑑𝑖𝑠𝑝 + 𝐸

𝐺𝐹𝑁1
𝑋𝐵 + 𝐸𝐸𝐻𝑇 + 𝐸𝛾 + 𝐸

𝐺𝐹𝑁1
Γ . (2.88)

The diagonal EHT matrix elements are atomic environment dependent and given by

𝐻`` = ℎ
𝑙
𝐴(1 + 𝑘𝐶𝑁,𝑙𝐶𝑁𝐴),∀` ∈ 𝑙 ∈ 𝐴 (2.89)

where ℎ𝑙𝐴 is a shell- and element-specific parameter, while 𝑘𝐶𝑁,𝑙 are global angular momentum-
specific parameters. 𝐶𝑁𝐴 is the is the geometric atomic fractional coordination number taken from
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2.1 Electronic structure theory

the D3 dispersion model.111 For GFN1-xTB the STO exponent depending term is Υ(Z 𝐴𝑙 , Z
𝐵

𝑙
′ ) = 1 for

all cases and the electronegativity dependent term is given by

𝑋 (𝐸𝑁𝐴, 𝐸𝑁𝐴) = (1 + 𝑘𝐸𝑁Δ𝐸𝑁
2
𝐴𝐵) (2.90)

where Δ𝐸𝑁𝐴𝐵 is the difference of the standard Pauling electronegativities and 𝑘𝐸𝑁 = −0.007 is a
global parameter. The short-range damping term for the isotropic electrostatic is given by

[𝐴𝐵,𝑙𝑙′ = 2

(
1

[𝐴(1 + ^𝑙𝐴)
+ 1
[𝐵 (1 + ^𝑙𝐵)

)−1

(2.91)

which is the harmonic mean of the effective shell hardness values, which originate from element
specific atomic hardness values and a shell-dependent scaling parameter. The third order on-site
electrostatic/XC correction is given by

𝐸
𝐺𝐹𝑁1
Γ =

1
3

𝑁𝑎𝑡∑︁
𝐴

𝑞
3
𝐴Γ𝐴 (2.92)

with the atomic Mulliken charges 𝑞𝐴 =
∑
𝑙 𝑞𝐴,𝑙 and the element-specific Γ𝐴 parameters.

The London dispersion interactions (𝐸𝐷3
𝑑𝑖𝑠𝑝) in GFN1-xTB are described by the D3 dispersion

correction with the Becke-Johnson damping function.70,111,112

Because weak halogen bonds are not described well with the monopole electrostatic of GFN1-
xTB, a purely geometry-dependent halogen-bond (XB) correction 𝐸𝑋𝐵 is added, which is described
elsewhere.70 The monopole electrostatic in a minimal basis is also problematic with hydrogen bonds.
Therefore, an additional s-AO function on hydrogen is added in GFN1-xTB to improve the description
of hydrogen bonds.

GFN2-xTB

In GFN2-xTB the energy expression is given by

𝐸𝐺𝐹𝑁2−𝑥𝑇𝐵 = 𝐸𝑟𝑒𝑝 + 𝐸
𝐷4
𝑑𝑖𝑠𝑝 + 𝐸𝐸𝐻𝑇 + 𝐸𝛾 + 𝐸𝐴𝐸𝑆 + 𝐸𝐴𝑋𝐶 + 𝐸𝐺𝐹𝑁2

Γ (2.93)

and the diagonal elements of the EHT matrix are given by

𝐻^^ = ℎ
𝑙
𝐴 − 𝛿ℎ

𝑙

𝐶𝑁
′
𝐴
𝐶𝑁

′
𝐴 (2.94)

with the shell and element-specific parameters ℎ𝑙𝐴 and 𝛿ℎ𝑙
𝐶𝑁

′
𝐴
, where 𝛿ℎ𝑙

𝐶𝑁
′
𝐴

is scaled by the
GFN2-xTB coordination number, which is a modified long-range variant of the D3 coordination
number. In GFN2-xTB the exponent-depending term is given by

Υ(Z 𝐴𝑙 , Z
𝐵

𝑙
′ ) =

©«
2
√︃
Z
𝐴
𝑙 Z

𝐵

𝑙
′

Z
𝐴
𝑙 + Z𝐵

𝑙
′

ª®®¬
1
2

(2.95)

which mimics the effects of kinetic energy integrals from ab initio theory. The expression for the

23



Chapter 2 Theoretical Background

electronegativity-dependent term is the same as in GFN1-xTB, but the parameter 𝑘𝐸𝑁 = 0.02 is
increased. The short-range damping for the second-order electrostatic energy is given by

[𝐴𝐵,𝑙𝑙′ =
1
2

[
[𝐴(1 + ^𝑙𝐴) + [𝐵 (1 + ^𝑙

′

𝐵)
]

(2.96)

where [𝐴/[𝐵 are element specific fit parameters and ^𝑙𝐴/^𝑙
′

𝐵 are element- and shell-specific scaling
factors. In contrast to GFN1-xTB, the London dispersion interactions are treated by the D4 dispersion
model in an iterative fashion where the charges are not taken from the EEQ model but are the
GFN2-xTB Mulliken charges that are obtained self-consistently.

The third-order term in GFN2-xTB is as in GFN1-xTB an on-site term, formulated in a shell-specific
form

𝐸
𝐺𝐹𝑁2
Γ =

1
3

𝑁𝑎𝑡∑︁
𝐴

∑︁
𝑙∈𝐴

(𝑞𝑙)
3
𝐾

Γ
𝑙 Γ𝐴 (2.97)

with the only difference being the additional global shell-specific parameter 𝐾Γ
𝑙 . Special to

GFN2-xTB is that it includes anisotropic electrostatic (AES) and XC terms given by

𝐸𝐴𝐸𝑆 =𝐸𝑞` + 𝐸𝑞Θ + 𝐸``

=
1
2

∑︁
𝐴,𝐵

{ 𝑓3(𝑅𝐴𝐵) [𝑞𝐴(`̀̀
𝑇
𝐵R𝐴𝐵) + 𝑞𝐵 (`̀̀

𝑇
𝐴R𝐴𝐵)]

+ 𝑓5(𝑅𝐴𝐵) [𝑞𝐴R𝑇𝐴𝐵ΘΘΘ𝐵R𝐴𝐵 + 𝑞𝐵R𝑇𝐴𝐵Θ𝐴R𝐴𝐵

− 3(`̀̀𝑇𝐴R𝐴𝐵) (`̀̀
𝑇
𝐵R𝐴𝐵) + (`̀̀𝑇𝐴`̀̀𝐵)𝑅

2
𝐴𝐵]}

(2.98)

with `̀̀𝐴 the cumulative atomic dipole moment of atom A and ΘΘΘ𝐴 the corresponding traceless
quadrupole moment. These cumulative atomic multipole moments118 describe the local atomic
multipole moment contribution in a Mulliken approximation scheme. The damping functions 𝑓𝑛 (𝑅𝐴𝐵)
damp the anisotropic electrostatic interaction and are a modification of the original damping function
employed in the D3 model.111 The second-order anisotropic XC energy in GFN2-xTB is given by

𝐸𝐴𝑋𝐶 =
∑︁
𝐴

( 𝑓 `𝐴
𝑋𝐶

|`̀̀𝐴|
2 + 𝑓

Θ𝐴

𝑋𝐶
| |ΘΘΘ𝐴| |

2) (2.99)

with the element specific parameters 𝑓 `𝐴
𝑋𝐶

and 𝑓
Θ𝐴

𝑋𝐶
. Because of the anisotropic electrostatic terms

in GFN2-xTB no halogen bond or hydrogen bond corrections are necessary. Since the additional s-AO
on the hydrogen atom is not required the GFN2-xTB method is computationally slightly cheaper than
GFN1-xTB.

2.2 Free Energy Contributions

In order to make reliable comparisons between calculated and experimental data, electronic energies
alone are not sufficient, but Gibbs free energies are required44 considering the effect of a finite
Temperature 𝑇 . The difference in the free energy of a chemical reaction can be decomposed (assuming
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2.2 Free Energy Contributions

SI units) according to:

Δ𝐺 =Δ𝐻 − 𝑇Δ𝑆 (2.100)
=Δ𝐸 + Δ𝐸𝑍𝑃𝑉𝐸 + Δ𝐻 (0𝐾 → 𝑇) + 𝑝Δ𝑉 − 𝑇Δ𝑆 (2.101)
=Δ𝐸 + Δ𝐺𝑐𝑜𝑟𝑟. (𝑇). (2.102)

Here, Δ𝐸 is the electronic reaction energy corresponding to the difference in the electronic energies
of all reactants and products in a chemical reaction. For example, for an association reaction of the
type 𝐴 + 𝐵 → 𝐶 it is given by Δ𝐸 = 𝐸 (𝐶) − 𝐸 (𝐴) − 𝐸 (𝐵). The contribution Δ𝐸𝑍𝑃𝑉𝐸 accounts
for the quantum mechanical zero-point vibrations occurring even at a temperature of 0 K. The term
Δ𝐻 (0𝐾 → 𝑇) considers the temperature dependent contributions to the enthalpy in a chemical
reaction stemming from the translational, rotational and vibrational degrees of freedom. The volume
work is considered by 𝑝Δ𝑉 and the contributions from the entropy by 𝑇Δ𝑆.

Within the Born-Oppenheimer approximation these corrections are usually obtained by the rigid-
rotor harmonic-oscillator (RRHO) approximation. Here, it is assumed that the electronic, rotational,
and vibrational degrees of freedom are separable and their contributions together with the translational
contribution are additive:44

𝐻𝑡𝑜𝑡 = 𝐻𝑡𝑟𝑎𝑛𝑠 + 𝐻𝑟𝑜𝑡 + 𝐻𝑣𝑖𝑏 + 𝐻𝑒𝑙𝑒𝑐 (2.103)
𝑆𝑡𝑜𝑡 = 𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑣𝑖𝑏 + 𝑆𝑒𝑙𝑒𝑐 . (2.104)

The electronic contribution is normally neglected because the first excitation energy is often much
larger than 𝑘𝐵𝑇 with 𝑘𝐵 being the Boltzmann constant. Therefore, electronically excited states are not
populated under standard conditions. The contributions of translational (trans), rotational (rot), and
vibrational (vib) degrees of freedom to the enthalpy are calculated by

𝐻𝑡𝑟𝑎𝑛𝑠 =
5
2
𝑅𝑇

𝐻𝑟𝑜𝑡 =
3
2
𝑅𝑇

𝐻𝑣𝑖𝑏 = 𝑅

3𝑁−6(7)∑︁
𝑖=1

(
ℎa𝑖

2𝑘𝐵
+
ℎa𝑖

𝑘𝐵

1
exp(ℎa𝑖/𝑘𝐵𝑇) − 1

) (2.105)

with the ideal gas constant 𝑅, Planck’s constant ℎ, and the vibrational frequencies a𝑖. The
translational contribution to the entropy is given by

𝑆𝑡𝑟𝑎𝑛𝑠 =
5
2
𝑅 + 𝑅 ln

(
𝑉

𝑁𝐴

(
2𝜋𝑀𝑘𝐵𝑇

ℎ
2

) 3
2
)

(2.106)

with 𝑀 being the total molecular mass, 𝑁𝐴 being the Avogadro constant, and 𝑉 being the volume
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of 1 mol of ideal gas. The rotational contribution is calculated according to

𝑆𝑟𝑜𝑡 = 𝑅
©«3
2
+ ln ©«

√
𝜋

𝜎

(
8𝜋2

𝑘𝐵𝑇

ℎ
2

) 3
2 √︁

𝐼1𝐼2𝐼3
ª®¬ª®¬ (2.107)

with the symmetry index 𝜎, which is the order of the rotational subgroup in the molecular point
group and the moments of inertia 𝐼1,𝐼2, and 𝐼3. The vibrational contribution to the entropy in the
default RRHO scheme is calculated according to

𝑆𝑣𝑖𝑏 = 𝑅

3𝑁−6(7)∑︁
𝑖=1

(
ℎa𝑖

𝑘𝐵𝑇
+ 1

exp(ℎa𝑖/𝑘𝑇) − 1
− ln(1 − exp(−ℎa𝑖/𝑘𝐵𝑇))

)
. (2.108)

Since low-lying vibrational frequencies are notoriously inaccurate in the harmonic approximation119

the modified RRHO (mRRHO) scheme is used throughout this thesis. In the mRRHO scheme,119

low-lying vibrational modes are treated by a free-rotor approximation. They are approximated
according to

𝑆𝑟𝑜𝑡 (free) = 𝑅

1/2 + 𝑙𝑛

(
8𝜋3

`
′
𝑘𝐵𝑇

ℎ
2

)1/2
 (2.109)

with the modified moment of inertia

`
′
=

`𝐵𝑎𝑣

` + 𝐵𝑎𝑣
(2.110)

where 𝐵𝑎𝑣 is the average molecular moment of inertia, and ` is the is the moment of inertia for a
free-rotor given by

` =
ℎ

8𝜋2
a
. (2.111)

The continuous interpolation between the rotational and harmonic vibrational approximations is
given by a weighting function 𝑤 of a according to

𝑆𝑣𝑖𝑏,mRRHO = 𝑤(a)𝑆𝑣𝑖𝑏 + [1 − 𝑤(a)]𝑆𝑟𝑜𝑡 (free) (2.112)

with

𝑤(a) = 1
1 + (a0/a)

4 . (2.113)

Here, a0 is typically chosen to be 100 or 50 cm−1.
Adding up all these contributions results in the total thermostatistical correction:

𝐺𝑡𝑟𝑣 = (𝐻𝑡𝑟𝑎𝑛𝑠 + 𝐻𝑟𝑜𝑡 + 𝐻𝑣𝑖𝑏) − 𝑇 (𝑆𝑡𝑟𝑎𝑛𝑠 + 𝑆𝑟𝑜𝑡 + 𝑆𝑣𝑖𝑏,mRRHO). (2.114)
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2.3 Solvation Corrections

2.3 Solvation Corrections

Chemical reactions, and especially 3d TM electrocatalytic reactions, typically occur in solution
and modelling these solvation effects is important. Broadly, two approaches can be distinguished:
Either the solvent molecules are included explicitly in the calculation or the solvent is included
implicitly as a continuous medium.91 The latter is used preferably because it has the advantage that the
solvent molecules are not included in the simulation and therefore computational costs are kept low.
On the downside explicit solvent-solute interactions, such as hydrogen bonds or solvent molecules
coordinating to metal centers, or dynamic changes in the solvent structure cannot be described in an
averaged fashion by continuous solvation models.

The contribution to the free energy of bringing the system from the gas-phase in solution can be
assumed to be additive and the free energy of a reaction in the gas-phase (Δ𝐺𝑔𝑎𝑠) can be transformed
to solution by

Δ𝐺 = Δ𝐺𝑔𝑎𝑠 + Δ𝛿𝐺𝑠𝑜𝑙𝑣 (2.115)

where 𝛿𝐺𝑠𝑜𝑙𝑣 is the solvation free energy for reactants and products and Δ𝛿𝐺𝑠𝑜𝑙𝑣 is their difference.
The error for calculating solvation free energies with implicit solvation models (upon other errors) can
be reduced for the calculation of redox potentials by explicitly calculating the reference electrode and
benefitting from systematic error compensation. This was done in Chapter 7 and in Chapter 8.
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Chapter 2 Theoretical Background

2.4 Transition State Theory

If the rate constant 𝑘rate and the initial concentrations of all species for a reaction are known the
concentration of various species at any given time can be calculated.44 This macroscopic rate constant
can be obtained from transition state theory in the following way. On the potential energy surface
within the Born-Oppenheimer approximation stable molecules correspond to minima and a chemical
reaction can be described as nuclei moving from one minima to another. In transition state theory it is
assumed that this reaction occurs along the pathway lowest in energy as shown in Figure 2.3.44

Figure 2.3: Schematic illustration of a reaction path. Figure adapted from ref. [44].

The transition state (TS) or the transition structure is the configuration that divides the reactant and
the product parts of the energy surface. It corresponds to a first-order saddle point, a maximum in the
reaction coordinate direction and a minimum along all other coordinates.44 In transition state theory
the dynamics along the reaction coordinate is treated classically and it is assumed that the molecules
at the TS are in equilibrium with the reactant. The macroscopic rate constant can then be calculated
according to the Eyring equation:

𝑘rate =
𝑘𝐵𝑇

ℎ
exp(−Δ𝐺‡/𝑅𝑇). (2.116)

Here, Δ𝐺‡ is the Gibbs free energy difference between the TS and the reactant. Finding transition
states on the potential energy surface can be challenging, algorithms such as the growing string method
(GSM)120,121 can help with this task. Rate constants were calculated this way in Chapter 8.
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Chapter 3 High-throughput screening of spin states for transition metal complexes with
spin-polarized extended tight-binding methods

The GFN𝑛-xTB methods (𝑛 = 1, 2) are an efficient yet robust tool for modeling organic chemistry
and are also reliable for modeling transition metal (TM) complexes. They can be employed for
the geometry optimization of large TM complexes,10 metadynamic-based conformer searches,122 or
high-throughput reaction mechanism exploration.123 One shortcoming of the GFN𝑛-xTB methods
is that their energy expression is only occupation-dependent but not spin-dependent. As a result,
geometry optimizations of high-spin states can be performed with the plain GFN𝑛-xTB methods,
but the low-spin state will always be the ground state. Therefore, if information about the actual
spin-state of a system is desired, one has to fall back to comparatively expensive DFT methods.
In this work, we have remedied this issue by introducing the concept of spin-polarization to the
xTB Hamiltonian that enables spin-polarized calculations of open-shell systems. The new methods,
termed spin-polarized (sp)GFN𝑛-xTB, enable unrestricted calculations with GFN𝑛-xTB methods
and allow different spatial orbitals for 𝛼 and 𝛽 electrons. Due to the two different spin channels, the
computational costs are around twice the costs of the unpolarized calculations under the assumption
that the integral generation is negligible and the SCF convergence is similar. These methods require
additional atom-wise parameters (so-called spin constants), which, unlike the original GFN parameters,
were not fitted to gradients and frequencies, but obtained from numerical derivatives of spin-polarized
DFT calculations on the respective atoms. For this, different DFT methods were tested and the
GGA functional PBE turned out to be a robust choice.101,124 The GFN𝑛-xTB methods approximate
an unspecified averaged GGA functional to which the non-empirical PBE functional fits well. The
(sp)GFN𝑛-xTB methods were evaluated on a set of benchmarks containing open-shell systems, namely
the AC12 for singlet-triplet spin-splittings of carbenes,125 the open-shell barrier heights of the BH76,99

the RC21 for cationic open-shell systems relevant in the context of mass-spectrometry,99 the YBDE18
for bond dissociation energies of Ylides,99 and the ROST61 for open-shell organometallic reactions.126

Here, an overall improvement was observed for both spGFN1-xTB and spGFN2-xTB. Next, the
performance of the (sp)GFN𝑛-xTB methods was compared to that of the Hartree-Fock-based SQM
methods PM6-D3H4 and PM7 on a newly compiled benchmark set, termed TM90S, for the calculation
of spin-splittings of TM complexes. This benchmark set utilizes DFT reference spin splittings on
the TPSSh-D4/def2-QZVPP level9,104,127 that are appropriately accurate for the evaluation of SQM
methods. For this set, improvements in the mean absolute deviation (MAD) were observed for the
(sp)GFN-xTB methods relative to their respective parent methods. Particularly large improvements
were observed for the 3d subset containing the most complexes for which high-spin states are favored
(20 out of 39), where the MADs are halved. More importantly, the qualitative correct counter that
compares if the tested method gives the same sign for the spin splitting as the reference method
improves for the 3d subset from 20/39 and 19/39 correct cases to 33/39 and 35/39 for spGFN1-xTB
and spGFN2-xTB, respectively. In the 4d subset, only a few high-spin favoring complexes are included
and the improvements are smaller. For the 5d subset, no improvements were observed. Also, vertical
approaches with spGFN𝑛-xTB methods were investigated on the TM90S set, where spGFN2-xTB
slightly improved due to error compensation. To test spGFN𝑛-xTB methods for the calculation
of spin splittings of TM complexes containing two 3d metals, a divalent iron-cobalt complex128

with an experimentally known septet ground state was calculated with spGFN𝑛-xTB methods and
low-cost DFT methods (B97-3c and TPSSh-D4/def2-SV(P)). Here, spGFN𝑛-xTB methods obtained
the qualitatively same result as DFT in only a few seconds, while DFT calculations took several hours.
Overall, the spGFN𝑛-xTB methods represent a step toward the SQM-based high-throughput screening
of TM complexes. They allow a computationally inexpensive and fast check of the spin state and are
valuable additions to the SQM toolbox.
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Chapter 4 Dispersion Corrected r2SCAN Based Global Hybrid Functionals: r2SCANh, r2SCAN0,
and r2SCAN50

The strongly constrained and approximately normed (SCAN) functional105 recovers all 17 exact
constraints presently known for meta-GGA density functional approximations (DFAs), and it is one of
the most accurate non-empirical DFAs. However, in real-world applications, it suffers from numerical
instabilities and high sensitivity to the numerical integration grid.129,130 Therefore, the rSCAN129 and
the r2SCAN106,107,131 regularized schemes have been proposed that improve the numerical performance
at the expense of not recovering all of the 17 exact constraints (14 out of 17 for rSCAN and 16 out of 17
for r2SCAN).106,107 The r2SCAN DFA has shown exceptional performance for thermochemistry and
geometry optimizations of main-group and metal-organic molecules in combination with semiclassical
dispersion corrections.132 One of the largest problems of these methods is the so-called self-interaction
error. To overcome this problem for the r2SCAN functional, three non-empirical global hybrid DFAs
with varying amounts of Hartree-Fock exchange (HFX), based on the r2SCAN DFA, namely r2SCANh
(10 % HFX), r2SCAN0 (25 % HFX), and r2SCAN50 (50 % HFX), were created in this work and were
provided with adjusted parameters for semiclassical London dispersion interaction corrections. The
new functionals were generated in the ORCA software package, where they can be built simply via the
input. Adjusted damping parameters were fitted separately for each of the three hybrid DFAs for the
D49,113 and the D3(BJ)111,112 dispersion corrections with the def2-QZVP and the def2-TZVPP basis set,
respectively. In addition, the VV10 London dispersion correction133 was adjusted for all three hybrids
with the def2-QZVP basis set. The new DFAs with the adjusted D4 corrections were extensively tested
for main-group thermochemistry, organometallic chemistry, non-covalent interactions, conformational
energies, and the calculation of structural parameters (overall, about 6975 relative energies and 252
structural parameters in total). By this extensive evaluation, it was shown that a moderate admixture of
25 % HFX to r2SCAN (r2SCAN0) is overall most beneficial. For the main-group GMTKN55 database,
r2SCAN0-D4 yields an improved WTMAD-2 of 5.63 kcal·mol−1 compared to 7.54 kcal·mol−1

obtained with the r2SCAN-D4 meta-GGA parent DFA.132 For organometallic reaction energies and
barrier heights, the same was found. Here, r2SCAN0-D4 yields small MADs of 2.31 kcal·mol−1

for reactions (MOR41134) and 2.07 kcal·mol−1 for barrier height (MOBH35135,136) where the parent
functional yields MADs of 3.32 and 3.71 kcal·mol−1, respectively. Unsurprisingly, the large amount
of 50% HFX was found to be beneficial for specific sets concerning the self-interaction error such
as the SIE4x4 or the SIE8 subsets, but the otherwise worse performance discourages the use of
r2SCAN50 for general thermochemistry applications. For geometry optimizations, the hybrid DFAs
with low to medium amounts of HFX show minor improvements but an overall similar performance
to their parent method, while r2SCAN50-D4 yields overall worse structural parameters. Since the
new hybrid DFAs employ the same base DFA as r2SCAN-D4 and the efficient composite method
r2SCAN-3c,137 it can be expected that the potential energy surfaces of all these methods are similar
making them ideal candidates for combination in multi-level workflows.81 Additionally, because of its
non-empirical nature, the r2SCAN0 DFA outperforms empirical DFAs, that have only been trained for
thermochemistry, for the calculation of 1H and 13C NMR chemical shifts.138 The r2SCAN hybrids have
already been implemented by others in the TURBOMOLE package139 and the CRYSTAL program.140

Other programs that support hybrid DFAs and the r2SCAN base functional can easily implement the
r2SCAN hybrids or even support building them in the input. This is the case for the ORCA141 and
the PySCF142 program packages. Due to their overall robust performance and their relatively simple
accessibility via the LibXC library,143 the r2SCAN hybrids will become more and more relevant
tools in multilevel workflows and property calculations based on non-empirical functionals. Their
usefulness for modelling 3d TM electrocatalysis is demonstrated in Chapter 8.

32



CHAPTER 5

Assessment of DLPNO-MP2 Approximations in
Double-Hybrid DFT

Hagen Neugebauer†, Peter Pinski‡, Stefan Grimme†, Frank Nesse§, Markus Bursch§

Received: 15 August 2023
Published online: 20 October 2023

Reprinted in Appendix C (adapted) with permission¶ from
H. Neugebauer, P. Pinksi, S. Grimme, F. Neese, and M. Bursch, Assessment of DLPNO-MP2 Approx-
imations in Double-Hybrid DFT, J. Chem. Theory Comput. 19 (2023) 7695, doi: 10.1021/acs.
jctc.3c00896
– Copyright (c) 2023 American Chemical Society.

Own contributions

• performing calculations on the GMTKN55 benchmark set

• performing calculations with varied amounts of Hartree-Fock exchange

• interpretation of the results

• co-writing of the manuscript

†Mulliken Center for Theoretical Chemistry, Universität Bonn, Beringstr. 4, D-53115 Bonn, Germany
‡HQS Quantum Simulations GmbH, Rintheimer Straße 23, D-76131 Karlsruhe, Germany
§Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, D-45470 Mülheim an der Ruhr, Germany
¶Permission requests to reuse material from this chapter should be directed to the American Chemical Society.

33

https://doi.org/10.1021/acs.jctc.3c00896
https://doi.org/10.1021/acs.jctc.3c00896


Chapter 5 Assessment of DLPNO-MP2 Approximations in Double-Hybrid DFT

Double-hybrid (DH) density functionals represent the highest rung of density functional theory
(DFT) methods.67,144–146 In DH functionals, parts of the correlation energy are calculated by correlated
wavefunction theory methods (WFT), typically second-order Møller-Plesset perturbation theory (MP2).
The application of DH functionals is often limited for the application to large chemical systems (above
100 atoms) due to the scaling of the computational costs of O(𝑁5) with the system size. A prominent
approach to reduce this scaling is the domain-based local pair natural orbital (DLPNO) approximation
that has been developed for MP292,147 and is well known in the context of localized coupled cluster
methods (DLPNO-CCSD(T)).59–61,148 A reduced scaling is obtained in DLPNO methods by several
approximations. The most important of these approximations is the expansion of the virtual space in
the truncated space of pair natural orbitals, which are combined with the domain approximation and
orbital pair screening. In this work, the DLPNO-MP2 approximation has been employed in the DH
scheme to yield the DLPNO-DH methods, which allows the routine application of DLPNO-DHs to
system sizes above 100 atoms. To investigate the errors of the DLPNO-DHs, the prominent B2PLYP
DH functional149 was employed in the DLPNO-B2PLYP scheme. It was compared to conventional
B2PLYP for 7925 thermochemistry data points and 239 structural features. Multiple thresholds are
available in the DLPNO-DH methods that determine the accuracy and the computational costs. The
truncation thresholds with the largest impact is the one that determines the domain size and the one
that controls how many PNOs are retained for a given electron pair. For all these truncation thresholds,
default keywords loosePNO, normalPNO, tightPNO, and verytightPNO are available in ORCA. The
errors of DLPNO-B2PLYP for all these default settings were investigated. In addition, extrapolation
schemes that are known from DLPNO-CCSD(T), which extrapolate to the complete PNO space
(CPS) were investigated.150 It was found that these schemes are also applicable to DLPNO-DHs to
reduce DLPNO errors. Here, the extrapolation schemes CPS(𝑙 → 𝑛), CPS(𝑛→ 𝑡), and CPS(𝑡 → 𝑣𝑡)
were investigated with the nomenclature CPS(𝑋 → 𝑌 ) with l as an abbreviation for loosePNO, n for
normalPNO, t for tightPNO, and vt for verytightPNO. The evaluation revealed that the normalPNO
setting is often sufficient to yield small errors compared to the conventional DH, except for NCIs
where tightPNO is sometimes necessary to obtain errors below 1 kcal/mol. For geometries, the
normalPNO settings were found to be sufficient. A look at the computational timings showed that
DLPNO-B2PLYP for system sizes below 100 atoms outspeeds conventional B2PLYP in the evaluation
of the molecular gradient, but not for energy calculations. This changes for larger system sizes (above
100 atoms), where DLPNO-B2PLYP also becomes faster in energy calculations. The commonly
available DH functionals employ different amounts of MP2 correlation (typically around 30%) and
Hartree-Fock exchange (HFX) (typically between 50− 80%). To investigate the effects of the different
admixtures in DLPNO-DHs, the non-covalent interactions of the L7151,152 set were calculated with
different B2PLYP variants, employing varied amounts of MP2 correlation and HFX (from 20 to 80%
in 20% steps). It was found that the DLPNO-DH error increases linearly with the amount of MP2
correlation employed, which is not critical since relatively small amounts are typically used. A slight
reduction of the DLPNO errors with increasing amounts of HFX was found. This is not surprising
since the admixture of HFX reduces the self-interaction error and therefore the electron delocalization
in DFT methods. DLPNO-DHs, which exploit the locality of the electron correlation, yield smaller
errors for more localized electrons. In conclusion, this work presented the DLPNO-DH methods and
systematically investigated their errors, which are representative for the B2PLYP functional. The
errors were shown to be small and transferable to other DH admixtures. Therefore, this work paves
the way for the routine application of DHs in the DLPNO-DH scheme to large system sizes above 100
atoms, which is relevant for DH calculations of 3d TM electrocatalysts with large ligand frameworks.
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Chapter 6 Toward Benchmark-quality Ab Initio Predictions for 3d Transition Metal Electrocatalysts -
A Comparison of CCSD(T) and ph-AFQMC

Modeling homogeneous electrocatalysis with transition metal (TM) containing complexes by
quantum chemical methods is highly desirable to support the experiment. Typical applications are
the elucidation of the underlying reaction mechanisms, which enables systematic tuning of ligand
structures to achieve better substrate selectivity, turnover frequencies, and lower overpotentials.153 One
step toward this is the accurate prediction of redox potentials, which is challenging for multiple reasons.
First, complex bonding situations with strong dynamic correlation effects can occur in TM chemistry
(e.g., carbonyl ligand with 𝜎-donation and 𝜋-backbonding) that require a theoretical description
beyond second-order perturbation theory.84,154 Second, often highly charged systems occur, and
calculations of accurate solvation free energies can be problematic for implicit and explicit solvation
protocols. Last but not least, due to (nearly) degenerate orbitals and competing spin states, static
correlation of different degrees can occur. In this work, the calculation of ionization potentials (IPs) for
3d TM electrocatalysts with different degrees of static correlation was investigated. For this purpose,
a new benchmark set termed 3dTMV containing 28 molecules with relevance for electrocatalysis
was compiled from the literature. In this set, the degree of static correlation for each initial and
oxidized state was determined by multireference diagnostic tools from the literature. By investigating
these diagnostics with a principal component analysis, a set of relevant diagnostics was identified,
namely spin-symmetry breaking (SSB) with CCSD,155 SSB with CCSD on PBE0156 orbitals, SSB
with PBE0, and 1-C2

0 from CASSCF calculations. The strong correlation between spin-symmetry
breaking with CCSD and PBE0 is notable, since the latter is computationally much cheaper but
not well-defined. Employing SSB from DFT to identify multireference character has already been
suggested in the literature,86 and here empirical evidence for this approach is provided. With these
diagnostics, three subsets were assigned, namely a single-reference (SR) set containing 12 IPs, an
intermediate single-reference/multireference (SR/MR) set containing 10 IPs, and a multireference
(MR) set containing 6 IPs. To cross-check the applicability of the so-called gold standard of quantum
chemistry, CCSD(T),56 for calculating the IPs, the localized-orbital (LO-)ph-AFQMC method was
employed.51–55 This method has the advantage that it is an inherent multireference method without any
terms from perturbation theory. It scales with N3 but has a large prefactor that has been significantly
reduced via efficient parallel implementations on graphical processing units (GPUs). LO-ph-AFQMC
strongly dependents on the (multireference) trial wavefunction that is used as a starting point. For the
systems included in the SR and the SR/MR set, sufficiently large multireference trial wavefunctions
were employed, while for the MR subset, huge efforts were conducted to converge away the phaseless
bias introduced by not sufficiently large trial wavefunctions. With the reference LO-ph-AFQMC
IPs, the CCSD(T) method with different sets of orbitals (restricted and unrestricted HF and PBE0
orbitals) was cross-checked for the 3dTMV set. As expected, significantly better agreement between
CCSD(T) and LO-ph-AFQMC was observed for the SR and the SR/MR subsets, while relatively
large deviations were observed for the MR subset. The best-performing set of orbitals turned out to
be the UHF/RHF orbitals, where singlets were calculated with RHF and everything else with UHF
orbitals. The LO-ph-AFQMC reference values also enable benchmarking of DFT methods. Larger
errors were observed with DFT compared to CCSD(T), but the trend regarding the subsets stayed
the same with most functionals. A promising candidate of this initial benchmark investigation is the
𝜔B97X-V functional157 after adapting it for TM chemistry by a system-dependent optimal tuning
(OT) procedure resulting in the OT-𝜔B97X-V method. In conclusion, this study represents a major
step toward benchmarking IPs for electrocatalysts, and it gives quantitative measures to determine
degrees of static correlation for which CCSD(T) is not reliable anymore.
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Chapter 7 Ligand Protonation at Carbon, not Nitrogen, during H2 Production with Amine-Rich Iron
Electrocatalysts

In this work, a library of three monometallic H2 production electrocatalysts containing electron-rich
triamine-cyclopentadienyl (Cp) ligands has been synthesized and experimentally investigated using
cyclic voltammetry (CV) and single-crystal X-ray diffraction by the collaboration partners. The
redox potentials of the tricarbonyl precursors 1-Fe(CO) +

3 , 2-Fe(CO) +
3 , and 3-Fe(CO) +

3 and of the
corresponding electrocatalysts 1-Fe(NCME)+, 2-Fe(NCME)+, and 3-Fe(NCME)+ were calculated by
DFT methods. Additionally, DFT methods were employed to generate a ground-state potential energy
surface map for 1-Fe(NCME)+. Based on this map, an initial ECEC (E = electrochemical step, C =
chemical step) reaction mechanism for H2 production has been proposed. A special-purpose multilevel
DFT protocol was created to generate accurate free energies at computational costs that allow a large
potential-energy landscape scan. In the initial step, the conformer-rotamer ensemble sampling tool
(CREST)158 was used to perform a conformation search employing the semiempirical GFN2-xTB
method.71 Because of the challenging electronic structure of the electrocatalysts with different charges
and spin-multiplicities (singlet or doublet), the CREST run had to be constrained with potentials on
all covalent bonds. This approach has been already suggested in ref. [122]. The conformer lowest
in energy was selected and re-optimized with the efficient composite r2SCAN-3c137 DFT method in
combination with the implicit DCOSMO-RS159 solvation model for acetonitrile (MeCN). Because
MeCN is a polar solvent that can potentially coordinate at the iron center of the electrocatalyst and
directly influence the catalyst’s ligand field, explicit solvation with a single MeCN molecule was
investigated since such effects can not be described by an implicit model such as DCOSMO-RS. The
acetonitrile molecule was placed at the iron and geometry optimizations were performed. If the
acetonitrile coordinated to the iron center in the optimization it was kept in the simulation. More
sophisticated workflows are available for the automatic generation of solvent clusters for explicit
solvation,160 but these would be computationally not feasible for extensive energy landscape scans.
For the final free energies, DFT single-point energies were calculated on the optimized structures with
the r2SCAN-D4/def2-QZVPP106,107,127,132 level of theory with thermostatistical corrections obtained
from the single-point-hessian approach161 computed with GFN2-xTB and the solvation contribution
from COSMO-RS.162,163 One downside of the DCOSMO-RS solvation model is that no analytic
vibration frequency calculations are possible due to technical reasons. This shortcoming was overcome
by employing the single-point-hessian approach that allows large computational savings for frequency
calculations and yields results of satisfactory quality. The multilevel protocol is also depicted in
the appendix in Figure E.7. With these free energies, redox potentials were calculated using the
Nernst equation and referenced against the ferrocene/ferrocenium (Fc+/0) redox couple, which was
also calculated. Redox potentials could be calculated with decent accuracy (mean absolute deviation
of 0.17 V), and the free energy map allowed to propose the following ECEC mechanism: In an initial
E step 1-Fe(NCME)+ is reduced to 1-Fe(NCME), and a haptotropic shift from [

5 to [2 is observed.
Next, the protonation occurs at the endo-Cp position resulting in 1-Fe(NCME)(endo CpH)+. After
the second reduction, the MeCN ligand dissociates, and a ligand-to-metal tautomerization occurs,
yielding 1-FeH. The final protonation occurs directly at FeH, resulting in 1-Fe(H2)+. The initial
catalyst is recovered, upon H2 release and MeCN coordination. Unlike previously anticipated, the
amines of the Cp ligand do not function as proton relays in this proposed mechanism, as the endo-Cp
ring protonation proved to be the more favorable pathway. The next step is to investigate the complete
reaction pathway, including transition states. For this purpose, the multilevel workflow created for the
fast scanning of the free energy landscape had to be adjusted, because DFT frequency calculations are
required in addition to DFT single-point energies with a hybrid functional. This has been done in
Chapter 8.
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The mechanism propose in the previous Chapter† was mainly based on a free energy map for
equilibrium structures, which was generated with a computationally efficient protocol using the
r2SCAN-D4 functional.5 The subsequent step after proposing the initial mechanism is the calculation
of the reaction free energy barriers associated with chemical steps (C). Therefore, transition states of
protonation and tautomerization reaction steps were modeled. For this purpose, frequency calculations
are required to identify the transition states as saddle points on the potential energy surface (PES).
The r2SCAN-D4 functional is a meta-GGA and typically yields too small reaction barriers due to
the self-interaction error (SIE). Therefore, it was replaced with the newly developed r2SCAN0-D4
hybrid functional2 (see Chapter 4) for the final energy evaluation. The efficient single-point Hessian
scheme used in the previous study had to be replaced by the expensive analytical Hessian calculation
on the r2SCAN-3c level of theory. Since analytical Hessians are not available for the DCOSMO-RS
solvation model, the plain COSMO solvation model had to be used for geometry optimizations.164

Also, additional experimental data allowed further validation of the proposed reaction mechanism.
A difference Fourier transform infrared (FTIR) spectra of 1-CpN3Fe(CO) +

3 was recorded by our
collaboration partners with an applied potential of –1.5 V vs Fc+/0 over 180 seconds. The CO
vibrational modes were compared between experimentally measured values and DFT calculated values,
which allowed the identification of different species. This way, a previously not observed dimer
1-(CpN3Fe)2 was identified.Calculations of the transition states revealed the second protonation step to
be rate-determining and to occur directly at the hydrogen connected to the metal center in 1-CpN3FeH
to generate 1-CpN3Fe(H2)+. The DFT calculated rate constants were compared to the experimentally
derived rate constants for two different catalysts 1-CpN3Fe(NCMe) and 2-CpN3Fe(NCMe) and two
different acids (Tos2NH and (PhSO2)2NH). The change in the rate constants measured in the experiment
could be reproduced by DFT with reasonable accuracy. For the first protonation step, several pathways
were investigated. The direct protonation at the iron metal center could be ruled out with a free energy
barrier of 27.0 kcal·mol−1. It turned out that the protonation at the endo-position of the cyclopentadienyl
(Cp) ligand is not possible without acetonitrile coordinated to the Fe center due to a free energy barrier
of 30.0 kcal·mol−1, which is reduced to 9.8 kcal·mol−1 by coordination of MeCN. Protonation of the
-NHR group at the Cp ligand was also found to be possible, but the barrier for the ligand to metal
tautomerization was found to be too high in free energy. Therefore, the endo-protonation followed by
a ligand-to-metal tautomerization was determined to be the pathway to generate 1-CpN3FeH . The
intermediate (endo-CpN3H)Fe(NCME) could not be isolated experimentally but the isoelectronic
complexes 1-(endo-CpN3H)Fe and 2-(endo-CpN3H)Fe could be obtained. To investigate the ligand-
to-metal hydrogen transfer, the kinetics of the reaction from 2-(endo-CpN3H)Fe to 2-CpN3FeH could
be experimentally modeled by the collaborators under pseudo-first-order conditions due to an excess
of dissolved CO. A clean transition state for the ligand-to-metal transfer could not be obtained from
DFT and therefore a relaxed potential surface scan was employed to estimate the calculated free energy
barrier. The measured and calculated kinetics were in reasonable agreement indicating that the barrier
occurs primarily due to the CO ligand dissociation. The final mechanism was put together consisting
of an initial reduction step resulting in 1-CpN3Fe(NCMe) followed by a protonation at the endo-Cp
position yielding 1-(endo-CpN3H)Fe(NCMe)+. After another reduction the MeCN ligand dissociates
and a ligand-to-metal hydrogen transfer occurs resulting in 1-CpN3FeH. After another reduction step,
the final protonation occurs directly at FeH resulting in 1-CpN3Fe(H2)+. The catalyst is then recovered
after H2 release.

†The nomenclature has been updated in this publication and in the corresponding Chapters
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CHAPTER 9

Summary and Outlook

The almost unlimited amount of possible combinations between transition metal (TM) centers and
ligands in TM complexes allows target-oriented tailoring with specific properties.28 An enormous
chemical space has to be examined to find the combinations that yield a desired property, and
computational chemistry based on quantum chemistry is a crucial tool to conduct this search efficiently.
Employing complexes with Earth-abundant 3d TMs, such as iron, has become a rapidly developing
field of research, especially for the catalytic reduction of CO2

19–22 and oxygen,24 water splitting,25,26

and other hydrogen evolution reactions.27 To date, the accurate quantum chemical description of
these catalysts faces multiple challenges. In particular challenging is the calculation of electronic
energies, and solvation free energies for highly charged complexes containing redox noninnocent
ligands, which regularly occur in electrocatalysis and often lead to multireference character. Robust
and accurate electronic structure methods are required in different cost/accuracy regimes ranging from
semiempirical quantum mechanical (SQM) over density functional (DFT) to wave function theory
(WFT) methods to perform the screening of potential candidates in reliable multilevel screening
workflows.81

In multilevel modeling workflows, SQM methods are typically used in the first quantum chemical
step. The extended tight-binding (xTB) methods are of special interest for TM chemistry, due
to the availability of parameters for all elements up to Radon. Their capabilities have already
been demonstrated for the structural optimization of TM complexes,10 the generation of conformer
ensembles,122 and the exploration of reaction pathways.123,165 Redox potentials11 and p𝐾𝑎

166 values
have also been calculated with these methods. The original GFN1-xTB and GFN2-xTB methods
were designed without a spin-dependent energy expression, which allows the robust treatment of TM
complexes at reduced computational costs. The downside of this approach is that GFN𝑛-xTB methods
cannot correctly describe high-spin states. As a result, they cannot be used to scan the spin states of
TM complexes, which are crucial for their correct theoretical description. With the introduction of the
spin-polarized (sp)GFN𝑛-xTB methods in this work, this flaw has been corrected. The spin-polarized
methods have around twice the computational costs of their parent methods, but they are still several
orders of magnitude faster than DFT. Therefore, they are not general replacements but special-purpose
tools with their primary application in screening workflows. The spGFN𝑛-xTB methods extend the
xTB toolchain and allow the screening of spin-states in addition to the screening of structures and
conformers. The xTB methods can also help with the critical description of solvation effects, as
they have sufficiently small computational costs to describe large amounts of solvation molecules.167

41



Chapter 9 Summary and Outlook

Also, microsolvation workflows can benefit from xTB methods,160 but a rigorous protocol for redox
potentials or p𝐾𝑎 values in 3d TM electrocatalysis is still missing. A central problem for describing
TM complexes with xTB or other SQM methods is their limited applicability to diverse bonding
situations. The empirical parameters in SQM methods can only accurately describe some of the diverse
bonding motifs encountered in TM chemistry for specific target properties. Part of the solution to this
problem can lie in special-purpose reparametrizations of xTB or DFTB Hamiltonians, potentially
combined with machine learning (ML) algorithms.168,169 Here, reference data could be generated on
the fly with relatively cheap DFT calculations, which suffer less from transferability issues. However,
there are challenges for SQM methods that cannot be solved by adjusting empirical parameters, such as
the treatment of negatively charged species, which require basis sets beyond the typical minimal basis
set, or charge-transfer problems caused by the self-interaction error. Novel tight-binding developments
employing larger basis sets170 have recently been presented, and tight-binding methods employing
range separated Hartree-Fock exchange are known.171 The description of TM complexes by xTB
methods will hopefully benefit from further developments in these directions. In summary, a general
xTB method for energies, geometries, frequencies, and non-covalent interactions for TM complexes is
desirable.

The next step after SQM methods in multilevel workflows typically consists of calculations with
DFT methods, which are used for refinement steps and – depending on the system size – the final
energy evaluation. Nonempirical DFT functional approximations have the advantage of not being
designed for specific bonding motifs, which are very diverse in TM chemistry. Therefore, the
strongly constrained and appropriately normed (SCAN)105 meta-GGA, which obeys all 17 known
exact constraints that a meta-GGA can, is of interest for the accurate description of TM complexes. Its
regularized successor, r2SCAN,106,107 in combination with London dispersion corrections (r2SCAN-
D4,132 r2SCAN-rVV10172), and especially the composite version r2SCAN-3c,137 which was designed
as a "Swiss-army knife" of quantum chemistry, are efficient tools for the description of TM chemistry.
One major problem for these methods is the self-interaction error (SIE), that is inherent to meta-GGA
DFT approximations. The extension of these methods to the hybrid level presented in this work
partly fixes this error and resulted in the r2SCANh, r2SCAN0, and the r2SCAN50 functionals, of
which r2SCAN0-D4 with 25% Hartree-Fock exchange turned out to be the best performing functional.
Meanwhile, it already found application in the calculation of NMR chemical shifts,138,173 and its
robustness for modeling homogeneous TM catalysis has also been demonstrated in this work.6

The extension to the next rung on Jacob’s ladder, the double-hybrid (DH) level, has recently also
been presented.174 Initially, the "non-empirical" DHs derived from the adiabatic connection175 were
generated and optimized with minimal empiricism. Including range separated HFX has led to the
promising 𝜔Pr2SCAN-D4, which yields overall good performance.

In practice, the application of DHs to larger systems with more than 100 atoms is limited due to
the steep O(𝑁5) scaling with the system size in the MP2 correlation part. The domain-based local
pair natural orbital (DLPNO) approximation can be employed to drastically reduce the computational
scaling of MP2. A thorough investigation of the DLPNO-MP2 approximation92,147 in DHs, resulting
in DLPNO-DHs, has been presented in this work. To demonstrate its usefulness, the prominent
B2PLYP DH functional was compared in the DLPNO formalism (DLPNO-B2PLYP) for different
PNO-accuracy settings to the conventional B2PLYP functional, as a representative DH functional.3

The accuracy and speed-up of DLPNO-B2PLYP can be transferred to other DH functionals since
the linear dependence of the DLPNO error on the MP2 contribution and the HFX admixture in DH
functionals has been demonstrated.
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The DLPNO approximation also allows the routine application of DLPNO-CCSD(T) to chemical
problems and can yield highly accurate results if appropriately converged.176 Such WFT methods are
only required at the end of multilevel workflows when the highest level of accuracy is necessary. To
achieve this accuracy for 3d TM electrocatalysis the suitability of CCSD(T) for the system at hand
has to be proven first. An elaborate investigation of the issue when CCSD(T) is not applicable due
to multireference character has been conducted in this work. Additionally, the effects of different
reference orbitals have been studied. For this purpose, the 3dTMV set, containing vertical ionization
energies, has been compiled from the literature with a focus on relevance for 3d TM electrocatalysis,
and accurate LO-ph-AFQMC calculations51–55,177 were conducted to cross-check the performance
of CCSD(T). A quantitative protocol to conduct reliable CCSD(T) calculations on this set has been
proposed. The classification scheme discriminates between single-reference (SR) and multireference
(MR) cases as well as an intermediate set (SR/MR). Within the SR and the SR/MR set, the errors
of CCSD(T) with regard to ph-AFQMC are around 2 kcal/mol. The UHF/RHF orbitals, i.e., RHF
is employed for singlet spin multiplicities and UHF is applied for other multiplicities, were found
to be better performing than pure UHF, ROHF, or PBE0 orbitals. With this classification of MR
character and the question of applicability answered for CCSD(T), the next step will be to study the
complete basis set limit for the SR and SR/MR set where CCSD(T) was found to yield a reasonable
agreement. To achieve this, localized CCSD(T) methods will be required due to the otherwise
unfeasible computational demands. Converging the localization procedure will be challenging for
such complicated systems, which has been shown recently by Altun et al.176 By establishing these
references, much insight into localization errors in CCSD(T) can be gained, and the final references
will advance the development of DFT and SQM methods for 3d TM electrocatalysis since there
are few experimental references available in the gas phase. For the MR subset, CCSD(T) is not
applicable and alternative benchmark methods are required. A promising candidate in this regard is the
LO-ph-AFQMC method with its inherent treatment of multireference character. Although it formally
scales only with O(𝑁3), its huge pre-factor restricts the application of this method to benchmarking
purposes only. Additionally, the calculations are technically demanding and require much insight from
expert users. To verify the accuracy of the LO-ph-AFQMC method for MR systems, calculations at
the complete basis set limit will be required, and further verification by comparison to the experiment
is a necessity. Once accurate electronic energies for all three correlation regimes, SR, SR/MR, and
MR are available, thermostatistical and solvation contributions can be systematically investigated by
comparison to experimental data in the condensed phase such as redox potentials. In particular, the
solvation of charged species is a critical issue and its further investigation would be enabled by this
approach.

From these developments, the computational description of catalytic cycles will benefit greatly. At
the moment, the elucidation of catalytic cycles is possible by extensive SQM and DFT calculations, as
demonstrated in Chapter 7 and Chapter 8. However, cross-checking the experiment and the calculations
as often as possible is a necessity. Improved electronic energies and solvation contributions will
reduce this dependency on experimental data and even enable routine predictions in the future.
Another challenge to overcome is the extensive computational modeling that has to be performed
manually by computational chemists to investigate catalytic cycles. Building different tautomers and in
particular modeling transition states is still extensively time-demanding. There are efforts to automate
such steps,123,178–182 but fully automated workflows are still not established in standard applications.
Also, automatic workflows are often based on SQM methods, which can yield flawed potential
energy surfaces for TM complexes, especially for non-equilibrium structures. Here, automation with
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the help of ML algorithms might help in the future. While ML protocols have gained more and
more momentum over recent years,183–187 QC methods remain the methodology of choice for the
computational description of 3d TM complexes and electrocatalysts. Their main advantage over ML
protocols is that they can be used to produce accurate reference data, while ML models themselves
require reference data, which is critical for TM chemistry in which only few data is available. In this
regard, QC and ML methods are not in competition with each other but complementary.

Further developments of computational workflows for electrocatalysis with 3d TM catalysts should
include the routine screening of spin-states, potentially by the spGFN𝑛-xTB methods or a pre-screening
with these methods, the evaluation of multireference character by cheap diagnostic tools such as the
spin-symmetry breaking with the PBE0 functional, explicit solvation workflows supported by xTB
methods, and a self-interaction error corrected composite DFT method since this is one of the major
remaining issues for the otherwise excellent performing r2SCAN-3c composite method. Here, the
𝜔B97X-3c method is promising, but the large-core effective core potentials employed in the basis
set sometimes result in large deviations for TM thermochemistry,188 which could be problematic.
For clear MR cases, routine protocols potentially based on NEVPT2189,190 or CASPT2191,192 are
required to achieve reasonable results without the computational costs of benchmark level calculations,
such as LO-ph-AFQMC. The application of novel MR approaches like DLPNO-NEVPT2193 and
CASPT2-K194 in combination with semi-automatic active space selection methods, such as AVAS,195

should be investigated for the inclusion in standard protocols for cases that are not suitable for SR
methods. Evaluation of such approaches can be done on the 3dTMV set as it covers a wide range of
electron correlation regimes, and therefore, it can guide the development of the next generation of
methods for 3d TM electrocatalysis.

Once accurate electronic and solvation free energies can be generated in all electron correlation
regimes by standard protocols the special purpose tailoring of 3d TM complexes for electrocatalysis,
catalysis in general, and material design will be accelerated enormously, boosting the discovery of
competitive electrocatalysts with Earth-abundant 3d TMs.
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Figure A.1: Table of content graphic (ToC).

Abstract The semiempirical GFN𝑛-xTB (𝑛 = 1, 2) tight-binding methods are extended with a
spin-dependent energy term (spin-polarization), enabling the fast and efficient screening of different
spin states for transition metal complexes. While GFN𝑛-xTB methods inherently can not differentiate
properly between high-spin (HS) and low-spin (LS) states, this shortcoming is corrected with the
presented methods termed spGFN𝑛-xTB. The performance of spGFN𝑛-xTB methods for spin state
energy splittings is evaluated on a newly compiled benchmark set of 90 complexes (27 HS and 63 LS
complexes) containing 3d, 4d, and 5d transition metals (termed TM90S) employing DFT references at
the TPSSh-D4/def2-QZVPP level of theory. The challenging TM90S set contains complexes with
charges between −4 and +3, spin multiplicities between 1 and 6, and spin-splitting energies that range
from −47.8 to 146.6 kcal/mol with a mean average of 32.2 kcal/mol. On this set the (sp)GFN𝑛-xTB
methods, the PM6-D3H4 method, and the PM7 method are evaluated with spGFN1-xTB yielding the
lowest MAD of 19.6 kcal/mol followed by spGFN2-xTB with 24.8 kcal/mol. While for the 4d and
5d subsets small or no improvements are observed with spin-polarization, large improvements are
obtained for the 3d subset with spGFN1-xTB yielding the smallest MAD of 14.2 kcal/mol followed by
spGFN2-xTB with 17.9 kcal/mol and PM6-D3H4 with 28.4 kcal/mol. The correct sign of the spin
state splittings is obtained with spGFN2-xTB in 89% of all cases closely followed by spGFN1-xTB
with 88%. On the full set, a pure semiempirical vertical spGFN2-xTB//GFN2-xTB-based workflow
for screening purposes yields a slightly better MAD of 22.2 kcal/mol due to error compensation, while
being qualitative correct for one additional case. In combination with their low computational cost
(scanning spin states in seconds), the spGFN𝑛-xTB methods represent robust tools for pre-screening
steps of spin state calculations and high-throughput workflows.

A.1 Introduction

Properties of transition metal complexes can be widely varied through ligand design and metal
selection for catalysis or functional material design.28,196 Due to the wide field of possible candidates
to choose from, theoretical screening methods for the electronic spin state (multiplicity) are highly
desirable. Here, correlated wave function theory (WFT)197–203 provides systematically improvable
quantum chemistry (QC) methods, which in principle can yield an accuracy of about 1-2 kcal/mol for
the relative (excitation) energies. On the downside, WFT methods suffer in typical applications from
their non-black-box character and their high computational costs, which makes them unfeasible for
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screening purposes. On the other hand, Density functional theory (DFT) methods67,204–206 offer a good
compromise between computational costs and accuracy, but for electronically complicated transition
metal complexes, DFT can give even qualitatively incorrect results. Also, machine learning (ML)
models can be employed to characterize spin states, even in seconds of computation time,207 but
prior training with data points similar to the investigated system is required. The performance of
QC methods is inherently much weaker system dependent. Therefore, so-called multilevel screening
workflows, where at each level more expensive methods are employed and candidates are sorted out,
are an attractive alternative approach. Such an approach has been successfully applied for example
to conformer rankings.81 For the initial selection stage in such multilevel workflows, semiempirical
quantum mechanical (SQM) methods are of interest as they represent the cheapest class of quantum-
mechanics-based methods. Of special interest are the GFN𝑛-xTB (𝑛 = 1, 2) methods,70–72 which
have been consistently parameterized for all elements up to radon (Z= 86) as special purpose tools
with a focus on geometries, (vibrational) frequencies, and noncovalent interactions resulting in the
GFN acronym. These methods showed robustness for the fast geometry optimization of transition
metal complexes and large metal-organic frameworks,10,208 for conformer searches in transition metal
complexes,79,80,122 and for transition state localization.165 They have also been employed successfully
for off-target properties such as redox potentials11 and pKa values.166 We refer the interested reader
to the review article ref. [72] for detailed theory on GFN methods. An important weak point of the
current GFN𝑛-xTB methods is that they do not employ a spin-dependent energy expression and thus
they can not differentiate properly between high-spin (HS) and low-spin (LS) states. This disqualifies
them for the screening of spin states for transition metal complexes.

To circumvent this issue we here introduce the so-called spin-polarization terms into the xTB
Hamiltonian, which are known in density functional tight-binding (DFTB) methods.209–211 We
implemented the spin-polarization energy term and its nuclear gradient into the tblite library212

through which it is also available in the xtb program package.213 Furthermore, we calculated the
required spin constants for most elements of the periodic table (1–56 and 72–86) by DFT. Similar
work for spin-orbit coupling has been presented recently by Heine et al.214 The new methods, termed
spin-polarized (sp)GFN𝑛-xTB (𝑛 = 1, 2), were tested for spin state-energy splittings of a newly
compiled benchmark set termed TM90S containing 3d, 4d, and 5d transition metal complexes, and
compared to their unpolarized parent methods as well as to the PM6-D3H4 and PM7 Hartree-Fock
based SQM methods.76,77,215

A.2 Methodology

A.2.1 Theory

In the unpolarized formalism of the GFN𝑛-xTB (𝑛 = 1, 2) methods, HS states can be calculated
and differentiated from LS states by selecting the corresponding molecular orbital occupations, i.e.,
the number of singly and doubly occupied orbitals. However, although the GFN𝑛-xTB energy
expression is occupation-dependent, its spin independence is usually dominating and the LS state
will be lower in energy. The geometries of open-shell high-spin-states can be optimized using the
unpolarized formalism, however, for the calculation of spin-splittings this treatment is often not
sufficient and spin-polarization is required. This is especially the case for transition metal complexes.
Spin-polarized tight-binding theory is known for more than two decades.209–211 The spin-dependent
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energy contribution is calculated according to:

𝐸spin-pol =
1
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∑︁
𝐴

∑︁
𝑙∈𝐴

∑︁
𝑙
′∈𝐴

𝑝𝐴,𝑙𝑝𝐴,𝑙′𝑊𝐴,𝑙𝑙
′ (A.1)

Here, 𝑝𝐴,𝑙 is the magnetization Mulliken population on atom 𝐴 for an orbital shell of angular
momentum 𝑙 calculated from the Mulliken spin populations 𝑞 as

𝑝𝐴,𝑙 = 𝑞𝐴,𝑙,↑ − 𝑞𝐴,𝑙,↓. (A.2)

Due to the dependence on the Mulliken populations, 𝐸spin-pol enters the spGFN𝑛-xTB energy expression
self-consistently. The constants W𝐴,𝑙𝑙

′ are the so-called spin constants, which are obtained from
atomic DFT calculations by numerical differentiation according to
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Here, Y𝑙↑ are the eigenvalues and 𝑛𝑙′ are the occupation numbers of the atomic orbitals obtained
from an unrestricted (spin-polarized) DFT treatment. These derivatives were obtained with the
PBE functional101 in the Turbomole 7.5.1 program package216,217 (see SI for details and tests for
spGFN2-xTB with other density functionals). The spin constants are not fitted specifically to any
of the GFN𝑛-xTB methods and can therefore be applied to all self-consistent methods of the family,
such as GFN1-xTB and GFN2-xTB. In this work, the spin-polarized GFN𝑛-xTB methods for n= 1, 2
(spGFN1-xTB and spGFN2-xTB) are evaluated in detail. In the following the term (sp)GFN𝑛-xTB
methods refers to the unpolarized and the spin-polarized GFN1-xTB and GFN2-xTB methods. All
empirical parameters of the methods are unchanged.

A.2.2 Computational Details

All (sp)GFN𝑛-xTB calculations were performed with the tblite v. 0.3.0 development version either as
a standalone or in the xtb v. 6.5.1 development version. All B97-3c calculations218 were performed in
the ORCA 5.0.3 software package141 employing the DEFGRID3, TightSCF, and TightOpt keywords for
the TM90S set, while for the timing example on FeCo, the default grid and convergence settings were
employed. For the reference single-point energy calculations on the TM90S the TPSSh functional104

with the D4 dispersion correction model9 and the large def2-QZVPP basis set127 was employed
(abbreviated in the following as TPSSh-D4). The D4 correction was evaluated with the dftd4 v. 3.5.0
standalone program.219 Robust SCF convergence for DFT calculations was ensured by employing the
TRAH SCF solver.220 The split-RI-J approximation was used to speed up DFT calculations221 using
the corresponding auxiliary basis set.222 Hybrid DFT calculations were sped up with the RĲCOSX
approximation.223–225 PM6-D3H4 and PM7 calculations were conducted with the MOPAC program,226

version 19.179.

A.2.3 The TM90S Benchmark Set

In order to evaluate the performance of spGFN𝑛-xTB methods for the screening of spin states of
transition metal complexes, a test set of 90 complexes containing 3d, 4d, and 5d transition metal atoms
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termed TM90S was compiled. The charges of the molecules in the set vary from +3 to −4 and the
spin multiplicities from 1 to 6. On this set, spin-splittings between high-spin (HS) and low-spin (LS)
states were calculated according to

Δ𝐸HS-LS = 𝐸HS − 𝐸LS, (A.4)

where 𝐸 refers to the total energy of the corresponding state in its optimum geometry (adiabatic energy
splitting). For screening purposes, the qualitatively correct result (sign of Δ𝐸) is especially important
and therefore the number of correct signs compared to the TPSSh-D4 DFT reference is counted. The
structures of the 3d subset are shown in Figure A.2.
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Figure A.2: Structures of the 3d subset from the TM90S benchmark set optimized with B97-3c depicted for the
spin state lower in energy. Atoms are colored by element (see SI for all complexes included).

For the 4d and 5d subsets, the same ligand motifs have been employed (see SI for details). The
geometries were optimized on the B97-3c level of theory and reference spin-splittings were calculated
on the TPSSh-D4/def2-QZVPP level of theory. DFT errors for spin-splittings can vary largely for
different systems and hybrid functionals can favor the LS or the HS state based on the amount
of Fock-exchange included. The TPSSh functional was selected based on the robust performance
over multiple sets in the literature198,200,201,205 and the balanced amount of 10% Fock exchange.
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Nevertheless, it should be clear that the DFT references presented here are meant for benchmarking
SQM methods and not other DFT or even correlated WFT methods. In order to estimate the typical
DFT differences for the TM90S we also evaluated the PBE-D4/def2-QZVPP GGA method101 on the
TM90S and obtained an MAD of 4.7 kcal/mol together with an expected positive MD of 2.6 kcal/mol
(no Fock exchange favours the LS state) with respect to the TPSSh-D4 data. The statistical evaluation
for (sp)GFN𝑛-xTB methods for the whole set with PBE-D4/def2-QZVPP as reference is shown in
Table S3. This evaluation is qualitatively the same (within one case difference) as with TPSSh-D4.

A.3 Results

First, the performance of the (sp)GFN𝑛-xTB methods was evaluated on several benchmark sets
containing open-shell species (with transition metal atoms in one set) to evaluate their performance
for electronically relatively simple cases. Next, PM6-D3H4, PM7, GFN1-xTB, GFN2-xTB, spGFN1-
xTB, and spGFN2-xTB were evaluated on the TM90S benchmark set. Initial tests showed that
spGFN𝑛-xTB methods do not yield improved geometries and therefore screening workflows with
spGFN𝑛-xTB on GFN𝑛-xTB geometries were tested. Finally, computational wall times were compared
for (sp)GFN𝑛-xTB methods, B97-3c, and TPSSh-D4.

A.3.1 Standard Benchmarks

As an initial evaluation of the spGFN1-xTB and spGFN2-xTB methods, several benchmark sets
including open-shell radicals for which high level WFT references are available for spin-splittings
(AC12), reaction energies (RC21, YBDE18, ROST61) and reaction barrier heights (BH76), were used
for testing. The statistical performance evaluation is shown in Table A.1 together with the parent
methods GFN1-xTB, GFN2-xTB, and TPSSh-D4.

For closed-shell benchmark sets the results for spGFN𝑛-xTB and GFN𝑛-xTB are identical and
no testing is required. On a set of 12 singlet-triplet splittings for aryl carbenes, termed AC12,125

spGFN1-xTB yields a reduced MAD of 5.2 kcal/mol in comparison to GFN1-xTB with 11.0 kcal/mol.
Similar improvements are observed for spGFN2-xTB with an MAD of 9.3 kcal/mol for GFN2-xTB
and 6.5 kcal/mol for spGFN2-xTB. But more importantly, GFN𝑛-xTB methods calculate all molecules
to be in a low-spin singlet ground state, which is not correct for seven molecules of this test set.
spGFN1-xTB and spGFN2-xTB give the correct result for all these high-spin cases and only yield
one qualitatively wrong spin-splitting with a high-spin-state as the ground state (see Figure S2 in
the SI). Next, three benchmark sets from the GMTKN55 benchmark database99 were selected for
testing. Namely, the BH76 set for barrier heights (only barriers involving open-shell species were
included), the RC21 set containing fragmentations and rearrangements in organic radical cations,
and the YBDE18 containing bond-dissociation energies of ylides. For all three sets improvements
in the MAD as well as in the RMSD from GFN𝑛-xTB to spGFN𝑛-xTB are observed, ranging from
1-14 kcal/mol in the MAD and RMSD, showing the overall robustness of the spGFN𝑛-xTB approach.
In order to test the thermochemistry of open-shell transition metal-containing molecules, the ROST61
benchmark set126 was evaluated. Here, spGFN1-xTB yields a similar result to GFN1-xTB with
MADs of 14.0 and 14.1 kcal/mol respectively while spGFN2-xTB yields slightly better results than
GFN2-xTB (about 1.5 kcal/mol improvement in the MAD).
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Table A.1: Mean deviation (MD), mean absolute deviation (MAD), and root mean square deviation (RMSD)
of (sp)GFN𝑛-xTB methods and TPSSh-D4/def2-QZVPP for several benchmark sets containing open-shell
molecules. One system of the ROST61 benchmark set was excluded for (sp)GFN2-xTB and spGFN1-xTB from
the evaluation due to SCF convergence failure. The TPSSh-D4 Data for the ROST61 was taken from ref [126].
For the BH76 set only barrier heights involving radicals were considered.

Method AC12 BH76 RC21 YBDE18 ROST61

MD

GFN1-xTB 11.0 −19.5 20.9 11.2 1.4
GFN2-xTB 9.3 −15.7 22.7 9.2 0.7
spGFN1-xTB −5.2 −13.1 15.6 −4.6 1.4
spGFN2-xTB −6.5 −9.4 17.4 −6.6 0.9
TPSSh-D4 −5.8 −7.6 3.3 −4.0 0.2

MAD

GFN1-xTB 11.0 21.0 22.0 23.2 14.1
GFN2-xTB 9.3 20.4 23.7 24.6 15.2
spGFN1-xTB 5.2 15.8 17.0 9.6 14.0
spGFN2-xTB 6.5 16.8 18.8 13.3 13.6
TPSSh-D4 5.8 7.7 4.1 4.1 2.6

RMSD

GFN1-xTB 11.8 26.7 25.4 27.2 18.7
GFN2-xTB 9.9 26.8 26.7 27. 2 19.1
spGFN1-xTB 6.0 21.7 20.4 13.0 18.5
spGFN2-xTB 7.0 24.2 22.6 16.2 17.1
TPSSh-D4 5.9 8.4 4.4 4.5 3.3

A.3.2 TM90S Results

The statistic result for the TM90S benchmark set with GFN1-xTB, GFN2-xTB, spGFN1-xTB,
spGFN2-xTB, PM6-D3H4, and PM7 is shown in Table A.2.

Note that GFN2-xTB yields in all cases the LS state to be lower in energy (i.e., positive spin-splitting)
which is particularly noticeable for the 3d subset, because here the number of TPSSh-D4 spin-splittings
with a negative sign (i.e., more favourable HS state) is higher (20 out of 39) than for the 4d (4 out of
25) or 5d (3 out of 26) set. For GFN1-xTB this is also the case, but with one exception. In the 3d
subset one slightly (−1.37 kcal/mol) negative spin-splitting is obtained, that is because the evaluation
is performed on B97-3c geometries and not on structures optimized with the respective method. Both
GFN1-xTB and GFN2-xTB yield enormous MADs of 48.6 kcal/mol and 47.5 kcal/mol on the 3d
subset respectively. On the other hand, the unrestricted PM6-D3H4 method is at least in principle able
to differentiate between HS and LS states and consequently yields a better MAD of 28.4 kcal/mol,
while giving the right sign for 30 out of 39 spin-splittings. For the unrestricted PM7 method, a large
MAD of 45.4 kcal/mol is obtained with 27 out of 39 spin-splittings being qualitatively correct. The
spGFN1-xTB and the spGFN2-xTB methods show clear improvements compared to their parent
methods, with spGFN1-xTB being the best performer achieving an MAD of 14.2 kcal/mol and 33
out of the 39 spin-splittings qualitative correct closely followed by spGFN2-xTB which obtained a
slightly worse MAD of 17.9 kcal/mol but 35 out of 39 cases qualitative correct. For the 4d subset
spGFN2-xTB and its parent method GFN2-xTB yield the smallest MAD of 20.2 kcal/mol followed
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Table A.2: Performance of GFN1-xTB, spGFN1-xTB, GFN2-xTB, spGFN2-xTB, PM6-D3H4, and PM7 on the
spin splittings of the TM90S benchmark set (and its 3d, 4d, and 5d subsets). The MD, MAD, and RMSD are
given in kcal/mol while the qualitative correctness tracks how often the given method obtained a qualitatively
right result compared to the TPSSh-D4 reference value. Suffixes (-xTB and -D3H4) are neglected for clarity.

3d metals (20 HS) GFN1 GFN2 spGFN1 spGFN2 PM6 PM7
MD 47.6 46.7 −4.3 −10.9 19.1 12.0
MAD 48.6 47.5 14.2 17.9 28.4 45.4
RMSD 55.8 55.6 19.5 23.5 38.8 83.8
Qualitative correct 20/39 19/39 33/39 35/39 30/39 27/39

4d metals (4 HS)
MD 11.7 11.8 −15.3 −15.8 −11.7 −26.4
MAD 20.6 20.2 21.8 20.2 23.0 33.6
RMSD 26.1 25.8 26.5 26.8 28.9 42.8
Qualitative correct 21/25 21/25 22/25 23/25 23/25 19/25

5d metals (3 HS)
MD 10.1 −5.7 −20.2 −39.1 −41.8 −26.0
MAD 20.8 26.3 25.6 39.5 48.7 45.3
RMSD 28.5 30.8 31.6 51.7 55.6 56.5
Qualitative correct 23/26 23/26 24/26 22/26 18/26 18/26

all metals (27 HS)
MD 26.8 21.8 −11.9 −20.4 −7.1 −9.7
MAD 32.8 33.8 19.6 24.8 32.8 42.1
RMSD 41.9 42.2 25.1 34.3 41.6 66.5
Qualitative correct 64/90 63/90 79/90 80/90 71/90 64/90

by GFN1-xTB with 20.6 kcal/mol and spGFN1-xTB with 21.8 kcal/mol. PM6-D3H4 performs only
slightly worse with an MAD of 23.0 kcal/mol and PM7 still remains the worst performer with an
MAD of 33.6 and a poor qualitative correct counter (19 out of 25 cases correct) while the other
methods get between 21/25 to 23/25 cases qualitative correct. In this subset only for four cases
the HS state is favoured hence the difference between the six methods diminishes. This is also
observed for the 5d subset where GFN1-xTB yields the smallest MAD with 20.8 kcal/mol followed
by spGFN1-xTB with 25.6 kcal/mol. Compared to their (sp)GFN1 counterparts GFN2-xTB and
spGFN2-xTB perform considerably worse on this subset yielding MADs of 26.3 and 39.5 kcal/mol
respectively. Although spGFN1-xTB does not yield the lowest MAD, it provides the highest qualitative
correct counter with 24 out of 26 cases correct, hence one more correct case than GFN1-xTB. The
PM6-D3H4 and the PM7 method over stabilize the HS states and yield MADs of 48.7 kcal/mol and
45.3 kcal/mol. Also, both get only 18 out of the 26 cases qualitatively correct. In the MAD over
the whole TM90S set spGFN1-xTB (MAD = 19.6 kcal/mol) outperforms spGFN2-xTB (MAD =
24.8 kcal/mol), PM6-D3H4 (MAD = 32.8 kcal/mol), GFN1-xTB (MAD = 32.8 kcal/mol), GFN2-xTB
(MAD = 33.8 kcal/mol), and PM7 (MAD = 42.1 kcal/mol) and gives the correct sign for 88 % of
all cases. Even though the MAD is worse with spGFN2-xTB, it achieves the qualitatively correct
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result in one additional case (89 % overall). Considering this divergence in the MAD and qualitative
correct counter in combination with the somewhat limited accuracy of DFT references, it can not be
concluded that any of the two spGFN methods clearly outperforms the other. Problematic systems
for the spGFN𝑛-xTB methods include the metallocenes where the HS states are often overstabilized.
We attribute this behavior to the Fermi smearing,227 which is employed in GFN𝑛-xTB methods to
enable fractional orbital occupations to describe static (near-degeneracy) correlation effects and to
improve the convergence of the SCF procedure.71 In HS states of metallocenes, it smears out the
beta occupations over the cyclopentadienyl (Cp) ligands and yields artificially larger magnetization
Mulliken populations. Unfortunately, for these cases, the Fermi smearing can not be turned off because
this results in severe SCF convergence problems. This issue seems to be less prone for piano stool
complexes, which only have one Cp ligand. Another issue observed with spGFN𝑛-xTB methods is
that for a few HS acetylacetonate (acac) complexes the LS state is still over stabilized, however, the
difference between the two states is drastically reduced compared to their parent methods. Overall the
performance of spGFN𝑛-xTB methods for 5d metals is somewhat worse than for 3d or 4d metals as
HS states are over stabilized.

A.3.3 Screening Workflow

In the previous section, the robust performance of spGFN1-xTB and spGFN2-xTB on the TM90S
set with B97-3c structures was demonstrated. For actual screening workflows, the computationally
expensive geometry optimization step should as well be performed by SQM methods. Since no
improvements were observed for employing spGFN𝑛-xTB instead of GFN𝑛-xTB for geometry
optimizations, the unpolarized GFN𝑛-xTB methods were used to optimize the TM90S structures
without any information about the spin state given (yielding LS states). On these structures, vertical
spin-splittings were calculated employing the corresponding spGFN𝑛-xTB method. This workflow is
the spGFN𝑛-xTB-based screening approach with the smallest computational costs and it is of interest
how the results deteriorate with it. The results for spGFN1-xTB and spGFN2-xTB on fully relaxed
B97-3c structures and on the corresponding GFN𝑛-xTB LS structures are shown in Figure A.3.

With the vertical approach, spGFN𝑛-xTB methods yield more positive spin-splittings as the
geometries of the HS states are not optimized. For spGFN1-xTB this results in a significantly
increased MAD of 25.1 kcal/mol in comparison to that of 19.6 kcal/mol on B97-3c structures and
the overall qualitative correctness decreases (73 out of 90 cases correct). However, for spGFN2-xTB
the resulting MAD of 22.2 kcal/mol on GFN2-xTB structures is even an improvement compared
to that of 24.8 kcal/mol on B97-3c structures and the overall qualitative correctness even improves
with one case (81 out of 90 signs correct). This is because, for the 4d and the 5d subset, the vertical
approach improves results in some cases, as there the high-spin-states are too low in energy with
spGFN2-xTB. Slightly worse results are obtained for the 3d subset, especially for three LS cases
(1,2,4) where spGFN2-xTB calculates too positive spin-splittings by more than 150 kcal/mol. For
these cases, important geometrical changes for the HS state (elongation of M-C bond length) are
neglected in the vertical approach and already an HS optimization on the GFN2-xTB level of theory
significantly reduces the error. With spGFN1-xTB//GFN1-xTB this is observed only for one of these
three complexes (complex 1). Nevertheless, the vertical approach still yields qualitatively the correct
sign for these spin-splittings.
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Figure A.3: Correlation plot for (a,c) the performance of spGFN1-xTB and spGFN2-xTB on B97-3c structures
(spGFN𝑛-xTB//B97-3c) and (b,d) vertical spin-splittings with spGFN𝑛-xTB on the respective GFN𝑛-xTB LS
structures (spGFN𝑛-xTB//GFN𝑛-xTB). Both depicted against the fully relaxed TPSSh-D4/def2-QZVPP//B97-3c
spin-splittings. The term "correct" corresponds to the qualitative correct spin state counter compared to the
reference. Points of qualitative disagreement between the reference and the respective evaluated approach can
be found in the upper left and bottom right quadrants of the plots.
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A.3.4 Timings

In order to demonstrate how spGFN𝑛-xTB methods can be employed to rapidly scan spin states, even
in complexes with two 3d transition metals, a mixed-valence iron-cobalt complex128 (FeCo) was
optimized with GFN2-xTB in the septet ground state and single-point energies were calculated for the
multiplicities 1, 3, 5, 7, and 9 with GFN1-xTB, GFN2-xTB, spGFN1-xTB, spGFN2-xTB, B97-3c,
and TPSSh-D4/def2-SV(P) to determine the lowest lying spin state. The composite B97-3c DFT
method and the smaller def2-SV(P) basis set for TPSSh-D4 were used for comparison because as
computationally favourable DFT methods they could potentially be employed instead of spGFN𝑛-xTB
or in a follow up step in multilevel workflows. The results are shown in Table A.3 and the respective
timings are shown in Figure A.4. GFN1- and GFN2-xTB yield, as expected, the singlet LS state as the
ground state while spGFN1-xTB, spGFN2-xTB, B97-3c, and TPSSh-D4 correctly identify the septet
to be the spin state lowest in energy. While spGFN𝑛-xTB methods only take a few seconds for the five
single-point energy calculations, B97-3c takes around 16.5 hours on a single CPU core (see caption
for details) and TPSSh-D4 takes around 20.7 hours. spGFN1-xTB shows convergence problems
with the spin multiplicity of 3, but the problem is resolved upon starting the calculation from the
converged SCF solution of spin multiplicity 5. The spGFN𝑛-xTB methods are both able to yield the
same qualitative results and spGFN2-xTB even yields semi-quantitative spin-splittings in comparison
to B97-3c and TPSSh-D4 at computational costs four orders of magnitude smaller. (sp)GFN1-xTB is
generally computationally more costly than (sp)GFN2-xTB because GFN1-xTB employs an additional
s-function for hydrogen to improve the description of hydrogen bonding.70 In general calculations with
spGFN𝑛-xTB methods are expected to have a twofold increased computational cost compared to their
unpolarized counterparts because an additional spin channel (matrix diagonalization) is introduced.
This is observed for (sp)GFN2-xTB. The comparatively long computation time with spGFN1-xTB is
due to difficulties in SCF convergence.

Table A.3: Spin-splittings calculated with (sp)GFN𝑛-xTB methods, B97-3c, and TPSSh-D4/def2-SV(P) for the
FeCO complex with respect to the septet ground state given in kcal/mol. The suffixes (-xTB) and the basis sets
are left out for clarity.

multiplicity GFN1 GFN2 spGFN1 spGFN2 B97-3c TPSSh-D4

1 −32.7 −28.3 40.1 55.2 64.5 66.4
3 −30.1 −26.4 8.2 48.1 19.7 31.5
5 −21.3 −18.5 5.4 12.1 12.8 13.8
7 0.0 0.0 0.0 0.0 0.0 0.0
9 62.7 57.8 55.8 43.6 45.2 44.6

A.4 Conclusion

In this work, spin-polarization was introduced into the GFN𝑛-xTB Hamiltonians yielding the spGFN𝑛-
xTB methods, which are available with analytical nuclear gradients in the tblite library through which
they can also be used in the xtb program package. The spin constants calculated in this work can also
be employed in other programs implementing xTB methods such as the DFTB+ code.228 The spGFN𝑛-
xTB (𝑛 = 1, 2) methods were benchmarked on main-group thermochemistry sets containing open-shell
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Figure A.4: Wall-time comparison with (sp)GFN𝑛-xTB methods, B97-3c, and TPSSh-D4/def2-SV(P) for the
single-point energy calculations shown in Table A.3. All calculations were performed on a single Intel Xeon
E3-1270 v5 @ 3.60 GHz CPU core. For spGFN1-xTB the computation for spin multiplicity 3 was started from
the converged result of multiplicity 5.

molecules and demonstrated overall robustness. For closed-shell systems, they yield the same results
as their parent GFN𝑛-xTB methods. Improvements were also observed for the ROST61 benchmark
set with spGFN2-xTB for open-shell transition metal reaction energies. To evaluate the capability of
spGFN𝑛-xTB methods to screen spin states for transition metal complexes the new TM90S benchmark
set was compiled. With its appropriately accurate DFT references the purpose of the TM90S set is
to benchmark SQM methods. On this challenging set, both spin-polarized methods perform better
than their respective parent methods. spGFN2-xTB improves for the 3d subset (MADGFN2-xTB =

47.5 kcal/mol, MADspGFN2-xTB = 17.9 kcal/mol), and stays the same for the 4d subset (MADGFN2-xTB =

20.2 kcal/mol, MADspGFN2-xTB = 20.2 kcal/mol), while the performance deteriorates for the 5d subset
(MADGFN2-xTB = 26.3 kcal/mol, MADspGFN2-xTB = 39.5 kcal/mol). spGFN1-xTB also shows
improvements for the 3d subset (MADGFN1-xTB = 48.6 kcal/mol, MADspGFN1-xTB = 14.2 kcal/mol),
and yields slightly worse results for the 4d (MADGFN1-xTB = 20.6 kcal/mol, MADspGFN1-xTB =

21.8 kcal/mol) and the 5d subset (MADGFN1-xTB = 20.8 kcal/mol, MADspGFN1-xTB = 25.6 kcal/mol).
This behavior is attributed to the relatively large number of HS-favoured cases in the 3d subset (20 out
of 39) and the relatively low number of HS-favoured cases in the 4d (4 out of 25) and 5d subset (3
out of 26). In the MAD the spGFN1-xTB method outperformed all other SQM methods tested on
the TM90S set with 19.6 kcal/mol, while spGFN2-xTB got with 80 out of 90 cases the highest score
on the qualitative correct counter (89 % correct). Screening workflows where the geometries were
optimized with GFN𝑛-xTB (𝑛 = 1, 2) and vertical spin-splitting calculations were performed with the
corresponding spGFN𝑛-xTB method were also tested on the TM90S set obtaining a worse MAD of
25.1 kcal/mol for spGFN1-xTB and even an improved MAD of 22.2 kcal/mol for spGFN2-xTB.

To test spGFN𝑛-xTB methods for a complex containing two transition metals, they were employed
on an iron-cobalt complex (FeCo) where they determined the correct spin-ground-state in a few
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seconds of computation time, while B97-3c took around 16.5 hours and TPSSh-D4 in a small basis
set around 20.7 hours. Due to the relatively small performance difference between spGFN1-xTB
and spGFN2-xTB, no general recommendation for one of the methods over the other can be made.
Instead, the decision on which of these methods to employ should be based on the smoothness of
the SCF convergence for the system at hand. For 4d and 5d complexes HS ground states are rare229

and unless screening for HS states is desired we recommend employing the unpolarized GFN𝑛-xTB
methods for calculations of the spin-splittings. The benefits of spGFN𝑛-xTB lie in large-scale
high-throughput screening of spin states for multilevel workflows, while it also enables a quick and
easy way for computational chemists to check the multiplicity of systems they investigate. Due to
the higher computational costs, we do not recommend using spGFN𝑛-xTB as a general replacement
for GFN𝑛-xTB, but as an additional tool when information about the spin state is explicitly desired.
Exclusion of the spin-dependent energy term can sometimes be advantageous because smoother
SCF convergence is observed without spin-polarization. Also, the spin independence of GFN𝑛-xTB
enables special applications such as screening of excited state minimal energy crossing points as
recently demonstrated by Pracht et al.230 Interesting future applications could also involve using the
spGFN𝑛-xTB wavefunctions, or properties derived from them, as an input feature vector for machine
learning models or further optimization of spin constants by such techniques.168
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Appendix B Dispersion Corrected r2SCAN Based Global Hybrid Functionals: r2SCANh, r2SCAN0,
and r2SCAN50

Abstract The regularized and restored semilocal meta generalized gradient approximation (meta-
GGA) exchange-correlation functional r2SCAN [J. W. Furness, A. D. Kaplan, J. Ning, J. P. Perdew, and J.
Sun, J. Phys. Chem. Lett. 11, 8208–8215 (2020)] is used to create three global hybrid functionals with
varying admixtures of Hartree–Fock ”exact” exchange (HFX). The resulting functionals r2SCANh (10%
HFX), r2SCAN0 (25% HFX), and r2SCAN50 (50% HFX) are combined with the semiclassical D4
London dispersion correction. The new functionals are assessed for the calculation of molecular
geometries, main-group, and metalorganic thermochemistry at 26 comprehensive benchmark sets.
These include the extensive GMTKN55 database, ROST61, and IONPI19 sets. It is shown that a
moderate admixture of HFX leads to relative improvements of the mean absolute deviations (MADs)
for thermochemistry of 11% (r2SCANh-D4), 16% (r2SCAN0-D4), and 1% (r2SCAN50-D4) compared
to the parental semi-local meta-GGA. For organometallic reaction energies and barriers, r2SCAN0-D4
yields an even larger mean improvement of 35%. The computation of structural parameters (geometry
optimization) does not systematically profit from HFX admixture. Overall, the best variant r2SCAN0-
D4 performs well for both main-group and organometallic thermochemistry and is better or on par
with well-established global hybrid functionals such as PW6B95-D4 or PBE0-D4. Regarding systems
prone to self-interaction errors (SIE4x4), r2SCAN0-D4 shows reasonable performance, reaching the
quality of the range-separated 𝜔B97X-V functional. Accordingly, r2SCAN0-D4 in combination with a
sufficiently converged basis set (def2-QZVP(P)) represents a robust and reliable choice for general use
in the calculation of thermochemical properties of both, main-group and organometallic chemistry.

B.1 Introduction

In the last decades, Kohn–Sham (KS) density functional theory (DFT) has emerged as a versatile
and powerful tool in quantum chemistry.97 DFT has proven to provide broad applicability towards a
large variety of chemical problems at a typically excellent computational cost accuracy ratio. This
has led to its status as the “working horse” of quantum chemistry and caused a massive impulse in
the development of new density functional approximations (DFAs). These are usually categorized
according to the “Jacob’s ladder” hierarchy coined by Perdew and Schmidt in 2001.100 The introduced
rungs reflect the respective methodological improvement of DFAs, resulting in categories of local
(spin-)density approximations (LDAs), generalized gradient approximations (GGAs), meta-GGAs,
hybrid functionals, and double-hybrid functionals. Even though the expected accuracy of the DFAs
improves ascending the rungs of Jacob’s ladder, this also results in increasing computational demand.
While (meta-)GGA functionals formally scale cubic with the system size (N3), hybrid DFAs already
have a formal scaling of N4 due to the admixture of Hartree-Fock ”exact” exchange (HFX) into the
energy calculation. Nevertheless, for the less computationally demanding (meta-)GGA functionals the
self-interaction error (SIE) is specifically problematic for the calculation of, e.g., reaction barriers.
The admixture of HFX in hybrid functionals reduces the impact from SIE and therefore typically
improves results for systems prone to this kind of error. Here, hybrid functionals can be classified
into global hybrid functionals, applying a fixed HFX parameter, and range-separated hybrid (RSH)
functionals that divide the Coulomb operator into short- and long-ranged regimes that apply different
fractions of HFX. Even though RSH functionals address overdelocalization effects in the long-ranged
regime more accurately compared to global hybrid functionals,231 the robustness and computational
efficiency of the latter render them still highly valuable in most quantum chemical applications.
Successful variants are the well-known PBE0, PW6B95, and TPSSh hybrid functionals. An interesting
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starting point for the development of new global hybrid functionals is the strongly constrained and
appropriately normed (SCAN) functional105 as it is constructed to rigorously satisfy all known
exact constraints applicable to a meta-GGA. Previously proposed global hybrid functionals, like
SCANh232 (10% HFX) and SCAN0233 (25% HFX), were developed without any correction for London
dispersion interactions, which cannot be included by semilocal functionals,110 and therefore are not
competitive for real chemical applications. Martin and Santra234 developed dispersion corrected
global hybrid SCAN functionals with 10%, 25%, 37.5%, and 50% by utilizing the D4 dispersion
correction.9 One major shortcoming inherited from the SCAN functional for those hybrid functionals
are the severe numerical instabilities and the resulting need to use dense computationally costly
integration grids,106,129,130 which impedes their application for many computational studies. This issue
is resolved with the regularized SCAN (rSCAN)129 and the subsequent r2SCAN functional.106,107,131

Inspired by the excellent performance of r2SCAN, its London dispersion corrected variants,132 and
the composite DFT method r2SCAN-3c,137 we present three global hybrid functional variants of
r2SCAN termed r2SCANh, r2SCAN0, and r2SCAN50 with 10%, 25%, and 50% of HFX admixture,
respectively. Matching parameters for the D4,9,113 the D3(BJ),111,112 and the non-self consistent
VV10133 London dispersion correction are provided. To provide a clear picture of the capabilities
of the new functionals, their performance is assessed for a variety of state-of-the-art benchmark
data. These include thermochemistry, kinetics, non-covalent interactions, and molecular geometries
of main-group elements (e.g., GMTKN55,99 IONPI19235) and transition metal compounds (e.g.,
MOR41,134 ROST61126).

B.2 Methods

B.2.1 Hartree–Fock exchange admixture

The recently proposed regularized and restored SCAN meta-GGA exchange-correlation functional is
modified by admixture of varied amounts of HFX. The obtained global hybrid exchange-correlation
functionals are constructed according to equation B.1 with 𝑎 denoting the factor of HFX.

𝐸
r2SCANx
𝑥𝑐 = (1 − 𝑎)𝐸 r2SCAN

𝑋 + 𝑎𝐸HF
𝑋 + 𝐸 r2SCAN

𝐶 (B.1)

In this work we present three variants with increasing amounts of HF exchange admixture. Referring
to the well known TPSSh/0, PBE0, and BHLYP hybrid functionals, the proposed exchange correlation
functionals are r2SCANh (10%), r2SCAN0 (25%), and r2SCAN50 (50%). No re-parameterization of
the original r2SCAN functional was conducted.

B.2.2 Dispersion corrections

In general, the application of London dispersion corrections has proven indispensable.8,110,236

Therefore, the recently developed atomic-charge dependent London dispersion correction D49,113 was
parameterized for the new hybrid functionals. In the D4 correction scheme, the dispersion energy is
calculated according to equation (B.2) including an Axilrod–Teller–Muto (ATM) type three-body
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energy correction.
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where 𝐴/𝐵/𝐶 are the atomic indices, 𝑅𝐴𝐵 their distance, 𝐶𝐴𝐵(𝑛) is the 𝑛th dispersion coefficient and
\𝐴𝐵𝐶 the angle dependent term of the atomic triple. The default Becke–Johnson (BJ) damping
function 𝑓

(𝑛)
𝐵𝐽

(𝑅𝐴𝐵) is applied as described in equation (B.3).

𝑓
(𝑛)
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𝑅
(𝑛)
𝐴𝐵

𝑅
(𝑛)
𝐴𝐵

+ (𝑎1𝑅
𝐴𝐵
0 + 𝑎2)

(𝑛) (B.3)

For a detailed description of the D4 correction see references [9] and [113]. Accordingly, the D4
model requires three functional specific parameters 𝑠8, 𝑎1, and 𝑎2. The newly determined parameters
for D4 as well as D3(BJ) and the parameter 𝑏 for a non-self-consistent VV10 dispersion correction are
are presented in table B.1.

Table B.1: Presented hybrid exchange-correlation functionals, HFX admixture, and determined parameters for
the D4, D3(BJ), and VV10 London dispersion corrections fit for def2-QZVP (QZ) and def2-TZVPP (TZ) basis
sets.

D4 / QZ D3(BJ) / QZ VV10 / QZ
Functional HFX 𝑠6 𝑠8 𝑠9 𝑎1 𝑎2 𝑠6 𝑠8 𝑠9 𝑎1 𝑎2 𝑏

r2SCANh 10% 1 0.8324 1 0.4944 5.9019 1 1.1236 1 0.4709 5.9157 11.9
r2SCAN0 25% 1 0.8992 1 0.4778 5.8779 1 1.1846 1 0.4534 5.8972 11.4
r2SCAN50 50% 1 1.0471 1 0.4574 5.8969 1 1.3294 1 0.4311 5.9240 10.8

D4 / TZ D3(BJ) / TZ VV10 / TZ
Functional HFX 𝑠6 𝑠8 𝑠9 𝑎1 𝑎2 𝑠6 𝑠8 𝑠9 𝑎1 𝑎2 𝑏

r2SCANh 10% 1 0.9119 1 0.4832 6.2073 1 1.1493 1 0.4761 6.0947 -
r2SCAN0 25% 1 0.9397 1 0.4578 6.1864 1 1.1859 1 0.4567 6.0583 -
r2SCAN50 50% 1 1.0576 1 0.4232 6.2378 1 1.2980 1 0.4314 6.0662 -

B.2.3 Parameterization strategy

Independently from this work, Santra and Martin237 proposed a number of density corrected hybrids
based on r2SCAN and have provided D4 parameters for those methods. The major difference in the
parameterization strategy employed by Santra and Martin is the use of the GMTKN55 set and the
WTMAD-2 as objective function, while we followed the proven original parameterization strategy
proposed in ref. [9], which minimizes the mean-square deviation for non-covalent interaction curves.
Furthermore, since the interaction curves are not counter–poise corrected, the residual basis set
superposition error can be accounted for in the damping parameters, especially for the triple-Z basis
sets. We prefer this strategy to provide a targeted correction of London dispersion effects and to
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avoid overfitting by including systems prone to various other error sources such as the self-interaction
error (SIE) in the SIE4x4 subset of the GMTKN55. The resulting parameters differ significantly,
especially in the value of the 𝑠8 dipole–quadrupole scaling. While Santra and Martin reported values
around three for the 𝑠8, we found smaller and more physical values < 1, which is in line with previous
parameterizations of the rational damping function for SCAN130 and r2SCAN.132 To investigate the
effect of this discrepancy we evaluated all benchmark sets tested for this work with the parameters
proposed by Santra and Martin as well.

Unsurprisingly, we find that the damping parameters proposed by Santra and Martin perform
slightly better by 0.2 kcal·mol−1 for the GMTKN55, as this was the objective function for optimizing
the damping parameters. However, we find that damping parameters optimized on the GMTKN55
will produce spurious interaction energies for large molecule benchmark sets with large dispersion
contributions such as the S30L set increasing the MAD by 2.4 kcal·mol−1 for r2SCAN0-D4 with the
damping parameters by Santra and Martin. For most sets tested in this study both damping parameters
yield similar results in the MAD. However, the benefit in the improved WTMAD-2 is out-weighted
by the deterioration in interaction energies for large systems. Further, the tendentially smaller mean
deviations using our parameterizations hint on a more systematic correction of the descriptions of
London dispersion effects for the r2SCANx hybrid functionals. For completeness we included a full
statistics of the Santra and Martin damping parameters for all tested sets in the supporting information.

B.2.4 Computational details

All quantum chemical calculations were conducted with the ORCA 5.0.1 program package.141,238 DFT
calculations were generally accelerated using the resolution-of-the-identity approximation239,240 for
Coulomb and exchange integrals (RĲK) applying matching auxiliary basis sets222,241 (def2/JK option).
If not stated else, Ahlrichs’ type large quadruple-Z def2-QZVP and def2-QZVPP basis sets127 were
applied in the following abbreviated as “QZ”. Triple-Z basis set calculations employ the def2-TZVPP
basis set abbreviated by “TZ.” For all basis sets, the default Stuttgart–Dresden small-core effective
core potentials242,243 (ECPs) were used for the respective elements. The numerical quadrature grid
option DefGrid3 and TightSCF convergence criteria were generally applied as implemented in ORCA.
D4 London dispersion corrections were calculated with the dftd4 3.3.0 stand-alone program.

B.3 Results and discussion

B.3.1 Main-group thermochemistry

To evaluate the performance of the proposed global hybrid DFAs for general main group chemistry, we
employ the general thermochemistry, kinetics and noncovalent interactions (GMTKN55) database.99

The GMTKN55 database is a compilation of 55 benchmark sets and comprises 1505 relative energies
divided into five categories, namely, basic properties and reactions of small systems (basic properties),
isomerisations and reactions of large systems (reactions), barrier heights (barriers), intermolecular
noncovalent interactions (intermol. NCIs), and intramolecular noncovalent interactions (intramol.
NCIs). The comparison between r2SCAN and its hybrid variants, as well as the comparison of
r2SCAN0-D4 to other very well performing hybrid DFAs over the five categories as well as their
weighted MAD (WTMAD-2) are shown in Figure B.1. The global hybrid r2SCAN DFAs yield smaller
WTMAD-2 values than the meta-GGA with r2SCAN0-D4 as their best performer (WTMAD-2 =
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Figure B.1: Weighted mean absolute deviation of r2SCANx-D4 hybrids compared to other very well performing
DFAs for the large database of general main group thermochemistry, kinetics and non-covalent interactions
GMTKN55. On the left side panel the different r2SCANx-D4 hybrids are compared against the meta-GGA
r2SCAN-D4.

5.63 kcal·mol−1), which is an improvement of almost 2 kcal·mol−1 over r2SCAN-D4. The other
two global hybrid DFAs r2SCANh-D4 and r2SCAN50-D4 perform slightly worse with WTMAD-2s
of 6.22 kcal·mol−1 and 6.27 kcal·mol−1 respectively. The largest improvements with the inclusion
of HFX, and therefore the reduction of SIE, are observed for barriers, while the remaining four
categories benefit moderately from HFX. For the basic properties the improvements for the self-
interaction error related problems (SIE4x4) set with HFX are compensated by the worse performance
for total atomisation energies (W4-11). In comparison of r2SCAN0-D4 with the well-performing
hybrid functionals PBE0-D4, PW6B95-D4, and 𝜔B97X-V, the r2SCAN0-D4 outperforms PBE0-D4
(WTMAD-2 = 6.66 kcal·mol−1), is on par with PW6B95-D4 (WTMAD-2 = 5.53 kcal·mol−1), and
performs moderately worse than the computationally more demanding RSH 𝜔B97X-V (WTMAD-2 =
3.98 kcal·mol−1).

Reducing the applied basis set to triple-Z quality (def2-TZVPP) leads to moderate increases in the
WTMAD-2 values of 4 (r2SCAN50-D4) to 9% (r2SCANh-D4, r2SCAN0-D4).

B.3.2 Non-covalent interactions

Noncovalent interactions are of crucial importance in many chemical systems. Therefore, all hybrids
were assessed on various benchmark sets representing diverse NCI patterns. These include NCIs of large
systems (S30L, L7), ion-𝜋 interactions (IONPI19235), halogen bonds (X40x10244), hydrogen bonds
(HB300SPX245), chalcogen bonds (CHAL336246), and NCIs in repulsive regions (R160x6247,248).
Further, the subsets of the GMTKN5599 that involve significant influence of intramolecular (IDISP,
ICONF, ACONF, Amino20x4, PCONF21, MCONF, SCONF, UPU23, BUT14DIOL) and intermolecu-
lar NCIs (RG18, ADIM6, S22, S66, HEAVY28, WATER27, CARBHB12, PNICO23, HAL59, AHB21,
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Figure B.2: Bar-plots of deviations (MAD, SD) for organometallic reactions, non-covalent interactions, and
conformational energies obtained with r2SCAN-D4/QZ and its r2SCANx-D4/QZ hybrid (x = h, 0, 50) variants.
All deviations are given in kcal·mol−1.
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CHB6, IL16) were assessed. The results of the proposed hybrid DFAs is depicted in Figure B.2.
Finally, a comparison of r2SCAN0-D4 to other very well performing DFAs is shown in Figure B.3.
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Figure B.3: Radar chart of the MADs for r2SCAN0-D4 in comparison to other very well performing (RS-)hybrid
DFAs. For different noncovalent interaction benchmark sets.

For the calculation of NCIs, the correct description of London dispersion effects is indispensable.8,110

Accordingly, the parameterization of sophisticated dispersion corrections such as the D4 method to
systematically correct DFT and in this case the r2SCANx hybrid functionals is specifically crucial.
The r2SCANx-D4 hybrid functionals with moderate amounts of HFX (10, 25%) yield systematically
improved results for NCIs compared to the pure meta-GGA. For r2SCAN0-D4, the MAD for the
NCI subsets of the GMTKN55, is reduced from 0.83 kcal·mol−1 to 0.62 kcal·mol−1, which is an
improvement of 25%. Further, the description of hydrogen bonds (HB300SPX) is improved, reducing
the MAD from 0.62 kcal·mol−1 to 0.53 kcal·mol−1. On average r2SCAN0-D4 yields an improvement
of 8% for NCIs. Tentatively, these positive effects of HFX admixture can be attributed to a reduced SIE
leading to smaller artificial intramolecular charge-transfer. Large amounts of HFX on the other hand,
lead to increased errors for some subsets such as the L7 and IONPI19 benchmark sets with increased
MAD by 17% compared to r2SCAN-D4. No improvement for any of the tested hybrid functionals
is observed for the S30L and X40x10 (halogen bonds) benchmark sets, yet retaining the already
excellent performance of the meta-GGA. Overall, the description of NCIs by the r2SCANx hybrid
functionals in combination with the D4 correction is on par with other very well performing global
hybrid functionals such as PW6B95-D4. The excellent results obtained with the RSH 𝜔B97X-V are
not reached by any of the assessed hybrid variants. Also for NCIs the def2-TZVPP yields comparably
good results for most subsets compared to a QZ quality basis set. Nevertheless, NCIs proved to be
the most basis set sensitive subgroup assessed with percent increases in the MADs of up to 70%
(r2SCANh-D4, IONPI19) relative to the QZ value. All MAD increases due to basis set size reduction
are still below 0.7 kcal·mol−1. Surprisingly, for the S30L even a small improvement of the MADs
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applying the def2-TZVPP basis set was observed (approx. −0.15 kcal·mol−1) which is within the
uncertainty of the reference values. Nevertheless, this good performance indicates that optimized
hybrid/TZ level damping parameters efficiently account for some residual basis set incompleteness
and superposition errors.

B.3.3 Organometallic thermochemistry

All hybrid functionals were assessed in the context of the thermochemistry of organometallic complexes.
Reaction energies were assessed for closed-shell transition metal complexes on the comprehensive
MOR41134 and WCCR10249,250 benchmark sets and for open-shell transition metal complexes on
the ROST61126 benchmark set. Reaction barrier heights of transition metal complex reactions are
represented by the MOBH35135,136 and a collection of 34 barrier heights computed by Chen and
co-workers termed TMBH.251–254 Further, the MLA24 represents a collection of alkylchains linked by
a (earth) alkaline or transition metal.255 A comparison of the obtained results to the parent r2SCAN
meta-GGA functional is depicted in Figure B.2. For all sets, small to moderate admixture of HFX
(10%, 25%) results in smaller deviations and reduced error scattering. While 25% HFX admixture
(r2SCAN0) yields the best overall results, a further HFX increase to 50% (r2SCAN50) increases the
deviations significantly. This is in line with previous observations on increased errors upon inclusion
of high amounts of HFX in the context of transition metal thermochemistry.126,134 The frequently
used M06-2X functional applying 54% HFX, shows a similar behavior compared to its sibling M06
(27%). Also, admixture of 25% HFX has proven very successful in the PBE0 functional.156 A
large improvement of the hybrid approach over the original meta-GGA is observed for the reaction
barrier height subsets MOBH35 and TMBH overall decreasing the respective MADs by 44 and
42% for r2SCAN0-D4. In general, specifically the r2SCAN0-D4 functional reliably yields good
results for transition metal complex thermochemistry (Figure B.4. For the MOR41 benchmark set,
r2SCAN0-D4 is only outperformed by the range-separated𝜔B97X-V (MAD = 2.21 kcal·mol−1) and the
PWPB95-D3(BJ) (MAD = 1.85 kcal·mol−1) double-hybrid functional.134 For the ROST61, containing
challenging open-shell single-reference complexes, it yields a good MAD of 2.96 kcal·mol−1which is
close to that of 𝜔B97X-V (MAD = 2.8).126 An even better performance is observed for the WCCR10
benchmark set, where r2SCAN0-D4 yields a very small MAD of only 0.88 kcal·mol−1, which is
similar to the best tested DFA PBE0 that yields a MAD of 0.83 kcal·mol−1 in combination with the
D4 dispersion correction. For all subsets covering organometallic chemistry, also reasonable MADs
can be obtained from applying the smaller def2-TZVPP basis set. The resulting MAD increases are
typically below 0.2 kcal·mol−1.

B.3.4 Conformational energies

The reliable computation of conformational energies is of high importance in many quantum chemical
applications as finding the energetically most favored conformer is fundamental.137 Moreover, many
properties require the consideration of well described conformer-ensembles that may be generated
by sophisticated conformer-ensemble sampling algorithms such as CREST.158 The final energetic
ranking of conformers often requires more accurate methods, that still keep a beneficial cost-accuracy
ratio. Accordingly, the application of global hybrid functionals may be desired. The performance
of the r2SCANx functionals for computation of conformational energies was assessed for various
conformational energy benchmarks sets. These include the MPCONF196, the 37CONF8, the
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Figure B.4: Radar chart of the MADs for r2SCAN0-D4 in comparison to other very well performing (RS-)hybrid
DFAs for different metalorganic benchmark sets.

ACONF12, and the corresponding subsets of the GMTKN55 for main group conformers. Further, the
TMCONF16 addresses conformational energies in transition metal complexes. Results are depicted in
Figure B.2. A comparison of r2SCAN0-D4 to other very well performing DFAs is shown in Figure B.5.

While reaction energies and barriers were shown to profit greatly from moderate HFX admixture
in the framework of r2SCANx global hybrid functionals, no significant improvement is observed for
conformational energies. While conformational energies of alkanes (ACONF12) are improved by
5, 16, and 37%, respectively, no systematic improvement is observed for (bio-)chemically relevant
molecules covered by the MPCONF196 and 37CONF8 or the transition metal complexes of the
TMCONF16. Nevertheless, it is to note, that the differences in the MADs compared to r2SCAN-D4
are typically very small and below 0.1 kcal·mol−1. Overall specifically r2SCAN0-D4 yields excellent
conformational energies mostly on par with the RSH 𝜔B97X-V. Except for the ACONF12 benchmark
set, the results for conformational energies are quite insensitive to the reduction in basis set size from
QZ to TZ.

B.3.5 Self-interaction Error

The artificial interaction of an electron with its own mean field is one of the major shortcomings of
common KS-DFT. The so-called self-interaction error (SIE)256–258 is specifically problematic in any
local density functional approximation and in part also in various hybrid functionals. Accordingly,
also the parental r2SCAN meta-GGA functional is prone to SIE. Even though, several approaches to
correct the SIE are known259 the most common one is to introduce HFX in the hybrid DFT scheme.
Therefore, the hybrid variants of r2SCAN should show an improved performance for SIE prone
systems and properties. The improvement of HFX inclusion regarding the SIE was assessed for the
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Figure B.5: Radar chart of the MADs for r2SCAN0-D4 in comparison to other very well performing (RS-)hybrid
DFAs for different conformational benchmark sets.

SIE4x4 and SIE8 subsets. The SIE4x4 subset of the GMTKN55 includes dissociation energies of
small open-shell cationic dimers and the SIE8 consists of the remaining mostly neutral systems of
the original SIE11 subset presented in the GMTKN24260 database. The results for the r2SCANx-D4
hybrid functionals are depicted in Figure B.6. For all three hybrids, a substantial improvement is
observed for both subsets dependent on the amount of HFX admixture. With respect to the meta-GGA
r2SCAN-D4 (MAD = 18.1 kcal·mol−1), the MAD is reduced to 15.2 kcal·mol−1for r2SCANh-D4
(10% HFX), to 10.9 kcal·mol−1 for r2SCAN0-D4 (25% HFX), and to 4.6 kcal·mol−1 for r2SCAN50
(50% HFX). A comparable improvement is observed for the SIE8 subset, where the MAD is reduced
from 9.8 kcal·mol−1 (r2SCAN-D4), to 8.3, 7.5, and 5.6 kcal·mol−1, respectively. Even though the 50%
HFX variant yields the smallest MADs for both subsets and also outperforms sophisticated DFAs such
as the range-separated 𝜔B97X-V functional,157 the high amount of HFX has proven not beneficial for
the overall performance as discussed in the previous sections. However, the best tested compromise
r2SCAN0-D4 with 25% HFX yields reasonable results on par with 𝜔B97X-V and even outperforms
the prominent PBE0-D4 global hybrid functional. The influence of SIE was further evaluated for
a system of the IONPI19235 benchmark set, involving the non-covalent interaction energy of the
cyclopropylium cation and anthracene (Figure B.7). The interaction energy scan of both unrelaxed
fragments along with the center-of-mass distance (R𝐶𝑀𝐴) was analyzed with reference to W1-F12
data. Here, a similar trend regarding the HFX admixture is observed as the interaction energy curve
increasingly approaches the reference data. Nevertheless, for r2SCAN50-D4, a beginning shift of the
minimum value to a larger R𝐶𝑀𝐴 is observed. While this is only indicated by a slight change in the
shape of the curve for r2SCAN50-D4, 𝜔B97X-V already yields a different minimum R𝐶𝑀𝐴. Further,
𝜔B97X-V systematically underestimates the interaction energy at shorter distances. Overall, it is
shown that the HFX admixture to r2SCAN-D4 significantly reduces the SIE as already indicated by
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Figure B.6: MADs for the SIE4x4 and SIE8 sets. All DFT data calculated with the def2-QZVPP basis set.

the much improved performance for reaction barriers (vide infra). 25% HFX can be considered as the
most promising compromise regarding the overall performance.
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distance RCMA. All DFT data calculated with the def2-QZVPP basis set.
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B.3.6 Geometries

In addition to thermochemical properties, the correct description of molecular geometries is of major
interest. Specifically, covalent bond lengths and angles are key structural features. Accordingly, we
assessed ground-state equilibrium distances (𝑅𝑒) for transition metal complexes (TMC32261) and
heavy and light main group compounds (HMGB11,262 LMGB35,262 LB12262). Further, distances and
angles in organic molecules are compared to semi-experimental reference data (CCse21263,264). A
comparison of r2SCAN-D4/QZ and its hybrid variants is depicted in Figure B.8. For geometries, an
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Figure B.8: Mean absolute deviations for geometries obtained with r2SCAN-D4/QZ and its r2SCANx-D4/QZ
hybrid (x = h, 0, 50) variants compared to well-performing (RS-)hybrids. All deviations for bond lengths are
given in pm, all for angles in degrees.

admixture of HFX did not prove beneficial regarding the reproduction of structural parameters. Mostly,
the r2SCANx-D4 hybrids yield slightly worse results compared to the already very well performing
r2SCAN-D4.132 In the context of the higher computational demand of the hybrid functionals, geometry
optimizations using such may not be recommended if no strong SIE effects are expected. Alternatively,
the original r2SCAN-D4 or its even more efficient composite variant r2SCAN-3c137 may be applied
instead.

All collected MADs for all assessed thermochemistry and geometry benchmark sets are depicted in
Table B.2.

B.4 Conclusion

In this study global hybrid variants of the r2SCAN meta-GGA functional are assessed on a large
collection of comprehensive benchmark sets such as the GMTKN55, MOR41, HB300SPX, and
CHAL336 data collections (overall about 6975 relative energies and 252 structural parameters in
total). The used benchmark sets cover main-group and transition metal thermochemistry, non-covalent
interactions and conformational energies. Starting from r2SCAN, three different hybrid functionals
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Table B.2: Mean absolute deviations (MADs) / standard deviations (SDs) for the r2SCAN-D4 and its hybrid
variants. Energies in kcal·mol−1, distances in pm, angles in °, rotational constants in MHz. All values for
def2-QZVP(P) basis set with D4 dispersion correction if not noted otherwise.

Benchmark r2SCAN r2SCANh r2SCAN0 r2SCAN50 𝜔B97X-V PBE0 PW6B95
Organometallic chemistry
MOR41 3.32 2.54 / 3.47 2.31 / 2.90 3.19 / 4.20 2.21 2.28 3.20
ROST61 3.33 2.64 / 3.59 2.96 / 3.95 4.84 / 6.87 2.8 2.6 2.5
WCCR10 2.74 1.96 / 2.53 0.88 / 1.14 1.30 / 1.57 1.18 0.83 1.82
MOBH35 3.71 2.79 / 3.21 2.07 / 2.75 2.86 / 3.71 2.00 2.38 2.07
TMBH 3.24 2.33 / 2.46 1.88 / 2.43 2.89 / 4.12 2.11 2.32 1.26
MLA24 4.81 4.48 / 4.81 4.09 / 4.28 4.21 / 3.64 1.69 3.24 2.62
Non-covalent interactions
GMTKN55† 7.54 6.22 / — 5.63 / — 6.27 / — 3.98 6.66 5.53
L7 1.59 1.54 / 1.66 1.60 / 1.76 1.86 / 2.08 0.86 1.56 1.11
S30L 1.92 2.01 / 1.76 2.01 / 1.75 2.04 / 1.88 3.83 2.59 2.45
IONPI19 0.72 0.67 / 0.80 0.71 / 0.81 0.84 / 1.09 0.73 0.88 0.83
X40x10 0.30 0.30 / 0.56 0.31 / 0.57 0.34 / 0.62 0.26 0.32 0.21
R160x6 0.24 0.22 / 0.31 0.20 / 0.28 0.22 / 0.32 0.18 0.27 0.18
HB300SPX 0.62 0.57 / 0.78 0.53 / 0.72 0.52 / 0.70 0.23 0.70 0.24
SIE8‡ 9.79 8.26 / 8.15 7.48 / 7.23 5.58 / 7.06 6.20 7.75 7.26
CHAL336 1.90 1.75 / 2.12 1.67 / 2.06 1.69 / 2.24 0.89 2.05 1.28
Conformational energies
ACONF12 0.19 0.18 / 0.07 0.16 / 0.07 0.12 / 0.08 0.26 0.19 0.67
MPCONF196 0.75 0.77 / 0.97 0.83 / 1.02 1.34 / 2.33 0.62 0.85 0.90
37CONF8 0.50 0.46 / 0.63 0.46 / 0.61 0.54 / 0.70 0.31 0.52 0.64
TMCONF16 0.22 0.22 / 0.26 0.23 / 0.26 0.28 / 0.31 0.50 0.39 0.43
Structural parameters
LMGB35 0.68 1.29 / 2.30 1.59 / 2.28 2.09 / 2.45 1.33 0.92 1.41
HMGB11 1.17 1.01 / 1.21 1.16 / 1.06 2.71 / 1.15 1.54 1.07 1.09
TMC32 1.89 2.18 / 1.80 2.71 / 1.96 3.37 / 2.73 2.09 2.40 2.60
ROT34 (MHz) 4.64 3.00 / 3.94 10.46 / 7.40 24.15 /16.28 7.71 3.86 11.71
LB12 3.57 3.88 / 5.77 3.16 / 5.05 5.48 / 9.14 6.33 3.16 5.96
CCse21 (dist.) 0.38 0.43 / 0.57 0.70 / 0.71 1.34 / 1.02 0.51 0.53 0.60
CCse21 (angles) 0.26 0.24 / 0.29 0.23 / 0.28 0.28 / 0.38 0.18 0.31 0.24
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with varying amounts of HFX admixture are constructed. The new global hybrid functionals are
termed r2SCANh (10% HFX), r2SCAN0 (25%), and r2SCAN50 (50%). The sophisticated D4 London
dispersion correction is parameterized for all three hybrid functionals and an additional parameter set
for use with a smaller triple-Z basis set (def2-TZVPP) is provided. Additionally, we extensively tested
the D4 damping parameters proposed by Santra and Martin for the r2SCAN hybrids, which perform
similarly well over a wide range of assessed benchmark sets. Nevertheless, the herein presented
parameterization yields more systematic and consistent improvements indicated by reduced mean
deviations and the absence of crucial outliers, specifically for dispersion dominated test sets such as
the S30L.

It is shown that admixture of moderate amounts of HFX to r2SCAN is beneficial for most assessed
properties. For the GMTKN55 database, r2SCAN0-D4/QZ yields a WTMAD-2 of 5.63 kcal·mol−1

compared to 7.54 kcal·mol−1 obtained with the parent r2SCAN-D4/QZ meta-GGA. The same holds
for organometallic reactions and reaction barrier heights, where small MADs of 2.31 kcal·mol−1

(MOR41) and 2.07 kcal·mol−1 (MOBH35) are obtained with r2SCAN0-D4/QZ. Large amounts of
50% HFX were found to be beneficial only in very specific cases such as SIE prone systems covered
by the SIE4x4 and SIE8 subsets.

For geometry optimization, no benefit of applying any r2SCANx-D4 hybrid variant over the parent
r2SCAN-D4 meta-GGA was observed. In general, while the admixture of pure HFX proved beneficial,
it yields comparably minor improvements for an already excellent performing and robust meta-GGA
functional such as r2SCAN. Therefore, the global r2SCAN0-D4 hybrid functional applying 25% of
HFX has proven to perform best regarding its broad applicability. It performs robustly for a variety
of properties on par with other excellent performing functionals such as PW6B95-D4 and typically
outperforms the prominent non-empirical PBE0-D4 functional. Because the underlying r2SCAN
functional remains unchanged, it can be expected that the potential energy surface is similar to
that of r2SCAN-D4 and r2SCAN-3c making it a robust choice for multi-level protocols based on
those functionals. Accordingly, the assessed r2SCAN0-D4 global hybrid functional represent an
efficient alternative to the still slightly more accurate RSH functionals such as 𝜔B97X-V. It may be
applied whenever the RSH cannot be utilized due to technical reasons. Overall, r2SCAN0-D4 can be
considered as robust and reliable choice for a variety of computational chemistry applications.

B.5 Supplementary material

See the supplementary material for statistical data, functional availability information, and sample
inputs for ORCA. All data is also openly available at https://github.com/haneug/r2scanx-D4.

B.6 Conflict of interest

There are no conflicts of interest to disclose.

73



Appendix B Dispersion Corrected r2SCAN Based Global Hybrid Functionals: r2SCANh, r2SCAN0,
and r2SCAN50

B.7 Acknowledgments

The German Science Foundation (DFG) is gratefully acknowledged for financial support (Grant
1927/16-1). Further, SG and MB gratefully acknowledge financial support of the Max Planck Society
through the Max Planck fellow program. We further thank Martin Blaško and Prof. Miroslav Urban
for providing support with the MLA24 benchmark.

74



APPENDIX C

Assessment of DLPNO-MP2 Approximations in
Double-Hybrid DFT

Hagen Neugebauer†, Peter Pinski‡, Stefan Grimme†, Frank Nesse§, Markus Bursch§

Received: 15 August 2023
Published online: 20 October 2023

Reprinted in Appendix C (adapted) with permission¶ from
H. Neugebauer, P. Pinksi, S. Grimme, F. Neese, and M. Bursch, Assessment of DLPNO-MP2 Approx-
imations in Double-Hybrid DFT, J. Chem. Theory Comput. 19 (2023) 7695, doi: 10.1021/acs.
jctc.3c00896
– Copyright (c) 2023 American Chemical Society.

Own contributions

• performing calculations on the GMTKN55 benchmark set

• performing calculations with varied amounts of Hartree-Fock exchange

• interpretation of the results

• co-writing of the manuscript

†Mulliken Center for Theoretical Chemistry, Universität Bonn, Beringstr. 4, D-53115 Bonn, Germany
‡HQS Quantum Simulations GmbH, Rintheimer Straße 23, D-76131 Karlsruhe, Germany
§Max-Planck-Institut für Kohlenforschung, Kaiser-Wilhelm-Platz 1, D-45470 Mülheim an der Ruhr, Germany
¶Permission requests to reuse material from this chapter should be directed to the American Chemical Society.

75

https://doi.org/10.1021/acs.jctc.3c00896
https://doi.org/10.1021/acs.jctc.3c00896
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Double-Hybrid DFT

MP2 DLPNO-MP2

Figure C.1: Table of content graphic (ToC).

Abstract The unfavorable scaling (𝑁5) of conventional second-order Møller-Plesset theory (MP2)
typically prevents the application of double-hybrid (DH) density functionals to large systems with more
than 100 atoms. A prominent approach to reduce the computational demand of electron correlation
methods is the domain-based local pair natural orbital (DLPNO) approximation that is successfully
used in the framework of DLPNO-CCSD(T). Its extension to MP2 [P. Pinski, C. Riplinger, E. F.
Valeev and F. Neese, J. Chem. Phys. 143, 034108 (2015)] paved the way for DLPNO-based DH
(DLPNO-DH) methods. In this work, we assess the accuracy of the DLPNO-DH approximation
compared to conventional DHs on a large number of 7925 data points for thermochemistry and 239
data points for structural features, including main-group and transition-metal systems. It is shown,
that DLPNO-DH-DFT can be applied successfully to perform energy calculations and geometry
optimizations for large molecules at a drastically reduced computational cost. Furthermore, PNO
space extrapolation is shown to be applicable, similar to its DLPNO-CCSD(T) counterpart, to reduce
the remaining error.

C.1 Introduction

Kohn-Sham density functional theory (DFT) is widely considered the work-horse of modern computa-
tional chemistry. Within the zoo of density functionals available, double-hybrid (DH) functionals
typically represent the most accurate approaches.67,144–146 The most common DH functionals employ
an admixture of the correlation energy with a fraction 𝑎𝐶 computed using second-order perturbation
theory (PT2) into the correlation energy expression of the respective density functional (eq C.1)
according to

𝐸
𝐷𝐻
𝑋𝐶 = (1 − 𝑎𝑋)𝐸

𝐷𝐹𝑇
𝑋 + 𝑎𝑋𝐸

𝐻𝐹
𝑋 + (1 − 𝑎𝐶)𝐸

𝐷𝐹𝑇
𝐶 + 𝑎𝐶𝐸

𝑃𝑇2
𝐶 . (C.1)

One of the first and most prominent DH functionals is Grimme’s B2PLYP functional149 that employs
an 27% (𝑎𝐶 = 0.27) admixture of second-order Møller-Plesset perturbation theory (MP2) correlation
energy and 53% (𝑎𝑋 = 0.53) of "exact" Hartree-Fock exchange (HFX).

A critical downside of the MP2-based DH approach is its comparably high computational demand
as common MP2 formally scales with O(𝑁5) of the system size. Accordingly, approaches to reduce
the computational cost of the MP2 part of the DH calculation without losing significant accuracy
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are desirable. Local wave-function based correlation methods have proven highly successful in this
respect. They exploit the spatial locality of electron correlation by truncation of the virtual orbital
space thus drastically reducing the number of considered orbitals. The most prominent representative
of this class is the domain-based local pair natural orbital (DLPNO) approach that is frequently used
in the framework of coupled cluster calculations (e.g., DLPNO-CCSD(T)).59–61,148,265 The DLPNO
approach can also be applied to MP2 calculations which renders DLPNO-MP2 a promising candidate
to use in the context of DH-DFT.92 The resulting DLPNO-DH scheme is available for energies,
geometric gradients for closed-shell systems,147 polarizabilities, and NMR shieldings.266

The efficiency of local methods in the context of DHs has already been demonstrated for main-group
thermochemistry for localized pair natural orbitals in combination with F12 explicit correlation by
Mehta and Martin.267 But thorough studies for DLPNO-DHs that investigate the chemical space
beyond the GMTKN55 and also consider organometallic compounds are missing. In the following, the
DLPNO-MP2 implementation in the ORCA quantum chemistry software package141,268 is employed
for B2PLYP as a representative DH functional resulting in the DLPNO-DH method DLPNO-B2PLYP.
Its performance is evaluated against the conventional MP2-based B2PLYP functional for a selection
of comprehensive benchmark sets for thermochemistry and molecule geometries.

C.2 Methods

C.2.1 DLPNO Accuracy Settings

DLPNO correlation methods are based on the decomposition of the total correlation energy into
contributions from electron pairs (pair correlation energies). Two principle approximations lead
to linear scaling and high efficiency: (1) elimination of negligible electron pairs based on a highly
efficient pre-screening process that is based on the asymptotic expansion of the pair correlation
energy. (2) Restriction of the virtual space to a local space spanned by projected atomic orbitals
(PAOs) as well as compaction of this space through the natural orbital expansion for each electron pair
separately. The accuracy of the first approximation is determined by a domain threshold 𝑇CutDO and
the second by the pair natural orbital threshold 𝑇CutPNO. The values of these two thresholds balance
the accuracy of the approximation versus the computational cost. At default thresholds, typically
more than 99.9% of the canonical correlation energy are recovered. For a detailed description of the
DLPNO approximation in the context of MP2, we refer the interested reader to the literature.92,147,265

Similar to DLPNO-CCSD(T),269 default accuracy settings for DLPNO-MP2 are available in ORCA.
These settings are employed for DLPNO-DH calculations as well, and the key truncation thresholds are
shown in Table C.1 (see Table S1 and S2 in the SI for all truncation thresholds). Albeit loosePNO is not
meant for accurate DLPNO-MP2 or DLPNO-DH calculations, but rather for exploratory calculations,
it was tested here because it is available in ORCA via a simple keyword and is relevant in the context
of PNO-space extrapolation. In contrast to DLPNO-CCSD(T), the accuracy thresholds are generally
tighter. Additionally, compared to restricted references (RHF/RKS) tighter settings are required for
unrestricted calculations (UHF/UKS). Therefore, in benchmark sets involving open-shell systems the
tighter thresholds were used for all systems including closed-shell systems.

For a fair assessment of the error introduced by the DLPNO-DH approximation, only errors with
reference to the conventional MP2-based DH functional are discussed in the following. This means
that no deviations from the original reference data of the investigated benchmark sets are discussed.
The error is calculated according to eq C.2:
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Δ𝑥
𝐵2𝑃𝐿𝑌𝑃

= 𝑥
𝐵2𝑃𝐿𝑌𝑃
𝐷𝐿𝑃𝑁𝑂−𝑀𝑃2 − 𝑥

𝐵2𝑃𝐿𝑌𝑃
𝑀𝑃2 . (C.2)

The resulting mean absolute deviation with regard to the conventional DH (MADC) is calculated as

MADC =
1
𝑛

𝑛∑︁
𝑖

(
���Δ𝑥𝐵2𝑃𝐿𝑌𝑃

𝑖

���). (C.3)

The MADC values are then employed to calculate the weighted mean absolute deviation (WTMAD-
2C) according to

WTMAD-2C =
56.17 kcal·mol−1∑55

𝑖 𝑁𝑖

55∑︁
𝑖

𝑁𝑖
MADC,𝑖

|Δ𝐸 |𝑖
. (C.4)

Here, 56.17 kcal·mol−1 is the average of the average absolute energies |Δ𝐸 |𝑖 with the reference
(B2PLYP) over all 55 sets of the GMTKN55, and 𝑁𝑖 is the number of reactions with the MADC,𝑖 for
the corresponding set 𝑖 (See SI for details).

Table C.1: PNO key accuracy settings for DLPNO-DHs.

PNO- 𝑇CutDO 𝑇CutPNO 𝑇CutPNO
Settings RKS/UKS RKS UKS
loosePNO 2 · 10−2 10−7 10−8

normalPNO 1 · 10−2 10−8 10−9

tightPNO 5 · 10−3 10−9 10−10

verytightPNO 2.5 · 10−3 10−10 10−11

C.2.2 PNO-Space Extrapolation

The computational cost of any DLPNO-MP2 or DLPNO-DH calculation increases drastically upon
tightening the 𝑇CutPNO threshold. Accordingly, an extrapolation of the PNO space is desirable to obtain
high accuracy at reduced computational cost. The extrapolation to the complete PNO space (CPS)
was successfully applied in the framework of local coupled cluster following eq C.5.150 Here, 𝐸𝑋 and
𝐸
𝑌 are the energies (or properties) obtained with the respective 𝑇CutPNO thresholds (e.g., 𝑋 = 8 for

normalPNO with 𝑇CutPNO = 10−8 and 𝑌 = 9 for tightPNO with 𝑇CutPNO = 10−9), 𝐹 is an empirical
scaling parameter and 𝐸𝑋𝑌 is the extrapolated energy:

𝐸
𝑋𝑌

= 𝐸
𝑋 + 𝐹 · (𝐸𝑌 − 𝐸𝑋). (C.5)

Furthermore, it has been shown that the CPS extrapolation reduces the size dependency of the
DLPNO error in the context of DLPNO-CCSD(T).270 In a recent study by Kubas et al. a DLPNO-MP2
based extrapolation scheme for DLPNO-CCSD(T) has been proposed.271 Its good performance
suggests that the DLPNO errors for MP2 and CCSD(T) are rather similar and that CPS extrapolation
with a similar 𝐹 parameter should be beneficial for DLPNO-MP2 and DLPNO-DHs as well. Therefore,
in the following, the same 𝐹 parameter (𝐹 = 1.5) that has been used for the DLPNO-CCSD(T) CPS
extrapolation150 was assessed for CPS extrapolation in DLPNO-B2PLYP. In this work, 𝐹 = 1.5 proved
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suitable also for DLPNO-DH calculations supporting the findings of Kubas et al. In the following, the
nomenclature for CPS extrapolation will be CPS(𝑋 → 𝑌 ) with l as abbreviation for loosePNO, n for
normalPNO, t for tightPNO, and vt for verytightPNO.

C.2.3 Computational Details

All calculations were performed with ORCA version 5.0.4141,268 employing the B2PLYP DH
functional149 either with the DLPNO approximation (DLPNO-B2PLYP) or with the conventional
resolution of the identity (RI)-B2PLYP method272,273 in combination with the def2-TZVPP triple-Z
basis127,222 with the corresponding def2-TZVPP/C auxiliary basis. As integration grid for the DFT
calculations the large DEFGRID3 was employed and for the SCF TightSCF settings were selected.
Additionally, the Split-RI-J221 and RĲCOSX225 approximations were used to speed up the calculations.
The frozen core approximation with default settings was used throughout.

C.3 Results and Discussion

Table C.2: WTMAD-2C of DLPNO-B2PLYP on the GMTKN55 database in kcal·mol−1. and CPS extrapolation
is indicated by an arrow.

Set # loose normal tight verytight l→n n→t t→vt
basic 473 0.06 0.03 0.02 0.02 0.03 0.02 0.02
reactions 243 0.47 0.15 0.07 0.05 0.09 0.05 0.04
barriers 194 0.10 0.04 0.04 0.05 0.05 0.05 0.05
inter NCIs 304 1.28 0.47 0.21 0.13 0.25 0.15 0.14
intra. NCIs 291 0.95 0.32 0.15 0.08 0.30 0.11 0.09
GMTKN55 1505 0.55 0.20 0.09 0.06 0.14 0.07 0.07

C.3.1 Thermochemistry

The general main-group thermochemistry, kinetics, and non-covalent interactions (NCIs) database
(GMTKN55)99 was employed to investigate the influence of the DLPNO-DH approximation on
general main-group thermochemistry. The WTMAD-2C for different PNO thresholds on the whole
GMTKN55 and on the respective subsets with reference to conventional B2PLYP are shown in Table
C.2. The WTMAD-2C for the whole GMTKN55 is also depicted in Figure C.2.

For the whole GMTKN55 database, the largest WTMAD-2C decrease is observed from loosePNO
(0.55 kcal·mol−1) to normalPNO (0.20 kcal·mol−1) settings and smaller further reductions are
obtained with tightPNO (0.09 kcal·mol−1), and verytightPNO (0.06 kcal·mol−1) settings. In none
of the subsets the WTMAD-2C is above 1 kcal·mol−1 except for the intermolecular NCIs when
loosePNO is employed. For the basic properties subset, loosePNO only yields a tiny WTMAD-
2C (0.06 kcal·mol−1). Here, only minor improvements in the WTMAD-2C can be obtained by
going up to verytightPNO (0.02 kcal·mol−1). This is because the basic property subset mostly
contains small molecules. For the reactions subset, the WTMAD-2C with loosePNO is larger
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Table C.3: Benchmark sets included in the assessment of DLPNO-B2PLYP with the respective MADC in
kcal·mol−1. PNO settings are abbreviated (l, n, t, vt) and CPS extrapolation is indicated by an arrow. |𝐸𝑟𝑒 𝑓 . | is
the original mean absolute reference energy of the respective benchmark sets.

Set # |𝐸𝑟𝑒 𝑓 . | l n t vt l→n n→t t→vt
IONPI19235 19 20.87 0.23 0.10 0.04 0.02 0.04 0.02 0.01
R160x6247,248 960 2.04 0.02 0.01 0.00 0.00 0.01 0.00 0.00
X40x10244 400 2.73 0.05 0.02 0.01 0.00 0.01 0.01 0.00
CHAL336246 336 14.09 0.12 0.05 0.02 0.01 0.02 0.01 0.01
ACONF-L274 50 4.62 0.21 0.08 0.04 0.02 0.03 0.01 0.01
HB300SPX245 3000 3.18 0.04 0.02 0.01 0.01 0.01 0.01 0.01
revBH9BH

275,276 898 20.37 0.31 0.12 0.05 0.04 0.05 0.02 0.04
revBH9RE

275,276 449 11.08 0.19 0.08 0.03 0.02 0.04 0.02 0.03
LP14277 14 23.33 1.04 0.48 0.23 0.10 0.21 0.11 0.04
L7151,152 7 16.27 1.34 0.60 0.24 0.08 0.23 0.08 0.02
S30L278 30 37.51 2.52 1.22 0.60 0.26 0.57 0.28 0.10
HS13La279 13 45.82 2.29 1.14 0.57 0.28 0.57 0.29 0.13
MOR41134 41 31.20 0.60 0.26 0.11 0.05 0.10 0.04 0.02
ROST61126 61 42.78 0.40 0.18 0.09 0.05 0.08 0.05 0.03
WCCR10249,250 10 48.72 1.12 0.51 0.22 0.09 0.21 0.10 0.04
TMCONF16122 16 3.15 0.04 0.02 0.01 0.00 0.03 0.01 0.00
TMBH251–254 40 14.47 0.14 0.05 0.02 0.01 0.02 0.01 0.01
MOBH35135,136,165 70 20.89 0.25 0.09 0.04 0.02 0.04 0.02 0.01
TMIP280 11 95.62 0.58 0.28 0.13 0.06 0.14 0.06 0.03

Table C.4: Geometry benchmark sets included in the assessment of DLPNO-B2PLYP. Mean absolute deviations
(MADC), and mean deviations (MDC) in pm, °, or MHz. All deviations are given relative to the conventional
MP2-based DH functional. |𝑥𝑟𝑒 𝑓 . | is the original mean absolute reference structural property of the respective
benchmark sets.

loose normal tight verytight
Set # |𝑥𝑟𝑒 𝑓 . | MADC MDC MADC MDC MADC MDC MADC MDC
CCse21bonds

263,264 68 122.33 0.003 0.001 0.002 0.001 0.002 0.000 0.002 0.000
CCse21angles

263,264 [°] 42 116.03 0.004 0.000 0.004 0.000 0.004 0.000 0.004 0.000
ROT34a281 [MHz] 34 1411.72 0.526 −0.379 0.224 −0.129 0.051 −0.050 0.013 −0.009
HMGB11262 11 243.40 0.055 0.055 0.019 0.019 0.006 0.006 0.004 0.001
LMGB35a262 26 114.01 0.003 0.000 0.003 0.000 0.003 0.000 0.003 0.000
LB12262 12 299.26 0.701 0.689 0.339 0.323 0.164 0.152 0.083 0.059
TMC32a,b261 46 189.47 0.298 0.047 0.070 0.033 0.035 0.020 0.024 0.015

a Open-shell systems were excluded as no gradient is yet available for them. b Fe(CO)2(NO)2 was excluded due to
convergence problems with B2PLYP.
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Figure C.2: WTMAD-2C with reference to conventional B2PLYP in kcal·mol−1 for the GMTKN55 benchmark
set collection and all other thermochemistry benchmark sets assessed (cf. Table C.3)

(0.47 kcal·mol−1) and still present with normalPNO (0.15 kcal·mol−1), but becomes negligible with
tightPNO (0.07 kcal·mol−1) and verytightPNO (0.05 kcal·mol−1) settings. Small errors are also
observed for barriers with the WTMAD-2C for loosePNO being already tiny (0.10 kcal·mol−1) with
small improvements with normalPNO (0.04 kcal·mol−1), but no further improvements with even
tighter settings. Larger deviations are observed for the inter and intramolecular NCI subsets where
loosePNO yields WTMAD-2C values around 1 kcal·mol−1. These WTMAD-2C values are reduced
to a third by employing normalPNO (0.47 kcal·mol−1 and 0.32 kcal·mol−1) and further halved by
using tightPNO (0.21 kcal·mol−1 and 0.15 kcal·mol−1) and verytightPNO (0.13 kcal·mol−1 and
0.08 kcal·mol−1) settings. The CPS extrapolation general reduces the WTMAD-2C for CPS(l→n)
and CPS(n→t) but no improvement is observed for CPS(t→vt). Since the errors with tightPNO
are almost converged with regard to the PNO thresholds, no further improvement is obtained by
CPS(t→vt) extrapolation in this case. The improvement from normalPNO to CPS(l→n) is larger
(from 0.20 kcal·mol−1 to 0.14 kcal·mol−1) than from tightPNO to CPS(n→t) (from 0.09 kcal·mol−1

to 0.07 kcal·mol−1). For the GMTKN55 tightPNO and tighter settings and CPS(n→t) and higher can
be considered as converged, because WTMAD-2C values smaller than 0.1 kcal·mol−1 are obtained.
Such errors are negligible for practical applications in comparison to the overall DH errors.

In addition to the GMTKN55, several benchmark sets were considered. The results are shown in
Table C.3 and an overall weighted MADC in Figure C.2. These include sets for NCIs of large systems
(L7,151,152 S30L,278 and HS13L279), ion-𝜋 interactions (IONPI19235), halogen bonds (X40x10244),
hydrogen bonds (HB300SPX245), chalcogen bonds (CHAL336246), frustrated Lewis pairs (LP14),
conformational energies of alkanes (ACONF-L274), and repulsive NCIs (R160x6247). For barrier
heights and reaction energies, the revBH9275,276 set is included. Also included are sets containing
transition metal complexes for closed-shell reaction energies (MOR41134 and WCCR10249,250),
open-shell reaction energies (ROST61126), conformational energies (TMCONF1667), barrier heights
(MOBH35135,136 and TMBH251–254), and ionization energies (TMIP280).
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The largest errors are obtained for the NCI sets containing large systems. For the S30L loosePNO
yields an MADC of 2.52 kcal·mol−1 that is larger than the MADCs of the best performing DFT
methods for this set (around 2 kcal·mol−1). Tightening the PNO settings successively halves the
MADC for this set from normalPNO (1.22 kcal·mol−1) to tightPNO (0.60 kcal·mol−1) to verytightPNO
(0.26 kcal·mol−1). Here, CPS(t→vt) yields a basically converged MADC of 0.10 kcal·mol−1, but
due to the many 𝜋 − 𝜋 interactions in the S30L (as for the HS13L, L7, and LP14) the application
of DH functionals to this set is questionable in the first place. Similar behavior as for the S30L is
observed for the HS13L. Less prone but still severe are the MADCs of the L7 and the LP14 sets
where the MADCs (as the average interaction energies) are basically halved compared to the S30L and
HS13L. Much smaller are the MADCs for the IONPI19, the revBH9, and the ACONF-L set where
MADCs of 0.1 kcal·mol−1 are already reached with normalPNO except for the barriers of the revBH9
by 0.02 kcal·mol−1. The MADCs of the CHAL336, X40x10, HB300SPX, and the R160x6 sets are
already small with loosePNO and become vanishing small with tighter settings. This may again be
attributed to the relatively small system size of the molecules in these sets. For the transition metal
containing sets the WCCR10 shows the largest MADCs (1.12 kcal·mol−1 with loosePNO) followed by
the MOR41, the TMIP, and the ROST61 (between 0.4 − 0.6 kcal·mol−1 with loosePNO). Smaller
errors are observed for the MOBH35 and the TMBH, where all settings tighter than loosePNO yield
MADCs smaller than 0.1 kcal·mol−1. Surprising are the vanishing MADCs for the TMCONF16 set.
In conclusion, the errors for the organometallic sets are larger than for typical organic reactions but
with tightPNO settings or CPS(l→n) the MADCs are around 0.1 kcal·mol−1 (with one exception).
This error is negligible compared to the errors of the corresponding DH.

C.3.2 MP2 and HFX Contribution

As DH functionals typically include different amounts of MP2 correlation in their energy expression
(cf. eq C.1) the estimated error introduced by the DLPNO-DH approximation can vary as well.
Nevertheless, the introduced error behaves linearly with the amount of MP2 correlation which is
demonstrated for DLPNO-B2PLYP variants with varying amounts of MP2 of 20, 40, 60, and 80% on
the L7 set (Figure C.3a). Accordingly, tripling the amount of MP2 correlation triples the DLPNO-DH
error with respect to conventional B2PLYP. Nevertheless, most robust and well-behaved DHs employ
values of around 30% MP2 correlation, allowing for a reasonable error estimate based on the results
for B2PLYP (27% MP2). In addition to different amounts of MP2, different amounts of HFX are
employed as well in DH functionals, which can influence the DLPNO error. This is demonstrated
for DLPNO-B2PLYP variants with varying amounts of HFX of 20, 40, 60, and 80% on the L7 set
(Figure C.3b). With increasing amounts of HFX, the self-interaction error in the DH functionals is
reduced, which results in reduced electron delocalization and a slightly reduced DLPNO error. The
most robust and well-behaved DHs employ between 50 − 80% HFX, and can therefore benefit from a
slightly reduced DLPNO error compared to DHs with less HFX.

C.3.3 Size dependence of correlation energy error

In line with previous findings on PNO errors in DLPNO-CCSD(T) approaches, the correlation energy
error with respect to conventional B2PLYP behaves almost linearly with the size of the system. This is
demonstrated for a polyalanine chain (Figure C.4) where a clear decrease in the size dependence upon
tightening the PNO thresholds is observed. Further, even a CPS(l→n) PNO space extrapolation can
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Figure C.3: (a) MADCs for the L7 benchmark set for B2PLYP variants with varying amounts of MP2 correlation.
(b) MADCs for B2PLYP variant with varying amounts of HFX. l = loosePNO, n = normalPNO, t = tightPNO,
vt = verytightPNO.

eliminate most of the size-dependent correlation energy error for this case.

C.3.4 Geometry Optimizations

As even energy calculations on a high theoretical level such as DH-DFT are computationally demanding,
geometry optimizations requiring many energy and gradient evaluations are typically unfeasible.
Nevertheless, highly accurate geometry optimizations are desirable for critical cases and specifically
benchmarking more approximate methods such as semi-empirical quantum mechanics (SQM) or
force-fields (FF). By employing DLPNO-DH, respective DH functionals become feasible again
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Figure C.4: Error in MP2 correlation energy with reference to conventional B2PLYP in kcal·mol−1 for
polyalanines.

for geometry optimizations of medium-sized to large molecules. To estimate the influence of the
DLPNO-DH threshold settings, DLPNO-B2PLYP geometry optimizations were performed for various
established geometry optimization benchmark sets. The resulting geometries were compared to the
conventional MP2-based B2PLYP results (Figure C.5 and Table C.4). The following geometric features
were investigated: Rotational constants for small to medium-sized organic molecules were compared
(ROT34281). Bond lengths were compared for 3d transition metal complexes (TMC32261) and light
(LMGB35262) and heavy (HMGB11262) main-group compounds as well as a mixed set containing
unusually long bonds (LB12262). Additionally, for the CCe21 set,263,264 containing semi-experimental
structures of organic molecules, bond distances and angles were compared. No effect of the accuracy
settings is observed for the LMGB35 and the conventional B2PLYP bond lengths are almost obtained
with a vanishing MADC of 0.003 pm because the molecules in this test set are very small. Similar
errors are observed for the CCse21 and the HMGB11 set. Although here small differences between
the PNO settings are observed. Larger errors that are still below 1 pm are found for the TMC32
and the LB12 set with loosePNO. For the TMC32 normalPNO is already sufficient, while for the
LB12 set errors below 0.1 pm are only obtained with verytightPNO. For the ROT34 small MADCs
are observed with loosePNO (0.526 MHz) and normalPNO (0.224 MHz) and basically vanish with
tightPNO (0.051 MHz). In general, the introduced errors of the DLPNO approximation are very
small compared to the B2PLYP result. In all cases MADCs below 1 pm, 1 MHz, or 1 [◦] were
obtained. The very small differences between the structures obtained using varying PNO thresholds
and conventional B2PLYP can also be seen for the large frustrated Lewis-pair (FLP) system of
the LB12 benchmark set. An overlay of all optimized structures shows no significant difference
in the optimized structures (Figure C.6), underlining the value of using less tight PNO thresholds
for geometry optimizations. Overall, the errors introduced by the DLPNO-DH approximation are
generally much less pronounced for geometrical features. This renders the efficient normalPNO
settings already suitable for DLPNO-DH geometry optimizations of large systems.
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Figure C.5: Gaussian error distributions for selected bond length benchmark sets with reference to conventional
B2PLYP results. Negative mean deviations indicate overall too short bond lengths compared to the canocial
result.

C.3.5 Timing Comparisons

The computational demand of energy and gradient evaluations typically determines the feasibility of a
geometry optimization. Therefore, the computational wall-time reduction of a subsequent energy and
gradient calculation is assessed for various PNO thresholds for polyalanine with varying chain length
(Figure C.7). At a crossing point of about five alanine units (53 atoms), the DLPNO-DH approximation
begins to drastically reduce the computation time of the combined energy and gradient compared
to the conventional DH. The steep scaling of the latter causes a drastic increase in computation
time while the DLPNO-DH approach yields a flat, almost linear, scaling with the size of the system.
A comparison of the energy and gradient computation time contributions for the parental hybrid
functional and the DH variants is depicted in Figure C.8. The scaling of the conventional and the
DLPNO-DH with respect to the system size (number of basis functions) for these selected molecules
is shown in Figure S1 in the SI. In line with the results shown for the polyalanine chain, the gradient
evaluation profits significantly from the DLPNO-DH approximation, even for medium sized molecules
such as the depicted molybdosilylidine complex with 56 atoms. Nevertheless, for these molecule sizes
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Figure C.6: Structure overlay of the FLP (88 atoms) from the LB12 benchmark set optimized at various PNO
threshold settings. All optimizations were performed on 4 CPUs using an Intel® Xeon® CPU E3-1270 v5 @
3.60GHz machine.
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Figure C.7: Computation wall-times in h for energy and gradient evaluation of polyalanine chains with up to
20 alanine units (203 atoms) for conventional B2PLYP/def2-TZVP and DLPNO-B2PLYP/def2-TZVP with
different PNO thresholds. All calculations were performed on 14 CPUs using an Intel® Xeon® CPU E5-2660
v4 @ 2.00GHz machine.

the overhead of the DLPNO space construction causes more costly energy evaluations compared to
the conventional DH, thus resulting in a higher overall computation time. With increasing size, the
energy computation using the DLPNO approximation becomes increasingly faster, and the benefit for
the gradient evaluation is even more drastic underlining the value of DLPNO-DH calculations for
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Figure C.8: Computation times in s for energy and gradient evaluation of selected molecules in the range of
56 to 126 atoms. Hybrid = BLYP with 53% HFX; DH = B2PLYP; DLPNO-DH = DLPNO-B2PLYP with
normalPNO thresholds. The def2-TZVP(-f) basis was used throughout. All calculations were performed on 14
CPUs using an Intel® Xeon® CPU E5-2660 v4 @ 2.00GHz machine. Note the logarithmic scale.

molecules with more than 100 atoms.

C.3.6 General Recommendations

Finally, as a good compromise between computational cost and accuracy, we recommend employing
normalPNO for the gradient calculation of medium-sized organic compounds (up to 100 atoms) and
conventional DHs for the energy evaluation as the latter does not profit from the DLPNO approximation
speedup. In the regime of 100 atoms and larger, DLPNO-DHs yield increasing speedup and may be
employed with normalPNO for most systems. In this context, the DLPNO approximation starts to
generally enable DH calculations that would be unfeasible for such large systems due to computation
time and memory issues. In terms of PNO-space extrapolation, we recommend CPS(l→n) for reactions
and CPS(n→t) for non-covalent interactions.

C.4 Conclusion

In this work, the application of the DLPNO-MP2 approximation in the DH-DFT framework was
assessed. The performance of different PNO thresholds as well as PNO space extrapolations was
tested for the prominent B2PLYP functional on various benchmark sets for the thermochemistry of
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main-group molecules and transition metal complexes. It was demonstrated that tightPNO settings
yield reliably small deviations from conventional B2PLYP at a drastically reduced computational cost
for large systems (WTMAD-2C

all=0.06 kcal·mol−1, WTMAD-2C
GMTKN55=0.09 kcal·mol−1).

In general we expect that the observed DLPNO error is transferable to other DH functionals
as the error behaves linearly with the amount of the MP2 correlation and HFX admixture. The
errors for geometry optimizations were found to be even smaller and in many cases negligibly small
even at moderately tight PNO thresholds. normalPNO yields already satisfactory agreement with
geometries optimized with conventional B2PLYP. The CPS extrapolation scheme introduced in the
DLPNO-CCSD(T) framework was successfully applied to DLPNO-DH calculations, with CPS(n→t)
typically yielding accurate results with very small residual errors compared to the conventional
DHs (WTMAD-2C

all=0.05 kcal·mol−1, WTMAD-2C
GMTKN55=0.07 kcal·mol−1). The CPS parameter

𝐹 = 1.5 was found to be also suitable in the DLPNO-DH-DFT framework.
The performance of DLPNO-DH-DFT can potentially also benefit from employing the so-called

tightened semicore settings as proposed by Altunet al.176 for transition metal complexes or modified
PNO settings as proposed by Werner and Hansen.282

Overall, it is demonstrated that DLPNO-DH-DFT represents a valuable alternative to conventional
DH-DFT for large systems where the unfavorable 𝑁5 scaling of MP2 prevents its application. DLPNO-
DH-DFT may be applied to enable highly accurate geometry optimizations and energy calculations
of large molecules that are unfeasible with conventional DH functionals. Further, the technical
implementation of the underlying DLPNO-MP2 is much easier compared to its DLPNO-CCSD(T)
counterpart, increasing its potential availability in common quantum chemistry programs.

C.5 Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acs.jctc.3c00896.

• Detailed DLPNO thresholds, statistical measures, and additional statistics for all benchmark
sets (PDF)
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Appendix D Toward Benchmark-quality Ab Initio Predictions for 3d Transition Metal
Electrocatalysts - A Comparison of CCSD(T) and ph-AFQMC

Figure D.1: Table of content graphic (ToC).

Abstract Generating accurate ab initio ionization energies for transition metal complexes is an
important step toward the accurate computational description of their electrocatalytic reactions.
Benchmark-quality data is required for testing existing theoretical methods and developing new ones
but is complicated to obtain for many transition metal compounds due to the potential presence of
both strong dynamical and static electron correlation. In this regime, it is questionable whether the
so-called gold standard, coupled cluster with singles, doubles, and perturbative triples (CCSD(T)),
provides the desired level of accuracy – roughly 1 − 3 kcal·mol−1. In this work, we compiled a test
set of 28 3d metal-containing molecules relevant to homogeneous electrocatalysis (termed 3dTMV)
and computed their vertical ionization energies (ionization potentials) with CCSD(T) and phaseless
auxiliary-field quantum Monte Carlo (ph-AFQMC) in the def2-SVP basis set. A substantial effort
has been made to converge away the phaseless bias in the ph-AFQMC reference values. We assess a
wide variety of multireference diagnostics, and find that spin-symmetry breaking of the CCSD wave
function and in the PBE0 density functional correlate well with our analysis of multiconfigurational
wave functions. We propose quantitative criteria based on symmetry breaking to delineate correlation
regimes inside of which appropriately-performed CCSD(T) can produce mean absolute deviations
from the ph-AFQMC reference values of roughly 2 kcal·mol−1 or less, and outside of which CCSD(T)
is expected to fail. We also present a preliminary assessment of density functional theory (DFT)
functionals on the 3dTMV set.

D.1 Introduction

Molecular electrocatalysis based on 3d transition metal compounds is an important tool for the synthesis
of complex molecules283,284 and a promising approach for CO2 reduction,19–22 water splitting,25,26

oxygen reduction,24 and other hydrogen evolution reactions27 employing earth abundant metals.16

Quantum chemistry (QC) can potentially guide the development of novel catalysts. Elucidating the
underlying mechanisms and tuning ligand structures to achieve lower overpotentials, higher turnover
frequencies, and better substrate selectivity are typical applications.153

However, the choice of a reliable QC method – e.g., density functional theory (DFT) or wave
function theory (WFT) – for first-row (3d) transition metal electrocatalysts is more challenging than in
the case of organic molecules, as the target systems can be large and often exhibit relatively complicated
electronic structures. Transition metal complexes with low coordination number, high symmetry, and/or
multiple magnetically-coupled radical sites can have more degenerate or nearly-degenerate orbitals
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and spin-states, which can result in multireference (MR) character (also known as static or strong
correlation).86–88 The degree of static correlation increases in many open-shell species or complexes
with redox noninnocent ligands that often appear in electrocatalysis.86,204 Various MR descriptors are
available in the literature for detecting such cases with significant static correlation.285,286 Dynamic
correlation effects between multiple electron pairs (for example in carbonyl ligands with 𝜎-donation
and 𝜋-backbonding) can occur as well, which requires a theoretical description beyond second-order
perturbation theory.84,154

The first step towards robust modeling of experimentally relevant electrocatalysts is the accurate
prediction of redox potentials, which besides accurate solvation free energies, requires reliable
ionization energies.90 To test QC methods, multiple benchmarks of transition metal complexes
with experimental redox potentials were compiled.11,90,287–290 One shortcoming when employing
solely experimental redox potentials as reference is that the electronic structure problem cannot
be investigated independently from solvation effects and error compensation hinders the analysis
of individual error contributions. Reference ionization energies allow a separation of the error
sources from the electronic structure and solvation contributions and enable precise error tracing.
For example, this was done in a study by Isegawa et al., who compared experimental ionization and
redox potentials of organic compounds to DFT and CCSD(T) calculated potentials.291 Here, the
favorable performance of CCSD(T) for ionization energies diminished for redox potentials due to
missing solvation contributions. Sterling et al. applied an explicit solvation workflow to include
the neglected solvation contributions and obtained excellent agreement with experiment.167 Another
interesting approach that tackles both problems at once is the explicit inclusion of solvent molecules
in combination with an implicit solvation model. In a multilayer DLPNO-CCSD(T) study performed
by Bhattacharjee et al. for first-row transition metals in water,292 accurate reduction potentials were
obtained.

However, only rarely are experimental reference ionization energies available for 3d electrocatalysts;
computational protocols that can generate these accurate ionization energies are highly desired. For
main group chemistry, benchmark-quality reference ionization potentials and electron affinities can be
generated with CCSD(T)56 as done for medium-sized acceptor molecules by Richard et al.293 Because
of the varying (and sometimes large) degree of static correlation encountered in 3d transition metal
electrocatalysis, the expected accuracy of CCSD(T) is unclear. For transition metal atoms CCSD(T)
can yield accurate results for ionization energies,52 but for many diatomic molecular bond dissociation
energies the predictive power of CCSD(T) deteriorates.294–299 However, for experimentally derived
spin splittings of nonheme iron complexes as well as metallocenes, CCSD(T), especially when based
on Kohn−Sham (KS) orbitals, yielded accurate results.198,201 Good performance for CCSD(T) with
KS orbitals could also be observed for calculating vibrational frequencies.300 Another issue is that
molecules of medium to large sizes cannot be treated by canonical CCSD(T). This is especially the case
at the complete basis set (CBS) limit, which is required for benchmark-quality data to be comparable to
those of experimental measurements. Therefore, less expensive but potentially less accurate localized
coupled cluster schemes are often employed. One of the most prominent of these schemes is DLPNO-
CCSD(T).59–61 For reactions involving single reference (SR), large-gap states, DLPNO-CCSD(T)
can be employed as a reliable reference method for benchmarking closed-shell (MOR41)134 and
open-shell (ROST61)126 organometallic reactions. The efficiency of the DLPNO-CCSD(T) model
has been demonstrated via applications to very large systems, including metalloenzymes.301 Iron et
al. used the method to compute transition metal barrier heights in the MOBH35 study.135,136 Later,
a revision to their DLPNO-CCSD(T) references was suggested on the grounds of static correlation
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effects,302 but a study by Altun et al. traced the DLPNO error to correlation effects from the 3s and
3p semicore orbitals and to dynamical correlation-induced orbital relaxation effects.176 In another
study the DLPNO approach performed well for challenging spin-splitting energies of iron complexes
and reproduced CASPT2/CC results with a two-point PNO extrapolation and improved full iterative
triples.203 Results of similar quality were found for the ionization energy of cobaltocene.303

Nevertheless, it would be highly desirable to use accurate and scalable methods to cross-check
CCSD(T) and its localized schemes. A promising candidate for this task is the phaseless auxiliary
field quantum Monte Carlo (ph-AFQMC) method,51–55 which was originally developed in the physics
community.304,305 Recently, a localized orbital version (LO-ph-AFQMC) has been developed.177

Especially relevant for transition metal chemistry is the nonperturbative and inherently MR nature of
this method. In principle, the phaseless bias can be converged away by systematically improving the
trial wave function toward the exact wave function. Once a trial wave function is obtained, the cubic
scaling computational cost with system size and near-perfect parallel efficiency of LO-ph-AFQMC
enables applications to relatively large molecular systems, at least when compact trail wave functions
are required. However, due to the stochastic nature of the method, one must typically sample
thousands of trajectories to obtain adequate statistics. Encouragingly, the scaling prefactor has been
reduced significantly via efficient implementations on graphical processing units (GPUs),52,306 and
the branching random walks are amenable to massively parallel computing systems that can efficiently
utilize hundreds of GPUs at a time. ph-AFQMC has been successfully used to calculate accurate
ionization potentials for transition metal atoms,52 dissociation energies of transition metal containing
diatomics,298 ligand dissociation energies307 and ionization potentials280 of transition metal complexes.
Alternative accurate MR methods include the recently developed CASPT2+𝛿MRCI approach for
spin-splittings,202,308 but this approach is not feasible for the system sizes at hand.

In this work, we compile a set of medium-sized 3d transition metal complexes relevant to
electrocatalysis. We compare CCSD(T) and ph-AFQMC predictions in the def2-SVP basis set, and
investigate the degree of MR character present using a variety of diagnostics. We propose a quantitative
classification protocol, involving the dominant coefficient in multiconfigurational wave functions and
the degree of spin-symmetry breaking or restoration from coupled cluster wave functions and the
PBE0 density functional, to gauge the expected accuracy of various coupled cluster approaches. For
vertical ionization involving predominantly SR systems, average errors of less than 2.3 kcal·mol−1 can
be achieved with a specific choice of orbitals and spin restriction. In contrast, large deviations between
all CCSD(T) protocols and reference ph-AFQMC values were observed for ionizations involving
states exhibiting strong static correlation. In contrast to other studies in which many coupled cluster
approaches were tested for a specific, smaller system,309 we investigate only select CC protocols for
which i) the required computational demands exceed those of CCSD(T) by at most a factor of 2, and
ii) local implementations are available for subsequent studies with extended basis sets.

D.1.1 Design of the 3dTMV Benchmark set

The 3dTMV benchmark was generated with the following design criteria in mind. We chose complexes
that (i) have experimental relevance to electrocatalysis (e.g., hydrogen evolution, CO2 reduction), (ii)
are of medium size (20− 40 atoms), and (iii) contain one or two transition metal atoms. The molecules
included in the 3dTMV set are depicted in Figure D.2. Their charges, multiplicities, and experimental
references are given in Table D.1. The vertical ionization energies, which we will refer to in the
following as ionization potentials (IPs), were calculated. The calculation of vertical ionization energies
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is more challenging than that for adiabatic ionization potentials because the oxidized species are not in
their optimal ground state geometry, which can lead to more challenging electronic structures. The
classification of the IPs into SR, SR/MR, and MR subsets is discussed in detail in Section D.3.2.

Complexes 1 and 2 are two of the few studied complexes for fuel generation with titanium.310,311

Complexes 3-5, 13, and 14 are all metallocenes of which ferrocene is of special interest to electro-
chemistry due to its ideal reversible oxidation.312–316 The IPs have already been investigated in ref.
[280], and there is renewed interest in the isolation and electronic structures of the manganocene,
ferrocene and cobaltocene anions.317,318 Systems 6, 7, and 19 are examples of iron-based three-legged
piano-stool catalysts5,319–321 and 8-10 are models of three-legged piano-stool catalysts with cobalt.322

System 11 is a cyclam model323, while 12 is a model for the DuBois type catalyst.324 The carbonyl
bipyridine complexes 15-18 are model catalysts for more elaborate pyridine based catalysts.325–328

The cobalt complexes 20 and 23 are examples of cobaloximes that have been employed for H2
generation.329–332 System 21 is a nitrogen reduction catalyst that can reduce dinitrogen into ammonia
and hydrazine.333 Complex 22 is a cutout from a hydrogenase model.334 The chromium complex 24
and the iron complex 25 are acetylacetone (acac) complexes that are widely studied as models for
other tris-𝛽 diketonate complexes and have also been investigated in ref. [280]. Fe(acac)3 is also of
interest for photoredox catalysis.335 Complex 26 is a hydrogenase mimic336 and the only system with
two metal atoms in the set. The planar complexes 27 and 28, relevant for hydrogen generation337,338,
are especially challenging due to their redox-active ligands.339

Table D.1: Molecules included in the 3dTMV set with corresponding charges and spin multiplicities for the
oxidized (ox) and initial (in) state as well as experimental studies where these complexes were investigated.

# charge multiplicity ref. # charge multiplicity ref.
ox in ox in ox in ox in

1 1 0 2 1 [[310]] 15 1 0 2 1 [[325]]
2 1 0 1 2 [[311]] 16 1 0 2 1 [[326]]
3 1 0 4 3 [[340]] 17 1 0 2 1 [[327]]
4 1 0 2 1 [[313]] 18 1 0 2 1 [[328]]
5 1 0 2 1 [[316]] 19 2 1 2 1 [[320]]
6 2 1 2 1 [[319]] 20 1 0 3 2 [[329]]
7 1 0 2 1 [[321]] 21 1 0 3 2 [[333]]
8 2 1 2 1 [[322]] 22 1 0 2 1 [[334]]
9 2 1 2 1 [[322]] 23 1 0 2 1 [[330]]
10 2 1 2 1 [[322]] 24 1 0 3 4 [[341]]
11 2 1 1 2 [[323]] 25 1 0 3 6 [[341]]
12 2 1 1 2 [[324]] 26 1 0 2 1 [[336]]
13 1 0 1 2 [[340]] 27 0 -1 2 3 [[337]]
14 1 0 2 3 [[340]] 28 0 -1 1 2 [[338]]
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Figure D.2: Structures included in the 3dTMV benchmark set divided into single reference (SR), an intermediate
category (SR/MR), and multireference (MR) subsets.

D.2 Computational Methods

D.2.1 DFT and Coupled Cluster Calculations

Geometries were optimized with the r2SCAN-3c level of theory137 in TURBOMOLE 7.5.1.342,343 As
shown in Section D.3.2, the initial charge states (even for IPs in the MR subset) are of single-reference
character, so DFT methods should be suitable for the geometry optimizations relevant to calculating
vertical IPs. To investigate the influence of different methods for the geometries, the geometries
of 12 and 13 were reoptimized on the CCSD/def2-SVP level of theory and UHF CCSD(T) IPs
were calculated for comparison (see Table S18). The differences are moderate and well within the
uncertainty of the reference IPs (vide infra). Hence, r2SCAN-3c is a reasonable choice for the geometry
optimizations given that CCSD optimizations for the whole 3dTMV set would be computationally
very demanding.

All single-point DFT calculations, if not stated otherwise, were performed with the double-Z
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def2-SVP basis set127 in ORCA 5.0.3141 employing the DEFGRID3 and the TightSCF settings.
Namely, the GGA functional PBE101,124, the meta-GGA functionals r2SCAN106,107 and M06-L344,
the hybrid functionals PBE0156, r2SCAN067, B3LYP345,346, PW6B95347, and M06-2X348 as well as
the range separated hybrid 𝜔B97X-V157, and the double hybrid PWPB95349 were used. Robust SCF
convergence for DFT calculations was ensured by employing the TRAH SCF solver.220 The split-RI-J
approximation was used to speed up DFT calculations221 using the corresponding auxiliary basis set222

and hybrid DFT calculations were additionally sped up with the RĲCOSX approximation.223–225 To
account for London Dispersion effects the D4 dispersion correction9 was employed in the dftd4 v.3.4.0
standalone program.219 The local-hybrid LH20t DFT functional350 was employed in TURBOMOLE
7.5.1. and the hybrid KP16 functional351 was employed in the xTron program package.352 CCSD(T)
calculations were performed in the Q-Chem 5.4 program package353 with the def2-SVP basis set
and with the cutoff for neglecting two electron integrals set to 10−14 and the SCF convergence set
to 10−8. To ensure robust SCF convergence, the GDM algorithm was employed as SCF solver354

and the internal stability analysis was used to verify SCF solutions as minima in orbital space. The
LIBPT library was used for the evaluation of the triples contribution. DFT calculations for follow up
CCSD(T) calculations in Q-Chem were performed with the PBE0 functional156 and the SG-1 grid.355

To account for correlation effects in the 3s and 3p shells of 3d transition metals, the frozen core settings
in the correlated calculations were adjusted to freeze only the 1s, 2s, and 2p shells of 3d transition
metal atoms. The importance of these core-valence correlation contributions has been emphasized
recently for 3d transition metals in the context of DLPNO-CCSD(T)176 and CASSCF356 calculations.

Note that for accurate quantitative IPs that are comparable to experimental measurements (apart
from thermostatistical corrections) larger basis sets are necessary. However, the comparisons made
between various high-level correlated WFT methods (CC vs. ph-AFQMC) evaluated with the same
basis set is justified given the comparable degree of basis set incompleteness error (BSIE) for both
methods. Also, the MR diagnostics is still reliable with the applied double-Z basis set, which has
already been shown in several other works.86,302,357,358 For completeness, we confirmed this exemplary
by comparing the def2-SVP and the def2-QZVPP ⟨𝑆2⟩ values obtained with PBE0 employing the
ORCA program package. We observed only small differences between the small and large basis set
values and the conclusions are virtually the same (see SI Table S7).

In the following UHF/RHF means that singlets were calculated with restricted Hartree-Fock (RHF)
and all other spin multiplicities with unrestricted Hartree-Fock (UHF). Similarly, orbital protocols
such as RPBE0/UPBE0 indicate that R and U are used for singlets and non-singlets, respectively.
The ROHF/RHF CR-CC(2,3)359,360 calculations were performed with a serial implementation from
GAMESS 2021 R2 Patch 2.361,362

D.2.2 ph-AFQMC Calculations

Trial wave functions and the phaseless bias in AFQMC

In principle, it should be possible to systematically converge AFQMC calculations, even for strongly
MR transition metal containing species, by systematically increasing the quality of the trial wave
function until a stable value of the observable (in this case the ionization potential of the complex) is
obtained. In practice, the question of how to best optimize a multideterminental wave function for
AFQMC for transition metal containing systems is a challenging basic research problem at present. In
this Letter, we utilize two different approaches based on the degree of MR character, which will be
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outlined below. While we do not claim to have a universally valid, rigorously converged protocol
(which would require studying substantially larger and more diverse data sets, as well as a considerably
larger investment of computational resources), we do believe that the results reported here represent
progress in controlling the error in the calculations for these challenging cases as compared to our
prior efforts. The significant fluctuations in the CCSD(T) results, seen even in the test cases judged to
be squarely in the SR regime, are indicative of the difficulty of obtaining ionization potentials that are
robustly of chemical accuracy.

Our initial work using AFQMC methods to study transition metal containing species investigated
three types of trial functions: Hartree Fock (both restricted and unrestricted), DFT (primarily
unrestricted), and CASSCF. For difficult cases, CASSCF trials were generally required, although
computational limitations significantly restricted the size of the active space that could be employed.
The lack of scalability of CASSCF (with regard to both active space dimension and overall molecular
size) motivated us to explore the use of selected CI approaches, which enable the investigation of
substantially larger active spaces than what is accessible through CASSCF. The trial wave functions
used for the SR and SR/MR subsets were from a variational selected CI procedure, which we refer to
as HCISCF.363,364 Configurations were selected using 𝜖1 = 10−4 a.u. Active spaces were chosen as
follows: First, the eigenvalues (orbital energies) of the Fock or Kohn−Sham operator were obtained,
and the sequential energy differences were plotted. We made cuts between orbitals that have relatively
large energetic separation, such that 24 − 43 active orbitals are kept in a subsequent optimization
of both selected CI coefficients and orbital coefficients. Between 88 and 92 % of the HCISCF CI
weight was retained in the ph-AFQMC trial wave functions, which corresponds to between 5 and
1199 determinants (a relatively small number compared to the full Hilbert space). In some cases
(see the SI), B3LYP orbitals were used as an initial guess for the HCISCF optimization. This was
done when a lower-energy solution at the HCISCF level could be obtained, when the initial HCISCF
calculations using HF orbitals as a starting point did not converge, or when the HF orbitals were found
to be qualitatively wrong (vide infra).

In order to get a sense of the sensitivity of our results for the SR and SR/MR subsets to the trial wave
function employed, we also experimented with two alternative protocols which will be presented in a
future work. First, a CASSCF optimization in a small active space is followed by a single-shot selected
CI calculation in a larger active space. Second, we use an initial selected CI calculation in a very large
active space (with a relatively loose selection threshold) and use natural orbital occupation number
cutoffs to define a smaller active space which can be treated with a tighter cutoff. We find mean
absolute deviations from the present predictions with HCISCF trials of roughly 1.4 and 2.1 kcal·mol−1,
which are a little larger than what would traditionally be considered “chemical accuracy” (1 kcal·mol−1)
but well within the looser criterion of “transition metal chemical accuracy” (1-3 kcal·mol−1),294 which
we believe is an appropriate target for the current state of the art in electronic structure technology for
these systems, and which is capable of providing a very reasonable picture of reaction thermochemistry
for complex problems in materials and biology. To conservatively account for any residual error due to
the possibility of unconverged phaseless bias in the SR and SR/MR subsets, we report (in the Figures
to follow) a total uncertainty on the predicted IPs that represents the statistical error of each energy
difference plus 1.5 kcal·mol−1 for the SR and SR/MR subsets.

For the MR set, we attempted to converge our ph-AFQMC predictions with respect to three different
dimensions: the size of the active space, the value of 𝜖1 in selected CI, and the % CI weight retained
in the trial wave function (which we abbreviate hereafter as % CI). Regarding active spaces, three
different active space sizes were chosen: a small space of ≤ 18 orbitals, a medium-sized space with
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typically 40 to 50 orbitals, and a large-sized active space with some 60 − 80 orbitals. These active
spaces were selected by making cuts based on the orbital energies obtained from a PBE0 calculation,
similar to the SR and SR/MR subsets. We generated a CASSCF trial for the smallest active space,
using PBE0 orbitals as a starting point, and then assessed qualitatively the MR character using the
natural orbital occupation numbers (NOONs) and the 1 − 𝐶2

0 values. The medium and large active
space trials were then generated from HCI (no SCF) calculations using the orbitals optimized from
CASSCF. Three different choices of 𝜖1 were investigated: 10−3, 10−4, and 5 × 10−5 a.u. We note
that in every case, except for complex 23, the ph-AFQMC IPs with 𝜖1 values of 10−4 and 5 × 10−5,
which represent the addition of 294-581 determinants, are converged to within statistical error bars
(the difference in the IP is 4.6 ± 1.6 kcal·mol−1 for 23, which will be discussed further below). Finally,
ph-AFQMC calculations were performed with at least three different %CI values in the largest active
space with 𝜖1 = 5 × 10−5 trials. All MR trials for ph-AFQMC were in the natural orbital (NO) basis.
Additional details, energies, and ionization potentials are given in the Supporting Information.

All ph-AFQMC calculations utilized a population control (PC) scheme, in which walkers with
large overlaps with the trials are duplicated while those with small weights are purged periodically.
However, the above three-dimensional convergence could not be unambiguously shown for complex
25. In this case, keeping 89, 91, and 93% of the CI weight in the trial wave functions produced
ph-AFQMC IPs of 225.6 ± 1.3, 224.8 ± 1.1, and 221.4 ± 1.1 (see Table S23). Keeping a higher %CI
in the trials is currently too computationally demanding with our current implementation, in an active
space of 70 electrons in 78 orbitals with 𝜖1 = 5 × 10−5 a.u. Therefore, we used a correlated sampling
(CS) approach in this case, which produced an IP of 215.8 ±1.3 kcal·mol−1. Interestingly, this value is
not far from what one would obtain from extrapolating the three PC results above to the 100% CI
weight limit. Indeed, CS has been shown to produce results that are less sensitive to the trial wave
function employed (and thus closer to the exact, unconstrained result).51 This method has previously
been shown to be in agreement with exact/experimental values for vertical ionization potentials of
metallocenes280; in difficult cases, CS ph-AFQMC has yielded superior results vs the PC approach for
a fixed trial wave function. However, we did not use CS for the entire 3dTMV set because without the
removal of walkers with small or vanishing weights it can be more expensive than the PC ph-AFQMC
algorithm, and we preferred the ability to check total energies, and their convergence for MR systems.

Taken together, while we have made our best effort to produce accurate reference values with
ph-AFQMC, we cannot claim to have achieved exact IPs especially for the cases in the MR subset. For
the MR subset we report a total uncertainty which is the statistical error plus 3 kcal·mol−1. We think
this is a reasonable estimate given that other possible error metrics, e.g., the difference in IPs with 𝜖1
of 10−4 vs 5 × 10−5, suggest an average difference of less than 1.5 kcal·mol−1. While most of the IPs
appear to be converged with respect to the trial wave function, as can be seen in the SI, some of the
cases are strikingly sensitive to the quality of the trial wave function. For instance, for complex 23
the ph-AFQMC IP goes from 209.6 to 209.8 to 204.7 kcal·mol−1 in small, medium, and large active
space sizes, and in the latter size the IP is 204.7, 203.2, 200.1, and 198.9 kcal·mol−1 with 85, 87, 89,
and 90 %CI (all of these IPs have associated statistical error bars in the range of 1-1.2 kcal·mol−1).
Admittedly, the added uncertainty of 3 kcal·mol−1 for the MR cases was chosen somewhat arbitrarily.
However, we note that the level of accuracy that we target is “transition metal chemistry accuracy” and
that the spread of the various CC approaches for complex 23 easily exceeds 20 kcal·mol−1.
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Computational Details of the ph-AFQMC Calculations

All electrons were correlated in the ph-AFQMC calculations. Electron repulsion integrals and the
trial wave functions were generated with PySCF.142 We utilized a localized orbital implementation
of ph-AFQMC177 with a threshold of 5 × 10−5 a.u., in which occupied orbitals outside of the active
space are localized, and the half-rotated Cholesky matrices are “compressed" using singular value
decomposition.177 Typical compression rates for the systems in the set were 60 − 80%. ph-AFQMC
calculations used a mixed-precision scheme, wherein floating point operations carrying out the
imaginary-time propagation were performed with double-precision, while two-electron integrals were
stored in single-precision. Test calculations are shown for complex 1 in the SI, which shows that the
Cholesky and localization thresholds along with the use of our approximate mixed-precision scheme,
have negligible effects on the reported ionization energies, given the statistical error bars.

D.2.3 Multireference Diagnostics

Multiple proposed diagnostics for static correlation have been considered, and are detailed in the
SI. The principal component analysis of the MR diagnostics was performed in the R statistical
environment365 (version 4.2.0).

For practical purposes, one can distinguish between diagnostics obtained from relatively cheap
HF or DFT calculations and diagnostics obtained from higher-scaling correlated WFT methods.
While, e.g., CCSD calculations, which formally scale with the sixth power of the system size in most
canonical implementations, can often be performed for small to medium-sized molecules in a minimal
or double-Z basis set, in our experience, for systems with ≥50 atoms, even this is not computationally
feasible. In this regime, not to mention when predictions must be extrapolated to the CBS limit, MR
diagnostics that use SCF-level information are often the only option.

The HF- and DFT-based diagnostics include the deviation of the total spin expectation value of
UHF or a determinant made from UPBE0 orbitals from the exact value:

Δ⟨𝑆2⟩ = ⟨𝑆2⟩method − ⟨𝑆2⟩exact. (D.1)

Spin-symmetry breaking (SSB) in approximate electronic structure theories which incorporate some
degree of dynamic correlation has been put forth as a diagnostic of static correlation, since it encodes
the physical effects (as can be seen in open-shell singlets) when low-lying excited states of higher
multiplicity approach near-degeneracy and mix into a SR wave function.86,95,154 In this work, we use a
regularized percentage quantity:

reg. Δ⟨𝑆2⟩ = 100 · |Δ⟨𝑆2⟩|
𝑀𝐴𝑋 (⟨𝑆2⟩exact, 0.75)

. (D.2)

where the regularization parameter of 0.75 was selected to weight the spin contamination in singlets
equivalently as in doublets. The number of SCF iterations required to achieve convergence is also
considered. The fractional occupation density (FOD)366 was employed with the r2SCAN106,107 and
the hybrid r2SCAN5067 functionals. In the FOD formalism, finite-temperature DFT is employed to
enable fractional orbital occupations yielding the NFOD value upon integration of their respective
density. Because the NFOD value is not size-consistent, the fractional occupation numbers (FON)
from FOD calculations were expressed as Matitio’s nondynamical correlation index,367,368 which is a
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size-consistent form suggested by Martin et al. (rnd(r2SCAN/r2SCAN50)).369

With regard to diagnostics from correlated WFT methods, the well-known T1 diagnostic,370 the
number of required iterations for the coupled-cluster amplitudes (#CC) and the spin contamination
at the CCSD level were considered, with UHF and UKS reference determinants. Also, the leading
coefficients of the trials (specified in the Supporting Information) in the NO basis for the ph-AFQMC
calculations were also employed as static correlation indicators (1 − 𝐶2

0 ). For systems with large
spin-symmetry breaking (using cluster 1 ⟨𝑆2⟩ diagnostics), we used HCI trial wave functions, i.e.,
without orbital optimization, to compute the reported 𝐶0 values; otherwise, HCISCF wave functions
were used.

D.3 Results

D.3.1 Analysis of Multireference Diagnostics

We perform a statistical analysis of the myriad MR diagnostics mentioned above, in an effort to correlate
their predictions regarding the presence of static correlation, which will guide our classification of the
3dTMV complexes into subsets. In order to cluster the different diagnostics, a principal component
analysis of the Pearson correlation matrix (visualized in Figure D.3a) was performed and diagnostics
were clustered according to their contribution to principal components as shown in Figure D.3b.
The first two principal components accounted for 73.3 % of the variance and were used to cluster
the variables. Cluster 1 contains the WFT based diagnostics Δ⟨𝑆2⟩CCSD, 1 − 𝐶2

0 , and the Δ⟨𝑆2⟩PBE0.
Cluster 2 contains only Δ⟨𝑆2⟩UHF. Cluster 3 contains the number of SCF iterations with HF and PBE0,
the T1(HF) diagnostic, the number of CC iterations for an HF reference, and the finite-temperature
DFT based diagnostics (rND). Cluster 4 contains the T1 diagnostic and the number of CC iterations
with the PBE0 reference orbitals.

In cluster 1, 1 −𝐶2
0 is directly related to the definition of MR character, in the sense that it indicates

when more than one configuration has a large weight in the wave function. The Δ⟨𝑆2⟩ diagnostics in
this cluster, which are computed from CCSD wave functions or PBE0 orbitals, have been demonstrated
to reveal “essential" spin-symmetry breaking, i.e., the spin-contamination in theories which include
dynamical correlation provides a better physical description of the static correlation. Δ⟨𝑆2⟩UHF is not
part of this cluster, as one might expect, because HF (which does not formally include any Coulomb
correlation) artificially stabilizes high spin states relative to low-spin states, and thus its spin-symmetry
breaking behavior is not a reliable indicator of MR character.

The relatively good correlation between the T1 diagnostic and the number of CC iterations in
Clusters 3 and 4 can be interpreted in the following way: both indicate that CCSD requires many orbital
rotations to remedy shortcomings in the reference wave function. We emphasize that large values
do not necessarily indicate MR character but rather that the reference wave function is inadequate.
Similar observations regarding the T1 diagnostic have also been made by others.285,297

To obtain a subset of 𝑘 principal variables that span a space similar to the variables in cluster 1, the
variables included in this cluster were further analyzed with the "subselect" module developed by
Cadima et al.371 Within the module the "eleaps" algorithm with the GCD (generalized coefficient of
determination) as the objective function was selected. The following subsets of increasing size were
obtained:
𝑘 = 1: Δ⟨𝑆2⟩PBE0, GCD=91.4%
𝑘 = 2: (1 − 𝐶2

0 ) + Δ⟨𝑆2⟩CCSD(PBE0), GCD=97.5%
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Figure D.3: (a) Visualized correlation matrix for the static correlation diagnostics. (b) The plot of the first two
principal components (clusters are indicated by color).

𝑘 = 3: (1 − 𝐶2
0 ) + Δ⟨𝑆2⟩CCSD(HF) + Δ⟨𝑆2⟩CCSD(PBE0), GCD=99.6%

The large GCD of 91.4% for 𝑘 = 1 with Δ⟨𝑆2⟩PBE0 demonstrates that cluster 1 can be represented
well by ⟨𝑆2⟩PBE0 alone. This empirically validates the usefulness of ⟨𝑆2⟩PBE0, especially since it is the
variable of cluster 1 that is obtained with the least computational effort.

D.3.2 Classification into Subsets

Cluster 1 was employed to partition the 3dTMV IPs into subsets as depicted in Figure D.4. We note
that although 1 − 𝐶2

0 reports directly on how dominant the configuration of the largest weight is in the
linear superposition (and thus is the most physically transparent quantity), the values depend on the
choice of active space and may be biased due to missing dynamical correlation effects. On the other
hand, while physically justifiable, the degree of spin-symmetry breaking depends on the degree of
inclusion of dynamical correlation (e.g., exhibits xc functional dependence) and in the CC context is
derived from a perturbative analysis.155 Therefore, in what follows, our classification will incorporate
four quantities: 1 − 𝐶2

0 and spin-symmetry breaking or restoration from CC/UHF, CC/UPBE0, and
UPBE0.

The partitioning was performed with the following criteria and the IP was assigned if either the
initial or the oxidized state fulfilled them. IPs where neither the initial nor the oxidized species exceed
a deviation for the regularized ⟨𝑆2⟩ value of 5% and a 1 − 𝐶2

0 value of 0.28 were put in the SR subset.
Cases where only one or two of the regularized ⟨𝑆2⟩ values exceed the 5% deviation threshold and
1 − 𝐶2

0 is still below 0.28 were put in an intermediate category, which we denote SR/MR. If all three
⟨𝑆2⟩ diagnostics (in cluster 1) exceed the 5% deviation threshold, and 1 − 𝐶2

0 is above 0.28, the IP
was assigned to the MR subset. There are some exceptions to the threshold based classification.
For complexes 11 and 12 the oxidized species exhibit large ⟨𝑆2⟩ deviations but only small 1 − 𝐶2

0
values. At the SCF level the triplet state is predicted to be the ground state, resulting in what has been
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referred to as “variational collapse"86 when targeting the singlet state (see SI Section 4.4 for details).
Subsequent CCSD calculations on these SCF solutions are not able to completely restore the SSB
introduced. The large ⟨𝑆2⟩ deviations for these complexes therefore do not indicate MR character and
the corresponding IPs are sorted into the SR subset. Separately, complex 14 is a borderline case and
was sorted into the SR/MR subset.

Figure D.4: Values of the cluster 1 diagnostics for species in the 3dTMV set. Oxidized species are shown at the
top and initial species at the bottom. The left vertical axis shows the regularized ⟨𝑆2⟩ deviations quantified as a
percentage, i.e., ( |⟨𝑆2⟩ − ⟨𝑆2

exact⟩|) ∗ 100/𝑀𝐴𝑋 (⟨𝑆2⟩exact, 0.75). 𝐶0 values are from the multiconfigurational
trial wave functions used in ph-AFQMC, as specified in the SI.

The values of the four diagnostics in cluster 1 are shown in Figure D.4 for the IPs classified into
SR, SR/MR, and MR subsets. While nearly all of the complexes broke spin symmetry at the UHF
level (see Table S2 in the SI), this symmetry breaking is artificial, certainly in the SR subset. In the
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SR/MR subset, in almost all cases the SSB from CC/UHF is significantly reduced with CC/UPBE0,
and UPBE0. In other words, there is a set of non-HF orbitals that reduces the spincontamination in the
reference, which typically enables substantial spin symmetry restoration in the CCSD/UPBE0 wave
function. It is noticeable that in almost all cases except 17 and 21, one state, typically the oxidized one,
shows significantly larger SSB than the other, which motivated us to test the EOM-IP-CC methods.
Finally, the MR subset on average shows large SSB behavior vs the other two subsets. In many cases
the 1 − 𝐶2

0 value is significantly above 0.28, in the range of 0.6 − 0.7 for the oxidized states of the Cr-
and Fe-centered acac complexes.

D.3.3 Comparison of CCSD(T) and LO-ph-AFQMC

Figure D.5 compares the deviation in the IPs calculated by three flavors of CCSD(T) vs. the reference
ph-AFQMC values. Statistics for each of the three subsets are listed in Table D.2.

Figure D.5: Comparison of CCSD(T) with different orbitals with respect to LO-ph-AFQMC. All IPs are given
in the SI in Table S9. The mean IP with LO-ph-AFQMC is 179.2 kcal·mol−1. Dots are connected by lines to
guide the eye. The uncertainty of LO-ph-AFQMC is depicted in grey.

For the SR subset, CCSD(T) yields accurate IPs, irrespective of the orbital set employed. All MADs
are less than 3 kcal·mol−1. The CCSD(T)/(UHF/RHF) protocol performs the best, with MAD of
1.7 kcal·mol−1 and an absolute max error of 4.1 kcal·mol−1. The MADs are only slightly worsened for
the SR/MR subset – all except the UHF and the ROHF/RHF orbital choices are still sub 3 kcal·mol−1 –
though the maximum errors from UPBE0 orbitals are worsened by 2-3 kcal·mol−1. The unreasonably
large errors, especially as reflected in the MR subset, which result from CCSD(T) with ROHF/RHF
references can be traced to a few cases with relatively high multiplicity states (24,25), which are
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Table D.2: Statistical comparison between CCSD(T) with UHF, UPBE0, UHF/RHF, and ROHF/RHF orbitals
(see section D.2.1 for details) with respect to LO-ph-AFQMC. The statistical quantities are mean deviation
(MD), mean absolute deviation (MAD), standard deviation (SD), and absolute maximum deviations (AMAX),
defined in the SI. Statistical evaluation with ROHF/RHF orbitals over the whole set without 24 and 25 from the
MR set are given in parenthesis.

Set CCSD(T) MD MAD SD AMAX

SR

UHF −0.4 2.5 2.9 4.4
UPBE0 0.0 2.3 2.8 4.6
UHF/RHF 0.4 1.7 2.2 4.1
UPBE0/RPBE0 −0.1 2.1 2.6 4.3
ROHF/RHF −1.6 2.7 3.3 9.7

SR/MR

UHF −2.7 3.5 3.4 6.7
UPBE0 −2.1 2.5 2.8 7.8
UHF/RHF −0.6 2.3 3.2 6.3
UPBE0/RPBE0 −2.0 2.4 2.7 7.8
ROHF/RHF −3.3 3.9 4.1 10.5

MR

UHF 8.5 12.2 13.9 31.7
UPBE0 −0.7 10.3 12.9 20.3
UHF/RHF 7.8 8.9 6.3 12.9
UPBE0/RPBE0 −1.1 9.9 12.3 18.2
ROHF/RHF −14.6 36.6 63.8 131.9

3dTMV

UHF 0.7 5.0 7.8 31.7
UPBE0 −0.9 4.1 6.1 20.3
UHF/RHF 1.6 3.5 4.9 12.9
UPBE0/RPBE0 −1.0 3.9 5.8 18.2
ROHF/RHF −5.0 (−2.7) 10.4 (3.7) 28.1 (4.3) 131.9 (14.1)

improperly described at the ROHF level. In fact, this is a salient reason we consider the UHF/RHF
protocol, which uses RHF for singlets and UHF otherwise.

As expected, CCSD(T) is clearly unreliable for the MR subset, with MADs ranging from
8.9 kcal·mol−1 with the UHF/RHF protocol to 36.6 with ROHF/RHF orbitals. The maximum
absolute errors range from 12.9 to 131.9 kcal·mol−1. Not only are the majority of IPs far from the
ph-AFQMC references, but the sensitivity of the CCSD(T) predictions to the orbital set employed is
also dramatically increased (Figure D.5). Thus, one clear takeaway from this study is actually in line
with the common wisdom that computationally feasible SR methods such as CCSD(T) should not
be used for MR systems. Our study confirms this statement, and qualifies it – as we have defined a
concrete classification protocol that relies on relatively inexpensive diagnostics.

In all subsets, indeed for the whole 3dTMV set as well, the use of UPBE0 orbitals in CCSD(T)
leads to slightly more accurate results than those of UHF orbitals. This is unsurprising given the large
and pervasive artificial SSB at the UHF level (see the SI Table S2). Using restricted orbitals for the
singlet states is the simplest way to prevent any spin symmetry breaking (for better or worse), and
we find that the CCSD(T)/(UHF/RHF) protocol always leads to more accurate IPs. This is slightly
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surprising in the context of the MR subset, since one might have expected spin-symmetry breaking,
especially at the UPBE0 level, to lead to physically more appropriate electron densities (occupied
orbitals). Nevertheless, the data presented here suggest that the UHF/RHF orbital choice leads to
higher accuracy for all 3dTMV subsets.

It is interesting to note that all metal complexes with bipyridine ligands are classified in the SR/MR
set (15, 16, 17, and 18). Many aromatic rings such as benzene and naphthalene are substantially
spin-contaminated at the UHF level,197 as are these bipyridine ligand complexes. The SSB from
UPBE0 is much reduced versus UHF, and that from CCSD/UPBE0 is much reduced versus CCSD/UHF
(this can generally be seen in the SR/MR subset). For the above systems, the calculated IPs from
CCSD(T)/UPBE0 are much closer to the ph-AFQMC values than those from CCSD(T)/UHF. However,
there are a small number of cases in the SR/MR set for which CC/UPBE0 reduces the SSB versus
CC/UHF but leads to a worse IP. 19 is one such case, and an analysis of the atomic spin densities
proves illuminating. For this doublet oxidized state, UHF, although strongly spin-contaminated (see
Figure D.6a), shows in principle the correct electron configuration, i.e., the unpaired electron is
metal-centered. Upon introducing dynamic correlation when going to CCSD/UHF (Figure D.6b), the
SSB is significantly reduced and the metal-centered radical can still be observed. In contrast, UPBE0,
although almost without any SSB, implies that the radical is centered on the indenyl ligand (Figure
D.6c). Apparently, CC based on this qualitatively incorrect reference cannot recover the expected
electron configuration (cf. Figure D.5).

Figure D.6: Spin density plots with (a) UHF, (b) CCSD/UHF, (c) UPBE0, and (d) CCSD/UPBE0 for the the
doublet oxidized state of 19. 𝛼 density is depicted in green and 𝛽 density in yellow with an isovalue of 0.005
a.u. Mulliken CCSD charge and spin populations are shown in the SI in Table S10.

The effect of the Yamaguchi spin projection372–375 on UCCSD(T) total energies was systematically
investigated for CCSD(T) calculations with UHF, UPBE0, UHF/RHF, and UPBE0/RPBE0 orbitals.
The formula for spin-projected energy of a low-spin state is:

𝐸𝐿𝑆 =
𝐸𝐵𝑆 − (1 − 𝛼)𝐸𝐻𝑆

𝛼
, (D.3)

where LS indicates the spin-pure low-spin state, BS indicates the broken symmetry low-spin state, and
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HS indicates the high-spin state. The spin-coupling coefficient 𝛼 is calculated according to

𝛼 =
⟨𝑆2⟩𝐻𝑆 − ⟨𝑆2⟩𝐵𝑆
⟨𝑆2⟩𝐻𝑆 − ⟨𝑆2⟩𝐿𝑆

. (D.4)

We note that this expression is exact when the BS state can be written as a linear combination of
exactly two states – the LS and HS eigenstates. This condition is not generally true, however it is very
likely to be applicable when the HS state is spin-pure.

For cases where the CCSD regularized ⟨𝑆2⟩ deviation is greater than or equal to 2%, the next
higher-spin state (HS) (i.e., the original spin multiplicity plus two) was calculated and used in the
projection if the HS regularized ⟨𝑆2⟩ deviation was smaller than or equal to 2% (results utilizing 1, 3,
and 4% are similar, and are shown in Section 5.5 of the SI). For IPs in which either the oxidized or the
initial state did not agree with these criteria the Yamaguchi spin-projection was not applied for both
of these states. The statistical results for spin-projected CCSD(T) with various choices of orbitals,
vs the LO-ph-AFQMC reference values, are shown in Table D.3 (depicted in Figure S3 in the SI).
We find that the Yamaguchi projection protocol does not lead to substantial changes in the accuracy
statistics. For example, the MAD of CCSD(T) with UHF/RHF orbitals remains at 1.7 kcal·mol−1 for
the SR set (although the AMAX is reduced from 4.1 to 3.6) and is reduced from 2.3 to 2.2 kcal·mol−1

in the SR/MR subset. Given the statistical error bars in the LO-ph-AFQMC reference calculations,
these changes are not significant. For the MR set, the MAD of 8.9 with UHF/RHF orbitals is slightly
reduced to 8.3 kcal·mol−1, with rather large maximum errors still.

Table D.3: Statistical comparison of Yamaguchi corrected CCSD(T) methods.

Set CCSD(T) MD MAD SD AMAX

SR

UHF+Y −0.5 2.4 2.8 4.4
UPBE0+Y −0.1 2.2 2.7 4.3
UHF+Y/RHF 0.3 1.7 2.2 3.6
UPBE0+Y/RPBE0 −0.1 2.1 2.6 4.3

SR/MR

UHF+Y −3.0 3.4 2.9 6.5
UPBE0+Y −1.5 2.3 3.0 7.8
UHF+Y/RHF −1.4 2.2 2.8 6.3
UPBE0+Y/RPBE0 −2.1 2.4 2.7 7.8

MR

UHF+Y 8.0 11.1 13.7 31.7
UPBE0+Y −1.6 10.3 12.6 19.4
UHF+Y/RHF 6.6 8.3 7.4 12.9
UPBE0+Y/RPBE0 −1.8 10.1 12.2 18.2

3dTMV

UHF+Y 0.4 4.6 7.6 31.7
UPBE0+Y −0.9 4.0 6.0 19.4
UHF+Y/RHF 1.1 3.3 4.9 12.9
UPBE0+Y/RPBE0 −1.2 3.9 5.8 18.2

The observation that the oxidized states appear to be more MR than the initial states, on average,
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motivated us to investigate the accuracy of EOM-IP-CCSD. Despite a few technical difficulties (2,
4, and 20 which are discussed in the SI in Section 5.3), we performed EOM-IP-CCSD calculations
with UHF/RHF reference orbitals. Deviations of the predicted vertical IPs vs AFQMC, along with
those from CCSD and CCSD(T) with the same UHF/RHF orbital choice, are shown in Figure D.7a,
and a statistical summary is shown in Table D.4. While EOM-IP-CCSD is slightly more accurate
than CCSD (both with UHF/RHF orbitals) for both the SR and SR/MR subsets, we find the opposite
for the MR subset. Figure D.7b shows the (T) contribution to the IP for each complex, and indeed
the cases in the SR and SR/MR subsets in which this is large exhibit notable improvements going
from CCSD to CCSD(T) (e.g., complexes 2, 8, 14, 15-18, 21). In almost every case, the perturbative
triples correction is larger with UKS orbitals than with UHF orbitals (cf. also Figure S2 and Table
S12 of the SI). The KS orbitals are recanonicalized prior to subsequent CC calculations, therefore,
this finding cannot simply be ascribed to smaller KS eigenvalue differences. While one might expect
that the contribution of triples should correlate with MR character, it appears that it need not, in the
sense that there are cases in the SR and SR/MR subsets that have large (T) contributions. Complex 2
shows a (T) contribution in excess of 10 kcal·mol−1, which appears to be due to the bonded triflate
anion. The bipyridines, 15-18, also have large (T) contributions, as does complex 21 with the bound
N2. The latter is consistent with the finding that CCSD makes large errors in the bond dissociation of
a system involving a triple-bonded ligand (c.f. Cu(CO)+4 from ref. [86]). Finally, we find that (T)
corrections often play a large role in MR systems. This can be understood by considering the case
of a diradicaloid (such as ozone). Double excitations are needed to produce a qualitatively correct
open-shell singlet reference, while triples and higher-order excitations are needed to describe the
dynamical correlation required for a quantitative description. In these MR transition metal cases, (T)
is clearly not enough to describe the relatively large dynamical correlation.

To improve the description of correlation effects beyond CCSD, more sophisticated approximations
for connected triples excitations such as the fully renormalized triple correction to CCSD (CR-CC(2,3))
developed by Piecuch et al.359,360 may be needed. The advantage of this method over other approaches
that resort to MR concepts to improve the conventional CCSD(T) approach is that it is only at most
twice as expensive as the latter. In this work, due to technical restrictions (partly ROHF convergence
problems), we computed only four systems (1, 2, 7, and 9) from the SR set using the ROHF/RHF
based CR-CC(2,3) implementation in GAMESS. As expected, the results for these SR systems are
very similar to the ROHF/RHF CCSD(T) results (see Table S17 in the SI). It would be of interest to
examine the SR/MR and MR subsets with methods such as CR-CC(2,3) (which would require a robust
unrestricted implementation).

D.3.4 Preliminary DFT Evaluation

A statistical comparison between various DFT functionals with respect to LO-ph-AFQMC, all
evaluated in the def2-SVP basis, is given in Figure D.8. Although this comparison is not completely
justified because of the different degrees of BSIE between DFT and orbital-space methods (CC and
AFQMC), we present these results as a preliminary indication of how the various DFT functionals are
likely to perform.

The MDs of different functionals range from −0.9 kcal·mol−1 for PBE-D4 to 5.9 kcal·mol−1 for
𝜔B97X-V (see SI Table S3-S5 for details). Thus, this preliminary comparison seems to be reasonably
appropriate, although a slight trend to positive MDs is observed. The hybrid functional M06-2X
yields the largest MAD, which is not surprising because it has been mainly designed for main group
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Figure D.7: (a) Comparison between EOM-IP-CCSD, CCSD, and CCSD(T) on UHF/RHF orbitals with respect
to LO-ph-AFQMC. (b) Triples contribution (T) for the IPs in CCSD(T) with UHF/RHF and UPBE0/RPBE0
orbitals.
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Table D.4: Statistical comparison between EOM-IP-CCSD, CCSD and CCSD(T) on UHF/RHF orbitals and
CCSD on UPBE0/RPBE0 orbitals with respect to LO-ph-AFQMC.

Set Method MD MAD SD AMAX

SR

EOM-IP-CCSD/(UHF/RHF) -0.8 3.7 4.3 7.8
CCSD/(UHF/RHF) 1.2 4.0 5.8 15.2
CCSD/(UPBE0/RPBE0) −0.2 6.3 7.7 16.2
CCSD(T)/(UHF/RHF) 0.4 1.7 2.2 4.1

SR/MR

EOM-IP-CCSD/(UHF/RHF) −1.7 7.3 8.4 14.1
CCSD/(UHF/RHF) −3.4 8.1 9.3 17.8
CCSD/(UPBE0/RPBE0) −6.7 12.4 12.2 24.1
CCSD(T)/(UHF/RHF) −0.6 2.3 3.2 6.3

MR

EOM-IP-CCSD/(UHF/RHF) −2.7 14.2 19.1 32.9
CCSD/(UHF/RHF) 9.5 11.4 9.1 21.1
CCSD/(UPBE0/RPBE0) 10.1 19.5 21.7 36.5
CCSD(T)/(UHF/RHF) 7.8 8.9 6.3 12.9

3dTMV

EOM-IP-CCSD/(UHF/RHF) −1.5 7.2 10.0 32.9
CCSD/(UHF/RHF) 1.3 7.1 9.0 21.1
CCSD/(UPBE0/RPBE0) −0.3 11.3 14.1 36.5
CCSD(T)/(UHF/RHF) 1.6 3.5 4.9 12.9

chemistry applications. It is followed by the GGA functional PBE-D4 (MAD = 11.3 kcal·mol−1) and
the KP16 hybrid functional (MAD = 10.8 kcal·mol−1). The meta-GGAs r2SCAN-D4 and M06-L show
an improvement over PBE-D4 with MADs of 8.7 kcal·mol−1 and 7.9 kcal·mol−1 respectively. The
hybrid functionals PBE0-D4, r2SCAN0-D4, B3LYP-D4, and PW6B95-D4 all perform relatively well
with overall MADs between 7.8 kcal·mol−1 and 6.8 kcal·mol−1 with B3LYP being the best performer.
It is noticeable that from these hybrid functionals B3LYP has the smallest amount of Fock exchange
(20%). A worse MAD of 9.1 kcal·mol−1 is obtained with 𝜔B97X-V, but an improvement to an MAD
of 6.1 kcal·mol−1 is observed when an optimal tuning (OT) procedure is applied for each IP separately
(see SI section 4.3 for details), yielding the overall best performing DFT method OT-𝜔B97X-V. Typical
OT-𝜔 values on this set are around 0.15 and therefore 𝜔 = 0.15 as global parameter was also tested
yielding the 𝜔B97X15-V method, which yields almost the same overall MAD of 6.2 kcal·mol−1. The
local hybrid functional LH20t-D4 yields an MAD of 7.3 kcal·mol−1 and the double-hybrid PWPB95
an MAD of 7.4 kcal·mol−1.

On average, as with CCSD(T) methods, the MAD for the SR subset is the smallest followed by those
of the SR/MR and MR subsets. While the differences in MAD between the SR and SR/MR subsets
are small for most functionals, the MAD for the MR subset is between 2 and 3 times larger than that
of the SR/MR subset in most cases. There are two exceptions to this: for the KP16 functional the
MR set has an MAD of 14.0 kcal·mol−1 compared to 9.3 kcal·mol−1 for the SR/MR subset, and the
difference is small but the overall performance is already bad compared to the other hybrid functionals.
This could be due to the nonself-consistent evaluation of B3LYP orbitals. The other exception is
the PWPB95-D4 functional where the SR/MR set has an relatively large MAD of 8.5 kcal·mol−1

and the MR subset has an MAD of 10.9 kcal·mol−1. In the SR/MR set relatively large errors for the
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bpy-complexes 15-18 on the order of 10-15 kcal·mol−1 are observed. This is in accordance with the
large (T) contribution for these complexes. Apparently higher-order correlation effects that are not
covered by the pairwise-additive MP2 part84,86 in PWPB95-D4 are crucial for these complexes and
therefore it fails to produce reliable results.

The Yamaguchi spin projection was also evaluated for DFT with the 𝜔B97X15-V functional. Here,
the same criteria as for UCCSD(T) were applied and resulted in a small reduction in the overall MAD
from 6.2 to 6.0 kcal·mol−1.

In order to estimate the remaining BSIE, the PBE0 and the PWPB95 functionals were evaluated
with the def2-QZVPP basis set and the def2-SVP IPs were compared to these results (see Table S6 in
the SI for details). For PBE0 this yields an MD of -0.9 kcal·mol−1 and an MAD of 1.7 kcal·mol−1

relative to the QZ basis with the largest deviation of -3.7 kcal·mol−1 for complex 23. The double
hybrid PWPB95 is expected to be particularly sensitive to the basis set, as a part of its correlation
energy is computed by DFT, while the other part is from MP2. Indeed, with PWPB95 this difference
is larger and an MD of -3.7 kcal·mol−1 and an MAD of 4.0 kcal·mol−1 is obtained. The largest
deviation of -9.3 kcal·mol−1 is obtained for complex 5. Novel DFT developments such as local hybrids
incorporating a strong correlation factor376 and double-hybrid functionals with regularized MP284,377

contribution are interesting candidates for testing on this newly compiled set.

Figure D.8: MAD with respect to the LO-ph-AFQMC reference values for the three subsets and the whole
3dTMV set. The KP16 functional could not be evaluated self consistently and was therefore evaluated on
B3LYP orbitals.

D.4 Conclusions

Electron transfers involving transition metal catalysts are ubiquitous in chemistry, but are difficult to
model accurately with approximate quantum chemical methods due to the presence of both dynamic
and static electron correlation. In this regime, the appropriateness of SR CCSD(T) – the “gold
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standard” computational level for the majority of chemically relevant systems – is still debatable. In
the absence of gas-phase experimental values, we leverage the unique scalability and high accuracy of
auxiliary-field quantum Monte Carlo to provide reference vertical ionization energies. We compile
a set of 28 3d complexes relevant to homogeneous electrocatalysis (which we refer to as 3dTMV),
classify them into subsets based on the degree of multireference character in the involved states, and
assess various CC protocols. Mean absolute deviations roughly equal or less than 2 kcal·mol−1 can be
achieved for the predominately SR subsets – namely, with unrestricted/restricted reference orbitals for
non-singlet/singlet spin states – and we confirm that CCSD(T) is an inappropriate model for strongly
correlated transition metal complexes.

This work demonstrates that one valuable application of AFQMC, which in recent years has
undergone rapid development and optimization, is to produce reference values for transition metal
thermochemistry. Compared to the CCSD(T) calculations performed in this work, which required
wall-times ranging from 2 to 48 h with 8 cores, LO-ph-AFQMC calculations are relatively more
expensive yet can be trivially parallelized. For example, complexes in the SR and SR/MR subsets
required between 40 and 150 GPU-node hours, while some MR molecules using trials with the largest
active space size took up to 1200 node hours, which corresponds to a wall-time of 12 h on 96 OLCF
Summit nodes. While challenging to converge away the phaseless bias for multireference states, in
this work, we demonstrate that this is possible for realistic monometal electrocatalysts, at least in a
double-Z basis set. Current work is underway to approach the complete basis set limit, which will
be necessary to properly assess and develop approximate density functionals and to compare with
gas-phase experiments. We acknowledge that a truly robust and predictive computational protocol for
realistic electrocatalysis must incorporate solvation free-energies and finite-temperature effects – from
this perspective, the present work is a promising first step.

Another notable achievement is that we have pinpointed quantitative metrics based on symmetry
breaking and the largest coefficient in selected CI multideterminant expansions, which are meaningful
and effective in diagnosing MR character. Specifically, we propose thresholds for spin-symmetry
breaking from unrestricted CCSD and KS-PBE0 along with the metric 1 − 𝐶2

0 from ph-AFQMC trial
wave functions, which can delineate regimes inside of which appropriately-performed CCSD(T) can
produce < 2.3 kcal·mol−1 accuracy, and outside of which CCSD(T) with the investigated choices of
orbitals can be expected to fail. Our analysis of the many MR diagnostics proposed in the literature
suggests that ⟨𝑆2⟩𝑃𝐵𝐸0 is a computationally-inexpensive proxy which, while admittedly not rigorous,
is herein found empirically to be practically useful in assessing the regime of applicability of CCSD(T)
methods.

Among the many implications of this work on best-practices in quantum chemistry for transition
metal systems, we propose that for target molecules that can be classified as SR or SR/MR, the
agreement of ph-AFQMC and CCSD(T) with UHF/RHF orbitals can be expected, and consensus
predictions ought to be more reliable than predictions from one of the two methods alone. In fact,
occasionally in this work CCSD(T) IPs were used to guide the choice of CASSCF or HCISCF trial wave
function used in ph-AFQMC; indeed, while an MCSCF optimization may converge to a qualitatively
incorrect local minimum that is “closest" to the reference state used to initialize the calculation – thus
inheriting an electronic state with, e.g., unphysical spatial symmetry – the 𝑇1 operator in the CC ansatz
makes CCSD(T) relatively less sensitive to the reference used.

The exciting development of localized orbital approximations such as, e.g., the PNO-LCCSD(T)-
F1262 and DLPNO-CCSD(T) implementations,59–61 when appropriately converged,176 can also be
readily used in these regimes to provide reliable reference values. With these localized coupled cluster
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implementations, the use of extended basis sets is possible and thus a more realistic evaluation of DFT
methods as well as a comparison with experimentally measured ionization energies. Our (preliminary)
evaluation of selected DFT functionals in a rather smaller basis set revealed that 𝜔B97X-V with a
lowered 𝜔 value of 0.15 may be well suited for application in computational studies involving 3d
transition metal electrocatalysts.

Finally, we remark that large, orbital-dependent triples contributions for complexes with, e.g., triflate
and fluorine atoms, bipyridine, and N2 (triple bond) provide new opportunities to assess alternate and
develop improved approximate triples variants in the SR and SR/MR correlation regime, such as the
renormalized coupled cluster methods.359,360

In summary, we have taken important first steps toward the reliable modeling of chemically relevant
3d transition metal electrocatalysts. We envision that future improvements in CC and AFQMC
methods, used in combination with effective MR diagnostics and solvation models, can be used to
predict reference-quality thermochemical values involving electronic states spanning a wide variety of
correlation regimes. The curation of new transition metal data sets will also accelerate the development
of faster quantum chemical or data-driven methods as well.

D.5 Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acs.jctc.3c00617.

• DFT IPs, MR descriptors, OT-omega values (XLSX)

• Cartesian coordinates of the 3dTMV (ZIP)

• IPs of all coupled cluster and ph-AFQMC calculations; contribution of (T) to CCSD(T)
correlation energy; IPs and statistics for Yamaguchi projection with CCSD(T); basis set study
and statistics with DFT; and additional details of LO-ph-AFQMC calculations (PDF)
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Figure E.1: Table of content graphic (ToC).

Abstract We present monometallic H2 production electrocatalysts containing electron rich triamine-
cyclopentadienyl (Cp) ligands coordinated to iron. After selective CO extrusion from the iron tricarbonyl
precursors, electrocatalysis is observed via cyclic voltammetry in the presence of exogenous acid.
Contrary to the fact that amines in the secondary coordination sphere are often protonated during
electrocatalysis, comprehensive quantum chemical calculations indicate that the amines likely do not
function as proton relays; instead, endo-Cp ring protonation is most favorable after 1e− reduction.
This unusual mechanistic pathway emphasizes the need to consider a broad domain of H+/e− addition
products by synergistically combining experimental and theoretical resources.

E.1 Introduction

Earth-abundant metals (EAMs) are essential to life, catalyzing complex redox reactions involving
multiple protons and electrons. In Nature, [Fe-Fe] and [Ni-Fe] hydrogenases use azadithiolate and
arginine moieties, respectively, to shuttle protons between the metal’s primary coordination sphere and
these nitrogen bases.378–380 Consequently, this behavior has inspired the development of synthetically
tractable electrocatalyst biomimics containing amine moieties capable of facilitating proton movement
for H2 production and/or oxidation using EAMs.16,324,381–384 As ligand designs for fuel-forming elec-
trocatalysis are refined to incorporate secondary coordination sphere interactions,385–388 mechanistic
scenarios become increasingly complicated due to multiple donor/acceptor moieties mediating the
movement of protons and electrons. Thus, synergistic cooperation between experimentalists and
theoreticians is essential to identify plausible mechanistic pathways and avoid energy pitfalls that
could stifle catalytic activity.36,38,382

While [5-C5H5 (Cp) and electron-rich [5-C5Me5 (Cp*) often function as ancillary ligands, they
can also participate in C-H bond activation reactions.389–391 Mechanistic studies have proposed the
existence of [4-CpH or [4-Cp*H intermediates using Co,392 Rh,393, Re,394 and f-block395 complexes,
and there is synthetic precedent for [4-Cp ligation at Fe,396,397 Co,398,399 and Rh.398,400 Experimental
and computational analyses have demonstrated that active participation of the Cp/Cp* ligand can
be essential in the context of proton-coupled electron transfer (PCET),392,401–403 driving the need to
evaluate new Cp derivatives for small molecule activation and catalysis.

In contrast, amine-functionalized Cp ligands remain underexplored for applications in catalysis.404–406

Notably, the electron rich triamine-cyclopentadienylium ligand enCpNH𝒊Pr+ (1, Scheme E.2; en =
N,N’-dimethylethylenediamine) was used to synthesize a piano-stool iron carbonyl complex which
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catalyzes the reductive amination of secondary amines.406 Computational studies suggested that a pen-
dant amine on ligand 1 facilitates proton transfer during substrate reduction, inspiring us to synthesize
a library of enCpR+ ligands for applications in H2 production electrocatalysis (Figure E.2). Due to
the multitude of potential protonation sites, we rationalized that comprehensive multi-level modeling
methods81,122 considering conformational flexibility, tautomers, and solvent/solute interactions should
be utilized to understand the experimental results.

Figure E.2: Synthesis of Iron Complexes

We describe the synthesis, electrochemistry, H2 production electrocatalysis, and quantum chemical
modeling of Fe complexes with the electron rich triamine-cyclopentadienyl ligand enCpR (R =
NHiPr, pyrrlolidinyl (Pyrr), NHBn). Surprisingly, thermochemical landscape analysis reveals that
direct protonation of the Cp ring is most favorable, generating a key endo-Fe([4-CpH) intermediate.
Therefore, the experimental and computational data collectively suggest that the pendant amines
behave as ancillary electron-rich functional groups, providing evidence that amines may not always
function as proton relays due to p𝐾𝑎 mismatches between the exogenous proton source and amine
functionalities.

E.2 Results and Discussion

The amine-functionalized cyclopentadienylium salts 1 and 2 (enCpR+; R = NHiPr, Pyr) were prepared
as previously reported407 while ligand 3 (R = NHBn) was prepared using a similar protocol (Figure
E.2). Reaction of these salts in refluxing toluene with Fe2(CO)9 yields air stable Fe(II) tricarbonyl
complexes 1-Fe(CO) +

3 ,406 2-Fe(CO) +
3 , and 3-Fe(CO) +

3 which were isolated as PF –
6 salts after workup.

X-ray crystallography reveals isostructural motifs for all three complexes, with nearly equidistant C-C
bond lengths connecting the carbon atoms within the Cp ring (Figure S11). When compared to the
CO stretching frequencies of Cp*Fe(CO) +

3 (aCO = 2130, 2078 cm−1; Nujol),408 solid-state IR data for
1-Fe(CO) +

3 exemplifies the potent electron donor ability of these enCpR ligands (aCO = 2048, 1969
cm−1; KBr).

Cyclic voltammetry (CV) curves for complexes 1-Fe(CO) +
3 , 2-Fe(CO) +

3 , and 3-Fe(CO) +
3 are shown

in Figure E.3, and data are summarized in Table E.1. All three complexes exhibit partially reversible
or irreversible redox features, whose currents and potentials remain constant with repeated linear
potential sweeps. Although the pendant amines vary with respect to sterics and electronics, there is a
reduction peak around Epc = −1.6 V in all three cases, attributed to a diffusion-controlled 1e−
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Figure E.3: CV curves of 1-Fe(CO) +
3 , 2-Fe(CO) +

3 , and 3-Fe(CO) +
3 . Conditions: CH3CN, 0.1 M [Bu4N][PF6],

1.0 mM analyte, 100 mV/s.

Table E.1: Electrochemical Data for the Fe(CO) +
3 Complexes. DFT-calculated redox potentials are given in

parentheses.

Complex 𝐸1/2 (V) 𝐸pa (V) 𝑘CO (s−1)
1-Fe(CO) +

3 –1.59 (–1.25) –0.62 (–0.61) 2.0 ± 1.1
2-Fe(CO) +

3 –1.57 (–1.22) –0.72 (–0.59) 6.0 ± 1.4
3-Fe(CO) +

3 –1.55 (–1.23) –0.60 (–0.60) 11.9 ± 3.6

Figure E.4: Elementary Steps Showing Irreversible CO Loss by an EC Mechanism Followed by Solvent Uptake
after Reoxidation (Left) with Computed [2-(enCpR) Intermediate 1-Fe(CO)3 (Right). [Fe] = Fe(enCp𝑹), where
R = NH𝑖Pr, Pyrr, Bn.

reduction event which becomes more reversible with faster scan rates (Figure S16). In all three
cases, this behavior is generally described by an EC reaction mechanism where the rapid, reversible
reduction of [Fe](CO) +

3 is followed by irreversible CO loss to generate the neutral iron dicarbonyl
intermediate [Fe](CO)2 (Figure E.4, top). The rate of CO dissociation (kCO) was calculated by plotting
the change in cathodic peak potential (Epc) versus the natural logarithm of inverse scan rate (ln(1/(a)),
(Eqn S1).409,410 Complexes 1-Fe(CO) +

3 and 2-Fe(CO) +
3 have similar CO dissociation rate constants

(kCO = 2.0 ± 1.1 and 6.0 ± 1.4 s−1 respectively) while 3-Fe(CO) +
3 is significantly faster (kCO =

11.9 ± 3.6 s−1). Since the redox potentials for all three complexes are extremely similar, the bulkier
benzyl group on 3-Fe(CO) +

3 suggests that ligand sterics may enhance the rate of CO dissociation.
These kCO values are all much lower than observed for the rate of CO loss from tricarbonyl complex
CpFe(CO)3 (kCO ≥ 103 s−1), which undergoes a strictly dissociative mechanism upon reduction (i.e.,
no [5 → [

3 ring slippage).320 For these new Fe complexes, computational data suggest that a formally
19e− intermediate is avoided by a ring slip (haptotropic shift) upon reduction, generating an unusual
Fe([2-enCpR) intermediate (Figure E.4, right and Figure S25). However, the DFT-calculated potentials
for 1e− reduction of 1-Fe(CO) +

3 , 2-Fe(CO) +
3 , and 3-Fe(CO) +

3 are anodically shifted by ca. +0.3 V
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compared to experiment. If rapid ring slippage were to occur upon 1e− reduction, the decrease in
coordination number would anodically shift the observed redox potential as predicted by the DFT
calculations (see SI for discussion). Therefore, the experimental data suggests that electron transfer
is rapid and subsequent ring slippage is slow, leading to more negative observed redox potentials
and retention of the [5-enCpR coordination mode on the electrochemical timescale.411 Finally, an
irreversible oxidation observed at Epa = −0.6 to −0.7 V is postulated to be re-oxidation of the neutral
Fe(I) dicarbonyl intermediate [Fe](CO)2 followed by irreversible coordination of MeCN, which is in
excellent agreement with experiment (Table E.1).

Figure E.5: X-ray crystallographic structure of 2-Fe(NCMe)+ with 50% probability ellipsoids. Hydrogen atoms
and PF –

6 are omitted for clarity.

On the basis of previous electrochemical studies using [CpFeL(CO)2]+ and CpFeX(CO)2 complexes,319,412,413

loss of L or X from these coordinatively saturated piano stool complexes is a prerequisite for H2
production. Thus, a CO ligand is extruded by treatment with 1 equiv CH3NO to generate the 18e−

adducts 1-Fe(NCMe)+, 2-Fe(NCMe)+, and 3-Fe(NCMe)+ (Figure E.2). The structural assignment of
2-Fe(NCMe)+ was confirmed by single crystal X-ray diffraction (Figure E.5). CV curves of these
three complexes in acetonitrile show broadened and partially reversible redox waves, attribute to
an EC mechanism with reversible solvent binding at iron (Figure S18 (black trace) in the SI).410

This behavior has been studied in depth using [CpCo(diphosphine)(NCMe)]+ salts, where the NCMe
dissociation rate constant is on the order of 104-107 s−1 in non-coordinating solvents.392,409 CV curves
of 1-Fe(NCMe)+, 2-Fe(NCMe)+, and 3-Fe(NCMe)+ in fluorobenzene at 100 mV/s reveal loss of
the anodic feature, qualitatively indicating that solvent loss is facile upon electrochemical reduction
(Figure S22 in the SI). In addition, the observed redox potentials in acetonitrile are in good agreement
with theory (Table E.2).

Table E.2: Electrocatalysis Data for the Fe(NCMe)+ Complexes. Calculated redox potentials (E1/2) are given in
parentheses.

complex E1/2 (V) E𝑐𝑎𝑡/2 (V) kcat (s−1) [ (V) FE (%)
1-Fe(NCMe)+ −1.61 (−1.76) −1.72 29 0.98 65 ± 3
2-Fe(NCMe)+ −1.61 (−1.67) −1.76 35 1.02 65 ± 3
3-Fe(NCMe)+ −1.58 (−1.74) −1.72 45 0.98 64 ± 1

Next, these dicarbonyl solvento adducts were tested for H2 production electrocatalysis with the
exogenous acid 4-methyl-N-tosylbenzenesulfonamide (Tos2NH; pKMeCN

𝑎 = 11.97).414 Initial screening
with 20 mM acid reveals an S-shaped current response at cathodic potentials, whose plateau current
(𝑖𝑐𝑎𝑡 ) becomes independent of scan rate at ≥ 800 mV/s (Figure S17 in the SI).410 The relatively
shallow slopes may be due to slow electron transfer from the electrode to the metal complex (Figure
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S18 in the SI).415 For 1-Fe(NCMe)+, successive additions of acid trigger the appearance of increased
peak currents, attributed to H2 production at a half-wave catalytic potential (𝐸𝑐𝑎𝑡/2) of –1.72 V (Figure
E.6). When Tos2NH < 70 mM, there is a linear dependence between k𝑜𝑏𝑠 and [acid], indicating a
first-order dependence on [acid]. When [Tos2NH] > 70 mM, the observed rate constant k𝑜𝑏𝑠 becomes
independent of [acid], with the maximum observed turnover frequency for H2 production calculated to
be 29 s−1.

The reaction is first order in catalyst, displaying a linear dependence on [Fe] with constant [acid]
(Figure S19 in the SI). Importantly, CV control experiments comparing 20 mM Tos2NH solutions in
the absence and presence of 1-Fe(NCMe)+ clearly indicate that the iron catalyst is responsible for
the observed current enhancement (Figure S21). Using a weaker acid such as HNEt +

3 (pKMeCN
𝑎 =

18.82)416 results in no current enhancement in CV traces, indicating that stronger acids are essential
for H2 production to occur in the applied potential window (Figure S21).

Figure E.6: CV curves of 1-Fe(NCMe)+ with increasing concentrations of Tos2NH. Conditions: MeCN, 0.1 M
[Bu4N][PF6], 1.0 mM analyte, 800 mV s−1 . Inset: Dependence of kobs on the acid concentration.

Table E.2 summarizes the electrocatalysis data. Similar turnover frequencies, modest Faradaic
efficiencies,417 and similar overpotentials ([)418 are found for this triad, suggesting that the amine
variation has a minimal effect on catalytic activity. "Rinse test" electrolysis following a typical
controlled potential electrolysis trial indicates that the iron complexes are mainly responsible for H2
production (Figure S24 and Table S2).417

For the DFT calculations a multi-level protocol was employed, where different levels of theory were
used at different steps to obtain reliable free energy estimates with best efficiency (Figure E.7).

Structure ensembles were generated by CREST79 with the semi empirical quantum mechanical
(SQM) GFN2-xTB71,72 method. The low computational costs of GFN2-xTB allow extensive
exploration of the chemical space on a quantum mechanical level. The structures lowest in energy were
picked and optimized with the efficient composite r2SCAN-3c137 DFT method in combination with the
implicit solvation model DCOSMO-RS159 to account for solvation effects in the geometry. Employing
these optimized structures, higher level single point energy calculations were performed with r2SCAN-
D4106,107,132 and the extensive def2-QZVPP127 basis set. Secondly, the recently developed single-point
Hessian approach161 was applied in combination with GFN2-xTB to calculate vibrational frequencies
and obtain modified rigid-rotor-harmonic-oscillator (mRRHO) thermostatistical contributions at
an accurate and cost-efficient level. Adding the solvation contribution calculated with the implicit
COSMO-RS162,163 solvation model results in the total free energy calculated with excellent efficiency11

(see SI for details).
To assess the range of possible reaction pathways, a ground-state free energy landscape was surveyed.
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Figure E.7: Computational multilevel protocol employed to generate accurate free energies

Complex 1-Fe(NCMe)+ is used as a test case to rationalize the observed electrocatalytic behavior
under the assumption that the thermochemically preferred protonation sites are also kinetically facile
(Figure 5, top).36,38 The 3D graphical representation of the ground state thermochemical data plots
the overall charge, number of hydrogen atoms, and ground state free energies for selected H+/e−

addition products, with a total of 44 possible intermediates considered in this study. The SI contains
a more detailed 3D graph along with free energy data for all intermediates (Figure S28-S31).418

Inspecting structures with a +2 charge (yellow bars) indicates that protonation prior to reduction is
unfavorable (+20.2 to +64.9 kcal·mol−1), with the first step instead being 1e− reduction to generate
the solvento adduct 1-Fe(NCMe) (+23.7 kcal·mol−1) as denoted by a red arrow. By interrogating the
lowest energy pathway for addition of H+/e− prior to releasing H2, the catalyst likely operates by an
ECEC mechanism (E = electrochemical step, C = chemical (H+ addition) step) and is distilled into a
2D energy profile at the bottom of Figure 5. After initial reduction, solvent loss to produce 1-Fe is
exergonic (+15.4 kcal·mol−1; ΔG = −8.3 kcal·mol−1), consistent with the irreversible dissociation of
acetonitrile from 1-Fe(NCMe) when non-coordinating solvents are used (vide infra).

A structural summary of the proposed ECEC mechanism is shown in Figure E.9, where redox
potentials and p𝐾𝑎 values are calculated from the computed free energies (Figure S28-S30). Reduction
of 1-Fe(NCMe)+ generates a mixture of 1-Fe and 1-Fe(NCMe), the former of which is thermodynam-
ically favorable; however both are considered plausible intermediates since these thermochemical
landscape analyses do not consider reaction kinetics.419 Next, direct protonation of the metal center
is disfavored because it is endergonic by +3.3 kcal·mol−1 in the presence of Tos2NH (p𝐾𝑎 = 9.6;
Figure S28). Instead, endo-CH protonation of the Cp carbon atoms containing the phenyl moieties
is exergonic by 5.1 kcal·mol−1, generating 1-Fe(NCMe)(endo CpH)+ (p𝐾𝑎 = 15.7), which is
significantly more favorable than protonation at any of the amines or protonation at any other Cp
ring position (Figure S29). Next, reduction and ligand-to-metal tautomerization is exergonic by
9.5 kcal·mol−1, generating the neutral hydride complex 1-FeH (p𝐾𝑎 = 33.4) with subsequent loss of
acetonitrile (Figure E.9, bottom). This computed acidity is significantly lower than the experimentally
derived acidity of FeHCp · (CO)3 (p𝐾MeCN

𝑎 = 29.7)420, reflecting the markedly stronger donor character
of enCpNH𝑖Pr vs. the Cp* ligand.421 Importantly, protonation of the metal center to generate an
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Figure E.8: Top: Partial ground state 3D free energy landscape (kcal·mol−1) for electrocatalytic H2 production
with arrows representing most favorable reduction and protonation steps. Free energies are all referenced to
complex 1-Fe(NCMe)+ (0.0 kcal·mol−1), where the acid source is incorporated by adding the electrochemical
free energy term ΔG = −nFE where n = number of electrons, F = Faraday constant, and E is the standard state
thermodynamic potential in acetonitrile for the reaction 2Tos2NH + 2e–⇌ H2 + 2Tos2N– (E◦

H+/H2
= −0.736 V

vs. Fc+/0; i.e., zero overpotential). Bottom: 2D ground state free energy plot of ECEC mechanism based on
arrows derived from the 3D plot.

Fe(IV) dihydride intermediate can also be excluded based on its high acidity (p𝐾𝑎 = −0.8). Direct
protonation of the hydride produces 1-Fe(H2)+ (p𝐾𝑎 = 9.6), more favorable than protonation of the
amine to yield 1-FeH(NH)+ by three orders of magnitude (p𝐾𝑎 = 6.3). Consequently, this disfavors a
classic bifunctional/heterolytic H2 evolution pathway422–424 on thermochemical grounds due to a p𝐾𝑎
mismatch between the proton source and pendant amine. Replacing H2 for NCMe is exergonic by
4.0 kcal·mol−1, regenerating 1-Fe(NCMe)+ (Figure E.8).

E.3 Conclusion

In summary, we present a series of novel amine-rich monometallic iron electrocatalysts. Due to
slow CO dissociation from the coordinatively saturated iron tricarbonyl precursors, one CO ligand
is selectively extruded to afford electrocatalysts with H2 production rates of up to 45 s−1 at room
temperature. High-level computational investigation reveals that the commonly accepted paradigm
of amine-assisted proton delivery and removal is likely not operative, underpinning the need to use
comprehensive thermochemical landscape analyses for this mechanistically divergent electrocatalyst
family.
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Figure E.9: Associated pKMeCN
𝑎 values (red, purple) reduction potentials (black, V relative to Fc+/0) are also

shown. Ground state free energies are shown in black relative to 1-Fe(NCMe)+ (0.0 kcal·mol−1) at zero
overpotential for the reaction 2Tos2NH + 2e− ⇌ H2 + 2Tos2N– (E◦

H+/H2
= −0.736 V vs Fc+/0). See Figures

S28-S30 for tabulated free energies and p𝐾MeCN
𝑎 values of all other species considered.

E.4 Supporting Information

The Supporting Information is available free of charge at:
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Figure F.1: Table of content graphic (ToC).

Abstract Cyclopentadienyl (Cp), a classic ancillary ligand platform, can be chemically noninnocent
in electrocatalytic H H bond formation reactions via protonation of coordinated [5-Cp ligands
to form [

4-CpH moieties. However, the kinetics of [5-Cp ring protonation, ligand-to-metal (or
metal-to-ligand) proton transfer, and the influence of solvent during H2 production electrocatalysis
remain poorly understood. We report in-depth kinetic details for electrocatalytic H2 production
with Fe complexes containing amine-functionalized CpN3 ligands that are protonated via exogenous
acid to generate via [4-CpN3H intermediates (CpN3 = 6-amino-1,4-dimethyl-5,7-diphenyl-2,3,4,6-
tetrahydrocyclopenta[b]pyrazin-6-yl). Under reducing conditions, state-of-the-art DFT calculations
reveal that coordinated solvent plays a crucial role in mediating stereo- and regioselective proton
transfer to generate (endo-CpN3H)Fe(CO)2(NCMe), with other protonation pathways being kinetically
insurmountable. To demonstrate regioselective endo-CpN3H formation, the isoelectronic model
complex (endo-CpN3H)Fe(CO)3 is independently prepared, and kinetic studies with the on-cycle
hydride intermediate CpN3FeH(CO)2 under CO cleanly furnish the ring-activated complex (endo-
CpN3H)Fe(CO)3 via metal-to-ligand proton migration. The on-cycle complex CpN3FeH(CO)2
reacts with acid to release H2 and regenerate [CpN3Fe(CO)2(NCMe)]+, which was found to be the
TOF-determining step via DFT. Collectively, these experimental and computational results underscore
the emerging importance of Cp ring activation, inner-sphere solvation, and metal-ligand cooperativity
to perform proton-coupled electron transfer catalysis for chemical fuel synthesis.

F.1 Introduction

There is sustained interest in developing Earth-abundant electrocatalysts for chemical energy conversion
that rival the activity, robustness, and efficiency of precious metals,16 particularly since heterogenized
platinum group metals are most commonly employed in H2 electrolysis and fuel cell systems.17,425,426

As an alternative to heterogeneous electrocatalyst design, molecular (homogeneous) transition metal
complexes enable the atomically precise tuning of primary, secondary, and outer coordination
spheres, allowing for the interrogation of reaction mechanisms using solution-phase mechanistic tools
and state-of-the-art computational protocols. For example, molecular electrocatalysts with proton-
responsive ligand features, as found in naturally occurring hydrogenases,378–380 have been used for
H2 production/oxidation324,382–384,427 and CO2 reduction428–435 in combination with Earth-abundant
metals. This concept has been extended to a wide range of ligand scaffolds for electrocatalytic small
molecule activation reactions, and it has been firmly established that ligand frameworks containing
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appended amines or alcohols facilitate cooperativity between the metal center and ligand, which
increase reaction rates and/or offer new bond activation pathways.427,435,436 In many cases, density
functional theory (DFT) calculations have also been used to complement experimental findings
and predict electrocatalyst properties by accurately computing free energy landscapes.38,67,437 In
contrast to ligand scaffolds containing proton-responsive O-H and N-H bonds, using ligand-based C-H
bonds for proton-coupled electron transfer (PCET) applications with Earth-abundant metals remains
scant. Only recently, C-H bonds within the classic “ancillary” [5-cyclopentadienyl (Cp) ligand family
have been utilized for PCET chemistry, where the [5-Cp ligand is transformed into a dearomatized
[

4-cyclopentadiene ([4-CpH) moiety via nucleophilic or electrophilic activation.438 Peters and co-
workers reported that reactions of decamethylcobaltocene (Cp*2Co) and decamethylcobatocenium
([Cp*2Co]+) with Brønsted acids and NaBH4, respectively, produce ([4-Cp*H) intermediates that
release potent H• or H– moieties during the Fe-catalyzed reduction of N2 to NH3.

399,402,403 Dempsey and
co-workers recently investigated the stoichiometric proton transfer kinetics with piano-stool complexes
[CpCoIII(diphosphine)(NCMe)] +

2 under reducing conditions to understand the relationship between
the kinetics of CoIII-H formation and the strength of exogenous acid.392 Interestingly, the rate constant
became p𝐾𝑎-independent with stronger acids, and in this regime the protonation rate was gated by the
rate of initial MeCN dissociation from the 1e– reduction intermediate [CpCoII(diphosphine)(NCMe)]+.
Not only was solvent dissociation a key rate-limiting factor under these conditions, but Cp ligand
protonation followed by rapid metal-to-ligand proton migration via [([4-CpH)CoI(diphosphine)]+ was
kinetically preferred over direct protonation of the Co𝐼 center to yield the cationic CoIII-H adduct.
Blakemore and co-workers recently reported detailed kinetic studies of the elementary reaction steps
for the H2 production electrocatalyst Cp*Rh𝐼 (bpy) (Cp* = C5Me5; bpy = 2,2-bipyridyl) and studied
the metal-ligand tautomerization behavior for [Cp*RhIIIH(bpy)]+ ⇌ [([4-Cp*H)RhI(bpy)]+.439 In
contrast to the aforementioned Co systems, direct metal protonation with exogenous acid is preferred
(k = 6400 M−1s−1) instead of Cp* protonation. These divergent results suggest that ligand protonation
via exogenous acid is kinetically preferable with Earth-abundant metals, however the scarcity of
kinetic studies in this area of research makes it difficult to draw any broader conclusions. Our
foray into the chemically noninnocent behavior of Cp ligands began with the investigation of H2
production electrocatalyis using monometallic Fe complexes containing amine-rich CpN3 ligands.5

Electrochemical studies revealed that a series of piano-stool iron complexes CpN3Fe(NCMe)+ are
active for electrocatalytic H2 production, reaching turnover frequencies of up to 45 s−1 (CpN3 = 6-amino-
1,4-dimethyl-5,7-diphenyl-2,3,4,6-tetrahydrocyclopenta[b]pyrazin-6-yl); Figure F.2). Based solely on
an exhaustive free energy landscape analysis of computationally-derived p𝐾𝑎 and electrochemical
measurements, our key mechanistic insight was that the amines were not directly involved in proton
transfer and stereospecific endo-Cp ring protonation occurs after 1e– reduction, breaking the [5

hapticity to generate an (endo-CpN3H)Fe(NCMe)+ intermediate. Using acid-base arguments, solvent
coordination was posited at this stage, with (endo-CpN3H)Fe(NCMe)+ being the only plausible
option (p𝐾MeCN

𝑎 = 15.7) given the acidity of the exogenous acid (Tos2NH; p𝐾MeCN
𝑎 = 11.97)414 during

catalysis.5 Next, ligand-to-metal proton migration was proposed to occur after a second reduction
to generate the hydride complex CpN3FeH, followed by direct protonation of CpN3FeH, liberating
H2 and regenerating CpN3Fe(NCMe)+. However, no experimental evidence for Cp ring activation
was presented, and kinetic analyses were not undertaken to further support this unexpected reaction
pathway.

In this article, we expand significantly on our initial mechanistic understanding of this reaction by
using a suite of spectroscopic and computational techniques that rationalize the observed kinetics data,
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Figure F.2: Proposed electrocatalytic H2 production mechanism including newly obtained mechanistic data
(solid boxes) through experimental and computational analysis (NR2 = NH𝑖Pr, Pyrrolidynyl).
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provide strong support for Cp ring activation, and highlight the crucial role of solvent coordination
during electrocatalysis (Figure F.2, solid boxes). We show that using a slightly stronger acid in
acetonitrile boosts electrocatalytic H2 production by fivefold (up to 266 s−1), however switching the
reaction medium to isobutyronitrile (𝑖PrCN) or 𝑁, 𝑁-dimethylformamide (DMF) suppresses catalysis,
indicating that solvent (acetonitrile) association in the primary coordination sphere is essential to
facilitate catalytic turnovers. The hydride intermediate CpN3FeH is independently prepared and
structurally validated, and DFT calculations indicate that direct protonation of CpN3FeH with
exogenous acid is rate-limiting during electrocatalysis. State-of-the-art computational workflows
demonstrate that stereo- and regioselective ligand protonation is kinetically facile to generate (endo-
CpN3H)Fe(NCMe) during catalysis, followed by solvent dissociation and highly exothermic ligand-to-
metal proton transfer to generate CpN3FeH. Computed pathways involving direct metal protonation or
ligand protonation in the absence of coordinated solvent are kinetically insurmountable. To indirectly
support the ligand-based protonation behavior during catalysis, the isoelectronic analogues (endo-
CpN3H)Fe(CO)3 are synthesized (NR2 = NH𝑖Pr, Pyrr), both of which are structurally authenticated
via single crystal X-ray diffraction. DFT-based kinetic data show that substitution of CO for NCMe
dramatically decreases the rate of ligand-to-metal proton transfer, going from ΔG‡ ≈ 5 kcal·mol−1

(NCMe) to ΔG‡ ≈ 34 kcal·mol−1 (CO), providing a clear rationale for the rapid ligand-to-metal
proton migration behavior during catalysis. Experimental kinetic data show that in the reverse
reaction to produce (endo-CpN3H)Fe(CO)3 from CpN3FeH is quantitative in the presence of CO,
supporting the endo-selective proton migration behavior. Infrared spectroelectrochemistry (IR-SEC)
and stoichiometric reduction reactions reveal that an off-cycle CO-bridged dimer (CpN3Fe)2 is formed
in the absence of exogenous acid, which is characterized via single crystal X-ray diffraction and
solution-phase equilibrium measurements. Collectively, these results underscore the novelty and
importance of Cp ring activation, inner-sphere solvation, and metal-ligand cooperativity to perform
PCET catalysis for chemical fuel synthesis.

F.2 Results and Discussion

F.2.1 Influence of Acid and Solvent on Electrocatalysis

Our initial report5 surveyed H2 production electrocatalysis using Tos2NH (p𝐾MeCN
𝑎 = 11.97)414 as

the exogenous acid since many other commonly used exogenous acids produced significant amounts
of background current at potentials beyond −1.6 V.440 We found that the slightly stronger acid
dibenzenesulfonamide ((PhSO2)2NH; p𝐾MeCN

𝑎 = 11.35)414 is also compatible in the applied potential
window (Figure S16). Thus, complexes 1-CpN3Fe(NCMe)+ (NR2 = NH𝑖Pr) and 2-CpN3Fe(NCMe)+

(NR2 = Pyrrolidinyl) were tested with (PhSO2)2NH for H2 production electrocatalysis using cyclic
voltammetry (CV) at ≥ 800 mV/s to observe current responses that are independent of scan rate.5

When 1-CpN3Fe(NCMe)+ is treated with increasing concentrations of (PhSO2)2NH, the plateau
current increases when [(PhSO2)2NH] ≤ 100 mM (Figure F.3, inset). In the kinetic regime where
current response is independent of [(PhSO2)2NH], the observed rate constant 𝑘𝑜𝑏𝑠 = 118 𝑠−1 for
H2 production at an estimated overpotential of 1.04 V (Table F.1).441 Next, 2-CpN3Fe(NCMe)+ was
tested for catalysis with (PhSO2)2NH, resulting in 𝑘𝑜𝑏𝑠 = 266 s−1 for H2 production at an estimated
overpotential of 1.12 V (Figure F.3 and Table F.1). Therefore, an increase is acidity by 0.6 p𝐾𝑎
units results in a fourfold increase in activity for 1-CpN3Fe(NCMe)+ and eightfold increase for
2-CpN3Fe(NCMe)+, respectively. Controlled potential electrolysis (CPE) with exogenous acid and
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electrocatalyst over the course of 30 minutes shows sustained current output and a persistent yellow
color, however Faradaic efficiencies (FE) below unity are found in both cases (Table F.1). Based on
control experiments in the absence of Fe complex, we attribute this to slow decomposition of the
exogenous acid during CPE (see the SI). Although rinse tests alone do not conclusively exclude the
formation of heterogeneously adsorbed metal catalyst,442,443 performing a rinse test using a freshly
prepared 20 mM (PhSO2)2NH solution reveals a similar current response and FE in comparison to
control CPE experiments with a freshly polished electrode dipped into solutions containing 20 mM
(PhSO2)2NH in the absence of electrocatalyst (Figure S25 and Table S1).

To probe the effect of isotopic labeling on the kinetics of H2 production, deuterium substituted 4-
methyl-N-tosylbenzenesulfonamide (Tos2ND) was synthesized (Figure S12) and used as the exogenous
acid with 1-CpN3Fe(NCMe)+. Successive additions of acid showed significantly lower current
enhancements with 𝑘𝑜𝑏𝑠 = 22 s−1 when [Tos2ND] = 60 mM (Figure S17). Compared to the activity
with Tos2NH, 𝑘𝐻/𝑘𝐷 = 1.33, with the normal KIE suggesting that H+ transfer is involved in the rate
determining step.444 Using DFT (see the SI for details), the computed free energy barriers of direct
protonation of 1-CpN3FeH and 2-CpN3FeH are consistent with this finding (Table F.1) and in good
agreement with the observed rates (ΔΔG‡ = 0.7 to 1.9 kcal·mol−1; Figure F.4). DFT rate constants
were obtained from conventional transition-state theory with the r2SCAN0-D4/def2-QZVPP level of
theory employing the Eyring equation under the assumption that the transmission coefficient equals
one. Although the computed rate constants are lower than the experimentally observed values, the
general trend has been reproduced, showing that the stronger acid (PhSO2)2NH lowers the free energy
barrier for protonation. Considering that small errors for reaction barriers of 1 kcal·mol−1 lead to a
factor around 10 in the rate constants45 and typical DFT errors for transition metal barrier heights
are around 2 kcal·mol−1 with the best performing DFT methods,135,136 the rate constants from the
experiment and DFT in Table F.1 are in reasonable agreement.2

Table F.1: Electrocatalysis data with 1-CpN3Fe(NCMe)+ and 2-CpN3Fe(NCMe)+.

Catalyst Acid / p𝐾MeCN
𝑎 𝑘

a
𝑜𝑏𝑠 (𝑘b

DFT) / s−1 Overpotential ([) / Va FE / %
1-CpN3Fe(NCMe)+

Tos2NH (11.97) 29𝑐 (9) 0.98𝑐 65 ±3𝑐

2-CpN3Fe(NCMe)+ 35𝑐 (4) 1.02𝑐 65 ± 3𝑐

1-CpN3Fe(NCMe)+
(PhSO2)2NH (11.35)a 118 (34) 1.04 77 ± 2

2-CpN3Fe(NCMe)+ 266 (12) 1.12 77 ± 3
a Calculated using standard protocols for catalytic plateau current and overpotential analysis.418,445

b Computed values from ΔG‡ for the protonation of CpN3FeH to form [CpN3Fe(H2)]+.
c taken from [5]

Next, we explored the effect of solvent on current response in the presence and absence of exogenous
acid by dissolving 1-CpN3Fe(NCMe)+ in 𝑁, 𝑁-dimethylformamide (DMF) or isobutyronitrile (𝑖PrCN).
We presume that the coordinated NCMe ligand of 1-CpN3Fe(NCMe)+ is immediately replaced
by DMF or 𝑖PrCN in solution. In the absence of acid, CVs of 1-CpN3Fe(NCMe)+ in DMF and
𝑖PrCN show irreversible reduction waves at 𝐸𝑝𝑐 = −1.72 V and −1.83 V, respectively (Figure S18),
suggesting that solvent dissociation from the metal’s primary coordination sphere is rapid since
an anodic wave appears in MeCN. Compared to the CV of 1-CpN3Fe(NCMe)+ in MeCN (𝐸𝑝𝑐 =
−1.72 V), the cathodic peak potential in DMF is nearly identical while the potential in 𝑖PrCN is
110 mV more negative due to its slightly increased donicity (basicity). Next, CVs were conducted
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Figure F.3: IUPAC plotted, iR uncompensated CV traces of 1-CpN3Fe(NCMe)+ (top) and 2-CpN3Fe(NCMe)+

(middle) with increasing concentrations of (PhSO2)2NH at 800 mV/s with inset plots showing dependence of 𝑘𝑜𝑏𝑠
on acid concentration. Bottom: comparison of electrocatalytic current responses with 1 mM 1-CpN3Fe(NCMe)+

dissolved in MeCN, 𝑁, 𝑁-dimethylformamide (DMF), or isobutyronitrile in the presence of 20 mM Tos2NH
at 800 mV/s. Conditions: Ar, MeCN solvent, 0.1 M [Bu4N][PF6], 1.0 mM analyte, PEEK-encased glassy
carbon working electrode, Type 2 glassy carbon rod counter electrode, Ag/AgCl pseudoreference electrode in a
frit-separated (Coralpor®) glass compartment containing solvent and electrolyte. Initial scan direction and
starting position indicated with a black arrow.
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Figure F.4: Computed transition states for the direct protonation of 1-CpN3FeH to generate 1-CpN3Fe(H2)+ via
Tos2NH (left) and (PhSO2)2NH (right). Energies are given in kcal·mol−1.

with 1-CpN3Fe(NCMe)+ in the presence of 20 mM Tos2NH and almost no current enhancement
is observed in DMF while a modest increase is seen using 𝑖PrCN (Figure F.3 bottom and Figure
S19). This strongly indicates that the presence of MeCN in the primary coordination sphere of Fe is
crucial for rapid electrocatalysis. Using DFT, we investigated the protonation free energy barriers
under three different scenarios: (1) protonation at the endo-CpH position of 1-CpN3Fe(NCMe) with
ΔG‡ = 9.8 kcal·mol−1 (TS1); (2) dissociation of MeCN and protonation at the endo-CpH position of
1-CpN3Fe with ΔG‡ = 30.0 kcal·mol−1 (TS3); (3) dissociation of MeCN and protonation at the metal
center of 1-CpN3Fe, formally generating an FeIII hydride with ΔG‡ = 27.0 kcal·mol−1 (TS4; Figure
F.5). Clearly, TS3 and TS4 are kinetically inaccessible, which is consistent with the experimentally
observed solvent dependence on rapid electrocatalysis as described above.

Despite many attempts, DFT modeling of similar ligand protonation transition states for complexes
with the general formula 1-CpN3Fe(L) (L = DMF, 𝑖PrCN) were unsuccessful, possibly due to the
increased steric congestion which makes the carbon atom inaccessible on the CpN3 ring. A low barrier
pathway involving amine protonation at 1-CpN3Fe was also found, however the proton transfer barrier
to form 1-CpN3FeH is insurmountable (TS6, ΔG‡ = 23.6 kcal·mol−1; Figure S29).

F.2.2 Synthesis and Reactivity of CpN3FeH complexes

To demonstrate the release of H2 in the final stages of the cycle shown in Figure F.2, we successfully
synthesized iron hydride complexes by taking 1-CpN3Fe(NCMe)+ or 2-CpN3Fe(NCMe)+ and stirring
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Figure F.5: Free energies for three different protonation scenarios starting with 1-CpN3Fe(NCMe). Energies are
given in kcal·mol−1.

with LiAlH4 at room temperature, yielding 1-CpN3FeH and 2-CpN3FeH in good yield (Figure F.6).

Figure F.6: Synthesis and reactivity of CpN3FeH.

The symmetric and asymmetric CO stretches for the carbonyl ligands appear at 1968 and 1907 cm−1

for 1-CpN3FeH and 1968 and 1900 cm−1 for 2-CpN3FeH. The 1H NMR spectra show characteristic
singlets for the 1-CpN3FeH and 2-CpN3FeH at −10.75 and −10.72 ppm, respectively, while 13C
NMR spectra show singlets at 218.47 and 218.11 ppm. Single crystals suitable for X-ray diffraction
reveal the molecular structures of 1-CpN3FeH (Figure F.7A) and 2-CpN3FeH (Figure F.7B). For
1-CpN3FeH, the hydride ligand is freely refined for one of the molecules in the asymmetric unit
(Fe1-H27 = 1.47(2) Å), however the hydride could not be located for the second Fe complex due to
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two-site positional disorder of the hydride and CO ligand in the asymmetric unit. The measured Fe-H
bond distance is comparable to other piano-stool iron hydride complexes that have been characterized
by X-ray diffraction.446 In the Fourier difference map of 2-CpN3FeH, the hydride could not be located
(Figure F.7B).

Figure F.7: X-ray crystallographic structures of 1-CpN3FeH (A) and 2-CpN3FeH (B) with 50% probability
ellipsoids. Hydrogens removed for clarity except for the hydride ligand of 1-CpN3FeH. For 1-CpN3FeH, the
hydride could not be located for the second Fe complex in the asymmetric unit due to two-site positional disorder
of the hydride and CO ligand. For 2-CpN3FeH, the hydride could not be located in the Fourier difference map.

The reactivity of 1-CpN3FeH and 2-CpN3FeH were interrogated. The catalytic cycle in Figure
F.2 indicates that the H2 production loop is closed by direct protonation of 1-CpN3FeH by Tos2NH
to generate a transient dihydrogen complex followed by H2 release and MeCN binding to Fe. Thus,
complex 1-CpN3FeH or 2-CpN3FeH was reacted with 4.5 equiv Tos2NH in a septum-sealed NMR tube
under N2 and the headspace was analyzed by gas chromatography (Figure F.6). The chromatographs
reveal that 1-CpN3FeH and 2-CpN3FeH smoothly release H2 in 98% and 85% yield, respectively, with
no detectable formation of gaseous CO.

Next, the reactivity of 1-CpN3FeH and 2-CpN3FeH were evaluated under oxidizing conditions.
The ligand-to-metal proton migration to form CpN3FeH in Figure F.2 is proposed to occur via
1-(endo-CpN3H)Fe(NCMe), however, there are no experimental data ruling out ligand-to-metal
proton migration from the putative radical cation 1-(endo-CpN3H)Fe(NCMe)+, which would generate
the intermediate 1-CpN3FeH+.5 Thus, the anodic electrochemistry of 1-CpN3FeH in acetonitrile
was investigated. An irreversible oxidation peak is observed (𝐸𝑝𝑐 = 0.0 V), consistent with theory
(𝐸◦ = 0.04 V),5 however the peak current diminishes significantly after each CV sweep which
suggests electrode fouling (Figure S20). Irreversible CVs were conducted at 10 and 20 V/s with
repolishing in between each run, however no return oxidation is observed, indicating rapid degradation
of electrogenerated 1-CpN3FeH+ (Figure S21). Using a weakly coordinating solvent such as
fluorobenzene engenders partially reversible redox waves with 1-CpN3FeH at scan rates greater than
5 V/s, suggesting that MeCN coordination may play a role during product decomposition (Figure S22).
Finally, the oxidative degradation of 1-CpN3FeH and 2-CpN3FeH was further supported by treating
each complex with 5 equiv ferrocenium hexafluorophosphate (FcPF6) in acetonitrile under an inert

132



F.2 Results and Discussion

atmosphere in a septum-sealed NMR tube. GC headspace analysis reveals CO gas evolution in 93% and
76% yields for 1-CpN3FeH and 2-CpN3FeH, respectively, with only trace amounts of H2 (0.1-0.3%)
relative to initial [Fe]; NMR analysis of the solution phase reaction mixtures show intractable mixtures
of products while IR analysis reveals several low intensity stretches in the carbonyl region. Although
many stable transition metal hydride radical cations are known,447 we posit that decomposition of
1-CpN3FeH+ is facile and this species does not play a role in H2 production electrocatalysis.

F.2.3 Synthesis and Proton Migration Kinetics of (endo-CpN3H)Fe(CO)3 Complexes

Thus far, our evidence indicates that the formation 1-CpN3FeH likely occurs by intramolecular
ligand-to-metal proton migration via (endo-CpN3H)Fe(NCMe), formally an 18e− Fe0 complex.
This endo stereoisomer is energetically preferred over the exo-CpN3H adduct by 9.6 kcal·mol−1,5

presumably due to the decreased steric congestion by having the phenyl ring pointing away from the
metal center and CO ligands. Although we have been unable to isolate (endo-CpN3H)Fe(NCMe),
exposure of 1-CpN3Fe(CO) +

3 or 2-CpN3Fe(CO) +
3 to NaHBEt3 under 2.5 atm of CO in cold THF

results in regio- and stereoselective endo-Cp ring activation to generate complexes 1-(endo-CpN3H)Fe
and 2-(endo-CpN3H)Fe (Figure F.8, top), which are isoelectronic variants of the key catalytic
intermediate (endo-CpN3H)Fe(NCMe). These complexes are very stable under an inert atmosphere,
but higher pressures of CO(g) are necessary to minimize CO dissociation and subsequent formation
of 1-CpN3FeH or 2-CpN3FeH. Diagnostic 1H NMR spectroscopic data for 1-(endo-CpN3H)Fe
and 2-(endo-CpN3H)Fe include singlets at 4.84 and 4.77 ppm, respectively, corresponding to the
endo-CpN3H proton. The presence of three CO stretches from 1978-1886 cm−1 in the IR spectra
are also indicative of an increase of electron density at the metal center, as the starting complexes
exhibit CO stretches from 1999-1940 cm−1.5 Crystallization from ether/pentane solutions provides
X-ray quality crystals, validating the molecular structures of 1-(endo-CpN3H)Fe (Figure F.8A) and
2-(endo-CpN3H)Fe (Figure F.8B). Structural analyses indicate there is a high degree of electronic
delocalization throughout the unsaturated carbon atoms of the [4-cyclopentadiene moiety due to the
formal 2e− reduction of the metal center and greater degree of 𝜋 backbonding into the butadiene
motif.448 For example, in 1-Fe(endo-CpN3H), all three C-C bonds in the diene portion of the ring are
similar in length (C6-C7 = 1.428(2) Å; C7-C8 = 1.442(2) Å; C8-C4 = 1.445(2) Å) while the C-C bonds
connected to the tetrahedral C5 are substantially elongated (C4-C5 = 1.530(2) Å; C6-C5 = 1.512(2) Å).
To the best of our knowledge, nucleophilic activation at an [

5-Cp ring to generate an isolable
([4-CpH)Fe0 complex is rare, with only three other examples reported in the literature.396,397,449

Since experimental data for the kinetics of ligand-to-metal proton migration via [4-CpH intermediates
remains scant,392 we attempted to convert 2-(endo-CpN3H)Fe into 2-CpN3FeH to emulate the
proton migration behavior during electrocatalysis via (endo-CpN3H)Fe(NCMe). Complex 2-(endo-
CpN3H)Fe is very stable under inert gas at room temperature, therefore the compound was heated in
toluene-𝑑8 for prolonged periods of time and monitored by 1H NMR. However, even after 16.5 hours at
105 ◦C, only a trace amount of 2-CpN3FeH was observed (< 1%) along with some signal broadening,
suggestive of gradual decomposition (Figure S26). Since the hydride complexes 1-CpN3FeH and
2-CpN3FeH are also formed as minor products during synthesis of the endo-CpH using NaHBEt3,
we hypothesized that the Lewis acidic BEt3 might facilitate proton migration; however, addition
of BEt3 to a pure sample of 2-(endo-CpN3H)Fe in CD3CN elicited no reaction after 24 h at room
temperature (Figure S27). To obtain a clearer understanding of why 2-(endo-CpN3H)Fe is so
unreactive, relaxed potential energy surface scans via DFT were performed, providing the electronic
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Figure F.8: Top: Synthesis of ring activated compounds 1-(endo-CpN3H)Fe and 2-(endo-CpN3H)Fe. Bottom:
X-Ray crystallographic structures of 1-(endo-CpN3H)Fe (A) and 2-(endo-CpN3H)Fe (B) with 50% probability
ellipsoids (most hydrogens omitted for clarity).

energies (ΔE, kcal·mol−1) as a function of Fe-CO distance (Δd, Å; Figure F.9). For selected points
on this scan, approximate thermostatistical corrections were added because no clean transition state
could be obtained on going from 2-Fe(endo-CpN3H) to 2-CpN3FeH (see the SI for details). Thus, all
free energies discussed in this section refer to these corrected free energies. Calculations indicate
that the barrier to removing CO, a strong 𝜋-acceptor, is substantial at room temperature (ΔG‡ =
34.2 kcal·mol−1). In contrast, substituting CO with NCMe dramatically lowers the free energy barrier
for ligand dissociation in (endo-CpN3H)Fe(NCMe), making the reaction very rapid under standard-
state conditions (ΔG‡ = 5.3 kcal·mol−1) and is therefore consistent with the observed kinetics of H2
production electrocatalysis. Again, these data underscore the importance of acetonitrile coordination,
which facilitates facile proton migration from the Cp ligand to iron. A very similar reactivity profile
was also modeled for 1-Fe(endo-CpN3H) (Figure S30).

The large energy difference between 2-(endo-CpN3H)Fe and 2-CpN3FeH in Figure F.9 (blue trace)
suggests that the reverse reaction (i.e., metal-to-ligand proton migration) should be very exothermic
under relatively mild conditions. Thus, we prepared an 18 mM solution of 2-CpN3FeH in 0.50 mL
CD3CN and pressurized an NMR tube with 6.5 atm CO(g), ensuring there was an excess (about 5 equiv)
of dissolved CO relative to 2-CpN3FeH, enabling us to model the kinetics under pseudo first-order
conditions (see the SI for details). Room temperature monitoring via 1H NMR revealed that the
reaction was sluggish, with only ca. 1% conversion after 16 hours. Thus, the reaction was conducted
in the NMR probe at 45 ◦C and 1H NMR spectra were automatically collected every 20 minutes over
the course of 8 hours. Very clean conversion from 2-CpN3FeH to 2-(endo-CpN3H)Fe was observed
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Figure F.9: Relaxed surface scan performed in ORCA141 on the PBE0-D3(BJ)/def2-SVP (def2-TZVP for Fe) +
CPCM(MeCN) level of theory111,112,156,450 going from 2-(endo-CpN3H)Fe to 2-CpN3FeH + CO (blue trace)
and 2-(endo-CpN3H)Fe(NCMe) to 2-CpN3FeH + NCMe (yellow trace). The (free) energies are given relative
to Δd(Fe-L) = 0. Thermostatistical corrections were added for selected nodes of the scan (blue and yellow
triangles).

by monitoring the loss of the hydride signal at −10.72 ppm and growth of the CpH resonance at
4.84 ppm (Figure S28). Thus, the first-order rate constant for the disappearance of 2-CpN3FeH (1.1
× 10−4 s−1) and appearance of 2-(endo-CpN3H)Fe (8.8 × 10−5 s−1) yields an average rate constant
𝑘𝑜𝑏𝑠 = 9.9 ± 1.5 x 10−4 s−1 for metal-to-ligand proton migration (Figure F.10), which is in reasonable
agreement with the computed barrier (ΔG‡ = 21.2 kcal·mol−1; 𝑘DFT = 1.1 ×10−2 s−1) considering the
approximate nature of the relaxed surface scan. Therefore, it appears that the kinetic barrier impeding
ligand-to-metal proton migration in 2-(endo-CpN3H)Fe is almost solely due to CO ligand dissociation,
implying that a once vacant site is available at Fe the proton transfer reaction is practically barrierless.

F.2.4 IR Spectroscopy and an Off-cycle Fe-Fe Dimer

We sought to study the speciation of precatalyst mixtures via infrared sprectroelectrochemistry (IR-
SEC) using an optically transparent thin layer electrochemical (OTTLE-type) cell445,451 in the absence
of exogenous acid to identify any catalytically relevant intermediates prior to the first protonation step.
Initial IR-SEC experiments on the dicarbonyl adduct 1-CpN3Fe(NCMe)+ under reducing conditions
in an MeCN solution containing 0.25 M [nBu4N][PF6] resulted in no discernable CO stretches,
suggesting rapid decomposition in the absence of acid. Next, we turned our attention to IR-SEC
studies on the previously reported tricarbonyl cation 1-CpN3Fe(CO) +

3 which has been shown to
lose one equiv CO during cathodic CV scans at an onset potential of ca. −1.45 V vs Fc+/0.5 Prior
to applying a cathodic potential, CO stretches at 2058 and 1992 cm−1 are observed in an MeCN
solution containing 0.25 M [nBu4N][PF6] (Figure F.11). After applying a potential of −1.5 V, the
1-CpN3Fe(CO) +

3 bands decrease in intensity and four new stretches appear at 1713, 1901, 1910
(sh) and 1969 cm−1. Comparison of these new peaks with computed IR spectral data indicate that
1-CpN3Fe(NCMe) and 1-CpN3Fe are absent since the regions at 1829 and 1888 cm−1 are silent
(Table F.2). However, the CO stretching peaks for the independently prepared iron hydride complex
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Figure F.10: Kinetic traces for the conversion of 2-CpN3FeH to 2-(endo-CpN3H)Fe in CD3CN at 45 °C. Top:
Percent conversion for the appearance of 2-(endo-CpN3H)Fe (blue squares) and disappearance of 2-CpN3FeH
(red triangles). Middle: First-order fit for the disappearance of 2-CpN3FeH. Bottom: First-order fit for the
appearance of 2-(endo-CpN3H)Fe.
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1-CpN3FeH (1901,1969 cm−1; KBr), coincide with the CO stretches at 1907 and 1968 cm−1 produced
via IR-SEC. Even though our reaction conditions rigorously exclude moisture and exogenous acid,
these data indicate that the transient reduction intermediates 1-CpN3Fe(NCMe) and/or 1-CpN3Fe
are highly reactive with trace amounts of H+ in solution to generate 1-CpN3FeH. Interestingly, the
major product contains a strong CO band at 1713 cm−1 which is a characteristic stretching region for
CO-bridged (`2-CO) metal complexes. Based on a reasonable match between experiment (1731, 1928
cm−1) and computation (1741, 1908 cm−1), theory predicts that this new product is the CO-bridged
dimer 1-(CpN3Fe)2 which contains two bridging and two terminal CO ligands, reminiscent of the
well-known CO-bridged dimers [Fe(CO)2Cp]2 (Fp2) and [Fe(CO)2Cp · ]2 (Fp*2).452,453

Figure F.11: Difference FTIR spectra of 1-CpN3Fe(CO) +
3 before (gray) and after an applied potential (red) .

Conditions: 1 mM 1-CpN3Fe(CO) +
3 ; 0.25 M [Bu4][PF6], MeCN solvent, set potential = −1.5 V vs Fc+/0, 180 s.

Table F.2: Experimental and Computational IR Data for selected Fe complexes. Values provided in cm−1 with
computational data provided in parentheses.

1-CpN3Fe(CO) +
3 1-CpN3Fe(NCMe) 1-CpN3Fe 1-(CpN3Fe)2 1-CpN3FeH 1-(endo-CpN3H)Fe(CO)3

1992, 2058 - 1895, 1986 1731, 1928 1907, 1968 1975, 1896, 1886
(1997, 2065) (1825, 1893) (1883, 1955) (1741, 1908) (1910, 1978) (1985,1906, 1892)

To further validate these spectral observations, we reacted 1-CpN3Fe(CO) +
3 with 2 equiv de-

camethylchromocene (E1/2(Cp*2Cr) = −1.53 vs. Fc+/0, MeCN; Figure F.12, top). The nonpolar
products were extracted with pentane and analyzed by 1H NMR, confirming the generation of
1-CpN3FeH while an IR spectrum (KBr) of the polar extracts (CH3CN) show CO stretches at 1731
and 1928 cm−1, corresponding to the proposed 1-(CpN3Fe)2 as observed by IR-SEC. After working
up the polar extracts, dark red-brown X-ray quality crystals were grown from a deep green solution,
verifying the structure of the carbonyl-bridged dimer 1-(CpN3Fe)2 (Figure F.12, bottom). Although
the complex is unambiguously dimeric in the crystalline state, a solid-state IR spectrum of the crystals
(KBr pellet) shows two additional sets of CO stretches (1895, 1980 cm−1; Figure S2) which correlate
with the DFT-computed values for monomeric 1-CpN3Fe (Table F.2). The bulkier nature of the
amine-rich ligand framework likely promotes dissociation to monomeric 1-CpN3Fe, since it is known
that the bulky peralkylated ligand C5

𝑖Pr5 yields [Fe(CO)2CpiPr]2 in the solid state but fully dissociates
into paramagnetic Fe(CO)2CpiPr in solution.454 To investigate the possibility of a monomer-dimer
equilibrium, a known mass of 1-(CpN3Fe)2 was dissolved in 0.5 mL THF-𝑑8 in the presence of a
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known concentration of the internal standard (1,3,5-trimethoxybenzene; Figure S13). Based on the
well-resolved signals corresponding to diamagnetic 1-(CpN3Fe)2, the actual concentration was indeed
much lower than expected, indicating that the NMR-silent product (1-CpN3Fe) is present. Using these
data, a monomer-dimer equilibrium constant was calculated (𝐾𝑒𝑞 = 0.11), indicating that the dimer
is slightly favored at room temperature (Figure F.12). Variable temperature UV-vis spectra in THF
were conducted between 0 and 60 °C, revealing decreases in intensity at 478 and 591 nm, suggesting
that the equilibrium is being shifted towards the monomer at elevated temperatures (Figure S15).
Preliminary EPR data show no signals at 77 K due to exclusive formation of the dimer while a broad
anisotropic signal is observed at room temperature (deep green solution), qualitatively consistent with
the NMR-derived equilibrium constant and UV-vis spectroscopic data.

Figure F.12: Synthesis of 1-(CpN3Fe)2 with observed monomer-dimer equilibrium in solution and X-ray
crystallographic structure of 1-(CpN3Fe)2 with 50% probability ellipsoids (bottom) (hydrogens omitted for
clarity).

Importantly, electrochemical experiments were conducted to determine if the equilibrium mixture
or 1-(CpN3Fe)2/1-CpN3Fe is electrocatalytically active for H2 production in the presence of exogenous
acid. First, crystals of 1-(CpN3Fe)2 were dissolved in acetonitrile for CV analysis, showing partially
reversible redox behavior which becomes reversible at higher scan rates (Figure S23), with a redox
potential at E1/2 = −1.53 V (Figure F.13, black trace, inset). We ascribe this to be the 1-CpN3Fe/1-
CpN3Fe– redox couple which is in excellent agreement with theory (E1/2 = −1.48 V). Consistent with
our earlier report,5 the observed irreversible oxidation peak at E𝑝𝑎 = −0.63 V in the CV trace is
consistent with irreversible MeCN coordination after oxidation of 1-CpN3Fe to 1-CpN3Fe+, generating
1-CpN3Fe(NCMe)+ (Figure S24). The addition of 20 mM Tos2NH to 1-(CpN3Fe)2 shows a very modest
current enhancement at ca. −1.6 V (Figure F.13, blue trace). When compared with 1-CpN3Fe(NCMe)+

in the presence of 20 mM Tos2NH (Figure F.13, purple trace), 1-CpN3Fe/1-CpN3Fe– are incapable
of directly entering the catalytic cycle and enabling rapid H2 production. Therefore, 1-(CpN3Fe)2
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and 1-CpN3Fe are off-cycle intermediates that may form to some extent during the electrocatalytic
production of H2 but are not directly responsible for rapid catalysis.

Figure F.13: IUPAC plotted, iR uncompensated CV traces of 1-(CpN3Fe)2 (black trace), 1-(CpN3Fe)2 with
20 mM Tos2NH (blue trace), and 1-CpN3Fe(NCMe)+ with 20 mM Tos2NH (purple) at 1000 mV/s. Inset: CV
traces of 1-(CpN3Fe)2 (black) and 1-(CpN3Fe)2 with 20 mM Tos2NH (blue). Conditions: Ar, MeCN solvent,
0.1 M [Bu4N][PF6], 1.0 mM analyte, PEEK-encased glassy carbon working electrode, Type 2 glassy carbon
rod counter electrode, Ag/AgCl pseudoreference electrode in a frit-separated (Coralpor®) glass compartment
containing solvent and electrolyte. Initial scan direction and starting position indicated with a black arrow.

F.2.5 Putting Together the Computed Mechanism

The free energies for the computed H2 electrocatalytic mechanism are computed with an external
applied potential of −1.49 V (the calculated redox potential of 1-CpN3Fe(NCMe)+/0), enabling the
1e– reduction of 1-CpN3Fe(NCMe)+ and setting 1-CpN3Fe(NCMe) to 0.0 kcal·mol−1 (Figure F.14).
Geometries were optimized in Turbomole342 V.7.5.1 program package on the efficient r2SCAN-3c137

level of theory with the implicit COSMO164 solvation model for acetonitrile. With this level of
theory initial guesses for the transition states were obtained with the DE-GSM120,121 method and
then optimized in Turbomole. Single-point energy calculations were conducted in ORCA141 5.0.3
with the r2SCAN0-D49,67,113 functional employing the large def2-QZVPP basis set.127 This method
was selected based on its robust performance for benchmark sets of organometallic reaction energies
(MOR41134 and ROST61126) and barrier heights (MOBH35135,136). Thermostatistical corrections
were obtained with the mRRHO119 scheme based on analytical frequencies and solvation corrections
to the final free energy were obtained with COSMO-RS162,163 (see SI for details). After 1e– reduction
of 1-CpN3Fe(NCMe)+ to yield 1-CpN3Fe(NCMe), the initial protonation occurs with a reaction free
energy barrier of 9.8 kcal·mol−1 (TS1) yielding the protonated species 1-(endo-CpN3H)Fe(NCMe)+

in an exergonic reaction (ΔG = −17.9 kcal·mol−1). This species is then reduced to yield 1-(endo-
CpN3H)Fe(NCMe) (ΔG = −25.8 kcal·mol−1, with an external potential of −1.49 V) and in a follow-up
step dissociates the MeCN ligand followed by ligand-to-metal proton transfer with a barrier of ΔG
= 4.6 kcal·mol−1 estimated by a relaxed surface scan (see Figure F.9) yielding 1-CpN3FeH (ΔG =
−47.2 kcal·mol−1). The second protonation step occurs directly at 1-CpN3FeH with a barrier of
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17.2 kcal·mol−1 (TS2) producing 1-CpN3Fe(H2)+ (ΔG = −38.4 kcal·mol−1), which releases H2 to
give 1-CpN3Fe(NCMe)+. Protonation of the amine is possible for 1-CpN3Fe and 1-CpN3FeH but the
subsequent barriers for intramolecular proton transfer are too high in free energy (Figure S29 and
Figure S30).

Figure F.14: Free energy profile for H2 production relative to 1-CpN3Fe(NCMe) given in kcal·mol−1 with an
applied external potential of −1.49 V (calculated redox potential of [1-CpN3Fe(NCMe)]+/0). The barrier for the
MeCN dissociation followed by proton transfer from 1-(endo- CpN3H)Fe(NCMe) was estimated by a relaxed
potential energy scan (see Figure F.9) because no transition state could be obtained.

F.3 Conclusion

We have presented a detailed mechanistic analysis of electrocatalytic H2 production using Fe complexes
containing amine-rich CpN3 ligands by using a blend of experimental techniques and state-of-the-art
DFT calculations. Although it is still relatively uncommon for Cp ligands to behave as chemically
noninnocent moieties, we demonstrate that regio- and stereoselective ligand protonation occurs at the
CpN3 ring, breaking its [5-CpN3 hapticity to generate a coordinated [4-CpN3H moiety. Surprisingly,
the coordination of inner-sphere solvent (acetonitrile) to the Fe center is crucial for electrocatalysis,
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effectively lowering the Cp ring protonation barrier and enabling rapid ligand-to-metal proton migration
to generate an FeH complex. Using other nitrogen-based donor solvents inhibits catalysis. Synthesis of
an isoelectronic ([4-CpN3H)Fe complex containing an inner-sphere CO ligand in place of acetonitrile
also renders the system inert, as the ligand-to-metal proton transfer is kinetically insurmountable due
to the high CO ligand dissociation energy. Independent synthesis of on-cycle CpN3FeH intermediates
shows that protonation in presence of exogenous acid furnishes high yields of H2; DFT calculations
indicate that direct CpN3FeH protonatiom is the TOF-determining step during catalysis. As more
Cp-based systems are reported that demonstrate chemical non-innocence in proton-coupled electron
transfer (PCET) chemistry, we hope that broader trends will be uncovered to better understand the
kinetic origins of metal versus Cp ligand protonation for the efficient reduction of protons and other
chemical fuel precursors.

F.4 Supporting Information

The Supporting Information is available free of charge at https://pubs.acs.org/doi/10.1021/acscatal.3c02911.

• General comments; syntheses; IR, NMR, and UV-vis spectra; electrochemistry; NMR kinetics;
and computational details (PDF)

• Computed structures and energies (ZIP)

• Crystallographic data for CCDC 2271971 - 2271975 (CIF)
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