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Abstract

Alzheimer’s disease and Parkinson’s disease are prominent progressive neu-
rodegenerative diseases, with a significant clinical and economic impact on
patients, their families, and society as a whole. Despite numerous clinical
trials over the last two decades, no disease-modifying treatment is available
for either disease. The past trial failures are attributed in part to the hetero-
geneity of the diseases with respect to clinical presentation and pathological
manifestation and the late timing of interventions in the course of the disease.
The emerging healthcare paradigm of precision medicine aims to address these
challenges by bringing the right drug to the right patient at the right time.

The research presented in this thesis relies on artificial intelligence and
machine learning to advance precision medicine in the context of Alzheimer’s
disease and Parkinson’s disease. We contribute to a deeper understanding of
these complex diseases through patient subtyping and present novel predictive
models for patient stratification. Furthermore, we make a new patient-level
dataset openly accessible for research purposes and present a web application
that facilitates the exploration of large cohort datasets in the Alzheimer’s
domain. Additionally, we investigate systematic biases in commonly used
data resources, proposing methods to assess and understand them. By doing
so, we empower researchers to make informed decisions about data selection,
enhancing the reliability, generalizability, and utility of their findings. Finally,
we introduce a novel artificial intelligence-based approach for generating
synthetic patient-level data, which can help overcoming limitations in real
patient data.

In conclusion, the scientific advancements presented in this thesis col-
lectively support robust data-driven research in the context of Alzheimer’s
disease and Parkinson’s disease. They provide further insight into the het-
erogeneity of these debilitating diseases that could be leveraged to pave the
way towards more effective clinical trials that are guided by the principles of
precision medicine.
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M., and Birkenbihl, C., for the Alzheimer’s Disease Neuroimaging
Initiative, the Japanese Alzheimer’s Disease Neuroimaging Initiative,
for the Aging Brain: Vasculature, Ischemia, and Behavior Study, the



Alzheimer’s Disease Repository Without Borders Investigators, for
the European Prevention of Alzheimer’s Disease (EPAD) Consortium.
(2022). ADataViewer: exploring semantically harmonized Alzheimer’s
disease cohort datasets. Alzheimer’s Research & Therapy, 14(1), 69.
https://doi.org/10.1186/s13195-022-01009-4

6. Birkenbihl, C., Westwood, S., Shi, L., Nevado-Holgado, A., Westman,
E., Lovestone, S., Hofmann-Apitius, M., and AddNeuroMed Consortium.
(2021). ANMerge: a comprehensive and accessible Alzheimer’s disease
patient-level dataset. Journal of Alzheimer’s Disease, 79(1), 423-431.
https://doi.org/10.3233/JAD-200948

7. Wendland, P.†, Birkenbihl, C.†, Gomez-Freixa, M., Sood, M., Kschischo,
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1 Introduction

1.1 Neurodegenerative diseases

neurodegenerative diseases (NDD) are characterized by neuronal loss and
gradual deterioration of the brain and nervous system [1]. Alzheimer’s disease
(AD) and Parkinson’s disease (PD) are the two most common neurodegen-
erative diseases world-wide [2, 3]. They share a progressive course of the
disease, clinical symptoms such as cognitive impairment, and pathological
developments like abnormal aggregations of amyloid beta plaques. There is
currently no disease modifying treatment for either of the diseases. While
there are inheritable forms of AD and PD [4, 5], this thesis will focus on their
idiopathic, sporadic manifestations.

1.1.1 Alzheimer’s disease

AD is a progressive neurodegenerative disorder characterized by worsening
symptoms of cognitive impairment and perturbation of everyday life which
often culminates in a premature death [3]. AD is the leading cause of dementia,
accounting for 75% of the dementia cases world-wide. It is also the sixth
most common cause of death in the United States of America [6]. With
progressing symptoms, patients become dependent on intensive full-time care
which contributes to the economical burden for society. In 2019, providing
healthcare, long-term care, and hospice services to dementia patients older
than 65 years costed an estimated 290 billion USD in the US alone [6].
Additional services provided by family members and other unpaid caregivers
are estimated at more than 234 billion USD annually.

The predominant form of AD is sporadic late-onset AD and the underlying
etiology is hypothesized to be multifactorial and remains unknown [7]. The
characteristic pathological changes in the brain include the formation of
amyloid beta plaques and tau neurofibrillary tangles [8]. Both processes have
been connected to neurodegeneration observed in patients suffering from AD
dementia. Further factors that are believed to contribute towards an AD
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phenotype include perturbations in neuroinflammatory response [9], cardio-
vascular health [10], and apolipoprotein E (APOE) associated cholesterol
metabolism [11].

Clinically, AD is commonly ordered into three progressive stages that
group patients according to their increasing symptom severity, namely 1)
pre-clinical AD or cognitively unimpaired, 2) mild cognitive impairment (MCI)
due to AD, and 3) dementia due to AD for which ’AD’ has been often been
used synonymously [6]. Pre-clinical AD is characterized by the presence of AD
pathology in the form of amyloid beta aggregation and tau fibrillary tangle
formation, while symptomatically patients are indistinguishable from other
cognitively unimpaired individuals. MCI and clinical AD patients exhibit
cognitive symptoms of increasing severity. In the past, AD was diagnosed
purely based on cognitive assessments [12], which was later revised to include
emerging biomarkers of AD pathology [13], and is on the verge of transitioning
towards a fully biological diagnosis [14]. Considering AD a purely biological
entity while disregarding patients’ symptoms is, as of now, not clinically
applicable [3, 15] and challenged by the fact that many amyloid positive
patients never develop symptoms that exceed what is expected given their
age [16–18].

As of now, no disease modifying treatment is available for AD and until
2021 only four drugs for symptomatic treatment had been approved by the
U.S. Food and Drug Administration (FDA), the last of which dated back
to 2003 [19, 20]. All of these approved drugs offer only limited cognitive
protection and can not halt the progression of the disease [19]. This dilemma
was also recognized by the G8 in 2013, when they declared the development
of a treatment for AD a primary goal until 2025 [21]. Between 2004 and
2021, about 550 phase II and phase III trials with cognitive endpoints were
registered for AD [20]. None of these trials succeeded either due to the
occurrence of adverse events [22] or lack of efficacy [23, 24]. Assignment to
treatment arms in AD trials had even been linked to a net negative impact
on patient health [25].

Recently, however, clinical trials have led to partial successes: beyond
the four already mentioned drugs, two new treatments have been approved
by the FDA over the last two years. In 2021, a controversial accelerated
FDA approval was granted for aducanumab, a monoclonal antibody target-
ing amyloid beta plaques inside the brain [26]. However, due to conflicting
evidence about treatment efficacy the approval was rejected by the European
Medical Agency (EMA). Meanwhile, the US Medicaid system refused treat-
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ment coverage outside of clinical trials until more evidence was generated,
due to the high treatment costs. The manufacturer consequently stopped
the marketing of aducanumab [27]. In January 2023, lecanemab, another
antibody targeting amyloid beta, was approved by the FDA, again in an ac-
celerated procedure [28]. While cognitive decline was statistically significantly
slowed compared to a placebo group, researchers have questioned the clinical
significance of the outcome reduction [29, 30]. Lecanemab treatment eligibility
requires a positron emission tomography (PET) scan to confirm the presence
of amyloid plaques and adverse events are tracked via repeated magnetic
resonance imaging (MRI). These factors make the treatment unaffordable for
low and mid-income countries, where the majority of AD cases reside [31]. In
conclusion, while progress has been made in the search for a treatment, the
current situation remains critical.

1.1.2 Parkinson’s disease

Second to AD, PD is the most common neurodegenerative disease [2] with
more than six million affected patients in 2016 [32]. Approximately 3% of
the global population above 80 years of age suffer from PD and 5 to 35
new cases emerge per 100,000 individuals yearly. Its cardinal symptoms
include resting tremor, bradykinesia, and rigidity [33]. Besides these so-called
motor-symptoms, a wide variety of non-motor symptoms, such as depression,
psychosis, sleep disturbance, and cognitive impairment can be observed
among PD patients [34]. These symptoms become increasingly dominant
during disease progression and are a major detriment for quality of life and
functional daily living. Non-motor symptoms connected to sleep or mental
health, such as idiopathic rapid eye movement-sleep behaviour disorder (RBD)
and depression, often even pre-date the cardinal motor-symptoms. Other
symptoms such as cognitive impairment and psychosis arise very frequently
in later stages of PD. A longitudinal study reported that dementia developed
in 80%, and hallucinations in 74% of patients 20 years after their initial
PD diagnosis [35]. PD patients with dementia often share neuropathological
patterns with AD patients [6, 36].

Similar to AD, PD is a disease likely promoted by complex interactions
between genetic predisposition, environmental exposures, lifestyle factors, and
pathological processes [2, 32]. The hallmark neurological pathology includes
neuronal loss in the dopaminergic system of the substantia nigra and accu-
mulation of alpha-synuclein throughout the brain. Typically, brain atrophy is
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contained to specific areas. Multiple pathways are known to be involved in
sporadic PD, examples include alpha-synuclein proteostasis, oxidative stress,
mitochondrial function, axonal transport, and neuroinflammation [2].

Clinical diagnosis of PD is based on motor-symptoms, requiring bradykine-
sia and at least one additional cardinal motor-symptom [32, 33, 37]. However,
error rates of a diagnosis performed solely on motor-symptoms reach 24%
even in specialized clinics [38]. Emerging imaging markers derived from MRI
or dopamine-transporter-scan (DaTSCAN) can support the diagnosis and
discrimination between sporadic PD and other parkinsionisms [39].

While there also exists no disease modifying treatment for PD [40], symp-
tomatic treatment is available. Motor-symptoms of PD can be reduced
remarkably through the administration of L-DOPA, the precursor amino acid
of dopamine [41]. L-DOPA serves as an exogenous dopamine replacement
and virtually every PD patient receives this treatment at some point during
their disease course [41, 42]. The correct dosage and administration frequency
of L-DOPA is crucial to avoid common drug-induced side-effects such as
dyskinesias [43]. Additionally, L-DOPA treatment often conflicts with ap-
parent non-motor symptoms and their treatment [34, 44, 45]. The processes
that give rise to adverse reactions remain largely unknown [2]. Nonetheless,
some motor-symptoms remain stable despite dopamine replacement therapy
including freezing of gait, postural instability, and falls. The management of
non-motor symptoms remains challenging due lack of efficacy for many drugs,
adverse events, or due to drug interference with motor-symptom treatments
[34].

While the success rate of clinical trials has been dire in the AD domain,
the situation is only marginally better in PD [40, 46]. L-DOPA treatment was
established in 1969 and since then most approvals occurred in its context, for
example, to treat its side-effects, or in new forms of L-DOPA administration
[47]. The majority of currently ongoing trials still focuses on symptomatic
treatments [48]. All conducted trials for potentially disease modifying treat-
ments that could alter the disease trajectory of patients have been futile
either due to a lack of efficacy [49], conflicting results [50], or presence of
adverse-events [51].

Triggered by novel insights into the genetic processes involved in PD, new
avenues in gene therapy are currently explored [52]. Furthermore, motivated
by the amyloid beta-targeting trials in AD, new clinical trials emerged aiming
for a clearance of alpha synuclein aggregates [53]. However, leading researchers
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in the PD domain call for tempered expectations towards these trials [46, 54].

1.1.3 Challenges faced in clinical trials for AD and PD

The abundance of unsuccessful trials in the areas of AD and PD prompt
inquiries into the reasons behind these failures. Indeed, the AD and PD
domains face similar challenges in their search for an effective disease modifying
treatment. Both fields are united in their believe that the abundant trial
failures can be attributed to two primary factors that have been rarely
addressed in previous clinical trials: the exhibited heterogeneity of the disease
[20, 55, 56] and the optimal timing of interventions in patients’ disease
trajectories [20, 40, 57, 58].

Both AD and PD are highly heterogeneous in their symptomatic mani-
festation and multifactorial in their disease underlying pathology. Upstream
pathogenic molecular mechanisms and their downstream effects likely differ
across patients, even if the final pathological outcomes (e.g., amyloid beta or
alpha-synuclein aggregation) are shared. This concept has been supported
by numerous publications, in which distinct patient subgroups have been
identified with each subgroup sharing similar pathological patterns that differ
from those exhibited in other subgroups [59–61]. These subgroups, often
referred to as disease subtypes, are believed to be underpinned by different bio-
logical mechanisms. Drugs typically have a hypothesized mechanism of action
(MOA) that targets specific molecular players (usually proteins) and biological
pathways. However, the fact that multiple, independent, and/or intertwined
pathways likely contribute to the pathogenesis of neurodegenerative diseases
can hinder the efficacy of any specific MOA [2, 20]. Assuming that multiple
mechanisms of pathogenesis are involved in AD and PD, drugs targeting spe-
cific mechanisms may only be effective for patients whose condition manifests
via the mechanism in question, without showing efficacy in other patients [55].
Such subtle signals are challenging to detect in heterogeneous trial cohorts,
as the signal-to-noise ratio is low and the variance is high. Consequently,
the disease heterogeneity leads to increased uncertainty and wider confidence
intervals for treatment effect estimates. For example, trial simulations based
on patient-level AD data have shown that there is low probability to even
detect treatments with 80% efficacy in slowing disease progression within a
trial running for five years that employ the number of AD diagnoses during
trial run time as the clinical endpoint [56].
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Another obstacle in trial design arises from the variability of commonly
used trial endpoints across patients. Choosing primary and secondary out-
comes for a trial is a challenging decision, as various options such as symp-
tomatic scales, biomarkers, or phenoconversions from one disease stage to
another can be used to determine treatment efficacy and trial success [62]. Ad-
ditionally, digital readouts become an emerging option [62–64]. So far, mainly
clinical assessments of disease symptoms have served as primary outcomes
in NDD related trials. For PD, the motor-symptom scores of the Unified
Parkinson’s Disease Rating Scale (UPDRS) [65] were predominantly used [40].
In AD trials, assessments of cognitive function such as the Alzheimer’s Disease
Assessment Scale–Cognitive subscale (ADAS-Cog) [66], Clinical Dementia
Rating (CDR), and Clinical Dementia Rating Sum of Boxes (CDRSB) [67,
68] have been widely applied as primary endpoints [20]. Clinical assessments,
however, are often times subjective, a shortcoming that could be overcome
by quantitative biomarkers and digital readouts [69]. As our biological under-
standing of disease-relevant molecular pathways grows, these markers become
a promising alternative to the clinical perspective. In this context, PET
scans measuring amyloid beta plaques in AD [70] and dopamine transporter
imaging in PD [71] have gained significant interest as surrogate trial endpoints.
The previously discussed controversial aducanumab is one example where a
biomarker-guided AD trial aiming for amyloid beta clearance reached approval
by the FDA [26]. However, even if the biomarker endpoint is reached, it
remains possible that no clinical improvement of patients is observed [24] as
biomarkers can be remote from quality of life impacting symptoms [62].

Both AD and PD are progressive disorders that set on several years prior
to the appearance of first symptoms [2, 3]. There is a strong consensus in
both indication areas that potentially disease-modifying treatments are likely
futile in patients in advanced disease stages suffering from severe neuronal
loss [20, 40, 57]. Neurodegeneration and brain atrophy are thought to be
largely irreversible once they occurred. This hampers the observation of
any cognitive improvements in clinical trials involving patients residing in
moderate to advanced disease stages [57, 62]. Consequentially, treatments
that may have a beneficial effect in delaying symptom onset or slowing
disease progression before the onset of advanced neurodegeneration could
be dismissed as ineffective. Therefore, it becomes increasingly important to
identify individuals at risk during the early stages of the disease, before they
receive a symptom-based clinical diagnosis of either AD or PD [2, 3].

In conclusion, for both AD and PD, the essential challenge in finding
disease modifying drugs through clinical trials lies in bringing the right drug
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to the right patient at the right time. In recent decades, a new paradigm of
medicine has emerged that deliberately aims at solving this challenge. This
paradigm is called precision medicine.

1.2 The precision medicine paradigm

Precision medicine, also referred to as personalized medicine [72] or stratified
medicine [73], represents a healthcare approach that strives to customize
treatment decisions for each patient, using therapies that are expected to be
beneficial for that specific individual and administering treatments at the
optimal time for intervention [74]. Traditional treatment regimes typically
rely on the ’average treatment effect’ observed in randomized control trials,
with patients diagnosed with the same condition receiving equal treatment
for a standard duration (i.e., a “one-size-fits-all” approach; Figure 1A). It
is commonly observed, however, that some patients respond to a treatment
while others do not [75]. Precision medicine founds on the concept that this
variability in treatment response can at least partially be explained by the
variability in human biology and environmental exposures observed across
individuals, even when they were clinically diagnosed with the same disease
[69]. Such biological inter-patient variation can manifest across multiple
domains, for example, covering ’omics such as genomic and transcriptomics
[74, 76], but also extends to lifestyle choices, medical history (e.g., electronic
health records (EHR) and medical-claims), and environmental exposures
(i.e., the exposome) [69]. The core concept behind precision medicine lies in
stratifying patients based on their individual characteristics and matching
them to the intervention with the highest likelihood for an optimal outcome
(Figure 1B)[77, 78]. While this opens the opportunity to provide patients with
the adequate treatment, it simultaneously reduces the occurrence of adverse-
events by avoiding treatments that are unlikely to be effective for a given
patient [72, 74]. The full collection of measurements by which stratification
is guided is often referred to as a biomarker signature or patient profile.

Besides the original concept of individualized patient treatment, the do-
main of precision medicine further includes the associated research that paves
the way for comprehensive disease understanding, translational discoveries,
and targeted clinical trials [72, 79]. One way of improving the understand-
ing of multifactorial diseases resides in identifying biological pathways and
mechanisms that contribute to the exhibited heterogeneity on a clinical and
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Figure 1: The conceptual idea behind precision medicine. A) The one-size-fits-all

approach of treating every patient with the same drug, irrespective of their individual

differences. B) The precision medicine approach in which patients are first stratified and

then treated with targeted therapies that promises the optimal outcome considering the

specific patient signatures.

pathological level [32, 61]. These distinct pathways could be connected
to different etiologies and subtypes underlying the same clinical condition.
Studying the key molecular players in these pathways may provide insights
into new, patient subgroup-specific targets for intervention [69]. Furthermore,
biomarkers that are associated with the identified molecular players could
serve as potential strata allowing to group patients according to their disease
subtype.

In early patient profiling approaches, mono-genetic mutations were pri-
marily employed [80]. However, single molecular markers are often insufficient
to capture the heterogeneity of complex multifactorial diseases [72], and
their predictive power is often limited [81]. With the emergence of Genome
Wide Association Studies (GWAS), polygenic risk scores combining several
genomic variations into a single composite score gained popularity for disease
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prediction and stratification [82]. Nowadays, patient profiles are developed
based on a more holistic view of the patient, encompassing multimodal signa-
tures that include not only genomic markers, but also demographic variables,
clinical assessments [81], and biomarkers measured through a wide range of
techniques, such as imaging (e.g., MRI or PET) [70] or fluid-based assays [83].
These clinical and biological data can then be integrated into a single stratum,
for example, risk of an event occurrence (e.g. death or disease progression)
[84], or the probability of a patient to belong to a specific group (e.g. a disease
subtype) [59].

In practice, precision medicine has found most of its success in the area
of oncology, primarily due to the substantial impact of genetics on cancer
development and progression [85, 86]. The decreasing costs of genotyping have
facilitated the identification of specific mutations, enabling the development
of targeted treatments tailored to particular cancer types [87]. Examples of
genotype-guided cancer treatments are vemurafenib and dabrafenib, which
target the v-Raf murine sarcoma viral oncogene homolog B (BRAF) and are
prescribed to metastatic melanoma patients after testing positive for BRAF
mutations via a companion diagnostic assay [77]. Precision medicine has also
found application in clinical oncology practice. Tumor boards comprising
several clinicians are built to make informed decisions on targeted treatment
options for a particular patient based on that patient’s comprehensive data [88].
Albeit less common, genotype-guided selection of treatments has also been
implemented for other diseases. For example, HIV patients and individuals
suffering from seizures are not prescribed certain drugs if they carry specific
mutations due to a high risk of adverse event occurrence [74]. Nonetheless,
there are numerous diseases for which treatment has not yet been impacted
by precision medicine, often due to a lack of efficacious targeted interventions
in the first place.

1.2.1 Advanced clinical trial design through precision

medicine

To shift from a one-size-fits-all treatment regime to precision medicine, tar-
geted therapies must be developed and their net benefit over standard care
must be established. Accordingly, clinical trials have emerged that embrace
patient stratification and explore novel treatments with deliberate MOAs
specifically tailored towards certain (sub)groups of patients [89–91].
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The potential of trials employing a stratification scheme can be illustrated
by an example. Suppose a new link has been discovered between a set
of rare mutations and a specific disease. Clinical trials can be designed
specifically for drugs affecting the biological pathway that is perturbed by
the mutated genes. In a traditional randomized control trial, patients would
be enrolled based on a shared phenotype, neglecting their underlying biology.
Assuming a multifactorial condition underlying the shared phenotype, the
tested intervention would only show efficacy in a minority of patients, namely
those carrying the rare mutations. Although there would be a real treatment
effect for mutation carriers, it would remain hidden as the observed variability
in the outcome would overshadow the true signal. A precision medicine-
based trial would avoid these obstacles by incorporating genotyping into the
screening procedure during patient enrollment [75]. Ignoring stratification
errors, only patients affected by the mutations would be included in the study
and, consequently, a significant treatment effect would be discovered. Such a
stratified trial-based unmasking of an effective therapeutic agent, which was
previously overshadowed by the noise introduced through non-responders,
happened for instance with trastuzumab and gefitinib [75, 92]. Exactly
this idea of stratification has also sparked the development of novel master
protocols for clinical trials. One such protocol is the basket trial, where
patients with different clinical phenotypes are recruited based on shared
affected biological pathways. They are then treated with the same drug,
assuming that its mechanism of action could be beneficial to all of these
clinically heterogeneous patients [90].

In reality, the associations between strata and disease phenotypes are
often correlative rather than entirely causal, and not every patient who
matches the strata will necessarily show the expected outcome. Additionally,
every stratification method (e.g. measuring biomarkers using an assay) is
subject to some technical error. Therefore, stratification approaches are
almost always probabilistic, rather than perfect. Trials that utilize such
stratification approaches are referred to as “enrichment trials,” as their aim
is to enrich the trial cohort with patients who have a high probability of
experiencing a certain outcome without intervention. [69]. This leads to more
homogeneous trial cohorts and increases the probability of trial success [93,
94]. A meta-analysis across various cancer malignancies has found that trials
employing stratification by matching patients with personalized treatments
generally result in better outcomes and fewer occurrences of adverse events
compared to non-stratified trials [87]. The benefits of enrichment trials in
healthcare have also been acknowledged and promoted by the FDA [95].
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Enrichment trials also provide substantial economical benefits over tradi-
tional trials [69, 75]. When assuming to encounter large variability, traditional
trials increase their statistical power through larger sample sizes, thus, im-
proving their chances of detecting a significant treatment effect. Precision
medicine, on the other hand, addresses this challenge by reducing the vari-
ability through enrolling a more homogeneous, stratified cohort consisting
of likely responders. As a result, the observed effect size is increased and,
therefore, statistical analysis requires lower sample sizes to maintain the same
statistical power. Accordingly, enrichment trials have to enroll fewer patients
which can greatly reduce the trial costs connected to patient treatment and
follow-up. Furthermore, adaptive trial designs have been developed that
leverage biomarkers for longitudinal monitoring such that trial arms can be
terminated timely if the intervention is foreseen to fail [90, 96]. The saved
resources can then be redistributed towards the development of alternative
interventions, which speeds up the drug developing pipeline as a whole [75].

1.2.2 Artificial intelligence and data-driven research in

precision medicine

Precision medicine is at its core a data-driven discipline [74]. Achieving its
goals requires leveraging rich data sources that hold information about the
disease in question and the underlying biological condition of patients. In this
context, emerging technologies from the area of artificial intelligence (AI),
including machine learning and statistical learning, provide great opportunities
to enable precision medicine [72, 79, 97]. By integrating complex multimodal
and longitudinal data, AI algorithms can make personalized predictions and
extract obfuscated disease signals.

Supervised learning methods are well suited for solving individualized
prediction tasks, such as the classification of ill and healthy patients (i.e.,
disease diagnosis) or time-to-event analyses, such as the prognosis of symptom
onset or treatment response [76, 98]. For time-to-event analysis, various pa-
rameterizations of the classical Cox proportional hazard framework have been
proposed, including boosting algorithms [84] and artificial neural networks
[99]. Classifications are often performed using XGBoost [100], Random Forest
[101], Support Vector Machines [102], and deep learning [103].

Unsupervised algorithms are commonly used to detect structure in het-
erogeneous patient-level data, such as identifying disease subtypes that drive
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differences in patients’ clinical and pathological presentation [104]. To this
end, a variety of clustering algorithms have been applied, including non-
negative matrix factorization [104], Gaussian mixture models (GMMs) [105],
hierarchical clustering [60], and artificial neural networks [106].

In conclusion, AI provides a means for highly granular stratification
of patients by leveraging complex signals extracted from multimodal and
multiscale heterogeneous data. This characteristic makes AI approaches a
promising solution to achieve precision medicine, especially for multifactorial
diseases like AD and PD, where relevant signals are distributed across multiple
data types [69, 75]. For a detailed review of the state-of-the-art research
connected to the projects presented in this thesis, please refer to Section 2.

One limitation of AI approaches is their black-box behavior which limits the
interpretability and comprehension of their decision process [72]. Especially
in a clinical setting, patients want to feel secure and transparency about the
aspects on which the AI model built its prediction can foster patient trust.
However, also in basic research, it is valuable to understand the connection
between single features of a patient and the outcome predicted by the model,
for example, to identify associations between highly predictive features and a
clinical phenotype.

Several methods belonging to the field of ’explainable AI’ have been
developed that establish a deeper understanding of the model and its decision
process. A well exploited concept is that of feature importance, where
each individual feature is assigned a score proportional to its weight in the
prediction process [107, 108]. Interpretation of estimated feature importance
scores enables 1) greater transparency, increasing the trust of patients and
clinicians into the prediction of the models, and 2) the identification of
relevant predictive associations between individual features and the outcome
in question. While such associations are not necessarily causal in nature
[109], they can serve as initial, exploratory evidence for possible biomarkers
or mechanistic differences [110].

In conclusion, AI methods provide tools to address several key challenges
within the context of precision medicine. They open new opportunities for
a precision medicine-based drug development pipeline, supporting target
identification and lead compound design [69, 79] and can be used for patient
stratification and comprehensive patient monitoring [111]. The potential of
AI to improve healthcare and patient well-being was also affirmed by the
FDA in an official statement in 2019 [112].
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However, to bring AI-based tools for forecasting and stratification into
clinical practice, a rigorous evaluation of their efficiency and safety has to
be conducted. Such an evaluation comprises four major steps [72]: Firstly, a
newly developed AI model must be internally validated on instances originat-
ing from the full training dataset that were left out during model training.
This helps to assure adequate predictive power. Internal validation is com-
monly performed already during model training, for example, within a k-fold
cross-validation. As a second step, an external validation of the model has to
be performed that assesses the generalizability of the model. Here, a new data
resource is used that is fully independent from the dataset originally used in
model training and internal validation. Good performance on this external
dataset indicates a well-behaved model that did not overfit to its training
data. Thirdly, the AI tool should be tested in a prospective clinical trial,
where the clinical benefit is compared against standard clinical care. Finally,
a regulatory agency, such as the FDA or EMA, has to evaluate the safety and
benefit-to-harm trade-off and grant final approval. As of 5th October 2022,
178 AI and machine learning tools were approved by the FDA in total, yet,
only a subset of those are catered towards patient stratification.

The initial development and steps one through three of the process ex-
plained above crucially depend on patient-level data. While AI is capable of
leveraging heterogeneous, multimodal data as measured for example in the
context of NDDs, these data still bear many challenges. Complex signals need
to be learned from a rising number of different data modalities that are all
subject to distinct error sources and the signal-to-noise ratio is low given the
heterogeneous patient population. Especially in these highly volatile settings,
a rigorous model validation is vital [69].

1.3 Precision medicine for Alzheimer’s disease

and Parkinson’s disease

As discussed in Section 1.1, AD and PD have devastating consequences for
affected individuals, their friends and relatives, and society as a whole [2,
3]. The majority of previously conducted translational research and clinical
trials have had little impact on the disease trajectories of patients. This is
likely due to several challenges discussed in detail in Section 1.1.3, mainly,
the heterogeneity in clinical and pathological presentation of patients and

13



the optimal timing of intervention in the earliest stages of the diseases. Both
challenges can be translated into tangible research questions that lie at the
heart of precision medicine: 1) Is it possible to detect patients in their earliest,
pre-symptomatic disease stages and thereby enable patient stratification? 2)
Can subtypes be identified within the heterogeneous patient populations that
facilitate a deeper understanding of the disease?

While the multifactorial nature of AD and PD makes them prime candi-
dates for stratification approaches, their complex pathologies and the lack of
a clear understanding of the interplay between molecular players, neurode-
generation, and clinical markers presents a significant obstacle [7, 40]. Unlike
in oncology, genetic information alone provides limited leverage, and explor-
ing large, multimodal feature spaces is necessary [4, 81]. Furthermore, the
progressive nature of AD and PD mandates the inclusion of time-dependent
signals into precision medicine approaches, as cross-sectional snapshots of
patients will miss relevant aspects of the diseases. Integrating such multiscale,
longitudinal data through AI approaches could help identifying predictive
signatures for patient stratification and to identify disease subtypes [113].
The availability of reliable strata and disease subtypes could enable a shift
towards enrichment trials and thus contribute to the discovery of promising
interventions. In fact, enrichment trials are widely seen as a mandatory step
in order to advance in the search for a disease modifying treatment for both,
AD and PD [40, 55, 62, 70].

Over the recent years, many endeavors have contributed to advancing
precision medicine in AD and PD. Several genetic and environmental risk
factors were identified, but none of them are deterministic [2, 3]. Univariable
stratifications based on biomarkers such as alpha synuclein [53] and amyloid
beta [114] have been explored. However, cognitive resilience and pathological
resistance of patients limits their usability [115], as approximately 30% of
individuals that are cognitively stable at death exhibit AD pathology during
autopsy [16]. Addressing the shortcomings of univariable stratification, poly-
genic risk scores [116] and composite biomarker scores have been developed
[117]. Furthermore, clinical assessments, medical history and comorbidities
have been integrated into stratification approaches [118, 119].

Multiple disease subtypes have been proposed in AD and PD, primarily to
facilitate deeper understanding of the respective disease. They were derived
from patients clinical symptoms [120], thresholding of patients’ age (i.e., late
versus young onset) [121], pathological patterns [59, 122], genetics [104], and
combinations thereof [60]. The translational impact of these undertakings
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remained limited to this day [62, 123, 124].

In PD, theoretical concepts for enrichment trials have been published but,
as of now, have not found application [62]. In AD, the recent biomarker-guided
trials can be seen as first steps towards enrichment trials, as patients are only
recruited based on a positive amyloid beta PET scan [26, 28]. As previously
discussed, these trials have led to two new drug approvals (i.e., aducanumab
and lecanemab), albeit that the actual clinical impact and benefit of the drugs
is still put at question [29, 30].

One reason why the field has yet to witness the translational impact of
precision medicine lies in the validation and replication of subtypes and strat-
ification schemes. The vast majority of studies proposing new stratification
schemes are developed on single datasets and rarely evaluated in external
data [125–128]. If conducted at all, replications of biomarkers often failed
[129], and performances of predictive models were highly volatile in validation
data [130, 131]. The lack of validation can be attributed to the characteristics
of the data on which these approaches were developed, as well as common
assumptions made about the data, which are seldom met.

1.3.1 Data limitations

To enable the successful development and validation of precision medicine
approaches, data sources must fulfill both content and statistical requirements.
For multifactorial diseases like AD and PD, it is crucial to have access to mul-
timodal data that capture all relevant pathological and symptomatic changes
occurring in patients. These data modalities may include clinical information
on diagnosis and symptoms, genotyping, imaging-based biomarkers (such as
PET with multiple tracers, MRI, and, for PD, DaTscan), CSF biomarkers,
lifestyle factors, medical history, family history, and post-mortem autopsy [2,
3]. To integrate the multimodal and multiscale features into stratification
approaches, the corresponding data should be measured for each individual
and, preferably, repeatedly over time to capture the progressive nature of the
diseases. As NDD data typically have a low signal-to-noise ratio, a sufficiently
large sample size is essential to achieve adequate statistical power. Further-
more, one of the fundamental assumptions of AI and machine learning [132,
133] is that the underlying data are independent and identically distributed
(i.i.d.). This means that the application of novel treatment regimes, stratifi-
cation models, and subtyping approaches is only valid for individuals that
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are i.i.d. with respect to the data on which these approaches were initially
developed.

In recent years, real-world data have become increasingly accessible and
have supported large sample sizes, an example being the UK Biobank [134].
Utilizing real-world data has led to the approval of new cancer treatments [89],
and has also been useful for clinical trial simulations [135] and epidemiology
[136]. However, for disease stratification and explaining the underlying
heterogeneity of a disease, a deeply phenotyped population is necessary,
and real-world data often lack crucial clinical outcomes and data modalities.
Therefore, historically, most research endeavors aiming to advance precision
medicine in the AD domain have relied on data from observational cohort
studies [137, 138].

Observational cohort studies are specifically designed to answer certain
research questions [139, 140]. They measure the data modalities that are
relevant for the research questions and do so repeatedly at predefined intervals,
without any specific intervention scheme [141]. In addition, they employ
specific rules for participant recruitment, such as inclusion and exclusion
criteria, which ensure the enrollment of the appropriate study population
to achieve the desired primary research goals [53]. For example, they may
include only individuals at risk of developing a disease [139], carriers of specific
mutations [142], or patients diagnosed with a disease within a defined time
window [143].

However, observational cohort data bear challenges when employing data-
driven approaches such as AI and machine learning. While these resources
provide a rich data foundation for modeling approaches, they are often limited
in sample size due to the high costs of multimodal data collection. More
importantly, the inclusion and exclusion criteria as well as geographic location
of a study shape the population from which its participants are sampled.
Consequently, participants from different observational cohort studies are not
necessarily samples from the same underlying statistical distribution, given
that they were recruited according to different criteria and from potentially
distinct regions [144–146]. Accordingly, the i.i.d. assumption of AI would be
violated which has significant consequences.

AI models are designed to learn a function that maps the input data to a
desired output (e.g., predicting risk based on a biomarker signature)or to learn
the statistical distribution of its training data (i.e., density estimation). A well-
behaved, non-overfitted model learns the full support over the multivariate
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distribution of the input features encountered in the training data (Figure
2A), and performs appropriately on new, independent samples from the same
distribution (i.e., i.i.d. samples, Figure 2B). If such a model is however
presented with data instances that fall outside of the statistical distribution of
the training data, the model can not be assumed to work adequately (Figure
2C) [133]. The new sample is considered ’out of distribution’ or outside of
the models learned domain. Learning a model in these settings is commonly
referred to as ’transfer learning’ or ’domain adaptation’ [132]. An overfitted
model, on the other hand, will not generalize to support the full distribution
of its training data (Figure 2D), and thus also fails on data that is i.i.d. to its
training data (Figure 2E). When using observational data from cohort studies
targeting the same phenotype, the most likely scenario is one in which the
different cohorts’ domains are not completely disjoint but overlap to some
extent (Figure 2F).

Distribution shifts between observational cohorts can be caused by several
factors beyond sampling different demographics. For instance, disparate
proportions of disease subtypes among cohorts could affect the statistical
distributions of symptoms and biomarkers of disease pathology. In addition,
recruiting participants from different geographic locations can lead to the
inclusion of distinct ethnoracial groups, which are known to impact genetic
risk for both PD [147] and AD [148]. Similarly, variations in recruitment
based on risk factors such as APOE ϵ4 in AD [149] or GBA mutations in PD
[150] could also result in statistical discrepancies. Furthermore, statistical
deviations can be introduced through differences in data collection procedures,
including imaging protocols [151], pre-analytical biases in assay measurements
[152], and neurocognitive testing [153]. However, the degree of domain shifts
between clinical AD cohort datasets and their impact on AI model application
and validation across datasets remained largely unexplored prior to this thesis.

Another impediment for data-driven research in the NDD domain is the
fragmented state of the data landscape. The availability and accessibility of
single hallmark longitudinal datasets like the Alzheimer’s Disease NeuroImag-
ing Initiative (ADNI) [140] and the Parkinson’s Progression Markers Initiative
(PPMI) [143] have greatly facilitated research in the field, with thousands of
publications making use of these datasets [138, 154–156]. However, it can
be difficult to identify and access alternative datasets that are suitable for
replication and validation of results established on these hallmark datasets.
While there are alternative datasets available in principle [139, 142, 157], they
often lack visibility and are seldom explorable before data access has been
granted, making it challenging to evaluate their suitability as an independent
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validation dataset. To qualify as an validation dataset, all data modalities
and features that found use in a predictive model must be available and
longitudinal follow-up length and frequency should match the expectations of
the proposed model. Additionally, as cohorts are often subject of participant
drop-out over time, the mere theoretical availability of a feature does not
guarantee that it was measured for all patients and at every time point.

1.3.2 Generative models and synthetic data

One promising approach to address the limitations of observational cohort
data is the generation of synthetic datasets. These synthetic data are gener-
ated such that they obey the characteristics of their real-world counterpart
by maintaining variable correlations and longitudinal trends [158]. At the
same time, they do not represent any entities that reside in the real world.
Thereby, synthetic data can function as an anonymization procedure that
enables data sharing through the distribution of synthetic data instead of
real patient data which are highly sensitive [159–161]. Furthermore, synthetic
versions of patient-level cohort datasets are also free from limitations that
are commonly observed in real cohort data. As all data is generated, there
are no missing values. Additionally, depending on the data generating model,
arbitrary patient follow-up intervals can be specified to ensure compatibility
between independent data sources. One application example that is of rising
interest in AD research [162, 163] is to enforce adequate representation of
underrepresented groups by generating more instances from specific patient
populations [158]. Finally, synthetic data generation can provide the foun-
dation for simulating counterfactual scenarios by introducing interventions
and conditionally generating the data [160]. All of these capabilities promise
critical levers to advance the transition towards precision medicine in AD and
PD research.

Once again, the tools to generate such synthetic data are provided by the
field of AI. Generative models constitute a class of algorithms that can learn
the multivariate statistical distribution underlying a training dataset and
subsequently allow to sample from it to generate new data instances [164].
A comprehensive review of the state of the art for generative modelling is
provided in Section 2.1.4.
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Figure 2: The i.i.d. assumption of data-driven modeling and precision medicine.

The red line depicts the domain that a model has learned from the training data. Assuming

good model performance, samples falling inside the domain are largely correctly predicted,

while the model is expected to perform poorly on samples outside its domain (depending on

the topology of the objective function over the data space). A) A well-behaved model that

generalized to support the full distribution of its training data. B) A test dataset which is

i.i.d. with the training data and thus the model will perform well on it. C) A non-i.i.d. test

set, for which the model will fail to perform adequately, although it accurately supported

the distribution of the training data. D) An overfitted model that failed to generalize.

E) The overfitted model will show poor performance even when applied to a sample i.i.d.

to its training data. F) A scenario more likely to be encountered across different cohort

datasets recruiting the same phenotype, where samples are not i.i.d. but distributions

overlap partially.
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1.4 Overview about the content of this thesis

Chapter 2 introduces the major contributions of the research presented in
this thesis. We discuss the current and past state of the art in context of our
research and highlight the impact of our scientific efforts.

Chapter 3 presents three publications that aimed at improving the data
landscape in AD by describing it, enabling the exploration of data content
ahead of access approval, and contributing new open data to the field. The
work described in these publications laid the foundation for publications
presented in later chapters.

Chapter 4 describes three articles in which the heterogeneity exhibited by
AD and PD patients is explored. New approaches for patient stratification
based on disease risk, symptom progression subtypes, and disease progression
patterns are proposed. We also investigate whether observational AD cohort
datasets fulfill the i.i.d. assumption and how its violation can be assessed
and understood.

Chapter 5 presents a new deep learning-based AI method for synthetic data
generation and its application to generate synthetic patient-level data for AD
and PD.

The thesis concludes with a brief summary and discussion of potential avenues
for future research in precision medicine for AD and PD.
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2 Research contributions of this thesis

In this chapter, we will discuss the contributions of this thesis to the field of
precision medicine in the context of AD and PD. We position our contributions
relative to the state of the art in the field, as well as discuss their impact and
subsequent developments that occurred after our work was published. Our
contributions include methodological developments as well as novel scientific
insights.

The research presented throughout this thesis has made significant contribu-
tions towards advancing precision medicine and facilitating robust data-driven
science in the NDD domain:

• Thorough assessment and comparison of AD cohort datasets to describe
the AD data landscape [165, 166]

• Investigation of the i.i.d. assumption in the context of data-driven AD
research and its implications for the generalizability of data-derived
results and predictive models [165–167]

• Development of approaches to evaluate the impact of systematic cohort
biases on data-driven results [166, 167]

• Modeling of AD progression across 6 independent cohorts, estimating
expected progression times, covariate effects, and disease risk over time
for different cohort populations [167]

• AD risk-based stratification with successful external validation for early
detection of prodromal AD dementia [166]

• Identification of distinct PD symptom progression subtypes and their
associated, potentially underlying, biological processes, as well as high-
lighting differences in treatment response [168]

• Making the AD data landscape explorable and foster a research culture
that looks beyond single data resources for robust results [169]

• Contribution to the AD data landscape by providing a comprehensive,
multimodal dataset that we made accessible to the research community
[170]
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• Development of a novel generative AI approach that can synthesize
time-continuous, multimodal, longitudinal patient-level data that retain
the signals of their real world training data [171]

In Figure 3, we position the research contributions presented in this thesis
along a value chain leading towards enrichment trials and novel treatments.

Figure 3: The value chain of data-driven precision medicine leading towards

improved clinical trials with better chances of identifying efficacious treatments. The bullet

points below each segment represent the research carried out in this thesis.

2.1 Facilitating data-driven research in NDDs

2.1.1 Investigating the i.i.d. assumption across AD

cohort data

In previous studies, researchers have raised doubts about how representative
observational AD cohort studies are of the general patient population [146, 172,
173]. Whitwell et al. compared demographic variables and MRI measurements
from ADNI patients to a population-based cohort study, the Mayo Clinic
Study of Aging [173]. They observed that ADNI patients were on average
significantly higher educated, younger, and performed better in assessments of
cognitive performance than the population-based sample. Further, they found
that hippocampal atrophy progressed faster in ADNI for cognitively normal
and MCI patients than in the Mayo clinic study of Aging. Similarly, Ferreira
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et al. conducted a study in which they compared observational cohort data
to population-based cohorts and, again, found significant differences across
the same demographic features that propagated into MRI signals [172]. Our
own evaluation of the AD data landscape presented in Chapter 3.1, and an
in-depth comparison of two major AD cohort datasets (presented in Chapter
4.2) lead to similar conclusions about deviations among AD datasets [165].
Furthermore, many studies have reported on systematic biases in fluid-based
and imaging biomarkers across cohort studies [174]. Conclusively, these
research endeavors provide ample evidence that observational AD cohorts
are likely not i.i.d. and thus a fundamental assumption of precision medicine
and AI would be violated. How significant domain shifts between clinical
AD cohort datasets actually are and, more importantly, their impact on
data-driven results remained largely unexplored before this thesis.

In our studies presented in Chapter 4.1 and 4.2, we went beyond inves-
tigation of established differences across demographic features and assessed
the impact of systematic deviations between cohorts on data-driven disease
progression modeling and predictive AI model performance [166, 167]. In
both studies, we exposed the presence of significant cohort-specific biases that
manifested in differences across univariable feature comparisons, extracted
progression patterns, and AI model performance. To the best of our knowl-
edge, these endeavors mark the first systematic assessments of the implications
of a violation of the i.i.d. assumption for data-driven research in the AD
domain. Our findings underline that the generalizability of data-driven results
and models must be investigated across multiple datasets to ensure robust
scientific insights.

Aiming to increase their coverage of the AD population and sample size,
researchers have tried to pool data from different cohort datasets [175, 176].
However, naive pooling of cohorts poses no remedy for cohort-specific biases,
as they persist in the data and are proportional to the number of patients
included from each respective cohort. Consequently, the systematic biases of
the largest cohorts will have the strongest influence on the achieved results.

Our findings put previous studies at question that have proclaimed that
their findings would be generally applicable across AD patients. In 2019, for
example, Vermunt et al. published a highly cited, impactful analysis that
investigated the duration of the preclinical, prodromal and dementia stages
of AD [175]. This analysis was conducted on a dataset pooled from different
cohorts and employed multistate models to estimate the sojourn time for the
respective disease states. Using the same data-driven method (i.e., multistate
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models), our study presented in Chapter 4.1, showcases that such estimates
are highly volatile across cohorts and can not be generalized [167]. We also
presented evidence that data pooling will not eradicate cohort-specific biases.
The same considerations hold true for predictive models.

Numerous models have been trained and validated solely on ADNI data
[125]. Whether they generalize beyond ADNI and if they are applicable
to other cohorts was seldom evaluated. While a thorough validation of
predictive models and data-derived results is imperative for robust science
[72], it presents a challenging undertaking in the AD domain due to two
main reasons: The previously outlined implications of non-i.i.d. data and
identifying a dataset for validation that shares all the relevant predictors a
model relies upon (see Chapter 3.1) [165, 177].

Most observational AD cohorts were most likely not sampled from com-
pletely disjoint distributions but overlap to a varying degree depending on
their recruitment criteria and patient characteristics (see Figure 2F). AddNeu-
roMed and the Japanese Alzheimer’s Disease Neuroimaging Initiative, for
example, both implemented study protocols that were closely aligned to
those of ADNI [178, 179]. Additionally, many cohorts employed the same
NINCDS-ADRDA criteria [12] when classifying patients into the three clinical
stages of cognitively unimpaired, MCI, and AD [165]. Consequently, the
extent to which cohorts’ distributions overlap or deviate will proportionally
determine the transferability of data-driven results across them.

Proposed methods to evaluate the i.i.d. assumption across cohorts

To quantify and understand the impact of distribution shifts between cohort
datasets, we proposed two workflows: In Chapter 4.2, we used propensity
score matching to select a subset of patients from a validation cohort that was
closer to the distribution of the training data with respect to variables that
are commonly used as inclusion and exclusion criteria in cohort studies [166].
The difference in model performance between the matched group and the
unmatched, complete validation cohort provides an estimate for the strength
with which systematic deviations among cohorts affect predictive models.
We emphasize that we do not recommend cherry-picking participants based
on a broad selection of features used as predictors in the model but see our
approach as a method for post-hoc estimation of cohort effects.

Along the same line, we proposed a clustering approach based on disease
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patterns extracted from cohort datasets (presented in Chapter 4.1) [167].
The clustering provides a quantitative overview about the likeness of cohorts
with respect to their exhibited disease patterns and, thereby, goes beyond
conducting univariable statistical tests on demographic variables that most
publications rely upon [172, 173]. The approach can also support a post-
hoc analysis of AI model performance across cohorts, as models of disease
progression would be expected to decrease in performance the more distant
the progression trends of cohorts are from each other.

Together these two approaches facilitate an understanding of the domain
that was learned by a model and its limitations. They can provide explanations
on whether generalizability of results and transfer of models across cohorts
were impeded by overfitting or systematic cohort biases.

2.1.2 Evaluation of AD cohort datasets and enabling

their exploration

To work across datasets, a good understanding of the available resources
is necessary to identify and select cohort datasets appropriate for the envi-
sioned research. Large consortia have been formed to organize the AD data
landscape, describe it, make it searchable, and thereby assist researchers in
identifying data. For example, the European Medical Information Framework
(EMIF) built the EMIF-Catalog, a web-based application that stores meta-
data on cohort datasets and is explorable after an access application has been
approved [180]. The metadata were collected by providing data owners with
a questionnaire in which they reported the variables accessible within their
datasets. Similarly, the Real world Outcomes across the Alzheimer’s Disease
spectrum for better care: Multi-modal data Access Platform (ROADMAP)
project generated their ROADMAP Data Cube, a web-based visualization
in which the availability of clinical outcomes and data modalities in several
European AD cohort datasets is depicted [181]. The displayed content is
again founded on metadata that partially originated from the EMIF-Catalog.
Lawrence et al., on the other hand, opted for a literature-based review to
compare metadata of distinct AD cohort studies [146].

In contrast to these previous endeavors, we assessed the AD data land-
scape exclusively based on the data that were factually shared after data
access was granted (see Chapter 3.1 [165]. In this process, we found several
mismatches between the reports on available dataset content provided through
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the EMIF-Catalog and ROADMAP Data Cube and the factual content of the
datasets after we accessed them as third-party researchers. These observations
underlined that metadata-based approaches for presenting dataset content to
researchers are error prone and can cause futile expectations.

In our data-driven assessment of the AD cohort data landscape presented
in Chapter 3.1, we described major AD cohort datasets on feature-level, their
interoperability among each other, and existing biases in cohort populations
[165]. As previously mentioned, and in concordance with previous findings
by other researchers [146, 172, 173], this work contributed further evidence
that AD cohort datasets often violate the i.i.d. assumption. Additionally, it
highlighted shortcomings in current sampling of AD populations in the form
of patient recruitment, as we observed an underrepresentation of non-white
individuals in AD cohorts, and imbalances in sex distributions. Over recent
years, evidence amounted that race might play an important role in AD [148,
162, 182], and extensive research has been conducted on sex differences in
AD [183–186]. In the light of these findings, an accurate representation of
both sexes and all races is crucial to understand the heterogeneity in AD.
Our publication exposed a lack of diversity in AD cohorts and has found wide
recognition in the field, for example, being cited by the ADNI consortium
on several occasions [163, 187–191], among others to motivate their newest
phase of ADNI which focuses on the enrollment of a more diverse cohort.

To allow researchers to make similar assessments of the available data
and thus make informed decisions on which datasets to access, we further
developed ADataViewer (presented in Chapter 3.2) [169]. ADataViewer is
an interactive web application that enables researchers to explore AD cohort
datasets on a feature-level. In this, it goes beyond previous approaches which
presented metadata on included cohorts, but allows users to plot empirical
distributions of variables, assess the available patient follow-up per feature
and study, and provides overviews on dataset interoperability. To assists
researchers in working across datasets, we published a mapping table that
harmonizes the name spaces of 20 distinct AD cohort studies covering more
than 1000 features. Additionally, ADataViewer provides tools that can suggest
cohorts suited for replication of results based on a user-specified list of required
features.

The ADataViewer itself does not provide access to the underlying datasets.
To this task, two prominent data initiatives are committed in the AD domain:
the Dementia Platform UK (DPUK) and Alzheimer’s Disease Data Initiative
(ADDI). DPUK presents a centralized access point for cohort datasets to
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which researchers can apply for access [192]. ADDI is a non-profit organiza-
tion that was founded in 2018 to connect researchers with AD data. Both
of these resources, however, lack functionalities that allow researchers to
thoroughly explore their content, allowing to evaluate whether the available
data suits their research designs without applying for data access first. Here,
ADataViewer provides an example on how data exploration can be facilitated
without requiring registration and data access applications which consequently
results in significant time savings.

2.1.3 Contribution of AD cohort data

Beyond enabling exploration of the AD data landscape, we also contributed
to it. AddNeuroMed was a large multi-center cohort study that collected
multimodal, patient-level, and longitudinal data [157]. In its design, it closely
followed the ADNI study [140] and aligned its data collection protocols to
those of ADNI [178]. However, despite being a rich data source and at least
to some extent comparable to the most used AD dataset (i.e., ADNI)[125], it
did not see as much use. While ADNI provides an easy-to-use ADNIMERGE
table that comprises commonly analyzed features in a comprehensive form,
AddNeuroMed consisted of a large collection of disjoint data tables. It
was missing interoperability among those tables, was incomplete, subject to
multiple errors, and lacked in documentation. We provided the community
with ANMerge, a new version of AddNeuroMed that corrected its previous
shortcomings and added data of additional participants and more follow-up
visits (presented in Chapter 3.3 [170]. We made ANMerge accessible to
third-party researchers and provided easily analyzable tables that follow the
example of ADNIMERGE.

Since our publication of ANMerge, the data has seen increased usage.
Our department leveraged the data in several studies [167, 169, 193], for
example, as a validation dataset for an AI approach built on ADNI data
[166]. By third-party researchers, it has been utilized in studies concerning,
for example, neuropsychological testing [194], AD subtyping [176], validation
of blood-based proteomic biomarker networks [195], machine learning-based
diagnosis [196], MRI-based prediction of brain age [197], and measurement of
brain atrophy via automatic tools [198].
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2.1.4 Generation of synthetic patient-level time-series

data

Synthetic patient-level data promises to support overcoming data limitations
often encountered in biomedical research. Assuming a well-behaved generative
model, generated synthetic data retain the signals contained in their real world
counterpart. Furthermore, they are no subject to missing values. Depending
on the algorithm used, they also allow for the generation of longitudinal
data in continuous or discrete time. Given the sensitivity of healthcare data,
synthetic data could simplify data sharing as they are not connected to real
individuals [199–201].

About a decade ago, multiple new generative AI models have emerged
from the field of deep learning such as the generative adversarial networks
[202], variational autoencoders [203], and normalizing flows [204]. Apart from
variational autoencoders, the initial success of generative neural networks was
largely found on image data [205, 206], and transferred to medical imaging
[207–209]. For time-series data, new methods have been developed extending
on the aforementioned architectures such as dynamic normalizing flows [210],
time-series generative adversarial networks [211], and neural ordinary differen-
tial equations (neural ODEs) [212]. However, while synthetic data generated
via these methods could address some of the discussed shortcomings connected
real clinical data, the methods themselves are not built to handle the specifics
of clinical data accurately during model training. Clinical data consist of
multiple modalities containing features that are discrete and continuous, as
well as time-dependent and static. Moreover, they are often subject to missing
data in the first place.

New methods have been developed specifically for synthesizing clinical
patient-level data [213–215]. One of these approaches is (VAMBN) which was
previously published by our group [160]. VAMBN utilizes an extension of vari-
ational autoencoders [216] to encode distinct data modalities independently
from each other and then fuses these autoencoder modules using a Bayesian
network. It is also capable of generating longitudinal data, however, only in
discrete time where generated time intervals mimic those of its training data.

During our work presented in Chapter 5.1, we developed multimodal neu-
ral ordinary differential equations (MultiNODEs) [171], an extension of neural
ODEs [212]. Our major methodological contribution with MultiNODEs con-
sists in its capability to handle static input features alongside time-dependent
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ones. To achieve this, we fused the core architecture of neural ODEs with
an additional variational autoencoder designed for heterogeneous, incomplete
data [216] and concatenate the latent representation of both modalities to
form an initial condition for an ODE module.

Through this new model design, we enable the application on multimodal
clinical data and, subsequently, its generation. Here, another major advantage
of MultiNODEs emerges as it is capable of generating data in continuous
time. This allows for synthetic data with arbitrary follow-up intervals and
both, interpolation and extrapolation of the originally sampled time points.
Synthetic data generated using MultiNODEs proved to retain the longitudinal
patterns, marginal distributions, and correlation structure of its real world
counterpart. We tested its capabilities on clinical patient-level data from
AD cohorts as well as PD cohorts. Especially with respect to learning the
correlation structure of the input data, MultiNODEs surpassed the VAMBN
approach.

Since the publication of our work, generative models have advanced
considerably, however, mainly with respect to textual data modeled via trans-
formers [217], as well as image generation using diffusion models [218]. Both
approaches quickly found their way into the biomedical field as well [219–221].
However, their use-cases differ from the scenarios in which MultiNODEs can
be applied. Recently, a new library was released that combines several ap-
proaches for generation of tabular data that are commonly found in healthcare
[222].

2.2 Advancing precision medicine in AD and

PD

2.2.1 Diagnosis of prodromal clinical AD patients

As discussed in detail in Section 1.3, one major obstacle in recent AD trials
lies in the early timing of an intervention within patients’ disease trajectories
[20, 57, 223]. It is widely believed that an intervention prior to the onset of
severe cognitive symptoms is vital to discover significant treatment effects.
Accordingly, a reliable method diagnosing prodromal AD is needed [3].
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Currently, there are two dominant strategies explored to facilitate an early
diagnosis of AD. The first resides in redefining AD from a clinical condition
characterized by apparent symptoms towards a biological entity defined purely
based on pathological developments. This redefinition has been proposed in
form of the amyloid deposition, pathologic tau, and neurodegeneration (ATN)
classification system [14]. The ATN system categorizes patients along its
three dimensions, A, T, and N, which are operationalized through biomarker
measurements derived mainly from CSF or PET imaging. Along each di-
mension a threshold is defined according to which individuals are considered
either normal or abnormal. The thresholds are usually determined based on
patient-level cohort data [224]. The ATN system became widely adapted in
AD research [225–227] and several studies report that it is capable of pre-
dicting the patients’ conversion to AD [228–230]. One limitation of the ATN
scheme is that data-derived thresholds are seldom interchangeable between
distinct cohorts due to non-standardized assays [231] and data distribution
shifts [224]. Furthermore, potentially useful information from other modalities
such as genomics are disregarded.

An alternative to pathology-derived thresholds is the prediction of clinical
AD conversion for prodromal AD subjects using data-driven models leveraging
comprehensive biomarker signatures. From a modeling perspective, predicting
AD conversion represents a prognosis task which is commonly addressed via
time-to-event models, as the outcome is time-dependent and subject to
censoring [84, 130, 131, 166]. In the AD literature, however, also traditional
classifiers for conversion at concrete time points have been used [232, 233].
Apart from AD conversion, also pathological changes have been used as
outcomes for early AD detection [234] which is more aligned with the emerging
biological perspective on AD [14]. Only a minority of previously conducted
studies however performed an external validation of their predictive models
[125].

Our research on prodromal AD prediction involved the revision and
external validation of an AD risk model that was previously published by our
group [84]. As presented in Chapter 4.2, we extended this previous work by
training a new model on a set of predictors that were common between the
original training data of the model, ADNI, and a new dataset that we prepared
and published, ANMerge (described in Chapter 3.3). The new model was
then trained on ADNI and externally validated on ANMerge, which marked
it as one of a few approaches for AD risk prediction that had been externally
validated. Other examples were risk models have been externally validated
include [131] and [130]. With respect to model performance however, our
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risk model outperformed other externally validated models with a Harrell’s
C index of 0.81 compared to 0.74 presented in [131] and 0.72 achieved in
[130], when validating their models on ADNI. In conclusion, at the time of
its publication, and to the best of our knowledge, our risk model represented
the highest performing stratification approach targeting AD conversion risk
as an outcome.

Since the publication of our risk models, additional approaches for pre-
dicting AD onset have been proposed. These endeavors approached AD
progression not as a time-dependent process but a binary classification task
with ’conversion to AD at any time point during follow-up’ as the outcome
[235–237]. These approaches accordingly also ignored censoring. A review
published 2 years after our risk model assessed the literature for models
predicting AD conversion and noted that most models were still not validated
externally [125] Conclusively, this indicates that our study still represents the
state of the art for AD risk prediction.

Related to this, we later also published another approach for patient
stratification in a collaborative effort [238]. However, this approach did
not target AD conversion risk but directly performed a forecast of clinical
outcomes ahead of time which could then be used for trial enrichment.

2.2.2 Modeling of AD patient disease trajectories

To understand the progressive course of AD, it is vital to comprehend how
individuals traverse along the different stages of AD. One way to facilitate
this understanding lies in modeling the disease trajectories of patients. To
this end, several methodologies exist.

Specific to the neurology field, so called event-based models (EBMs)
have emerged that extract a discrete sequence of biomarker events from
cross-sectional patient-level data and describe the order in which biomarkers
turn from a normal to an abnormal state [239]. These models found wide
application for AD and other neurological diseases [240–245]. Lately, they
have been expanded to also include time-series data and infer disease subtypes
[59, 246]. We have also tested them across multiple datasets and designed
an algorithm to combine partially overlapping event sequences [193]. One
major drawback of these models is that they are time agnostic and thus do
not provide any explanation on the temporal course of the disease beyond
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the discrete order of biomarker changes. Another discrete perspective on AD
progression resides in the AD continuum proposed in the ATN-framework
[14, 247].

An alternative, more widely established approach can be found in construct-
ing state space models. State space models represent a class of data-driven
algorithms that can model the time-dependent traversal of patients along a
defined system of states [248]. One specific class of state space models that
have found success in biomedicine are multistate models [249]. In the past,
they have been leveraged to model and understand the effects of covariates on
dementia progression [175, 250–254]. Herein, multistate models were designed
with state spaces of different complexity and focus. The majority included the
traditional three clinical AD stages, namely cognitively unimpaired, MCI, and
dementia [252, 254, 255]. Brookmeyer et al. further incorporated transient
states representing amyloidosis and neurodegeneration, respectively [250].
Vermunt et al. expanded the clinical AD state space by additionally introduc-
ing prodromal AD [175]. Apart from Robitaille et al., none of these endeavors
replicated their results in external data [252].

We employed multistate models to model the clinical progression of AD in
six independent cohort dataset (presented in Chapter 4.1) [167]. We extracted
multiple progression patterns from each individual dataset including transition
probabilities between the different states, the expected duration of staying
within a particular state before progressing in the disease, and the probability
of staying AD diagnosis free. Moreover, we assessed hazard ratios for multiple
covariates, such as, age, sex, cognitive performance, APOE ϵ4 genotype,
and education. Across most cohorts and progression patterns, we observed
large variation. For hazard ratios, the direction of the influence of covariates
was consistent across cohorts but their magnitude differed significantly. Our
results highlight the particularities of AD progression and their deviation
across different AD patient populations. Causing factors of the variation
observed across cohorts and the implications for data-driven modeling were
further discussed in Section 2.1.1 and represent another important contribution
of this work. To the best of our knowledge, our publication was the first
to specifically explore and compare AD progression across such a variety of
progression patterns and cohorts.

Since our publication, in the dementia field, multistate models have mainly
been used for estimating hazard ratios of specific covariates such as amyloid
PET and APOE ϵ4 status [256] and olfaction [257]. None of these studies
replicated their results in external cohort data.
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2.2.3 Identification of PD symptom progression sub-

types

PD is a highly heterogeneous disease and it has been widely suggested
that multiple disease subtypes underlie the clinical condition [32, 37, 46,
55]. To uncover the subtypes of PD, numerous research projects have been
conducted. First endeavors applied primarily univariable thresholds to clinical
characteristics and demographic variables, dividing patients into distinct
subgroups like tremor-dominant versus postural instability and gait disorder-
dominant, or early-onset versus late-onset PD [123]. These categorizations
were criticized as unreliable and confounded by the disease stage of patients
[258, 259].

With the rise of data-driven methods in biomedical research, clustering
approaches became increasingly popular to discover new PD subtypes [60,
120, 123, 260, 261]. Methodologically, these subtyping endeavors employed
classical clustering techniques such as hierarchical clustering [60, 120, 260],
Gaussian mixture models [261], and k-means [260, 262, 263].

The contribution of such subtypings towards the identification of a disease
modifying treatment has been put at question, largely because they commonly
neglected the genetic underpinning of PD [55, 124] and disregarded its pro-
gressing nature [46, 123]. The former often limited insights into the biological
pathways potentially causing the heterogeneity and thus identification of
potential drug targets. Accounting for the latter warrants a time-dependent
perspective on PD subtypes, for example, through clustering patients based
on their progressive disease trajectories rather than cross-sectionally. Previ-
ously, studies that investigated progression in the context of PD subtypes
first defined the subtypes and then compared their progression rather than
including progression signals into the clustering itself [260, 262, 264].

In 2018, researchers from our group designed a novel deep learning-based
clustering approach that was specifically designed with clinical data in mind
[106]. The Variational Deep Embeddings with Recurrence (VADER) approach
fuses variational autoencoders [265], long short-term memory networks [266],
and Gaussian mixtures to cluster relatively short time-series data with missing
values. Longitudinal clinical patient data are often subject to both of these
characteristics. Furthermore, VADER allows for a multivariate clustering
covering several dimensions, which is vital for complex diseases with patients
progressing along more than one scale. Consequently, VADER provides the
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capabilities required for meaningful subtyping of complex, progressive disease
such as PD.

Our clustering of PD patient trajectories using VADER revealed three
subtypes with disparate symptomatic progression profiles (presented in Chap-
ter 4.3)[168]. We thereby addressed shortcomings of previous subtyping
endeavors by modeling and integrating information about longitudinal disease
progression into the clustering itself. The main impact of our analysis resides
in the associations we discovered between the identified subtypes and bio-
logical pathways, as they facilitate a deeper understanding of the biological
processes that might contribute to the heterogeneity in disease progression.
Furthermore, the pathways point towards key molecular players that could
present promising targets for subtype-specific interventions. Additionally, our
results highlighted that patients from different progression clusters diverted in
their response to symptomatic treatment, which further emphasizes the need
for subtype-specific interventions. One limitation of our study was that we
did not find an external dataset that fulfilled the requirement of our modeling
strategy and could act as a source for validation. Thus, the external validation
of our findings remains important future work. Since the publication of our
article, to the best of our knowledge, no new advancements have been made
regarding PD subtypes.
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3 Enabling robust data-driven model-

ing in Alzheimer’s disease research

Especially when most research is conducted on observational cohort datasets,
it is essential to understand the datasets’ particularities and expose their
biases and limitations. Moreover, it is critical to have external data sources
available that can serve as validation datasets for developed approaches and
data-mined disease patterns. These factors emphasize the need for in-depth
knowledge of the available data in the field. The projects presented in this
chapter aim to contribute to a rich, organized, and well-understood data
landscape in AD research, which enables the subsequent development and
application of precision medicine approaches.

3.1 Evaluating the Alzheimer’s disease data

landscape

In this section, we summarize our publication presented fully in Appendix
A.1).

Birkenbihl, C., Salimi, Y., Domingo-Fernández, D., Lovestone, S.,
AddNeuroMed Consortium, Fröhlich, H., Hofmann-Apitius M., and
Alzheimer’s Disease Neuroimaging Initiative. (2020). Evaluating the
Alzheimer’s disease data landscape. Alzheimer’s & Dementia: Transla-
tional Research & Clinical Interventions, 6(1), e12102. https://doi.org/10.1002/trc2.12102

Summary

Multiple AD cohort studies have collected datasets, each with their own recruit-
ment criteria and study protocols which can introduce distinct cohort-specific
biases into the acquired data. To achieve reproducible, robust data-driven
results an evaluation of the present AD data landscape is vital to highlight
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systematic differences between cohorts that can limit the generalizability of
scientific insights across patient populations [146, 172, 173]. To this end,
previous efforts relied exclusively on metadata and literature [146, 180, 181],
thereby neglecting the data content itself.

In the study Evaluating the Alzheimer’s disease data landscape, we evalu-
ated the AD data landscape by directly investigating the factually accessible
data of nine major clinical AD cohort studies [139, 140, 170, 179, 223, 267–
270], spanning a combined 60,004 participants and 13 distinct data modalities.

The investigated cohorts differed in key characteristics, such as the distri-
bution of participant age and education level. Substantial deviations among
cohorts were also found in the statistical distributions of key AD biomarkers
like CSF amyloid beta and tau. Comparing assessments of participants’ cog-
nitive performance between cohorts underlined differences in disease severity.
Analyzing the ethnoracial diversity displayed across cohorts revealed a strong
bias towards White individuals with 79.3% of enrolled participants counting
towards this group. Black/African descendants formed the second largest
group with 11.5%. We further exposed discrepancies between previous studies
reporting on the content in our investigated cohorts [180] and our results
which emphasized the necessity to evaluate the data that is actually shared
after data access was granted instead of relying on metadata only.

The systematic deviations we observed across AD cohort datasets can
impede the application of data-driven methods across multiple datasets and
limit generalizability of results achieved on single datasets. Additionally, our
investigation asserted the importance of recruiting more ethnoracially diverse
cohorts, a trend that was picked up by cohort studies over the following years
[163]. Finally, comparison of our results to those gained by metadata-based
approaches emphasized that an investigation of the accessible patient-level
data is imperative to assess a data landscape.

Authors’ contributions

Colin Birkenbihl and Martin Hofmann-Apitius conceived the project. Colin
Birkenbihl and Yasamin Salimi collected the datasets. Colin Birkenbihl,
Yasamin Salimi, and Daniel Domingo-Fernandéz performed the analysis.
Holger Fröhlich provided guidance for the data analysis. Colin Birkenbihl and
Daniel Domingo-Fernandéz wrote the manuscript. Martin Hofmann-Apitius
and Holger Fröhlich revised the manuscript.

36



3.2 ADataViewer: exploring semantically har-

monized Alzheimer’s disease cohort datasets

This section presents our following publication (see Appendix A.2 for the
full article):

Salimi, Y., Domingo-Fernández, D., Bobis-Álvarez, C., Hofmann-Apitius,
M., and Birkenbihl, C., for the Alzheimer’s Disease Neuroimaging
Initiative, the Japanese Alzheimer’s Disease Neuroimaging Initiative,
for the Aging Brain: Vasculature, Ischemia, and Behavior Study, the
Alzheimer’s Disease Repository Without Borders Investigators, for
the European Prevention of Alzheimer’s Disease (EPAD) Consortium.
(2022). ADataViewer: exploring semantically harmonized Alzheimer’s
disease cohort datasets. Alzheimer’s Research & Therapy, 14(1), 69.
https://doi.org/10.1186/s13195-022-01009-4

Summary

With the advent of data-driven methods in biomedical science, the availability
of large, deep-phenotyped patient-level datasets has become increasingly
important [69]. Such datasets are crucial for both discovering and validating
scientific insights [72]. However, in the AD domain, primarily the same data
sources have been analyzed by researchers [125, 137], which can be explained by
the comparably lower findability and accessibility of alternative datasets [170].
Furthermore, working across datasets is hampered by missing interoperability
on the feature-level [177]. These aspects impede the advancement of AD
research through emerging data-driven approaches such as machine learning
and artificial intelligence and can bias current data-driven findings towards
the few commonly used, well-explored AD cohorts.

Our publication titled ADataViewer: exploring semantically harmonized
Alzheimer’s disease cohort datasets describes an online platform that en-
ables the exploration of 20 AD cohort datasets with respect to longitudinal
follow-up, demographics, ethnoracial diversity, measured modalities, and
statistical properties of individual variables. We further conducted a semantic
harmonization of the variable name spaces of the 20 cohorts and published
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the resulting mapping catalog which contains 1196 unique variables. The
StudyPicker tool, which is build into ADataViewer, facilitates the identifica-
tion of AD cohorts that meet user-specified requirements regarding available
variables, sample sizes, and longitudinal follow-up.

By providing researchers with detailed information on available cohort
datasets, we aim to promote robust data-driven research through enabling
the identification of datasets for the discovery and validation of results. Fur-
thermore, exploring the available data through ADataViewer can result in
cumulative time savings by reveal potential data limitations that would
otherwise remain hidden until researchers have completed the data access
procedures. In addition, ADataViewer supports the design of research propos-
als by highlighting available resources during the drafting phase of research
projects.

Authors’ contributions

Colin Birkenbihl conceived and supervised the project. Yasamin Salimi
and Colin Birkenbihl collected the datasets. Yasamin Salimi prepared the
data for ADataViewer. Daniel Domingo-Fernandéz implemented the plat-
form. Yasamin Salimi and Carlos Bobis-Álvarez curated the variable map-
pings. Colin Birkenbihl drafted the manuscript. Daniel Domingo-Fernandéz,
Yasamin Salimi, and Martin Hofmann-Apitius revised the manuscript. Martin
Hofmann-Apitius acquired the funding.
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3.3 ANMerge: a comprehensive and accessi-

ble Alzheimer’s disease patient-level dataset

The summary provided below addresses our publication that is presented in
Appendix A.3:

Birkenbihl, C., Westwood, S., Shi, L., Nevado-Holgado, A., Westman,
E., Lovestone, S., Hofmann-Apitius, M., and AddNeuroMed Consortium.
(2021). ANMerge: a comprehensive and accessible Alzheimer’s disease
patient-level dataset. Journal of Alzheimer’s Disease, 79(1), 423-431.
https://doi.org/10.3233/JAD-200948

Summary

For pursuing precision medicine in AD research, accessible patient-level
datasets are vital to develop and validate AI models [72]. The majority
of data-driven AD research relied on the ADNI dataset, partially because
alternative datasets are difficult to find and lack appropriate preprocessing to
be actionable [125, 138, 156].

Following ADNI’s example [140], in 2005, the AddNeuroMed consortium
started to collect multimodal, longitudinal patient-level AD cohort data [157,
178]. The studies original aim was to discover novel AD biomarkers and the
data was planned to be published and shared with researchers world-wide.
A version of AddNeuroMed that was eventually uploaded on a data sharing
platform, however, was erroneous, not interoperable between its distinct
modalities, and lacked appropriate preprocessing to facilitate its analysis.

In our work titled ANMerge: a comprehensive and accessible Alzheimer’s
disease patient-level dataset, we present an updated version of the AddNeu-
roMed data named ANMerge, in which the before mentioned shortcomings
were corrected and additional data from two sister cohorts of AddNeuroMed
were merged into one single dataset.

ANMerge contains data for 1,702 unique patients that stem from the
original AddNeuroMed study, the Maudsley BRC Dementia Case Registry
at King’s Health Partners cohort (DCR), and the Alzheimer’s Research
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Trust UK cohort (ART) [271]. The longest patient follow-up spanned 12
years. The measured data modalities include clinical assessments, structural
MRI, genotyping, transcriptomic profiling, and blood plasma proteomics. In
ANMerge, all data modalities are fully interoperable, with unified patient
identifiers and feature names. Furthermore, a detailed description of its
content is provided through the corresponding publication and the data is
accessible for third party researchers after successful data access application.

By making a ANMerge accessible, we provided the AD research community
with a comprehensive alternative to previously published cohort datasets,
and thereby support the discovery and robust validation of scientific insights.
This work built the foundation for the research projects presented in Chapters
4.1 and 4.2, as well as other projects performed by our group and others not
presented in this thesis [169, 176, 193–198, 272].

Authors’ contributions

Colin Birkenbihl and Martin Hofmann-Apitius conceived the project. Simon
Lovestone, Sarah Westwood, Eric Westman, Liu Shi, and Alejo Nevado-
Holgado acquired and provided the original raw data. Colin Birkenbihl
preprocessed the data and assembled and harmonized the ANMerge dataset.
Colin Birkenbihl made the new dataset accessible. Colin Birkenbihl wrote
the manuscript. Martin Hofmann-Apitius, Simon Lovestone, Liu Shi, Sarah
Westwood, and Eric Westman revised the manuscript.
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4 Data-driven analysis of the hetero-

geneity in AD and PD

In Chapter 3, we established a foundation for robust data-driven modeling
across AD datasets. In this chapter, we build on those efforts and present work
that models patients’ disease trajectories (4.1), predicts individual disease
risk (4.2 and 4.1), derives disease progression subtypes through clustering
(4.3), and highlights the statistical implications of working across potentially
non-i.i.d. patient-level datasets (4.2 and 4.1). These approaches and models
offer new ways to stratify patients and promote a better understanding of
the disease.

4.1 Unraveling the heterogeneity in Alzheimer’s

disease progression across multiple co-

horts and the implications for data-driven

disease modeling

This section presents our publication (see Appendix A.4):

Birkenbihl, C.1, Salimi, Y.1, Fröhlich, H., Japanese Alzheimer’s Dis-
ease Neuroimaging Initiative, and Alzheimer’s Disease Neuroimaging
Initiative. (2022). Unraveling the heterogeneity in Alzheimer’s dis-
ease progression across multiple cohorts and the implications for data-
driven disease modeling. Alzheimer’s & Dementia, 18(2), 251-261.
https://doi.org/10.1002/alz.12387

1Joint first authors.
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Summary

The modeling of disease progression in AD is a critical aspect of understand-
ing its dynamics and identifying opportunities for early intervention and
recruitment of pre-symptomatic patients into clinical trials [20, 57]. Cohort
study data are often used as a basis for these endeavors [138, 175]. However,
the use of different inclusion and exclusion criteria across AD cohorts can lead
to a violation of the i.i.d. assumption, which can hinder the generalizability
of the results obtained.

In our study titled ’Unraveling the heterogeneity in Alzheimer’s disease
progression across multiple cohorts and the implications for data-driven dis-
ease modeling’, we modeled the progression of AD in six independent cohort
datasets, compared the extracted progression patterns, and assessed their
robustness and concordance across cohorts. Additionally, we proposed a clus-
tering approach to identify the similarity of cohorts based on their exhibited
progression trends.

To extract progression patterns from the cohort data, we utilized multi-
state models [273] with states representing the three clinical stages of AD:
cognitively unimpaired, MCI, and clinical AD (i.e., dementia). Specifically, we
trained one multistate model for each cohort to estimate the state transition
probabilities, the probability of remaining AD diagnosis-free over time, co-
variate hazard ratios, and sojourn times (i.e., the expected time a participant
stays in a state). Notably, we observed substantial differences in all estimated
patterns across the six independent cohorts.

In a second set of analyses, we investigated whether the models had
learned cohort-specific biases. We looked at the relationships between model
covariates and disease progression and found that hazard ratios for the same
covariates differed significantly across cohorts. Furthermore, we applied each
fitted model to a combined dataset comprising all cohorts’ patients, and
found that progression estimates made by each model for the same data
differed significantly. This indicated that the models had indeed learned
cohort-specific biases from their respective training data.

We proposed a clustering approach to assess the similarity of cohort
datasets based on their exhibited progression patterns. To achieve this, we
first constructed a cohort similarity matrix containing the likelihoods of each
cohort’s observations under the fitted model of all other cohorts, respectively.
We then transformed the similarity matrix into a distance matrix, which
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subsequently served as the basis for hierarchical clustering.

The identified differences in progression patterns and cohort-specific biases
suggest that AD cohort datasets do not necessarily represent i.i.d. samples.
Additionally, the findings of our study highlight that results obtained on
single AD cohorts do probably not generalize to the general AD population.
Our proposed clustering approach can serve as a valuable post-hoc method to
quantify the similarity of data-mined patterns across different data sources.
Furthermore, our results underscore the need for rigorous validation and
replication of data-driven models and results in the AD domain.

Authors’ contributions

Colin Birkenbihl and Holger Fröhlich designed the study. Colin Birkenbihl
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4.2 Differences in cohort study data affect ex-

ternal validation of artificial intelligence

models for predictive diagnostics of dementia-

lessons for translation into clinical prac-

tice

Below, we summarize our publication that is presented in Appendix A.5:

Birkenbihl, C., Emon, M. A., Vrooman, H., Westwood, S., Lovestone,
S., AddNeuroMed Consortium, , Hofmann-Apitius M., Fröhlich, H., and
Alzheimer’s Disease Neuroimaging Initiative. (2020). Differences in co-
hort study data affect external validation of artificial intelligence models
for predictive diagnostics of dementia-lessons for translation into clinical
practice. EPMA Journal, 11, 367-376. https://doi.org/10.1007/s13167-
020-00216-z

Summary

In 2018, our group proposed an AI model for early detection of patients at risk
of AD that predicts a clinical AD diagnosis based on a multimodal feature
signature [84]. The model was trained on the ADNI cohort [140] and internal
validation achieved high prediction performance indicated by a C-index of
0.86. However, the model was not externally validated.

Through our previous work on the ANMerge dataset (presented in 3.3, [157,
170, 178]), the possibility of external validation became apparent. However,
recruitment procedures can introduce systematic biases into the collected
data, violating the i.i.d. assumption needed for external validation [133](see
also Sections 4.1 and 3.1). With the publication of Differences in cohort study
data affect external validation of artificial intelligence models for predictive
diagnostics of dementia-lessons for translation into clinical practice, we aimed
to 1) systematically assess differences between two landmark AD cohorts,
namely ADNI and ANMerge, 2) externally validate the proposed risk model
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on ANMerge, and 3) evaluate the impact of systematic cohort differences on
applying AI approaches across AD cohorts.

Based on our analysis of 200 shared features between ADNI and ANMerge,
we found significant differences across many of them using descriptive statistics
and hypothesis testing. These features included demographics, neuroimaging,
and clinical assessments. Our findings suggest that a considerable number of
ANMerge participants may fall outside the distribution of ADNI, and thus
outside the domain of our risk model.

We revised the originally proposed risk model to limit its predictors to
the intersection of the originally incorporated features and the those available
in ANMerge. Afterwards, we trained the new model on ADNI again and
performed an internal validation that yielded a slightly lower C-index of 0.83,
as was expected given less information was included in the model. In external
validation of the model on ANMerge, it achieved a C-index of 0.81.

In a second analysis, we investigated the impact of the identified cohort
differences on model validation. Since participants in ANMerge and ADNI
were likely not i.i.d., we performed propensity score matching to identify
ANMerge participants who were similar to ADNI ones in terms of a small
subset of features commonly used as recruitment criteria: sex, age, years of
education, APOE ϵ4 status, and MMSE. After matching, many of the initially
observed differences between the two cohorts were no longer significant. When
we applied the risk model to the matched ANMerge participants, we obtained
a C-index of 0.88. This result indicates that the validation performance of
an AI model is influenced by the proportion of participants in the validation
cohort that fall outside the model domain learned on the training cohort.

To the best of our knowledge, this was one of the first times that a AD risk
model was externally validated, which marked an important proof of concept
that early detection of AD is possible by leveraging personalized multimodal
data signatures. Furthermore, by putting the results in perspective of the data
differences, the article raised awareness about a critical yet underexplored
aspect of data-driven modeling in AD research. Additionally, we proposed
a post-hoc evaluation strategy that allows to investigate a potential out-of-
distribution effect when validating models externally.
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bihl and Holger Fröhlich wrote the manuscript.

46



4.3 Artificial intelligence-based clustering and

characterization of Parkinson’s disease

trajectories

The following summary addresses our publication printed in Appendix A.6).

Birkenbihl, C., Ahmad, A., Massat, N. J., Raschka, T., Avbersek,
A., Downey, P., Armstrong, M., and Fröhlich, H. (2023). Artificial
intelligence-based clustering and characterization of Parkinson’s disease
trajectories. Scientific Reports, 13(1), 2897. https://doi.org/10.1038/s41598-
023-30038-8

Summary

PD is a highly heterogeneous disease likely comprising multiple disease sub-
types [2, 37, 46, 55]. Various studies have attempted to identify these subtypes
in order to disentangle the heterogeneity of the disease [60, 120, 260]. However,
most of these studies neglected the progressive nature of PD by relying only
on cross-sectional data. Additionally, insights into the biological pathways
potentially causing the heterogeneity remained limited.

In our publication titled Artificial intelligence-based clustering and charac-
terization of Parkinson’s disease trajectories, we identified and characterized
three distinct PD progression clusters using longitudinal patient-level data.
For clustering the multivariate trajectories of PD patients along six clinical
outcomes covering both motor and non-motor symptoms, we employed the
VADER approach that was previously published by our group [106]. The
data used in this study originated from PPMI and included only de-novo PD
patients who received their diagnosis at most two months prior to their first
data collection visit [143].

The three identified clusters divide PD patients into subgroups experi-
encing ’slow’, ’moderate’, and ’fast’ progression of the disease. We did not
find significant differences between clusters for potential confounders such
as time since diagnosis, distribution of Hoehn and Yahr stages at study
baseline, and biological sex. Statistical analysis of DaTSCAN measurements
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revealed that patients from distinct clusters suffered from varying degrees of
dopaminergic loss, with ’fast’-progressors being the most affected. When inves-
tigating the response to L-DOPA treatment, we found that motor symptoms
in ’fast’-progressors increased steadily despite continuous treatment, whereas
patients belonging to the ’slow’ and ’moderate’ cluster showed relatively stable
management of motor symptoms while the disease progressed.

Using sparse group LASSO [274], we discovered associations between the
progression clusters and clinical features, genetic markers, and biological
pathways. Our results indicated, for example, that patients with rapid eye
movement sleep behavior disorder and hallucinations were more likely to
experience a ’faster’ progression of PD. Moreover, we found that the cluster
exhibiting ’fast’ progression was associated with genetic perturbation of several
pathways related to vesicle transport, Golgi fragmentation, and neuronal
protection. Conclusively, this study provides insight into various types of PD
progression and their association with unique clinical and biological features,
which enhances our understanding of the heterogeneity of PD.

Authors’ contributions

Patrick Downey, Martin Armstrong, and Holger Fröhlich designed the project.
Martin Armstrong, Holger Fröhlich, Andreja Avbersek., Patrick Downey
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5 Synthetic data: addressing the limi-

tations of patient-level clinical data

through generative models

In Chapter 3 we covered the limitations of patient-level clinical data. Chapter
4 delved into their implications for data-driven modelling in NDD research.
Especially missing values, irregularities of assessment intervals across cohort
studies, and data availability pose re-occurring challenges when applying
data-driven approaches to biomedical data. However, generative modeling
(a paradigm explained in more detail in Section 1.3.2) provides a potential
solution to these limitations by enabling the generation of realistic synthetic
patient-level data.

5.1 Generation of realistic synthetic data us-

ing multimodal neural ordinary differen-

tial equations

This section presents the following publication (see Appendix A.7):

Wendland, P.1, Birkenbihl, C.1, Gomez-Freixa, M., Sood, M., Kschischo,
M., and Fröhlich, H. (2022). Generation of realistic synthetic data us-
ing multimodal neural ordinary differential equations. NPJ Digital
Medicine, 5(1), 122. https://doi.org/10.1038/s41746-022-00666-x

1Joint first authors.
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Summary

Authentic synthetic data can overcome several limitations encountered when
dealing with patient-level data. They are highly regular with respect to patient
follow-up and are not subject to missing values, allowing for more reliable
and consistent analyses. Synthetic data can also support the simulation of
counterfactual scenarios, enabling researchers to explore “what-if” scenarios
without collecting new data. Additionally, synthetic data can serve as an
anonymization approach, allowing for the sharing of data while protecting
patient privacy [160, 199–201].

In our publication titled Generation of realistic synthetic data using multi-
modal neural ordinary differential equations, we introduce multimodal neural
ordinary differential equations (MultiNODEs) a new generative AI model
specifically designed for the generation of longitudinal patient-level data.

Methodologically, MultiNODEs represent an extension of neural ordinary
differential equations [212] that enables the generation of multimodal data,
which includes both time-dependent and static variables. To incorporate
static variables, we utilized a variational autoencoder that was specifically
designed for heterogeneous incomplete data (HI-VAE) [216] to embed the static
variables into a latent space. The latent representation of the static variables
is then concatenated with the latent representation of the time-dependent
variables, which forms the initial condition for an ODE. To appropriately
handle missing values in the training data, we further adopted a specific
imputation layer first proposed in [106].

A significant advantage of MultiNODEs compared to other multimodal
generative methods [160] lies in their capability to generate data in continuous
time, allowing for smooth interpolation and extrapolation of trajectories
and sampling of arbitrary time intervals. During data generation, latent
representations of static and longitudinal variables are randomly sampled
from a Bayesian network that models the interdependencies between them.
The time-dependent variables are then generated from a latent ODE given
the sampled initial condition while static variables are directly decoded from
their latent representation using the HI-VAE.

We demonstrate the performance of MultiNODEs by applying them to
patient-level clinical data from AD patients [269] and PD patients [143],
respectively. For both datasets, MultiNODEs generated authentic synthetic
data that retained the longitudinal dynamics, marginal distributions, and

50



correlation structure of the real-world data. We further investigate the
generative properties and robustness of MultiNODEs by evaluating their
performance on data simulated using a non-linear epidemiological model.
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6 Conclusion

Despite extensive efforts to identify disease-modifying treatments for AD
and PD, none have been found to date [2, 3]. This is believed to be due
to the heterogeneity among patients and the late timing of interventions
within patients’ disease trajectories [57]. With the research presented in
this thesis, we contributed to the vision of precision medicine in AD and
PD through data-driven approaches aiming to mitigate the aforementioned
challenges. We proposed new methods for patient stratification to identify
AD in its earliest pre-symptomatic form, disentangled the heterogeneity in
PD symptom progression to deepen disease understanding, and modeled AD
progression across multiple independent patient populations. Beyond this, we
promote robust data-driven modeling in the AD and PD domain by exploring
the i.i.d. assumption across AD cohorts, describing the AD data landscape
and providing tools for its exploration, contributing openly accessible data to
researchers, and publishing a novel deep learning architecture for generating
multimodal, time-continuous synthetic patient-level data. Many of these
endeavors included or enabled thorough validation and replication of data-
driven findings. Without adequate validation, research will not advance
from a proof-of-concept stage to closing the translational gap and actually
improving patients’ lives [72].

There are various effective ways to achieve precision medicine through pa-
tient stratification. In this thesis, we present risk-based time-to-event models,
trajectory modeling, and trajectory clustering. From a data-driven modeling
perspective, each approach has its own advantages and disadvantages in
different scenarios. Nevertheless, the stratification approaches that are best
suited for clinical use will eventually prevail and lead to a transformation in
healthcare. Initially, their impact will likely be seen in the context of enrich-
ment trials. Once efficacious interventions have been identified, stratification
can be applied to match individual patients with the optimal treatments
based on their biomarker signatures. Matching patients with the right inter-
vention becomes even more relevant since amyloid beta antibodies have been
successful in phase III trials. Given the significant amount of adverse events
connected to these drugs [275], identifying the right patients is crucial. In this
context, it will become even more important to investigate and eventually
predict the cognitive reserve and pathological resistance of patients, to avoid
unnecessary treatments.
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We do not anticipate that our presented stratification approaches will
directly be implemented in clinical practice in their current form. As they have
not been prospectively validated and lack regulatory approval, it would be
illegal to apply them to patients for clinical decision support [72]. Nevertheless,
we believe that they underline the necessity, complexity, challenges, and
feasibility of data-driven research in the NDD domain. We are confident that
our approaches represent significant strides towards a better comprehension
of the current limitations in the field and, as a result, contribute to eventually
bridging the translational gap.

6.1 Perspective future work

In the bigger context of the value chain that precision medicine can offer
to NDD research (presented in Figure 3 in Chapter 2), the next steps point
towards testing stratification approaches in the context of adaptive enrichment
trials to improve the chances of finding efficacious treatments. But also with
respect to our work presented in this thesis, there are numerous opportunities
to extend them:

Our proposed AD risk model has been externally validated in one inde-
pendent cohort, representing the second step in the validation process to
eventually apply an AI approach in healthcare [72]. However, given the large
feature space employing this model is costly both in monetary expenses and
time spent collecting the necessary data. While genotyping has become less
of an obstacle as became evident in oncology [86], our risk model additionally
relies on MRI which remains costly. Giving the success of recent amyloid
beta antibodies when treating early AD [26, 28, 275], we believe that PET
scan-based features will be more regularly assessed instead of MRI, as they are
necessary to receive the treatment. Therefore, it would be preferable to reduce
the feature space to the minimally required predictors that achieve reasonable
predictive performance and include PET-measured amyloid burden. Finally,
the next step would consist of prospectively validating the model during a
clinical trial and seeking regulatory approval.

With respect to our PD progression subtyping, it is important to note
that it primarily captured the motor symptom progression of patients. Future
work could explore the incorporation of additional non-motor symptoms,
such as cognitive decline and neuropsychiatric symptoms, into the subtyping
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approach, as these symptoms also have a significant impact on patients’
quality of life and disease management. Furthermore, the identified subtypes
still require external validation. Due to the complex requirements on the data,
we were unable to identify an adequate cohort for external validation. Here,
new avenues need to be explored that enable leveraging data from patients
that have not been aligned temporally. Temporal alignment of heterogeneous
clinical trajectory could, for example, be achieved by learning relative time
shifts for patients based on their observed disease trajectories. Moreover,
we also see great opportunities to transfer the approach to the AD domain.
Finally, it would be of great interest and economical impact to understand
how an enrichment of subtypes using AI models would affect the statistical
power of clinical trials.

Our contributions to the AD data landscape have found wide recognition
in the field (see Chapter 2 for details). However, as more cohorts are pub-
lished and others continue to collect data, constant updating will be required.
Furthermore, our data harmonization efforts were mainly restricted to the
semantic mapping of feature names across distinct datasets. To allow for
modeling seamlessly across datasets, a statistical harmonization is also re-
quired. To this end, a global data model would be beneficial that harmonizes
the entirety of data representations in the field. To the best of our knowledge,
previously published data models have not made a significant impact so far
[276]. Moreover, an automation of the mapping process and mathematical
transformations to harmonize data representations would accelerate robust
cohort data-driven analyses considerably. While we have published tools to
support the semantic mapping process [277], there remains a long way to
go. Finally, we believe that the extension of these efforts to the PD domain
would be vital.

Considering synthetic data, there has been an ongoing debate on the
trade-off between their fidelity and authenticity on one hand and the re-
identification risk of patients in the training data on the other. Although
several approaches have been developed, there is a need for agreed-upon
best practices to enable comparable benchmarks [278, 279]. In addition,
incorporating unstructured data, such as doctoral letters, electronic health
records and medical claims data, into new generative models and combine
them with the clinical modalities we utilized in our MultiNODEs represents
a promising direction for synthetic patient-level data in the future.
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Acronyms

AD Alzheimer’s disease. 1

ADAS-Cog Alzheimer’s Disease Assessment Scale–Cognitive subscale. 6

ADNI Alzheimer’s Disease NeuroImaging Initiative. 17

AI artificial intelligence. 11

APOE apolipoprotein E. 2

CDR Clinical Dementia Rating. 6

CDRSB Clinical Dementia Rating Sum of Boxes. 6

DaTSCAN dopamine-transporter-scan. 4

EHR electronic health records. 7

EMA European Medical Agency. 2

FDA U.S. Food and Drug Administration. 2

GMMs Gaussian mixture models. 12

i.i.d. independent and identically distributed. 15

MCI mild cognitive impairment. 2

MOA mechanism of action. 5

MRI magnetic resonance imaging. 3

NDD neurodegenerative diseases. 1

PD Parkinson’s disease. 1

PET positron emission tomography. 3

PPMI Parkinson’s Progression Markers Initiative. 17
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RBD rapid eye movement-sleep behaviour disorder. 3

UPDRS Unified Parkinson’s Disease Rating Scale. 6
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72. Fröhlich, H. et al. From Hype to Reality: Data Science Enabling Personalized

Medicine. BMC Medicine 16, 150. issn: 1741-7015. (2023) (Aug. 2018).

73. Lonergan, M. et al. Defining Drug Response for Stratified Medicine. Drug

Discovery Today 22, 173–179. issn: 1359-6446. (2023) (Jan. 2017).

63



74. Ginsburg, G. S. & Phillips, K. A. Precision Medicine: From Science to Value.

Health affairs (Project Hope) 37, 694–701. issn: 0278-2715. (2023) (May

2018).

75. Seyhan, A. A. & Carini, C. Are Innovation and New Technologies in Pre-

cision Medicine Paving a New Era in Patients Centric Care? Journal of

Translational Medicine 17, 114. issn: 1479-5876. (2023) (Apr. 2019).

76. Sharifi-Noghabi, H., Zolotareva, O., Collins, C. C. & Ester, M. MOLI: Multi-

Omics Late Integration with Deep Neural Networks for Drug Response

Prediction. Bioinformatics 35, i501–i509. issn: 1367-4803. (2023) (July

2019).

77. Hey, S. P., Gerlach, C. V., Dunlap, G., Prasad, V. & Kesselheim, A. S. The

Evidence Landscape in Precision Medicine. Science Translational Medicine

12, eaaw7745. (2023) (Apr. 2020).

78. Kosorok, M. R. & Laber, E. B. Precision Medicine. Annual Review of

Statistics and Its Application 6, 263–286. (2023) (2019).

79. Ching, T. et al. Opportunities and Obstacles for Deep Learning in Biology

and Medicine. Journal of The Royal Society Interface 15, 20170387. (2023)

(Apr. 2018).

80. Antoniou, A. et al. Average Risks of Breast and Ovarian Cancer Associated

with BRCA1 or BRCA2 Mutations Detected in Case Series Unselected for

Family History: A Combined Analysis of 22 Studies. The American Journal

of Human Genetics 72, 1117–1130. issn: 0002-9297, 1537-6605. (2023)

(May 2003).

81. Li, R., Chen, Y., Ritchie, M. D. & Moore, J. H. Electronic Health Records

and Polygenic Risk Scores for Predicting Disease Risk. Nature Reviews

Genetics 21, 493–502. issn: 1471-0064. (2023) (Aug. 2020).

82. Torkamani, A., Wineinger, N. E. & Topol, E. J. The Personal and Clinical

Utility of Polygenic Risk Scores. Nature Reviews Genetics 19, 581–590.

issn: 1471-0064. (2023) (Sept. 2018).

83. Lamb, J. R., Jennings, L. L., Gudmundsdottir, V., Gudnason, V. & Emils-

son, V. It’s in Our Blood: A Glimpse of Personalized Medicine. Trends in

Molecular Medicine 27, 20–30. issn: 1471-4914, 1471-499X. (2023) (Jan.

2021).

64



84. Khanna, S. et al. Using Multi-Scale Genetic, Neuroimaging and Clinical

Data for Predicting Alzheimer’s Disease and Reconstruction of Relevant

Biological Mechanisms. Scientific Reports 8, 11173. issn: 2045-2322. (2023)

(July 2018).

85. Buchbinder, E. I. & Hodi, F. S. Impact of Precision Medicine in Oncology:

Immuno-oncology. The Cancer Journal 29, 15. issn: 1528-9117. (2023)

(2023).

86. Dugger, S. A., Platt, A. & Goldstein, D. B. Drug Development in the Era

of Precision Medicine. Nature Reviews Drug Discovery 17, 183–196. issn:

1474-1784. (2023) (Mar. 2018).

87. Schwaederle, M. et al. Impact of Precision Medicine in Diverse Cancers: A

Meta-Analysis of Phase II Clinical Trials. Journal of Clinical Oncology 33,

3817–3825. issn: 0732-183X. (2023) (Nov. 2015).

88. Dalton, W. B. et al. Personalized Medicine in the Oncology Clinic: Imple-

mentation and Outcomes of the Johns Hopkins Molecular Tumor Board.

JCO Precision Oncology, 1–19. (2023) (Nov. 2017).

89. Fountzilas, E., Tsimberidou, A. M., Vo, H. H. & Kurzrock, R. Clinical Trial

Design in the Era of Precision Medicine. Genome Medicine 14, 101. issn:

1756-994X. (2023) (Aug. 2022).

90. Park, J. J. H. et al. Systematic Review of Basket Trials, Umbrella Trials,

and Platform Trials: A Landscape Analysis of Master Protocols. Trials 20,

572. issn: 1745-6215. (2023) (Sept. 2019).

91. Renfro, L. A. & Sargent, D. J. Statistical Controversies in Clinical Research:

Basket Trials, Umbrella Trials, and Other Master Protocols: A Review

and Examples. Annals of Oncology 28, 34–43. issn: 0923-7534, 1569-8041.

(2023) (Jan. 2017).

92. Lee, H. J. et al. Prognostic and Predictive Values of EGFR Overexpression

and EGFR Copy Number Alteration in HER2-positive Breast Cancer. British

Journal of Cancer 112, 103–111. issn: 1532-1827 (Jan. 2015).

93. Freidlin, B. & Korn, E. L. Biomarker Enrichment Strategies: Matching Trial

Design to Biomarker Credentials. Nature Reviews Clinical Oncology 11,

81–90. issn: 1759-4782. (2023) (Feb. 2014).

65



94. Sicklick, J. K. et al. Molecular Profiling of Cancer Patients Enables Person-

alized Combination Therapy: The I-PREDICT Study. Nature Medicine 25,

744–750. issn: 1546-170X (May 2019).

95. FDA. Enrichment Strategies for Clinical Trials to Support Approval of

Human Drugs and Biological Products https://www.fda.gov/regulatory-

information/search-fda-guidance-documents/enrichment-strategies-clinical-trials-

support-approval-human-drugs-and-biological-products. Apr. 2019. (2023).

96. Mills, E. J. & Nsanzimana, S. Have Clinical Trials in HIV Finally Matured?

The Lancet HIV 6, e561–e563. issn: 2352-3018. (2023) (Sept. 2019).

97. Huang, S., Yang, J., Fong, S. & Zhao, Q. Artificial Intelligence in Cancer

Diagnosis and Prognosis: Opportunities and Challenges. Cancer Letters 471,

61–71. issn: 0304-3835. (2023) (Feb. 2020).

98. Koelzer, V. H., Sirinukunwattana, K., Rittscher, J. & Mertz, K. D. Precision

Immunoprofiling by Image Analysis and Artificial Intelligence. Virchows

Archiv 474, 511–522. issn: 1432-2307. (2023) (Apr. 2019).

99. Kvamme, H., Borgan, Ø. & Scheel, I. Time-to-Event Prediction with Neural

Networks and Cox Regression. Journal of Machine Learning Research 20,

1–30. issn: 1533-7928. (2023) (2019).

100. Dinh, A., Miertschin, S., Young, A. & Mohanty, S. D. A Data-Driven

Approach to Predicting Diabetes and Cardiovascular Disease with Machine

Learning. BMC Medical Informatics and Decision Making 19, 211. issn:

1472-6947. (2023) (Nov. 2019).

101. Jhee, J. H. et al. Prediction Model Development of Late-Onset Preeclampsia

Using Machine Learning-Based Methods. PLOS ONE 14, e0221202. issn:

1932-6203. (2023) (Aug. 2019).

102. Lampe, L. et al. Comparative Analysis of Machine Learning Algorithms for

Multi-Syndrome Classification of Neurodegenerative Syndromes. Alzheimer’s

Research & Therapy 14, 62. issn: 1758-9193. (2023) (May 2022).

103. Courtiol, P. et al. Deep Learning-Based Classification of Mesothelioma

Improves Prediction of Patient Outcome. Nature Medicine 25, 1519–1525.

issn: 1546-170X. (2023) (Oct. 2019).

104. Emon, M. A. et al. Clustering of Alzheimer’s and Parkinson’s Disease Based

on Genetic Burden of Shared Molecular Mechanisms. Scientific Reports 10,

19097. issn: 2045-2322. (2023) (Nov. 2020).

66



105. Kasa, S. R., Bhattacharya, S. & Rajan, V. Gaussian Mixture Copulas for

High-Dimensional Clustering and Dependency-Based Subtyping. Bioinfor-

matics 36, 621–628. issn: 1367-4803. (2023) (Jan. 2020).

106. de Jong, J. et al. Deep Learning for Clustering of Multivariate Clinical

Patient Trajectories with Missing Values. GigaScience 8, giz134. issn:

2047-217X (Nov. 2019).

107. Lundberg, S. & Lee, S.-I. A Unified Approach to Interpreting Model Predic-

tions Nov. 2017. arXiv: 1705.07874 [cs, stat]. (2023).

108. Molnar, C. et al. Relating the Partial Dependence Plot and Permutation

Feature Importance to the Data Generating Process Sept. 2021. arXiv: 2109.

01433 [cs, stat]. (2023).

109. Janzing, D., Minorics, L. & Bloebaum, P. Feature Relevance Quantification

in Explainable AI: A Causal Problem in Proceedings of the Twenty Third

International Conference on Artificial Intelligence and Statistics (PMLR,

June 2020), 2907–2916. (2023).

110. Shmueli, G. To Explain or to Predict? Statistical Science 25, 289–310. issn:

0883-4237, 2168-8745. (2023) (Aug. 2010).

111. Vamathevan, J. et al. Applications of Machine Learning in Drug Discovery

and Development. Nature Reviews Drug Discovery 18, 463–477. issn:

1474-1784. (2023) (June 2019).

112. FDA. Statement from FDA Commissioner Scott Gottlieb, M.D. on Steps

toward a New, Tailored Review Framework for Artificial Intelligence-Based

Medical Devices https://www.fda.gov/news-events/press-announcements/statement-

fda-commissioner-scott-gottlieb-md-steps-toward-new-tailored-review-framework-

artificial. Apr. 2019. (2023).
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Abstract
Introduction: Numerous studies have collected Alzheimer’s disease (AD) cohort data
sets. To achieve reproducible, robust results in data-driven approaches, an evaluation
of the present data landscape is vital.
Methods:Previous efforts relied exclusively onmetadata and literature.Here,we eval-
uate the data landscape by directly investigating nine patient-level data sets generated
inmajor clinical cohort studies.
Results: The investigated cohorts differ in key characteristics, such as demograph-
ics and distributions of AD biomarkers. Analyzing the ethnoracial diversity revealed
a strong bias toward White/Caucasian individuals. We described and compared the
measured data modalities. Finally, the available longitudinal data for important AD
biomarkers was evaluated. All results are explorable through our web application
ADataViewer (https://adata.scai.fraunhofer.de).
Discussion: Our evaluation exposed critical limitations in the AD data landscape that
impede comparative approaches across multiple data sets. Comparison of our results
to those gained by metadata-based approaches highlights that thorough investigation
of real patient-level data is imperative to assess a data landscape.
KEYWORDS
Alzheimer’s disease, biomarker, clinical study, cohort, cohort study, data, data access, data shar-
ing, data viewer, data-driven, data set, dementia, disease modeling, FAIR data, magnetic reso-
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2 of 11 BIRKENBIHL ET AL.

1 BACKGROUND
In the field of Alzheimer’s disease (AD) research, numerous cohort
studies have been conducted, and their collected data build the basis
for a plethora of research projects. However, each of these studies
only reflects patients of a particular subpopulation defined by inclu-
sion and exclusion criteria. This is becoming especially relevant with
respect to the increasing popularity of data-driven approaches and
machine learning.1,2 After analyzing a single cohort, it is mandatory
to demonstrate that results are reproducible in independent, exter-
nal data originating from distinct cohort studies. Furthermore, it is
essential to conduct comparative analyses across data sets to assess
whether the observed patterns are robust.3 Such systematic data-
driven approaches are, however, hampered because patient-level data
are often difficult to access or entirely inaccessible.Moreover, we have
limited knowledge about how the distinct cohort data sets available in
our field compare to each other on a qualitative (eg, overlap of mea-
sured variables) as well as quantitative level (eg, values encountered
in the data).4,5 Thus, to leverage the full potential of collected patient-
level data, it is important to characterize the clinical ADdata landscape
in detail.

1.1 Metadata-driven evaluations of theAlzheimer’s disease data landscape
Evaluating a data landscape involves organizing and comparing data
sets to: (1) qualitatively assess their collected datamodalities and vari-
ables, and (2) quantitatively describe the demographics of the study
population and distributions ofmeasured variables. Such characteriza-
tion provides a detailed overview of the data accessibility and supports
the design of research projects and future cohort studies. Finally, eval-
uating a data landscape inherently exposes potential flaws with regard
to interoperability between existing data sets and underrepresenta-
tion of important disease or population characteristics.

In the AD field, previous studies have attempted to establish a com-
prehensive view of the AD data landscape as well as to demonstrate
how cohort data sets relate to each other. For example, the European
Medical Information Framework (EMIF) collected metadata of AD
cohort studies by providing data owners with a questionnaire in which
they could specify the variables contained in their data sets. The result-
ing metadata is presented through the EMIF-Catalog.6 Similarly, the
RealworldOutcomes across theAlzheimer’sDisease spectrum for bet-
ter care: Multi-modal data Access Platform (ROADMAP) project gen-
erated an overview of clinical outcomes and data modalities that were
collected in several European AD cohort studies.7 By analyzing meta-
data (partially originating from the EMIF-Catalog), ROADMAP created
the ROADMAP Data Cube, a web application that shows the avail-
ability of AD-related outcomes in a selected set of European demen-
tia cohorts (https://datacube.roadmap-alzheimer.org). Lawrence et al.,
on the other hand, opted for a literature-based approach to assess the
AD data landscape. The authors reviewed publications corresponding
to AD cohort data sets and gathered the contained information.7

RESEARCH INCONTEXT
1. Systematic review: The authors reviewed relevant lit-

erature through bibliographic search engines. Relevant
cohort data sets have been discovered through data por-
tals, data publications, and citations in the literature.
Applications were filed for 18 cohort data collections of
which 9were successful.

2. Interpretation: The presented results illustrate the cur-
rent state of the Alzheimer’s disease (AD) data land-
scape from a patient-level data-centric perspective,
whereas previous investigations relied solely on provided
cohort metadata. This investigation exposes limitations
in data availability and interoperability, and establishes
a detailed overview on what resources current data sets
provide for data-driven analyses.

3. Future directions: This work emphasizes the need for a
common semantic framework for patient-level AD data
to enable the community to work across cohort data sets
and ultimately to generate robust scientific insights to
advance AD research.

1.2 Moving beyond metadata through data-levelinvestigations
All of the above-mentioned undertakings attempted to evaluate the
AD data landscape solely on the basis of metadata and literature, with-
out investigating the underlying patient-level data. However, review-
ing study protocols can only explain the original design of a given study
and thereby neglects unforeseen changes in procedures or participant
recruitment throughout study runtime. The alternative approach is
a patient-level and data-driven evaluation of the AD data landscape,
which is a tedious and time-consuming endeavor. The first hurdle of
such an approach is gaining access to a sufficient number of cohort data
sets. Data access typically requires completing an application proce-
dure with numerous legal requirements and considerations. If access
is granted, intensive manual curation and investigation of data follow.
Although difficult to establish, a comprehensive data-driven view on
the AD data landscape is crucial, since reliance exclusively on meta-
data assumes that these metadata correctly describe the underlying
data sets and that the data sets are complete. In contrast, a patient-
level anddata-drivenevaluation (1) is not subject to these assumptions,
(2) allows for a quantitative investigationof important cohort statistics,
and (3) illustrates the amount and quality of the data accessible to the
field.

1.3 Novelty and impact of this work
In this work, we aimed at assessing the current AD data landscape
through meticulous investigation and curation of accessible cohort
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TABLE 1 The investigated AD cohorts and their references
Cohort Consortium Reference
A4 Anti-Amyloid Treatment in Asymptomatic

Alzheimer’s Disease
9

ADNI The Alzheimer’s Disease Neuroimaging
Initiative

10

ANMerge AddNeuroMed 11
AIBL The Australian Imaging, Biomarker &

Lifestyle Flagship Study of Ageing
12

EMIF-1000 EuropeanMedical Information Framework 13
EPAD v1500 European Prevention of Alzheimer’s

Dementia
14

JADNI Japanese Alzheimer’s Disease
Neuroimaging Initiative

15

NACC TheNational Alzheimer’s Coordinating
Center

16

ROSMAP The Religious Orders Study andMemory
and Aging Project

17

data sets on the data level rather than solely relying on metadata
and/or literature. To accomplish this task, we traced down, accessed,
investigated, and compared nine of the major clinical cohort study
data sets available in the AD field. Here, we comprehensively describe
the acquired data and show which data modalities we found in the
data sets as well as their overlaps with other studies. In addition,
we assessed the longitudinal follow-up on the biomarker level and
demonstrated to what extent current AD data are covering the pro-
gression of the disease. Furthermore, we compared the content we
observed in these data sets with the reported findings of metadata-
based approaches.6,8 Finally, we made all results available through
ADataViewer (https://adata.scai.fraunhofer.de), an interactive web-
portal that allows researchers to explore the AD data landscape gen-
erated based on the investigated data sets.

2 METHODS
2.1 Investigated cohorts
We aimed to acquire as many major AD cohort studies as possible to
allow for a thorough investigation of the data landscape. We only con-
sidered data sets that were downloadable, hereby excluding data por-
tals with restricted data access from our investigations. Most of the
data sets we accessed were shared after completing an official data
request process. We applied for access to 18 distinct AD cohort data
sets. Until submitting thiswork for publication,wewere granted access
to nine (Table 1). We discuss the reasons behind failed data access
applications in the Supplementary Text. Notably, not all of the accessed
data sets are observational cohort studies in the strict sense; for more
information, please see the Supplementary Text.

It is important to be aware that not all of these studies followed
the same design or goals. Each study enforced its own recruitment cri-

teria and enrolled participants following distinct selection processes.
Although someaimed for a case-control setting and includeda substan-
tial amount of ADpatients in their cohort, others deliberately excluded
them to focus on early disease progression. Therefore, the cohort data
sets are all subject to inherent biases.

2.2 Generating the summary statistics
To illustrate the content of the data sets, we characterized the demo-
graphics of each cohort and described the encountered statistical dis-
tributions of important AD biomarkers. The demographic variables we
considered are: participant age, sex, and completed years of education.
The AD biomarkers we compared between cohorts are motivated in
the Supplementary Text. In addition, we assessed the diversity of eth-
noracial groups in our acquired AD cohorts, since it is known that eth-
noracial factors may impact AD and related findings.19 More detailed
definitions of the ethnoracial groups can be found in the Supplemen-
tary Text.

For numerical variables, we describe the encountered distributions
using the 25%, 50%, and 75% quantiles of the raw measurements.
For categorical ones, we describe the proportion of study participants
falling into its respective categories. In some data sets, single variables
were reported only numerically given that they were placed within a
defined value range (eg, 400 to 1700). If the measurement appeared
to be outside of this range, the exact number was not reported but
replaced with a cutoff (eg, “>1700″). To allow for calculations, we con-
sidered these values to be equal to thementioned cutoff (here, 1700).

2.3 Generating the data availability map
While establishing a data landscape, it is of high interest to identify
the data modalities that were measured in the underlying studies as
well as to compare their overlaps. However, assessing the availability
of data modalities in clinical cohort data sets is not straightforward.
This process involves intensive and meticulous manual curation of the
acquired data sets and thereby the definition of applicable curation
criteria specifying under which circumstances each data modality is
considered as “available.” Furthermore, it is often necessary to define
a gradual categorization to represent the degree of availability. For
example, exclusivelymeasuring two specific single nucleotide polymor-
phisms (SNPs) is not equal to conducting a genome-wide genotyping of
individuals. Similarly, distributing normalized brain volumes summed
over both hemispheres is less informative than providing the under-
lying raw magnetic resonance (MR) images. The latter would enable
researchers to process the images according to their needs, whereas
the former impedes interoperability to other data sets due to differ-
ences in employed image-processing pipelines. This could hamper cer-
tain analyses such as systematic comparisons across cohorts or valida-
tion approaches.

To enable ameaningful, comparable assessment of the availability of
datamodalities, we established criteria for categorizing the availability
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4 of 11 BIRKENBIHL ET AL.

TABLE 2 Description of the investigated cohorts

Cohorts N Healthy MCI AD
Nwith 2+
visits

Follow-up
Interval
(months) Location

Diagnostic criteria
AD

A4 6943 6943 0 0 0: ≈8 US, Canada, Australia AD patients excluded
ADNI 2249 813 1016 389 1978 (88%) 6 USA, Canada NINCDS-ADRDA
AIBL 1378 803 134 181 1019 (74%) 18 Australia NINCDS-ADRDA
ANMerge 1702 793 397 512 1254 (74%) 12 Europe NINCDS-ADRDA
EMIF 1221 386 526 201 0 no follow-up Europe NINCDS-ADRDA
EPAD v1500 1500 1410 80 3 0: 6 Europe NINCDS-ADRDA
JADNI 537 151 233 149 518 6 Japan NINCDS-ADRDA
NACC 40858 15894 3649 11761 27657 (68%) 12 US UDS FormD1
ROSMAP 3627 2514 898 203 3335 (92%) 12 US NINCDS-ADRDA

NOTE: The numbers of diagnosed subjects do not always add up to N, since patients with different dementia diagnoses (eg, Lewy body or frontotemporal
dementia) were excluded. N, Total number of participants; CTL/MCI/AD, Number of participants with the respective diagnosis at study baseline; 2+ visits,
Number of study participants for whom data for at least two time points are available; Follow-up Interval, Approximated regular time interval between
participant visits; Longitudinal data have been collected but are not yet released.
TABLE 3 Distribution of demographic variables and key AD biomarkers encountered in each cohort

Female
% Age Education

APOE
ε4% MMSE CDR CDR-SB Hippocampus A-beta t-Tau p-Tau

A4 57.7 68, 71, 75 14, 16, 18 34.3 28, 29, 30 0.0, 0.0, 0.0 0.0, 0.0, 0.0 6, 7, 7
ADNI 47 68, 73, 78 14, 16, 18 45.6 26, 28, 29 0.0, 0.5, 0.5 0.0, 1.0, 2.0 5948, 6864,

7651
596, 854,
1396

193, 258,
350

17, 24,
34

AIBL 57.9 67, 73, 79 10, 12, 15 36 26, 28, 30 0.0, 0.0, 0.5 0.0, 0.0, 1.0 3, 3, 3 445, 567,
802

238, 366,
516

43, 64,
81

ANMerge 59.3 71, 77, 81 8, 11, 14 38.8 24, 28, 29 0.0, 0.5, 0.5 0.0, 0.5, 4.0 5311, 6270,
7142

EMIF 46.2 62, 68, 74 9, 12, 15 46.8 25, 28, 29 0.5, 0.5, 0.5 6357, 7223,
8004

385, 525,
739

160, 278,
504

37, 52,
74

EPAD 56.9 60, 66, 71 12, 15, 17 37.7 28, 29, 30 0.0, 0.0, 0.0 0.0, 0.0, 0.0 4413, 4808,
5182

899, 1319,
1700

162, 201,
252

13, 17,
22

JADNI 52.7 66, 72, 77 12, 12, 16 46.1 24, 26, 29 0.0, 0.5, 0.5 0.0, 1.5, 3.0 5260, 6133,
7132

254, 315,
454

67, 101,
138

36, 48,
73

NACC 57.2 65, 72, 79 12, 16, 18 40.6 23, 27, 29 0.0, 0.5, 0.5 0.0, 1.0, 4.0 43.5% 46.5% 43.9% 43.9%
ROSMAP 72.8 73, 79, 84 14, 16, 18 25.1 27, 29, 30

NOTE:We show the 25%, 50%, and 75% quantiles of numerical variables at baseline. Categorical variables are given as the proportion of participants falling
into one respective category.APOE ε4%, Proportion of participantswith at least oneAPOE ε4 allele; Hippocampus, A-beta, t-Tau, p-Tau, NACCvalues are given
as the proportion of “abnormal observations”.

of each modality into three discrete stages (Supplementary Table S1):
stage 0, no data were available for the respective modality; stage
1, data were partially available; and stage 2, more complete data or
unprocessed raw data were available.

2.4 Investigating longitudinal follow-up acrossstudies
To assess how far existing cohort data sets cover the time dimension of
AD, we conducted a thorough investigation of their respective longitu-

dinal follow-up. For each cohort, we evaluated how many participants
were assessed at each follow-up visit and implicitly analyzed the drop-
out over study runtime. Since not all measurementswere performed at
each visit andnot every individual participated in all sample collections,
we further focused on the follow-up and coverage of important AD
biomarkers. Determining the amount of available longitudinal data per
biomarker provides insight on how much information we can exploit
to model and ultimately understand patterns of AD progression. As of
publication of this article, EPAD and NACC are still subject of ongoing
data collection, while ADNI received funding to extend their study and
continue participant recruitment.
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F IGURE 1 Combined ethnoracial diversity found across the
investigated AD cohorts. Table S2 shows the individual compositions
of each cohort

3 RESULTS
3.1 Investigation of the AD data landscape
Altogether, we investigated data from nine studies comprising a total
of 60,004 assessed study participants. Table 2 shows how these par-
ticipants were distributed among the analyzed cohorts. With NACC
being the exception (n = 40,858), all studies recruited individuals in
the low thousands (n = ≈1200 to 3600). According to their diagnosis,
participants could be separated into three groups: cognitively healthy
controls, patients with mild cognitive impairment (MCI), and patients
with AD. Seven of the investigated studies based their diagnoses on
the National Institute of Neurological and Communicative Disorders
and Stroke-Alzheimer’s Disease and Related Disorders Association
(NINCDS-ADRDA) criteria20 which significantly increases the interop-
erability between those data sets, since AD follows the same semantic
description. Depending on each study’s goals, the recruitment process
focusedon enrollingmore or fewer individuals falling into specific diag-
nosis groups.

Although no data are shared through our web-portal, information
on how to access the data sets can be found at https://adata.scai.
fraunhofer.de/cohorts.

3.2 Characterization of the cohorts
Investigation of the cohort demographics revealed considerable dif-
ferences between key demographic characteristics of the acquired
cohorts. EPAD, for example, recruited a comparably young and pri-
marily non-symptomatic cohort,whereas participants ofANMerge and
ROSMAP were significantly older (Table 3). Across all cohorts, the age
range spans roughly from 60 (lowest 25% quantile) to 85 years (high-
est 75% quantile). Theoretically, this opens the opportunity to con-
struct a pseudo-continuum of 25 years of disease history. Further-
more, in most studies, we observed the general tendency that more
female than male participants enrolled into the studies. Overall, most

individuals included in the AD cohort studies were highly educated
(≈14 years on average). As previously mentioned by Whitwell et al., a
high level of education can act as cognitive reserve, possibly conceal-
ing a prodromal manifestation of AD.5 Numerous demographic differ-
ences found between studies may result from distinct recruitment cri-
teria which, again, mirror the individual study goals. Although distinct
recruitment criteria lead to a broader sampling of the AD population,
they reduce the direct comparability between data sets because they
inevitably introduce bias into the data. One key example is recruitment
specifically for participants with AD risk factors (eg, APOE genotype).
This could significantly bias the patterns exhibited in the data in com-
parison to another data set with a lower amount of APOE ε4–positive
participants.

To further highlight one potential bias in AD data, we analyzed
the ethnoracial diversity encountered in the investigated AD cohorts
(Figure 1). An aggregated analysis of all acquired data sets demon-
strates that most of these recruited individuals come from a
White/Caucasian background (79.3%). The second largest group
was Black/African descendants with 11.5%, followed by participants
of Latin/Hispanic heritage with 5.6%. Here, we would like to point out
that these findings are heavily influenced by the study location and
the number of enrolled participants per study. Because the majority
of the studies have been conducted in the United States, their locally
exhibited ethnoracial diversity overshadows signals from European
cohorts. However, the analogous plots for each European cohort
show not only a similar, but even more extreme tendency toward
White/Caucasian individuals (EPAD: 99% white; ANMerge: 98,5%
white; see https://adata.scai.fraunhofer.de/ethnicity).

The ethnoracial composition in the investigated cohorts relies on
the diversity of populations from which the participants have been
recruited. Nonetheless, our results elucidate that there is a substantial
bias toward White/Caucasian in AD data sets and a severe underrep-
resentation of other ethnoracial groups, which, in turn, could be prob-
lematic for developing personalized treatments.

3.3 Availability of data modalities
To analyze which modalities are available in our investigated cohorts
and to explore theoverlaps between them,weassigned a score of avail-
ability per datamodality according to our previously described criteria
(Table S1).

In Figure 2A, we show an overview of the data modalities and
their availability score in all acquired cohort data sets. Commonly
assessedmodalities throughout all studiesweredemographic variables
(eg, age, sex, and education) as well as clinical assessments (eg, Mini
Mental State Examination [MMSE]). Regarding these two modalities,
eight studies were assigned the availability score 2, with EMIF and
AIBL being the only exceptions due tomissing ethnoracial information.
Cerebrospinal fluid (CSF) biomarker measurements were found to be
present in all data sets butANMerge.With regard to autopsy data, only
ROSMAP contained a detailed collection, ranging from simple mea-
surements such as brain weight to comprehensive brain proteomics
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6 of 11 BIRKENBIHL ET AL.

F IGURE 2 Interoperability of AD data sets. A, Availability of data modalities scored based on the defined criteria. The criteria are explained in
Supplementary Table 1. B, Equivalence of clinical assessment variables across cohorts. PET= positron emission tomography
and transcriptomics. Although seven studies released some structural
MRI data, three of those limited the shared data to processedMRI fea-
tures (eg, brain volumes). In our case, only ADNI, NACC, JADNI, EPAD,
and ANMerge granted access to the raw images.

Although the purpose of this section is to provide a comprehensive
overview about the availability of data modalities, we would like to
emphasize that the presented results are strongly dependent on our
defined curation criteria, and different criteria could lead to deviating
results. In addition, all investigated data sets could hold more informa-
tion than we presented here. Due to our premise of looking exclusively
into those patient-level data that have indeed been shared with us, it
is possible that we missed modalities or resources that are existent
but were not shared (eg, MRI images). Our results can be explored at
https://adata.scai.fraunhofer.de/modality.

3.4 Metadata investigation versus datainvestigations
To establish how our observations of data availability differed from
results gained by solely investigating metadata, we qualitatively
compared our findings to the metadata presented in the EMIF
catalog.6*Only four of our investigated studies were listed: ADNI,
ANMerge, EMIF, and EPAD. Although the majority of our findings are
in concordance with the EMIF-catalog, deviations between metadata
and the real data exist. We encountered variables in the data sets that
are reported as absent in the catalog (eg, Global Deterioration Scale in
ANMerge), or were not listed at all. Other variables and even modali-
ties are reported to be present, yet could not be found in the respec-
tive data set. For instance, the catalog states that post-mortem brain
autopsy was performed in ANMerge, for which we could not find any
evidence.
* Accessed on February 2, 2020.

Similar observationsweremadewhen comparing our findings to the
reviewby Lawrence et al.8 Here, for example, the reported longitudinal
follow-up of ANMerge is significantly shorter than what we observed
in the data (reported: 12 months, data: 84 months). In addition, the
reported number of participants with at least two visits does not equal
our findings (reported: 378, data: 1254 participants).

3.5 Availability of data modalities
The finding of common modalities across cohorts does not imply that
the measured variables are interoperable or even comparable on a
semantic level. By mapping a variety of variables across the data sets,
we established an overview of their interoperability (Figure 2B). We
would like to emphasize that the current version of these mappings
is not complete but a proof of concept that a semantic integration of
these data sets is, in theory, possible. However, this integration is cum-
bersome and time-consuming, as many data sets exhibit low interop-
erability and distinct variable naming conventions. An in-depth view of
the preliminary mappings is given at https://adata.scai.fraunhofer.de/
feature_comparison.

3.6 Disease manifestation across cohorts
Toevaluate howseverely patients fromeach cohort have been affected
by AD, we compared the distributions of both cognitive outcomes and
key biomarkers for the cognitively affected patient subgroups (ie, par-
ticipants with an MCI or AD diagnosis). Table 3 shows the distribu-
tions for each complete cohort including healthy controls, MCI, and
AD patients. Analogous tables per diagnosis subgroup can be found at
https://adata.scai.fraunhofer.de/cohorts.

According to the MMSE scores, AD patients from AIBL (quantiles:
15, 20, 25), ANMerge (quantiles: 16, 21, 25), and NACC (quantiles:
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BIRKENBIHL ET AL. 7 of 11

16, 21, 25) showed the worst cognitive performance. ADNI (quan-
tiles: 21, 23, 25) contained patients with fewer cognitive symptoms.
The CDR Dementia Staging Instrument (CDR) Sum of Boxes (CDR-
SOB) scores slightly shift the perspective. Here, ANMerge is the most
affected cohort, with its 25%, 50%, and 75%quantiles of the CDR-SOB
scores being 4, 6, and 9, respectively. AIBL patients scored 3.5, 5, and
7, which slightly contradicts the image painted by the MMSE scores.
Again, ADNI shows the least cognitive symptoms with its CDR-SOB
quantiles being 3, 4.5, and 5.

A comparison of raw biomarker measurements between cohorts
proved to be impossible, since encountered values are on different
scales andmaybe subject to batch effects. Thuswe analyzed howmuch
measurements diverged from their respective control population in
each cohort (Supplementary Text).

The prerequisite for comparative approaches involving biomarker
measurements across data sets is an alignment of their underlying data
models (ie, making data interoperable). In our analysis, we found that
each studyhaddefined its owndatamodel, and variable namesdiffered
between them. This forced us to individuallymap variables to their cor-
responding counterparts in other studies to enable comparisons in the
first place (eg, combine “lh_hippo_volume” and “rh_hippo_volume” and
map to “Hippocampus”). Another difficulty is that numerous data sets
reported values of equivalent variables in different ways. For exam-
ple, CSF biomarker measurements are reported to be either normal
(0) or abnormal (1) in NACC, whereas other studies provide numer-
ical values that were capped at different thresholds between studies
(eg, “ >1700″). All these factors led to a severe lack of interoperability
between data sets, which significantly limits comparative approaches
and restricts them to more standardized variables like clinical assess-
ment scores.

3.7 Longitudinal follow-up
The majority of the investigated studies have collected longitudi-
nal data in the form of repeated measurements. The intervals of
data collection differed across studies (Table 2). Figure 3A displays
the drop-out of study participants over time relative to the size of
the cohort. In this analysis, participants were considered if at least
one measurement was taken at the respective month. However, an
individual’s participation in some assessments does not imply that
all biomarker values were acquired for the same individual on all
visits. Thus we additionally investigated the amount of study par-
ticipants for which select AD biomarkers were measured over time
(Figure 3). Plots for all of the investigated biomarkers can be found at
https://adata.scai.fraunhofer.de/follow-up.

Oneexample biomarker thatwe selectively investigated isCSFamy-
loid beta for which Figure 3B displays the longitudinal coverage. Com-
paring Figure 3Bwith Figure 3A demonstrates that CSF samples were,
if at all, taken only from a small fraction of participants consistently
over time. Summed over all the investigated cohorts, only 273 partic-
ipants (0.5%) have undergone CSF sampling at baseline and again 3
years after. In contrast to CSF, cognitive assessments follow the drop-

out curves quite closely (Figure 3C). Although these findings are not
surprising given the invasiveness of CSF sample collection, they raise
severe concerns regarding the robustness of statistical analysis results
obtained fromCSF data. In turn, this again elucidates that comparative
longitudinal approaches in the AD field are limited mainly to cognitive
assessments or suffer from small sample size.

4 DISCUSSION
In this work, we established an overview of the AD data landscape
by investigating patient-level data from nine major clinical AD cohort
studies.Our results demonstrate that the individual data sets varywith
respect to key characteristics, such as number of enrolled participants
per diagnosis, demographic composition, and distribution of impor-
tant AD biomarkers. Assessing the ethnoracial diversity in the cohorts
exposed a severe overrepresentation of White/Caucasian individuals
compared to other ethnoracial backgrounds. To appraise the availabil-
ity of modalities in each study, we categorized each modality based on
the relative presence of data in each cohort. Another important remark
of our findings is the limitednumber of longitudinal follow-upmeasure-
ments for important AD biomarkers like CSF amyloid beta. Finally, we
made all results explorable through ADataViewer, an interactive web
application that can help researchers to identify cohort data sets that
are suitable for their research.

4.1 Achieving data set interoperability throughone common data model
Our analysis exposed major challenges that severely impede compar-
ative approaches on AD cohort data. Although there has been work
on standardizing data collection21,22 as well as on guidelines defin-
ing an AD-specific data model,23 we still experience a deficit in inter-
operability across AD data sets. The investigated cohort data sets
neither followed a common naming system for variables nor repre-
sented values of the same measurement in an equal manner. On top
of that, some studies shared only processed values instead of the
underlying raw data. This further impedes interoperability, since dif-
ferences in applied processing pipelines inevitably introduce system-
atic biases into the data. One promising approach to increase data set
interoperability could be a comprehensive, AD-specific common data
model. Such a data model could support the alignment and mapping of
variables by providing easy-to-follow guidelines and a dedicated inter-
face for retrospective data harmonization.

4.2 Data limitations hamper disease modeling
In the context of personalized medicine, training models on predom-
inantly White/Caucasian participants can lead to biased models. It
is known that exhibited patterns of biomarker measurements differ
across AD patients from distinct ethnoracial groups.25,26 Given that

 23528737, 2020, 1, D
ow

nloaded from
 https://alz-journals.onlinelibrary.w

iley.com
/doi/10.1002/trc2.12102 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [01/03/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



8 of 11 BIRKENBIHL ET AL.

F IGURE 3 Longitudinal follow-up as the proportion of participants at study baseline (ie, participants were aligned based on their first visit). A,
At least one variable measured. B, CSF amyloid beta. C,MMSE scores. CSF= cerebrospinal fluid. MMSE=MiniMental State Examination
there are only limited data from non-White participants available,
trained models could fail to learn such ethnoracial-specific signals,
which, in turn, would result in poor performance for individuals of non-
White background.

As mentioned previously, the abundance of longitudinal CSF data
was limited throughout all acquired data sets. One possible reason

explaining participants’ reluctance to provide CSF samples, especially
repeatedly, is the invasiveness of its sampling procedure.24 Although
cross-sectional CSF biomarkers can support AD diagnosis, longitudinal
measurements are fundamental to understand disease progression on
abiomarker-level.Given the lowCSFsample sizes currently available, it
remains questionable whether longitudinal analyses of these data can
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generate robust insights on conversions betweennormal and abnormal
values of CSF biomarkers.

4.3 Actionable knowledge through data-drivenlandscapes
The evident contradictions found between our data-driven inves-
tigation and the metadata-based approaches (Section 3.4) can be
divided into two types. Type 1 describes that we found variables in
the data sets that were reported as missing according to metadata
resources. From this type of contradiction, we can conclude that
approaches relying solely onmetadata and literature potentially suffer
in accuracy when estimating the real content available in cohort data
sets. Contradiction type 2, on the other hand, resembles cases inwhich
metadata sources reported a variable to be present, while we were
not able to find it in the underlying data. Type 2 contradictions do not
lead to the same conclusion as type 1, since it may be possible that the
respective variables have simply not been shared with us. However, it
is arguable howpractical correctmetadata is if the data it describes are
not themselves available. We believe that our presented comparison
highlights that, despite their significantly higher demand for time and
effort, data-driven investigations should be preferred when assessing
a data landscape.

4.4 Future perspectives
The observed differences in demographic characteristics and disease
risk factors across studies could severely hamper the comparison and
validation of findings across disparate cohorts, since they can sig-
nificantly influence the patterns and trends exhibited in the data.2
Until now, only limited insight is available on how much the heteroge-
neous data landscape limits comparative approaches and cross-cohort
disease modeling on AD data. Further systematic investigations are
required to ensure that results generated on AD data sets are robust
and reproducible across multiple cohorts. To support such endeavors,
we aim to improve the ADataViewer to include more data sets, vari-
able mappings, and the results of systematic data set comparisons in
the future.
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Abstract 

Background:  Currently, Alzheimer’s disease (AD) cohort datasets are difficult to find and lack across-cohort inter‑
operability, and the actual content of publicly available datasets often only becomes clear to third-party researchers 
once data access has been granted. These aspects severely hinder the advancement of AD research through emerg‑
ing data-driven approaches such as machine learning and artificial intelligence and bias current data-driven findings 
towards the few commonly used, well-explored AD cohorts. To achieve robust and generalizable results, validation 
across multiple datasets is crucial.

Methods:  We accessed and systematically investigated the content of 20 major AD cohort datasets at the data level. 
Both, a medical professional and a data specialist, manually curated and semantically harmonized the acquired data‑
sets. Finally, we developed a platform that displays vital information about the available datasets.

Results:  Here, we present ADataViewer, an interactive platform that facilitates the exploration of 20 cohort datasets 
with respect to longitudinal follow-up, demographics, ethnoracial diversity, measured modalities, and statistical prop‑
erties of individual variables. It allows researchers to quickly identify AD cohorts that meet user-specified requirements 
for discovery and validation studies regarding available variables, sample sizes, and longitudinal follow-up. Addition‑
ally, we publish the underlying variable mapping catalog that harmonizes 1196 unique variables across the 20 cohorts 
and paves the way for interoperable AD datasets.

Conclusions:  In conclusion, ADataViewer facilitates fast, robust data-driven research by transparently displaying 
cohort dataset content and supporting researchers in selecting datasets that are suited for their envisioned study. The 
platform is available at https://​adata.​scai.​fraun​hofer.​de/.

Keywords:  Alzheimer’s disease, Dementia, Data harmonization, Semantic mapping, MRI, Variable catalog, 
Interoperability, Data curation, Cohort study
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Background
Alzheimer’s disease (AD) and dementia research has pro-
gressed considerably thanks to the increased availability 
of patient-level cohort datasets [1]. Cohort data have, 
among others, laid the foundation to discover novel bio-
markers [2], investigate disease progression [3], and iden-
tify disease subtypes [4]. To ensure the robustness and 
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reproducibility of results achieved in such data-driven 
analyses, they must be externally validated in independ-
ent cohort datasets [5]. Working across multiple cohort 
datasets is, however, impeded by several profound chal-
lenges. The first challenge manifests in the access to fur-
ther validation cohort datasets, as third-party researchers 
have to go through time-intensive application processes 
that often span several weeks before they can actually 
start getting familiar with the acquired data. Secondly, 
once access is granted, the validation datasets have to be 
comparable to the original discovery dataset concerning 
their assessed variables [6]. This means that (1) a largely 
overlapping set of variables should have been measured 
in both cohorts and (2) these variables need to be har-
monized across the independent cohort datasets, which 
is rarely the case by default. Identifying and semantically 
harmonizing equivalent variables in distinct datasets is 
an arduous task given that datasets typically employ their 
own variable naming system [7]. While theoretical guide-
lines for AD data harmonization have been previously 
proposed [8], as of now and to the best of our knowledge, 
no comprehensive mapping catalog is available to the AD 
research community that would help to unify the variable 
names across existing cohorts.

Across-cohort interoperability, however, goes beyond 
the semantic layer as statistical distributions of equiva-
lent variables might differ among cohorts [9]. Our recent 
study revealed that such systematic statistical differences 
can bias results of data-driven analyses based on cohort 
data [10]. However, in practice, researchers only see the 
factual content of a shared dataset after data download 
occurred and data investigation started. At this stage, 
the realization of, for example, incompatible discovery 
and validation datasets can render the process of data 
access and exploration a waste of time as the lacking data 
interoperability would render the envisioned analysis 
infeasible.

Several funding bodies, for example, the Innovative 
Medicine Initiative (IMI) or the Alzheimer’s Disease 
Data Initiative (ADDI), have launched large projects to 
address data problems in the AD domain, for example, 
the European Medical Information Framework (EMIF) 
[11], ROADMAP [12], or the ADDI Workbench, and 
new calls were issued in this direction. In fact, both 
EMIF and ROADMAP have built information sources 
on cohort datasets that were assembled from the respec-
tive cohorts’ self-reported metadata [13, 14]. However, in 
a recent study, we observed that the information gained 
through such metadata-driven cohort assessments differs 
from the content that is factually shared with researchers 
after successful access applications [15].

In this work, we present ADataViewer, an interactive 
tool that enables the scientific community to explore 20 

AD cohort datasets, both from a semantic and statistical 
perspective. To establish semantic interoperability across 
these datasets, we created a variable mapping catalog 
that harmonizes 1196 unique variables encountered in 
the datasets, spanning nine data modalities. Leverag-
ing these semantically harmonized versions of the data-
sets, we developed tools and interfaces that facilitate the 
exploration of the cohort datasets with respect to longi-
tudinal follow-up, demographics, ethnoracial diversity, 
measured modalities, and individual variables. Finally, we 
present ADataViewers’ “StudyPicker,” a tool that assists 
researchers in identifying cohort datasets suited for their 
envisioned analysis.

Methods
Harmonizing variables across cohorts
Semantic harmonization of the datasets was achieved 
through meticulous manual curation. Two curators 
systematically investigated variable names, metadata 
describing the variable content, and the values stored 
in the respective data tables across each dataset to gain 
robust mappings between equivalent variables. We 
opted for a multidisciplinary curation team to combine 
the complementary strengths of a curator from a medi-
cal background with those of a second curator leveraging 
a data-driven perspective. In the first step, the cura-
tors categorized the variables of each dataset according 
to a set of modalities (e.g., magnetic resonance imag-
ing (MRI), demographics, and genotyping). To facilitate 
the curation process, mappings were proposed to the 
curators based on variable name similarity in modali-
ties where the number of features was abundant. For 
the majority of modalities, we mapped approximately 
between 10 to 30 variables, with the exception being 
the MRI modality which comprised more than 1000 
variables, as it contained a vast selection of brain region-
specific measures derived from the raw images (e.g., vol-
umes or thickness). No specific data model (e.g., FHIR 
or OMOP) was used. For more detailed curation guide-
lines, we refer to the Supplementary Material. Whenever 
possible, variables found in the investigated AD datasets 
were additionally mapped to ontologies that provided 
respective semantic context. Further details on the used 
ontologies and the process of mapping variable names to 
ontologies are described in the Supplementary Material.

Data access and data privacy
ADataViewer does not store or enable the download of 
any cohort data itself. All displayed plots and provided 
exploration tools are fully anonymized and no participant 
identifying information is disclosed nor stored in the 
underlying database, not even the original study internal 
patient identifiers. Shown statistical plots are solely based 
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on summary statistics or univariate analyses that cannot 
be linked to other variables or personal information. To 
facilitate access to the datasets, we provide links that lead 
researchers to the original data portals through which the 
respective cohorts are distributed.

Results
ADataViewer is an interactive platform that enables the 
detailed exploration of, at the time of publication, 20 
major cohort datasets from the AD domain. Its goal is to 
provide an overview across their content from a predom-
inantly data-driven perspective. Each section of ADa-
taViewer focuses on distinct aspects of the investigated 
datasets. The “Modality” section provides an overview of 
the data modalities collected in each cohort (e.g., mag-
netic resonance imaging (MRI), autopsy, and genotype 
data). The “Ethnicity” page displays the ethnoracial diver-
sity in each cohort study as well as aggregated plots over 
specific geographic regions. In the “Longitudinal” sec-
tion, the frequency and abundance of follow-up assess-
ments are presented both per cohort and variable. The 
“Biomarkers” section allows the visualization of variable 
distributions and their comparison across cohorts. The 
semantic mappings between cohort name spaces are cov-
ered in the “Mappings” section. Finally, the “StudyPicker” 
leverages on all of these sections to guide researchers to 
the cohort datasets which provide the best basis for their 
planned analyses.

Instead of relying solely on study protocols and 
reported metadata, we based all our investigations on 
the data that were factually shared by the respective data 
owners. To transparently mirror the state of the dataset to 
which researchers will gain access after successful appli-
cation, we refrained from any extensive data processing 
(e.g., transforming numerical ranges and value represen-
tations). As such, any inconsistencies in the datasets (e.g., 
extreme outliers) will be accordingly displayed in ADa-
taViewers’ tools and visualizations. Consequently, this 
allows researchers to comprehensively evaluate the data 
that will actually be available for analysis.

Accessed AD cohort datasets
To enable a comprehensive exploration of the avail-
able AD data, it was vital to identify, access, and curate 
as many cohort-level datasets as possible. Therefore, 
we systematically scanned data repositories and sci-
entific publications, leading to the identification of 24 
cohorts of which most claimed to follow the open sci-
ence paradigm and share their data with third-party 
researchers. After applying for access to the corre-
sponding data owners, we acquired 20 of those datasets 
over the course of 3 years (information on why the four 
remaining datasets were not accessed is provided in the 

Supplementary Material). These datasets originated 
from a heterogeneous pool of studies that followed a 
variety of different goals ranging from purely obser-
vational cohort studies over memory clinic data col-
lections to dedicated clinical trials. Concordantly, the 
employed participant recruitment procedures, inclu-
sion and exclusion criteria, and measured data modali-
ties varied among them. More information about the 
collected datasets, their content, and original study aim 
is given in Table 1; for further study-specific details, we 
refer to the original publications.

Semantic harmonization of the accessed cohort datasets
To build ADataViewer, we mapped 1196 unique terms 
across the investigated datasets corresponding to vari-
ables from nine different data modalities (Fig. 1). Table 2 
shows the total number of mapped terms per modal-
ity and cohort. Furthermore, to connect the variables of 
the cohort datasets to clearly defined semantic concepts, 
we additionally mapped them to standardized ontolo-
gies. In total, 241 concepts from seven distinct referen-
tial ontologies were used in this process (more details in 
the Supplements). All mappings can be explored through 
interactive visualizations and tables at https://​adata.​scai.​
fraun​hofer.​de/​mappi​ngs. The genotype and omics modal-
ities of datasets were not mapped as they are already pre-
cisely defined by genetic database identifiers (e.g., rsID’s 
or UniProt identifiers) and their corresponding refer-
ence genome. A prerequisite for mapping the variables 
was that they were at least present in two independent 
cohorts.

The StudyPicker: variable‑based selection of cohort 
datasets
The StudyPicker is a tool that supports researchers in 
finding datasets based on the requirements of their envi-
sioned analysis (https://​adata.​scai.​fraun​hofer.​de/​study_​
picker). It takes a collection of variable names as input 
and ranks the cohorts in ADataViewer based on the avail-
ability of these specified variables (Fig.  4A). The gener-
ated ranking shows the availability of the variables and 
the number of participants per cohort for whom these 
variables have been assessed at the study baseline, as 
well as their longitudinal coverage (i.e., assessment fre-
quency and the number of participants assessed per visit) 
(Fig. 4B). Additionally, links are provided that guide inter-
ested researchers directly to the data access applications 
of the respective datasets. The StudyPicker is particularly 
helpful for hypothesis-driven research or validation stud-
ies in which the variables that are elementary to conduct 
the planned analysis are often known in advance.
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Detailed exploration of dataset content 
through interactive visualizations
Next to the semantic perspective, ADataViewer also allows 
for a detailed exploration of the integrated datasets based on 
descriptive statistics. Statistical distributions of numerical and 
categorical variables of interest can be visualized and com-
pared across the available cohorts (https://​adata.​scai.​fraun​
hofer.​de/​bioma​rkers). This functionality enables comparisons 
between individual diagnosis groups (i.e., cognitively unim-
paired (CU), mild cognitive impairment (MCI), AD) as well as 
the complete cohorts. Using these visualizations, researchers 

can investigate distributions and value representations 
encountered in the datasets and identify possible differences 
among them before starting their analysis.

A longitudinal view of the data can be generated in the 
“Longitudinal” section. Dedicated visualizations display the 
follow-up per cohort on a variable level (Fig. 2).

Meta‑analysis of cohort study content, assessed variables, 
and common modalities
Besides the exploration and comparison of specific 
cohorts, ADataViewer helps to get a comprehensive 

Table 1  AD cohorts available for exploration using ADataViewer

A complete overview about the collected data modalities can be found under https://​adata.​scai.​fraun​hofer.​de/​modal​ity
a Follow-up assessments were planned for A4 but no according data was released at the time of this publication

Cohort Consortium Patients 
at 
baseline

Modalities Longitudinal 
(yes/no)

Study type

A4 [16] Anti-Amyloid Treatment in Asymptomatic 
Alzheimer’s Disease

6945 7 Noa Clinical trial

ABVIB [17] Aging Brain: Vasculature, Ischemia, and 
Behavior

280 2 Yes Observational study

ADNI [18] The Alzheimer’s Disease Neuroimaging 
Initiative

2249 12 Yes Observational study

AIBL [19] The Australian Imaging, Biomarker & Life‑
style Flagship Study of Ageing

1378 9 Yes Observational study

ANMerge [20] AddNeuroMed 1703 10 Yes Observational study

ARWIBO [21] Alzheimer’s Disease Repository Without 
Borders

2617 10 Yes Observational study

DOD-ADNI [22] Effects of TBI & PTSD on Alzheimer’s Dis‑
ease in Vietnam Vets

458 11 Yes Observational study

EDSD [23] The European DTI Study on Dementia 474 7 No Observational study

EMIF-1000 [24] European Medical Information Framework 1199 10 No Meta-cohort

EPAD V.IMI [25] European Prevention of Alzheimer’s 
Dementia

2096 9 Yes Observational study

I-ADNI [26] The Italian Alzheimer’s Disease
Neuroimaging Initiative

262 5 No Observational study

JADNI [27] Japanese Alzheimer’s Disease Neuroimag‑
ing Initiative

567 9 Yes Observational study

NACC [28] The National Alzheimer’s Coordinating 
Center

40,948 11 Yes Memory clinic database

OASIS-1 [29] and OASIS-2 [30] Open Access Series of Imaging Studies 564 3 Yes Observational study

PREVENT-AD [31] Pre-symptomatic Evaluation of Experimen‑
tal or Novel Treatments for Alzheimer’s 
Disease

348 8 Yes Clinical trial

PharmaCog [32] Prediction of Cognitive Properties of New 
Drug Candidates for Neurodegenerative 
Diseases in Early Clinical Development

147 6 Yes Observational study

ROSMAP [33] The Religious Orders Study and Memory 
and Aging Project

3626 7 Yes Observational study

VASCULAR [34] The Vascular Contributors to Prodromal 
Alzheimer’s disease

250 8 No Non-interventional cohort study

VITA [35] Vienna Transdanube Aging 606 5 Yes Observational study

WMH-AD [36] White Matter Hyperintensities in Alzhei‑
mer’s Disease

90 5 No Observational study
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overview of the state of the data landscape formed by 
the underlying cohorts. Here, the modality map (https://​
adata.​scai.​fraun​hofer.​de/​modal​ity) displays how com-
monly specific data modalities were included in cohort 
studies and, simultaneously, highlights areas that currently 
remain underexplored. Along the same line, Fig. 3 shows 
an excerpt from an interactive visualization that depicts 
how many studies measured each individual variable. Fur-
thermore, the plots displaying the ethnoracial diversity 

encountered in each individual cohort, and across cohorts 
grouped by geographic location, reveal over- and under-
representation of ethnoracial groups in data-driven AD 
research. All of this information can be vital when design-
ing a novel cohort study aiming either for compatibility 
to other studies or at illuminating blind spots previously 
underrepresented in the AD data landscape.

Fig. 1  Mapping of demographic variables across the 20 cohorts. Red labels indicate variables mentioned in the metadata which consisted purely of 
missing data in the shared dataset. The corresponding plot for each modality as well as the underlying mapping tables for data harmonization are 
available at https://​adata.​scai.​fraun​hofer.​de/​mappi​ngs.
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Exemplary application scenarios employing ADataViewer
While there are multiple scenarios in which ADa-
taViewer can support AD research, we focus on two 
scenarios below. Another application scenario not 
explained here, however, one that would follow similar 
routes as the ones outlined below, would be the writing 
of grant applications and identifying datasets to include 
into the proposal.

Scenario 1
A researcher is searching for a discovery and validation 
cohort to model cognitive decline in the light of hip-
pocampus atrophy, amyloid PET, and depression. The 
variables of interest are the Mini-Mental State Examina-
tion (MMSE), Clinical Dementia Rating Sum of Boxes 
(CDRSB), hippocampus volume, Amyvid Positron Emis-
sion Tomography (AV PET), Geriatric Depression Scale 

Table 2  Number of mapped unique variables per cohort and modality

Dataset Demographics Clinical MRI PET CSF Plasma Comorbidities Family Lifestyle

A4 13 5 44 1 0 0 2 6 4

ABVIB 12 0 0 0 0 0 0 0 0

ADNI 17 23 247 3 10 11 14 8 5

AIBL 15 16 3 2 3 0 12 2 5

ANMerge 14 11 136 0 0 0 1 3 1

ARWIBO 21 14 1026 21 3 6 13 3 2

DOD-ADNI 21 20 249 1 3 0 18 6 6

EDSD 12 8 1026 8 3 2 4 2 0

EMIF-1000 8 4 3 1 6 0 3 0 4

EPAD V.IMI 14 11 80 0 3 0 17 5 4

I-ADNI 15 10 1026 8 3 1 1 2 0

JADNI 15 21 871 2 3 0 14 6 4

NACC​ 20 17 123 2 3 0 14 3 6

OASIS 16 3 1026 8 3 2 0 2 0

PREVENT-AD 15 4 0 0 7 0 5 5 0

PharmaCog 13 16 1026 8 3 2 0 2 0

ROSMAP 12 9 0 0 0 0 8 0 1

VASCULAR 9 8 31 0 0 0 3 0 2

VITA 12 3 1026 8 3 2 0 2 0

WMH-AD 12 4 1025 8 3 2 0 2 0

Total unique terms 23 34 1050 24 14 15 20 9 7

Fig. 2  Exemplary longitudinal plot of MMSE assessments generated using ADataViewer. Displayed are cohorts and their respective number of 
assessed participants for the selected variable
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(GDS), and variables to correct for possible confound-
ing (age, biological sex, education, and APOE ε4 allele 
presence).

Given such a set of variables of interest, the StudyP-
icker of ADataViewer is the appropriate starting point to 
identify relevant cohorts. After submitting the variable 
query, we can directly observe that NACC, A4, ADNI, 
and DOD-ADNI contain all specified variables of interest 
(Fig. 4A). However, after inspecting the follow-up plots, 
it is revealed that only NACC and ADNI hold sufficient 
longitudinal data to detect time-dependent relationships 
(here, 463 and 557 patients over 24 months of study runt-
ime, respectively) (Fig. 4B and Fig. S1). Besides these two 
cohorts, EPAD, including 1845 participants, could also 
provide a rich basis for the planned analysis if AV PET 
would be omitted (Fig. 4A).

For a final evaluation on whether NACC and ADNI 
would suit the study needs, the “Biomarkers” section can 
be used to compare cohort demographics and variable 
distributions. For example, comparing the age of partic-
ipants in NACC and ADNI reveals a higher variance in 
the NACC data and the presence of younger participants 
who would have been excluded from the ADNI study 
(Fig.  4C). Furthermore, investigating the hippocampal 

volumes exposes a difference in value representation 
between the cohorts, as NACC values have been reported 
as normalized values (Fig. S2). Consequently, it could be 
concluded that both datasets could be viable options for 
the discovery and replication process of a data-driven 
study, given that the representations of the hippocam-
pal volume can be unified. Finally, the application pro-
cess for data access can be initiated directly through the 
StudyPicker.

Scenario 2
A consortium is planning to conduct a longitudinal 
cohort study that aims at investigating AD in previously 
underrepresented ethnoracial groups. The assessed vari-
ables, however, should be compatible with other land-
mark AD cohorts to allow for a comparison of achieved 
results.

First, the ethnoracial diversity encountered across pre-
vious AD cohorts can be explored in the “Ethnicity” sec-
tion of ADataViewer. Their investigation demonstrates 
that 19 of the 20 cohorts enrolled predominantly cau-
casian/white participants. Keeping our proposed study 
goals in mind, it would therefore make sense to exclude 
caucasian/white participants from the recruitment of the 

Fig. 3  Assessment frequency of exemplary variables across cohorts. Interactive figure displaying the number of studies in which each specific 
variable was encountered (https://​adata.​scai.​fraun​hofer.​de/​bioma​rkers)

Fig. 4  Using ADataViewer to identify suitable cohort datasets in a use case scenario. Selection of this case scenario was with the aim to evaluate 
cognitive decline in the light of depression, AV PET, and hippocampal atrophy. All graphs were created using the tools of ADataViewer. A Excerpt 
of the ranking received by entering the variables of interest specified in application scenario 1 into the StudyPicker. B Longitudinal coverage of the 
specified variables in the NACC cohort. See Fig. S1 for the other cohorts’ plots. C Comparison of the age distributions encountered across diagnostic 
groups of ADNI and NACC​

(See figure on next page.)
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Fig. 4  (See legend on previous page.)
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envisioned study to focus on the currently underrepre-
sented groups.

To achieve high compatibility with previous AD stud-
ies, the planned study should align its follow-up inter-
vals and the assessed variables/data modalities to them. 
Here, the data modality map indicates that we should 
include demographics, clinical assessments, MRI, cer-
ebrospinal fluid (CSF) biomarkers, at least APOE geno-
typing, administered medication, comorbidities, and 
the family history of participants to achieve a strong 
overlap in data modalities (Fig. S3). More specifically, 
the most prominently assessed variables per modality 
can be explored in the “Biomarkers” section (Fig. 3). For 
example, we can observe that Clinical Dementia Rat-
ing (CDR) and MMSE are the most conducted cogni-
tive assessments; demographics most commonly cover 
the biological sex, age, years of education, and ethno-
racial group of participants; and phosphorylated tau, 
total tau, and beta-amyloid were abundantly measured 
as CSF markers. By leveraging this information, we can 
make an informed decision on the variables we want to 
measure in the envisioned cohort study, such that an 
exploration of AD progression is feasible and that pos-
sible differences to cohorts of other ethnoracial com-
positions can be systematically evaluated. Additionally, 
the value ranges commonly encountered per variable 
can be explored using the biomarker boxplots (Fig. 4C). 
Once the cohort study was conducted, we can use the 
provided variable mapping catalog to harmonize the 
new cohort dataset to all 20 datasets currently present 
in ADataViewer.

Discussion
ADataViewer aims at advancing patient data-driven AD 
research by increasing the findability and interoperability 
of cohort datasets and providing a deeper understanding 
of their content, both from a semantic and statistical per-
spective. The platform supports the variable-level explo-
ration of 20 AD cohort datasets and enables researchers 
to identify datasets suited for their envisioned studies 
before spending time on data access applications. In this 
context, we created, to the best of our knowledge, the 
most comprehensive variable mapping catalog in the AD 
domain that semantically harmonizes 1196 unique vari-
ables across all investigated cohorts.

Aspiring to contribute to a FAIR data paradigm 
(findable, accessible, interoperable, reusable) in AD 
research [37], ADataViewer increases the findability 
of AD cohort datasets by displaying and suggesting 
possible data resources to researchers, enables bet-
ter accessibility through direct links to the respective 
data access points, provides the variable mapping cata-
log to establish data interoperability, and facilitates 

the reuse of data for validation purposes. We believe 
that the presented platform can elevate data-driven 
AD research to be faster and more robust, because it 
becomes significantly easier to access the right data-
sets and validate results across multiple independent 
cohorts. In turn, this will help to better understand 
the heterogeneity across AD patients [38] and help to 
reveal possible cohort-specific findings [10].

Collecting patient-level data is a vastly expensive 
process. Therefore, studies are often limited concern-
ing their sample size, follow-up time, and variety of 
assessed data modalities. ADataViewer transparently 
provides researchers with information about what they 
can expect from specific datasets and whether it makes 
sense for them to spend a substantial amount of time on 
the acquisition of the individual data resource. Limit-
ing the time spent on unfruitful dataset acquisitions will 
accelerate and benefit the actual analysis of the data. On 
this note, we would like to emphasize that ADataViewer 
is not meant to promote only the largest, most complete 
cohorts, but to show all available datasets that contain 
the information of interest for a conceived project. While 
larger cohorts often fare better as discovery cohorts, any 
cohort with equivalent information, regardless of the 
size, could present a valuable resource for the subsequent 
validation of results and should therefore be considered.

Given the restrictions of sensible personal data, there 
are multiple initiatives testing and establishing federated 
learning concepts that aim to facilitate secure remote 
access to multiple sensible datasets [39]. These concepts 
rely on interoperable data and our mappings and data 
descriptions could provide a starting point to establish 
such comprehensive interoperability by extending them 
into a complete data model following, for example, the 
OMOP or FHIR standard.

We plan to update ADataViewer as well as its under-
lying information (e.g., the mappings) whenever we get 
access to new datasets. However, an automatic periodic 
updating is infeasible, as the data is usually not shared via 
programmatic interfaces but through personal contacts 
and access-restricted data portals.

Limitations
One strength and simultaneous limitation of this work 
was its overarching premise that the data investigation 
was not based purely on descriptive metadata but on the 
dataset that was factually shared with us. Therefore, all 
results are based on the status of the distributed data and 
could vary from the content mentioned in official study 
reports or other versions of the same dataset. Ultimately, 
however, what drives the advancement of AD research is 
the factually shared, analyzable data and not what could 
potentially be available in theory.
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The decision on how strict equivalence of variables 
is defined inevitably remains arbitrary to some degree. 
Here, we define two variables as semantically equiva-
lent if the same information is presented in principle 
(i.e., the content of both variables can at least be bro-
ken down into the same information, see Supplemen-
tary Material for examples). Therefore, the acquisition 
method (e.g., type of MRI scanner) between two vari-
ables that were declared to be semantically equivalent 
may still differ and subsequent pre-processing of the 
raw data might be necessary to account for result-
ing statistical differences (e.g., elimination of batch 
effects). Sharing statistically harmonized data via 
ADataViewer is infeasible due to legal data sharing 
restrictions. However, the presented semantic map-
ping catalog presents a starting point to directly iden-
tify equivalent variables of interest and initiate the 
following pre-processing steps.

Conclusion
With ADataViewer, we aim to contribute to a robust, 
data-driven research culture that carefully reproduces 
and validates scientific results across multiple compa-
rable datasets. As such, instead of pointing towards a 
single data resource, ADataViewer transparently dis-
plays the content of all integrated AD cohort datasets 
and the StudyPicker proposes all of these resources 
that match the researcher’s requirements. Our pro-
vided variable mappings build the basis for in-depth 
dataset comparisons and can act as a starting point to 
select and harmonize suited discovery and validation 
datasets.
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Abstract.
Background: Accessible datasets are of fundamental importance to the advancement of Alzheimer’s disease (AD) research.
The AddNeuroMed consortium conducted a longitudinal observational cohort study with the aim to discover AD biomarkers.
During this study, a broad selection of data modalities was measured including clinical assessments, magnetic resonance
imaging, genotyping, transcriptomic profiling, and blood plasma proteomics. Some of the collected data were shared with
third-party researchers. However, this data was incomplete, erroneous, and lacking in interoperability.
Objective: To provide the research community with an accessible, multimodal, patient-level AD cohort dataset.
Methods: We systematically addressed several limitations of the originally shared resources and provided additional unre-
leased data to enhance the dataset.
Results: In this work, we publish and describe ANMerge, a new version of the AddNeuroMed dataset. ANMerge includes
multimodal data from 1,702 study participants and is accessible to the research community via a centralized portal.
Conclusion: ANMerge is an information rich patient-level data resource that can serve as a discovery and validation cohort
for data-driven AD research, such as, for example, machine learning and artificial intelligence approaches.

Keywords: AddNeuroMed, Alzheimer’s disease, biomarkers, cohort analysis, cohort studies, data-driven science, dataset,
dementia, genome wide association studies, magnetic resonance imaging, multimodal

INTRODUCTION

Alzheimer’s disease (AD) is a progressive disease
whose pathology develops years before cognitive
symptoms arise and a diagnosis is made by a clinician
[1]. Early intervention in non-cognitively impaired,

∗Correspondence to: Colin Birkenbihl, Fraunhofer-Institute for
Algorithms and Scientific Computing (SCAI), Schloss Bir-
linghoven, D-53754 Sankt Augustin, Germany. Tel.: +49 2241 14
2420; E-mail: colin.birkenbihl@scai.fraunhofer.de.

pre-symptomatic disease stages is instrumental to any
future disease modifying therapy. Enabling such an
early intervention poses the problem of diagnosing a
patient with AD before cognitive symptoms indicate
disease presence. One approach to establish whether a
specific individual is in the pre-symptomatic stages of
the disease is a diagnosis based on informative disease
biomarkers. The critical prerequisite for discovery
and validation of such biomarkers are resource-
ful patient-level datasets [2]. However, findable AD
cohort datasets which are accessible to the research
community are scarce.

ISSN 1387-2877/21/$35.00 © 2021 – The authors. Published by IOS Press. This is an Open Access article distributed under
the terms of the Creative Commons Attribution-NonCommercial License (CC BY-NC 4.0).
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Open science is a paradigm aimed at increasing
societal benefit of research through dissemination
and sharing of scientific data. This enables usage and
analysis of collected data by the whole research com-
munity which subsequently will increase the achieved
knowledge gain. Currently, the prime example of fol-
lowing the open science paradigm in the AD field
is the Alzheimer’s Disease Neuroimaging Initiative
(ADNI) [3]. ADNI is an information rich, comprehe-
nsive clinical AD cohort dataset that enables secure,
yet easy access to its patient level data for researchers
with reasonable study interest. In only a few days,
raw data as well as a preprocessed version of ADNI
(ADNIMERGE) are accessible via the Laboratory
of Neuro Imaging (LONI) service (https://loni.usc.
edu/). With regard to clinical data, initial preprocess-
ing, arranging, and cleaning of data is often the most
time-consuming step in data analysis. Due to that, a
major cumulative time save is possible by sharing an
already preprocessed, easy-to-analyze dataset instead
of a raw data collection. Here, researchers can simply
use the provided ADNIMERGE and thereby avoid
investing additional time into data preprocessing and
cleaning.

While ADNI is a tremendously important resource,
as every cohort dataset, it comes with its own lim-
itations and biases [4]. To ensure reliability of obser-
vations made in one cohort, validation in data from
independent cohorts is necessary [5]. Still, apart from
ADNI there are not many AD cohort studies which
1) share their data in a similarly comprehensive ver-
sion and 2) keep the bureaucracy during an access
application as straightforward as ADNI does. From
our experience, access applications are often time
consuming and if access is granted, shared data is
sometimes lacking important information. Therefore,
other easily accessible and information rich alterna-
tives besides ADNI are crucial.

In 2005, Lovestone et al. started AddNeuroMed,
a project funded by InnoMed, a precursor of the
Innovative Medicine Initiative (IMI) [6]. It aimed at
collecting longitudinal patient data at multiple sites
across Europe to identify urgently needed progre-
ssion biomarkers for AD. For this purpose, a broad
spectrum of variables was measured including demo-
graphics, neuropsychological assessments, genetic
variations and transcriptomics, blood plasma prote-
omics, and structural magnetic resonance imaging
(MRI) of the brain. In 2015, a subset of the colle-
cted data was uploaded on Synapse (https://www.
synapse.org/). Next to the original AddNeuroMed
data, some data from participants of the Maudsley

BRC Dementia Case Registry at King’s Health Part-
ners cohort (DCR) and the Alzheimer’s Research
Trust UK cohort (ART) was included [7]. Although
the shared AddNeuroMed collection is a large
dataset, involving more than 1,700 participants, it has
only been cited about 65 times. In contrast, ADNI,
which involves roughly 2,400 individuals, was cited
more than 1,300 times. Compared to the impact
ADNI has had on recent research activities, it seems
AddNeuroMed has not reached its full potential. One
probable reason for the comparably lower data usage
might be the findability and the state of the data pub-
lished on Synapse. The dataset 1) has never been
officially published, 2) is not easy to work with due
to missing organization, and 3) is not complete with
several entries being erroneous or lacking informa-
tion. To enable the research community to leverage
the full potential of this dataset, a lot of data prepro-
cessing efforts are needed and it is vital to point the
community toward this unsalvaged resource.

In this work, we present and publish a new, im-
proved, and updated version of AddNeuroMed called
ANMerge. ANMerge is a comprehensive, prepro-
cessed AD cohort dataset which is again accessible
via Synapse (https://doi.org/10.7303/syn22252881).
It is fully interoperable in between its modalities, and
rigorous data curation was performed to ensure higher
information density and usability. Furthermore, we
present a detailed overview on which and how much
data is available in the dataset. Finally, we high-
light the increased preprocessing efforts involved in
creating such a dataset. By making ANMerge acces-
sible, we aim to provide the AD research community
with an information rich alternative to previously
published cohort datasets, and thereby support the
discovery and robust validation of scientific insights.

METHODS

Data collection

AddNeuroMed data collection was performed at
six different centers across Europe: University of
Kuopio, Finland; Aristotle University of Thessal-
oniki, Greece; King’s College London, United King-
dom; University of Lodz, Poland; University of
Perugia, Italy; and University of Toulouse, France
[6]. The participation of those centers highlights
AddNeuroMed as a major cross-European effort in
AD related data collection. At each site, all proto-
cols and procedures were approved by Institutional
Review Boards and informed consent was obtained
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Fig. 1. Overview on longitudinal data collection per modality.
Proteomics, Proteomic data from blood plasma. Transcriptomics,
Transcriptomic data from blood plasma. MRI, Structural magnetic
resonance imaging.

for all patients according to the Declaration of
Helsinki (1991) [8]. In cases where dementia com-
promised capacity assent from the patient and consent
from a relative, according to local law, was obtained.

Exclusion criteria included other neurological or
psychiatric diseases, significant unstable systemic ill-
ness or organ failure, and alcohol or substance mi-
suse. AD diagnosis followed the Diagnostic and
Statistical Manual for Mental Diagnosis, fourth edi-
tion and National Institute of Neurological and Com-
municative Disorders and Stroke–Alzheimer’s Dis-
ease and Related Disorders Association criteria [9].
AD patients were included if they exhibited a Mini-
Mental State Examination (MMSE) score in the range
of 12–28, a Clinical Dementia Rating (CDR) scale
score of above 0.5, and were aged 65 years or above.
Individuals were considered as mild cognitive impair-
ment (MCI) according to the Petersen criteria [10].
For inclusion, MCI patients aged 65 or above, the
MMSE score ranged between 24 and 30, and they
scored 0.5 on the CDR. Participants were considered
to be cognitively healthy if they showed normal per-
formance on cognitive tests (within 1.5 SD of average
for age, gender and education) and scored 0 on the
CDR [11].

AddNeuroMed’s study protocols were designed
to be at least partially compatible with ADNI [6].
Figure 1 illustrates when data collection was per-
formed for each modality.

Clinical assessments

At each participant’s visit throughout the study, a
broad collection of neurocognitive and psychological
assessments were performed, including the MMSE,
CDR, GDS (Geriatric Depression Scale), NPI (Neu-
ropsychiatric Inventory), ADAS-Cog (Alzheimer’s
Disease Assessment Scale-Cognitive Subscale),

ADCS-ADL (Alzheimer’s Disease Cooperative St-
udy Activities of Daily Living Scale), the full CE-
RAD battery [12], the Hachinski Ischemic Score, and
the Webster Rating Scale. The frequency with which
assessments were made varied between diagnostic
groups. During the first year, AD cases completed
assessments every three months and annual follow-up
visits afterwards. MCI patients and healthy individ-
uals from AddNeuroMed, as well as all participants
from the ART and DCR cohorts, were assessed reg-
ularly every twelve months.

Proteomics

Proteomic data were measured in blood plasma
using a Slow Off-rate Modified Aptamer (SOM
Amer)-based array called ‘SOMAscan’ (SomaLogic,
Inc, Boulder, Colorado). Data collection was per-
formed at baseline and again one year into the study.
Details on data acquisition are presented in Kiddle
et al. [13] and Sattlecker et al. [14]. In brief, using
chemically altered nucleotides the protein signal is
turned into a nucleotide signal that can be measured
using microarrays. Per sample 8 �L plasma were
required and levels of 1,001 distinct proteins were
measured. An in-depth description of the array tech-
nology can be found in Gold et al. [15].

Genotyping

AddNeuroMed participants were genotyped in
three batches. For batch one, the Illumina Human
Hap610-Quad Beadchip was used, while batches
two and three were processed using the Illumina
HumanOmniExpress-12 v1.0. More information can
be found in the method section of Loudursamy et al.
[16] and Proitsi et al. [17]. All genotyping was per-
formed at the Centre National de Génotypage in
France.

Transcriptomics

Blood samples for the collection of gene expres-
sion data were taken at study baseline. Transcriptional
profiling was performed in two batches using the Illu-
mina HumanHT-12 v3 (batch one) and v4 (batch two)
Expression BeadChip kits. Original raw data can be
found in GEO1. Preprocessed raw data files, as well
as post quality control, batch corrected expression
values, are distributed via Synapse. The processed
data underwent background correction, log base two
transformation and all values were robust spline
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normalized [18]. Outlying samples were excluded.
Batch correction was performed using ComBat [19].
All data were subset to probes that could reliably be
detected in at least 80% of samples in at least one
diagnostic group. More details on the processing of
the data is explained in Voyle et al. [18].

Magnetic resonance imaging

1.5 Tesla T1-weighted MRI images were taken
at three different timepoints throughout the study
(Month 0, 3, 12). The first 3-month interval was exp-
licitly chosen to contrast the 6-month MRI follow-
up of ADNI and thereby evaluate if 3 months could
potentially be enough to observe substantial changes
in brain structure. Protocols for imaging were aligned
to the ADNI study. Details on the AddNeuroMed
MRI data acquisition have been described in Sim-
mons et al. [8, 20]. ANMerge provides access to
collected raw images as well as processed brain vol-
umes and cortical thickness calculated using
FreeSurfer 5.3 and 6.0.

Data preprocessing

As a first step, manual investigation of all raw
AddNeuroMed data files was inevitable to assess the
availability and state of each data type. To avoid irre-
producible changes to the data, we did not alter any
entry manually but relied on programming for each
data changing step.

We tried to build the most informative and com-
plete, yet minimally complex, version of AddNe-
uroMed possible. Therefore, we carefully selected
variables from the raw data for inclusion into AN-
Merge. To limit the number of variables in ANMerge,
we only included total scores of clinical assess-
ments in the new ANMerge files instead of listing
all sub-scores and individual answers. Variables not
considered for inclusion into ANMerge, such as the
test subscores, are accessible through the additionally
provided raw data.

Not all participants from the DCR and ART cohorts
underwent data collection in the course of AddNeu-
roMed. However, since clinical assessments between
the original AddNeuroMed study and DCR were
largely overlapping, we decided to include all DCR
participants into ANMerge, even if they lacked other
modalities apart from clinical data. From the ART
cohort, only those individuals who had been assessed
in at least one modality next to the clinical data were
included in order to reduce sparsity in the resulting
tables.

In the original AddNeuroMed data, modality spe-
cific data tables lacked interoperability because dis-
tinct patient identifiers were used for many of them.
Additionally, only the visit numbers were reported
instead of the actual months in study. This was mis-
leading due to differences in assessment intervals
between diagnostic groups (e.g., visit 2 for healthy
and MCI participants corresponds to visit 5 of AD
patients). Information which is not subject to change
(e.g., APOE genotype) was only reported at base-
line which led to sparsity in follow-up visit entries.
Furthermore, to increase interoperability not only
within AddNeuroMed itself but also to other data
resources, we mapped variable names to public data-
base identifiers wherever possible. Finally, we en-
riched ANMerge with data previously not available in
the Synapse version. Among others, we added miss-
ing diagnoses and clinical assessment scores as well
as months in study as an unambiguous time scale.

RESULTS

Overview on data

The resulting ANMerge dataset comprises four
data modality specific subtables, genotype data in
PLINK format and one combined table providing
all preprocessed information as one. Respectively,
one subtable was created for clinical data, proteo-
mics, FreeSurfer calculated MRI features, and gene
expression values. Next to diagnosis and clinical ass-
essments, the clinical subtable also provides partici-
pants demographics, family history, and medication
data.

In total, the dataset comprises information on 1,702
patients, out of which 773, 665, and 264 originated
from the AddNeuroMed, DCR, and ART cohorts,
respectively (Table 1). Data on 4,585 individual par-
ticipant visits are reported. At study baseline, 512
participants had been diagnosed with AD, 397 with
MCI, and 793 were non-cognitively impaired indi-
viduals. Table 1 describes the average characteristics
of each diagnosis group at baseline. On average, cog-
nitively affected individuals (i.e., MCI and AD) in
ANMerge were 77 years old at baseline, completed
9.7 years of full-time education and 59% of them
were female. Healthy individuals averaged to an age
of 74.5 years, underwent 12.3 years of education
and 59% are female. During study runtime 48 and
11 healthy participants converted to MCI and AD
respectively. Out of all patients diagnosed with MCI
at baseline 70 converted to AD.
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Table 1
Summary statistics describing the ANMerge dataset at baseline

Diagnosis N ANM DCR ART Age (SD) Female % Education APOE ε4
(SD) positive %

CTL 793 266 423 104 74.5 (6.4) 59 12.3 (4.3) 25
MCI 397 247 89 61 76.0 (6.5) 55 10.0 (4.3) 40
AD 512 260 153 99 78.6 (7.2) 63 9.4 (4.3) 54
Total 1702 773 665 264 76.4 (6.9) 59 10.9 (4.5) 39

N, Number of participants with the corresponding diagnosis; ANM, Number of participants originally from the AddNeuroMed study; DCR,
Number of participants originally from the DCR study; ART, Number of participants originally from ART study; CTL, Healthy control
participants; SD, Standard deviation.

Table 2
Number of assessed variables and participants per modality

subtables

Modality Participants Variables

Clinical 1,702 40
Proteomics 680 1,016
MRI 453 136
Gene expression 709 56,701
Genotype 1,014 789,470

Not every study participant took part in data col-
lection of all modalities. For our evaluation, we
considered participants as represented in a modality
if at least one modality specific variable was mea-
sured. This implies that not necessarily all variables
of that modality were available for a given partic-
ipant (e.g., an individual listed in the clinical table
might have MMSE scores but no ADAS-Cog). We
found that clinical data is reported for all 1,702
participants, while MRI, proteomic, gene expres-
sion, and genotype data were collected for subsets
of several hundred participants each (Table 2 ‘Par-
ticipants’). Figure 2 demonstrates the number of
patients assessed across multiple modalities. In total,
239 participants have been assessed with regard to
all five data modalities. By reducing the number of
modalities included into an analysis, subsequently the
number of available participants rises. For example,
when conducting a multimodal study using transcrip-
tomic, genotype and clinical variables data from 614
participants would be available. Focusing only on
genotype and clinical data yields 1,010 analyzable
subjects.

All in all, data on more than 800,000 variables are
reported in ANMerge. 40 of them correspond to the
clinical modality, 56,701 originate from gene expres-
sion analysis, 136 are MRI variables, and 1,016 were
assessed in blood proteomics (Table 2 ‘Variables’).

As with most clinical studies, AddNeuroMed exh-
ibits a declining number of participants over study
runtime (Fig. 3). For most patients (n = 1,136) at
least one additional visit 12 months after baseline is

Fig. 2. Participant overlap across modalities. The numbers illus-
trate the number of participants with available information for the
intersection of the respective modalities.

Fig. 3. Longitudinal follow-up and patient drop-out throughout
study runtime per diagnosis group. CTL, healthy controls; MCI,
mild cognitive impaired participants; AD, Alzheimer’s disease
patients.

available in the data. The drop of AD patients at
month 3 to 9 is explained by the fact that only AD
cases recruited in the original AddNeuroMed study
had three monthly visits during the first year, while
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ART and DCR assessed all patients annually. The
longest follow-up exhibited in the data spanned 12
years.

Data after preprocessing

The new ANMerge dataset is divided into mod-
ality specific subtables which makes unimodal ana-
lysis straightforward. During the preprocessing of
AddNeuroMed we addressed multiple issues dete-
cted in the original data. The previous version of Add
NeuroMed was indexed using distinct patient iden-
tifiers across its modalities, thereby impeding mul-
timodal analysis due to missing internal interoper-
ability. Standard data integration techniques like table
joins were impossible. By mapping all present iden-
tifiers to a unique one, we enabled inter-modality
interoperability such that tables can now easily be
analyzed together. Additionally, we provide a new
identifier mapping file which helps to map the un-
ified identifiers to the raw data for backwards com-
patibility. To increase interoperability also beyond
ANMerge itself, we mapped variable names to pub-
lic database identifiers. For example, proteomic vari-
ables are now also given as UniProt identifiers,
genotype data is encoded as rs-numbers, and gene
expression probes as Illumina IDs [21]. All of these
identifiers can be easily mapped to other resources
and be enriched with information from public data-
bases. Instead of relying on the misleading reported
visit numbers, in ANMerge we added an unambigu-
ous time scale (months in study) to patient entries
to make longitudinal follow-up easier to understand.
Information that will stay permanent (e.g., APOE �4
status) throughout study runtime is now reported at
every visit for that respective patient, not only at base-
line. Multiple issues found in the data (e.g., typos and
erroneous entries) have been corrected.

Although proteomic and transcriptomic data, for
example, were presented for some DCR and ART
participants in the previous AddNeuroMed version,
no corresponding clinical data was available, includ-
ing important information like participant diagnosis.
ANMerge now has all available clinical data for the
two associated cohorts, which critically increases the
amount of actionable information in the dataset.

Accessing ANMerge

ANMerge and the underlying data are avail-
able under https://doi.org/10.7303/syn22252881. To
ensure data privacy, a straight-forward data access

application has to be completed. During this access
application, researchers are asked to 1) register a
Synapse account, 2) have all collaborators who will
access the data sign a data use certificate (DUC), 3)
provide a brief research proposal (1–3 paragraphs),
and 4) agree that the appropriate citation of ANMerge
will be used. By signing the DUC, applicants confirm
that the planned study underwent ethical review. If
successful, access approval is granted within approx-
imately 14 days.

DISCUSSION

In this work, we presented ANMerge, a longitu-
dinal multimodal AD cohort dataset that we made
accessible to the research community. Since the most
time-consuming part about data analysis is often the
preprocessing of data, we believe that the cumulative
time save, achieved by sharing readily preprocessed
datasets, can lead to faster global scientific advance-
ment. Additionally, by describing the characteristics
of the dataset in detail, we aim to enable researchers
to evaluate on first sight if ANMerge is suited for their
analysis.

Establishing reliable results through external
validation on independent cohorts is of utmost impor-
tance, especially when dealing with high complex
diseases like AD. Up to date, and to the best of our
knowledge, the vast majority of data-driven appro-
aches in AD relied solely on ADNI data. To validate
discoveries made in ADNI on other datasets, a high
overlap in measured variables is a prerequisite. Pre-
viously, we could demonstrate that despite evident
differences to ADNI, ANMerge is a viable validation
dataset [22].

Providing clean, preprocessed datasets is a key
prerequisite to enable any data-driven AD research.
However, small cohort studies, for example con-
ducted in single hospitals, often lack the resources
to provide such readily preprocessed data. In an
era where data re-use beyond the initial study itself
becomes increasingly important, we believe that ade-
quate data preprocessing and sharing should resemble
a planned position in the initial funding proposal for
all cohort studies.

Limitations

While AddNeuroMed collected a valuable dataset,
it still has some noteworthy limitations. The main
limitation of the data is that the amyloid status
of participants is unknown. No positron emission
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tomography (PET) imaging was performed and cere-
brospinal fluid markers were not assessed. This
difference to the ADNI data could partially explain
the comparably lower number of citations of the orig-
inal AddNeuroMed data.

As in many clinical cohort datasets, missing data
is a considerable issue in AddNeuroMed. Not every
patient was involved in the assessment of every data
modality and within a modality not necessarily all
variables were measured for each patient.

Compared to ADNI, AddNeuroMed lacks compre-
hensive documentation. Retrospectively searching
for study procedures and protocols of an already con-
cluded, older cohort study proved to be very difficult.
The original study website is not available anymore
and exhaustive study protocols were not findable.
However, we tried to address this limitation by col-
lecting and assembling all available information and
links in this publication. While the original AddNeu-
roMed dataset provided descriptive data dictionaries
for most clinical variables, we extent the documen-
tation by meaningful connections of other modalities
to public databases (e.g., UniProt or dbSNP) by map-
ping their variable names to appropriate identifiers
wherever possible.

The genotype and transcriptomic data presented in
ANMerge was acquired in two separate batches of
participants. This implies that the data can be subject
to systematic batch effects and appropriate adjust-
ments should be made [23].

Conclusion

Over the last years, the AD field witnessed a for-
tunate shift to a more accessible and comprehensible
data culture. New studies such as PREVENT-AD [24]
and EPAD [25] recently joined the ranks of ADNI,
DIAN [26], and others by making their data acces-
sible to third party researchers. Currently running
studies, for example the Deep Frequent Phenotype
Study [27], already emphasized that the collected data
will be published. On the metadata-level, projects
such as EMIF [28] and ROADMAP [29] aimed at aid-
ing researchers to understand the datasets in our field
by providing comprehensive metadata resources.
This shift in the AD data landscape toward increas-
ingly accessible and understandable datasets marks
an important development to facilitate data-driven
research in the dementia domain.

By publishing ANMerge, we want to contribute
to a culture of data sharing in AD research and
follow the open science paradigm. Participation in

observational clinical cohort studies represents an
immense investment by volunteering patients and
healthy individuals. They undergo extensive and
sometimes intrusive repeated measurements, most of
the time without any direct benefit for the individu-
als themselves, with the ultimate aim to contribute to
disease research. We believe that it is an ethical imper-
ative to honor their investment by enabling their data
to be used for generating the most societal benefit
possible.
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H., Japanese Alzheimer’s Disease Neuroimaging Initiative, and Alzheimer’s
Disease Neuroimaging Initiative. (2022). Unraveling the heterogeneity in
Alzheimer’s disease progression across multiple cohorts and the implications
for data-driven disease modeling. Alzheimer’s & Dementia, 18(2), 251-261.”.

Copyright © Birkenbihl, C., et al., 2022.

120



Received: 16 December 2020 Revised: 19 April 2021 Accepted: 25 April 2021
DOI: 10.1002/alz.12387

F E ATU R ED ART I C L E

Unraveling the heterogeneity in Alzheimer’s diseaseprogression acrossmultiple cohorts and the implicationsfor data-driven diseasemodeling
Colin Birkenbihl1,2 Yasamin Salimi1,2 Holger Fröhlich1,2 for the Japanese
Alzheimer’s Disease Neuroimaging Initiative# the Alzheimer’s Disease Neuroimaging
Initiative†
1 Department of Bioinformatics, Fraunhofer Institute for Algorithms and Scientific Computing (SCAI), Sankt Augustin, Germany
2 Bonn-Aachen International Center for IT, Rheinische Friedrich-Wilhelms-Universität Bonn, Bonn, Germany

Correspondence
ColinBirkenbihl, Fraunhofer-Institute for
AlgorithmsandScientificComputing (SCAI),
SchlossBirlinghoven,D-53757SanktAugustin,
Germany.
E-mail: colin.birkenbihl@scai.fraunhofer.de
ColinBirkenbihl andYasaminSalimi con-
tributedequally to thiswork.
#Dataused inpreparationof this articlewere
obtained fromthe JapaneseAlzheimer’s
DiseaseNeuroimaging Initiative (J-ADNI)
databasedeposited in theNationalBioscience
DatabaseCenterHumanDatabase, Japan
(Research ID: hum0043.v1, 2016).As such,
the investigatorswithin J-ADNI contributed
to thedesignand implementationof J-ADNI
and/orprovideddatabutdidnotparticipate in
analysis orwritingof this report.A complete
listingof J-ADNI investigators canbe found
at: https://humandbs.biosciencedbc.jp/en/
hum0043-j-adni-authors.†Dataused in thepreparationof this article
wereobtained fromtheAlzheimer’sDisease
Neuroimaging Initiative (ADNI) database
(adni.loni.usc.edu). As such, the investigators
within theADNI contributed to thedesignand
implementationofADNIand/orprovideddata
butdidnotparticipate in analysis orwriting
of this report.A complete listingofADNI
investigators canbe foundathttp://adni.loni.
usc.edu/wp-content/uploads/how_to_apply/
ADNI_Acknowledgement_List.pdf
Funding information
EuropeanUnion’sHorizon2020,Grant/Award
Number: 826421

Abstract
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252 BIRKENBIHL ET AL.

1 BACKGROUND
In the last decade, understanding the progressive dynamics of
Alzheimer’s disease (AD) and AD clinical syndrome,1 proved to be one
of the fundamental challenges in our field.2,3 Comprehensive knowl-
edge on AD progression opens crucial opportunities for medical inter-
vention to counteract or delay impediments to activities of daily living.4
One path to facilitate this understanding manifests in the extraction of
longitudinal progression signals from patient-level datasets collected
in cohort studies. In this context, data mining and machine learning
methods can be used to build mathematical models that elucidate and
predict progression patterns hidden in the data. In the past, such pro-
gression models were used, for example, to approximate biomarker
trajectories,5 to identify distinct progression subtypes,6 and to assess
patient risk of progression toward more impaired disease stages.7
However, to demonstrate that progression patterns identified in one
cohort generalize beyond the discovery dataset itself, it is imperative
to externally validate them in an independent dataset.8 External vali-
dation data should originate froma separate cohort study independent
from the training data used for building the model. Especially in the
context of multifactorial and heterogenous diseases such as AD, exter-
nal validation turns out to be a non-trivial undertaking.

The key limitation encountered in external validation manifests in
the characteristics of clinical AD cohort data.9 By nature of the dis-
ease, AD cohorts are very heterogeneous with respect to their exhib-
ited progression,10 for example, with respect to brain atrophy11 and
age of disease onset.12 Furthermore, cohort study participants are
recruited according to specific inclusion and exclusion criteria defined
based on the goals of the study (e.g., selection of specific age ranges or
risk factors). These specific sampling procedures shape potentially dis-
tinct statistical distributions from which each study’s participants are
recruited and, in turn, inevitably introduce cohort-specific statistical
biases into the collected dataset itself.13,14 These aspects potentially
violate the fundamental assumption behind data mining and machine
learning approaches that the participants of a validation dataset con-
stitute a representative sample of the same population from which
the original training data were drawn (Figure S1 in supporting infor-
mation). Consequently, this indicates that training and validation data
must be independently and identically distributed (i.i.d.) samples.15 As
such, a well-trained model should show similar performance on a vali-
dationdataset thatwasdrawn from the identical statistical distribution
as the training data, while an overfitted model would fail such valida-
tion. However, on a validation dataset that is violating the assumption
of being sampled from the same statistical distribution as the training
data even a well-trained model would fail, because the validation data
falls outside the domain of the model (Figure S1). In conclusion, data-
drivenmodels trained on cohort datasets cannot be expected to gener-
alize appropriately beyond the statistical distribution from which this
cohort’s participants were sampled.16,17

The heterogeneity found in AD cohort datasets, therefore, raises
several important questions with respect to data-driven modeling of
AD. First, it warrants an evaluation as to whether exhibited trends of
disease progression are consistent across cohorts despite possible dif-

RESEARCH INCONTEXT
1. Systematic review: The authors reviewed relevant liter-

ature using standard bibliographic search engines. Acces-
sible cohort datasets have been discovered through data
portals and citations in literature (primarily https://adata.
scai.fraunhofer.de/).

2. Interpretation: The presented results illustrate the com-
parability of Alzheimer’s disease (AD) progression across
six major AD cohorts. We identified evident differ-
ences in progression patterns between cohorts and, fur-
thermore, observed that data-driven approaches learn
cohort-specific effects from their training data. These
findings can impede the generalization of results gener-
ated on single cohorts. We propose a novel clustering
approach for cohort data that helps to better understand
which cohorts are comparablewith respect to their exhib-
ited disease progression.

3. Future directions: This work emphasizes the need for
thorough validation of data-driven results. To eventu-
ally support clinical decision-making using data-driven
approaches, it might be more promising to build models
specific for disease subtypes or use domain adaptation
techniques to address the encountered heterogeneity in
cohort datasets.

ferences in their underlying populations. Further investigation should
also determine whether progression models fitted on such datasets
learn potential cohort-specific biases that could impede the general-
izability of findings. Finally, as of now, there is no way to measure
and express the general comparability between patient-level datasets
on the level of disease progression. In the past, researchers mainly
relied on comparing baseline study characteristics of their studied
datasets.7,18,19 However, for obvious reasons, evaluating variable dis-
tributions at a singular time point is a very limited comparison in the
scope of disease progression. Deriving a quantitative measure to com-
pare longitudinal progression patterns across multiple clinical studies
could aid researchers to better understand the landscape of existing
studies and to identify datasets that might fulfill the i.i.d. assumption.
Furthermore, it could be used to investigatewhether the cause of a sig-
nificant drop in prediction performance lies in systematic differences
between the training and validation datasets (i.e., a probable violation
of the i.i.d. assumption) or simply in an overfittedmodel.

In this work, we evaluated the heterogeneity of disease progres-
sion patterns encountered in six longitudinal clinical AD cohort stud-
ies. Relying on multi-state models (MSM),20 a well-established data
mining approach in the AD field,7,21–24 we performed a system-
atic comparison of progression patterns extracted from these stud-
ies to assess whether discovered signals are robust. Furthermore, we
investigated whether cohort-specific biases propagate into trained
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BIRKENBIHL ET AL. 253

progression models. Finally, we propose a novel method for clustering
cohorts based on their exhibited progression patterns. This approach
reveals the similarity of cohort studies in a data-driven and unbiased
manner. It allows researchers to adequately understand and char-
acterize performances measured via external validation of statistical
and machine learning models developed on another cohort. In con-
clusion, our approach allows for better understanding of statistical
differences that have previously been reported between various AD
studies.13

2 METHODS
2.1 Data selection
Six longitudinal datasets stemming from the Alzheimer’s Disease
Neuroimaging Initiative (ADNI),25 AddNeuroMed (ANMerge),26
Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing
(AIBL),27 Japanese Alzheimer’s Disease Neuroimaging (J-ADNI),28
National Alzheimer’s Coordinating Center (NACC),29 and the Reli-
gious Orders Study and RushMemory and Aging Project (ROSMAP)30
were used as training datasets for our progression models. All of
these studies obtained ethical approval for human data collection and
informed patient consent for data sharing. We excluded participants
whose mild cognitive impairment (MCI) diagnoses were not attributed
to AD. Information on the cohorts with respect to key variables, as well
as the number of participants, can be found in Table S1 in supporting
information.

2.2 Progression models applied for statisticalanalysis
To extract disease progression patterns from the investigated datasets,
we fitted one MSM per cohort using the msm R package.20 The states
in our models represent the three commonly assessed stages for AD
progression: cognitively unimpaired (CU), MCI, and AD. Consequently,
transitionsbetween states illustrate conversions fromoneclinical diag-
nosis stage to another. We modeled AD as an absorbing state, that is,
we assumed that patients were not able to recover once deterioration
was advanced enough to receive an AD diagnosis. However, because
the classification of patients into CU, MCI, and AD in all cohorts had
been performed based on clinical assessments, reversions from AD
were observed in the data. These reversions were modeled as misclas-
sifications. A graphical representation of the model can be seen in Fig-
ure S3 in supporting information. Each transition rate was estimated
based on a set of covariates to account for the individual compositions
of the cohorts. For determining the most informative combination of
covariates, we performed a rigorousmodel selection using theAkaike’s
information criterion (AIC). The choice of covariates was mainly lim-
ited by their availability across the cohorts (Figure S2 in supporting
information). Ultimately, the selected covariates comprised partici-

pant’s age, biological sex, completed years of education, apolipoprotein
E (APOE) ε4 status, and the Mini-Mental State Examination (MMSE).
Likelihood-ratio tests comparing each MSM to a null model demon-
strated that all models extracted progression signals from their train-
ing dataset (P < .05). To rule out potential overfitting of the models,
we built 150models on repeated bootstrap samples from each respec-
tive cohort and observed low variation in model estimates (Table S3 in
supporting information). Application of interval censoring allowed for
the inclusionof participantswithmissing intermediate visitswhile right
censoring was used for individuals who did not receive an AD diagno-
sis during study runtime. More details on the methodology and model
selection are presented in the supporting information.

2.3 Comparison of data mined progressionpatterns across cohorts
To explore and assess the heterogeneity in disease progression trends
across cohorts, we estimated several progression patterns using each
cohort’s MSM: the state transition probabilities, probability of stay-
ing AD diagnosis free over time, and sojourn times (i.e., the expected
time a participant spends in a considered state). All patterns were
separately investigated for the CU and MCI states. For estimation
of a cohort’s progression patterns starting in the CU state, we used
the covariate values observed at the study baseline of each of the
respective cohort’s CU participants. Similarly, for estimating transi-
tions from the MCI state, we relied on the covariate values of par-
ticipants at their first MCI diagnosis. Where appropriate, uncertainty
of estimates was quantified using 95% confidence intervals (CI). Dif-
ferences between cohort-specific distributions of the aforementioned
progression estimates were determined using Kruskal-Wallis and pair-
wise Mann-Whitney U tests employing a confidence level of 95%. P-
values were corrected for multiple testing using the Bonferroni-Holm
method.

2.4 Evaluation of cohort biases in statisticalmodels
The second set of analyses aimed at elucidating whether MSMs fitted
to data from a single cohort would learn cohort-specific effects that
reduce generalizability to other cohorts. Hazard ratios, for example,
are covariate-specific parameters of a model that quantify the influ-
ence of covariates onto the transition risk between two states. Com-
paring these ratios, it becomes apparent whether models learned the
same covariate influences from distinct cohorts. Furthermore, we used
each cohort’s previously trainedMSM to estimate the progression pat-
terns for the same, combined set of participants from all cohorts. By
fixing the data to be estimated across models, all variability in the
progression patterns stems from the cohort-specific effects learned
by the model. To evaluate the existence of these cohort-specific
biases,weperformedKruskal-Wallis tests andpairwiseMann-Whitney
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254 BIRKENBIHL ET AL.

F IGURE 1 Probabilities to transition from one state to another are estimated for a 10-year period. Median probabilities aremarkedwith
white points. Statistical distributions are shown as box plots as well as superimposed kernel density estimates, resulting in violin plots. Because
most deviations between depicted distributions were significant, we omit indication of significance for brevity. A-C, Transition probabilities
starting from the cognitively unimpaired (CU) state. D-F, Transition probabilities starting from themild cognitive impairment (MCI) state. AD,
Alzheimer’s disease; ADNI, Alzheimer’s Disease Neuroimaging Initiative; AIBL, Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing;
ANMerge, AddNeuroMed; J-ADNI, Japanese Alzheimer’s Disease Neuroimaging Initiative; NACC, National Alzheimer’s Coordinating Center;
ROSMAP, Religious Orders Study and RushMemory and Aging Project

U tests, again correcting for multiple testing using Bonferroni-Holm
and assuming a confidence level of 95%.

2.5 Cohort similarity clustering
Whereas previous analyses focused on statistical differences between
cohorts, we additionally developed an approach to cluster cohorts
based on their global similarity across progression patterns. More
specifically, each cohort’sMSMwas used to calculate the log-likelihood
of observing the actual transitions of all the participants of each other
cohort. These pairwise log-likelihoodswere afterward averaged across
the number of participants per cohort to eliminate biases toward
cohort size. This resulted in a pairwise similarity matrix between
cohorts which was subsequently transformed into a symmetric dis-
tance matrix. Mathematical details can be found in the supporting
information. The resulting distancematrix was then used in an agglom-
erative hierarchical clustering approach using average linkage.

3 RESULTS
3.1 Progression patterns differ across cohorts
Transition probabilities estimated for a 10-year period varied signifi-
cantly between cohorts (Figure 1). While we observed in all cohorts
that participants in theCUstateweremost likely to remainCUover the
next 10 years, the proportions of probabilities showed evident differ-
ences (Figure 1A-C).Wediscovered a rangeof 25%difference between
the maximum and minimum observed median probability to remain
CU (J-ADNI, > 99%; ADNI, 75%). All observed differences between
pairwise combinations of cohorts were significant (P < .001), with the
exception of ROSMAP–NACC for remaining in the CU state (P= .3).

When investigating the estimated transition probabilities from the
MCI state (Figure 1D-F), all cohorts exhibited theirmost probable tran-
sition toward the AD state. J-ADNI showed the highest median proba-
bility across cohorts with 85%, while ROSMAP held the lowest median
probability with 50%, exposing a difference of 35% between them.

 15525279, 2022, 2, D
ow

nloaded from
 https://alz-journals.onlinelibrary.w

iley.com
/doi/10.1002/alz.12387 by C

ochrane G
erm

any, W
iley O

nline L
ibrary on [01/03/2023]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense



BIRKENBIHL ET AL. 255

F IGURE 2 Average probability of staying AD diagnosis free over time for each cohort. Dashed lines indicate the standard errors of the
estimates. A, Starting from cognitively unimpaired. B, Starting frommild cognitive impairment. ADNI, Alzheimer’s Disease Neuroimaging Initiative;
AIBL, Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing; ANMerge, AddNeuroMed; J-ADNI, Japanese Alzheimer’s Disease
Neuroimaging Initiative; NACC, National Alzheimer’s Coordinating Center; ROSMAP, Religious Orders Study and RushMemory and Aging Project

Additionally, compared to the other cohorts, ROSMAP showed a con-
siderably higher median probability to revert from MCI back to CU of
23%. All pairwise differences across cohorts proved to be significant
(P < .001). Numerical values for the transition probabilities are pre-
sented in Table S4 in supporting information.

In concordance with the transition probabilities, the probability
of staying AD diagnosis free over time differed substantially across
cohorts. Starting in the CU state (Figure 2A), the trajectories of
cohorts deviated significantly after approximately 4 years. NACC and
ROSMAP exhibited the steepest decline (respectively, 85% and 87%
after 10 years), while the probability for ANMerge stayed relatively
stable (99%). Considering the MCI state as a starting point, the proba-
bility of remaining AD diagnosis free exhibited a steeper decline (Fig-
ure 2B). After 10 years, the most extreme estimates were made for
ROSMAP (48%) and J-ADNI (20%), while no significant differences
were observed between J-ADNI and NACC (both 20%), as well as
between AIBL and ADNI (both 42%). Ultimately, we discovered a max-
imum deviation of 14% for the CU state and 28% for theMCI state.

All pairwise comparisons between the cohorts’ sojourn time esti-
mates turned out to be significant for the CU state (P < .001,
with exception of ADNI–ROSMAP, P < .05; Figure 3A). Given their
respective MSMs, ROSMAP displayed the shortest sojourn time
with a median of 27.5 years, followed by ADNI (29.7 years), NACC
(38.7 years), AIBL, ANMerge, and J-ADNI (all > 100 years). In the MCI
state, again,most deviationswere found to be significant (P< .001; Fig-
ure 3B). The only exception to this was ANMerge, which did not differ
significantly fromADNI (P= .9) and AIBL (P= .88). Themedian sojourn
time in the MCI state showed relatively lower values for J-ADNI (3.8
years) and NACC (3.1 years), while ADNI, AIBL, and ANMerge showed
relatively higher values (7.7, 6.5, and 6.9 years, respectively). ROSMAP
is placed in between with a median of 5 years. Detailed descriptions of

the sojourn times distributions can be found in Table S5 in supporting
information.

3.2 Comparison of cohort-specific models
In the second set of analyses, we explored the cohort-specific
biases learned by our MSMs from their respective training datasets.
We observed that the cohort-specific models learned significantly
different relationships between covariate values and the disease
progression. Non-overlapping CIs indicated significant differences in
hazard ratios for the transition from CU to MCI between ROSMAP
(CI: 1.05 to 1.1), NACC (1.0 to 1.04), and ADNI (0.86 to 0.99) regarding
education level. With respect to the MMSE, significant differences
were found for ROSMAP, NACC, J-ADNI, and ADNI (CIs: 0.60 to 0.67,
0.76 to 0.81, 0.11 to 0.58, and 0.76 to 0.98, respectively; Figure 4A).
The influence of education in J-ADNI (CI: 1.15 to 1.92) differed signif-
icantly from ADNI (0.93 to 1.12), NACC (0.94 to 1.04), and ROSMAP
(0.93 to 1.03) with respect to reverting from MCI to CU (Figure 4B).
Regarding the conversion fromMCI toAD, significant differenceswere
discovered in the hazard ratios for age between ROSMAP (1.02 to
1.05) andNACC (1.00 to1.01), forAPOE ε4 status betweenNACC (1.10
to 1.31) and ADNI (1.34 to 1.82), and for MMSE between NACC (0.83
to 0.87), ADNI (0.7 to 0.76), and ROSMAP (0.74 to 0.79; Figure 4C).
In several cases, large CIs hampered the interpretation of the hazard
ratios. The exact estimates of all hazard ratios are presented in Table
S6 in supporting information.

When applying each MSM to the same set of data, the difference
in the estimated progression patterns across models resembled
the consequences of the learned cohort-specific biases (Figure 5).
Numerical descriptions of the distributions in Figure 5 can be found in
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256 BIRKENBIHL ET AL.

F IGURE 3 Sojourn times of cohort participants on a log10-scale. Becausemost deviations between depicted distributions were significant, we
omit indication of significance for brevity and refer to the text. A, Occupying the cognitively unimpaired state. B, Occupying themild cognitive
impairment state. ADNI, Alzheimer’s Disease Neuroimaging Initiative; AIBL, Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing;
ANMerge, AddNeuroMed; J-ADNI, Japanese Alzheimer’s Disease Neuroimaging Initiative; NACC, National Alzheimer’s Coordinating Center;
ROSMAP, Religious Orders Study and RushMemory and Aging Project
Tables S6 and S7 in supporting information. For all evaluated patterns
(i.e. the transition probabilities, Figure 5A; sojourn times, Figure 5B;
and estimated probability of staying AD diagnosis free, Figure 5C),
significant Kruskal-Wallis tests underlined the presence of cohort-
specific effects (P < .001). Additional pairwise comparisons using
Mann-Whitney U tests are presented in the supporting information.
We observed that naive pooling of datasets and training models on
a combination of multiple, complete cohorts expectedly biases the
estimates toward the cohort with the largest sample size (Figure S4 in
supporting information).

We also found differences between cohorts when extracting pro-
gression patterns for a cohort’s representative individual (Figure S5 in
supporting information) and even when applying the same exemplary
patients to each cohort’s specific MSM (Figure S6 in supporting
information).

3.3 Clustering reveals overall similarity of studies
Figure 6 presents the results achieved by clustering the investi-
gated cohorts based on the similarity of their progression patterns.
ANMerge, AIBL, and NACC displayed close proximity indicating that
their participants exhibited similar disease progression in combination
with their trained MSMs. Furthermore, ADNI and J-ADNI formed a
cluster that connected with the previously mentioned cluster in rela-
tively high distance. ROSMAP was placed far from all other cohorts,
constituting its own cluster.

4 DISCUSSION
In this work, we explored the heterogeneity in AD progression across
multiple, independent cohort datasets and the implications for data-
driven approaches for progression modeling. Evident differences in

minedprogression patterns surfacedbetween six investigated cohorts.
This finding raises concerns regarding the reliability of results discov-
ered in single data resources and underlines the need for external
validation. Furthermore, we demonstrated that models learn cohort-
specific effects from their training dataset, which can impede model
generalization. Last, we proposed a novel approach to identify similar
cohort datasets that could help to find datasets that come closer to
fulfilling the i.i.d. assumption.We demonstrated this approach by high-
lighting how six major AD cohorts relate to each other with regard to
their exhibited disease progression.

4.1 Progression trends differ across cohortdatasets
Analyzing the characteristic progression trends extracted from the
investigated cohorts revealed substantial differences among them. The
observation of lower variability in estimates for theCUstate compared
to theMCI state can be explained by the fact that only a fraction of the
CU participants will eventually develop cognitive symptoms. Thus, a
substantial amount of CU participants are expected to show no signals
of AD progression at all. Overall, the discovered heterogeneity could
likely stem from differences in the recruitment processes of cohort
studies. Compositional shifts across sampled populations pose a crit-
ical confounder comparing cohort datasets and model performance.13
Here, statisticalmatching could potentially help to identify comparable
subsets.

4.2 Data-driven models learn systematic biasespresent in cohort datasets
Using all cohort-specific MSMs to estimate progression patterns
for the same set of participants revealed the presence of strong
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BIRKENBIHL ET AL. 257

F IGURE 4 Covariate hazard ratios learned per cohort-specific multi-state models. For readability, significant deviations are not indicated
visually. Instead, we refer to the text for the corresponding evaluations. A, B, C, Impact on transition from cognitively unimpaired (CU) tomild
cognitive impairment (MCI), MCI to CU, andMCI to Alzheimer’s disease (AD), respectively. ADNI, Alzheimer’s Disease Neuroimaging Initiative;
AIBL, Australian Imaging, Biomarker & Lifestyle Flagship Study of Ageing; ANMerge, AddNeuroMed; J-ADNI, Japanese Alzheimer’s Disease
Neuroimaging Initiative; NACC, National Alzheimer’s Coordinating Center; ROSMAP, Religious Orders Study and RushMemory and Aging Project

cohort-specific effects that the models learned from their training
datasets. The estimated covariate hazard ratios are an integral com-
ponent of the cohort-specific progression signals and while we could
observe commonalities in the directional influence of covariates,
partially described by previous studies as well,7,21 the magnitude of
these influences exposed several significant differences. With regard
to education, even contradicting influences were found. Differences in
such fundamental parameters of a model propagate into, and thereby

bias, their estimates; this became apparent in the subsequently
estimated progression patterns.

Naive pooling of data from several cohorts does not necessar-
ily pose a solution for addressing the biases but leads to an over-
shadowing of signals in smaller cohorts by larger ones. Instead,
more considerate methods must be applied, such as sampling the
same number of participants from each cohort, weighting of sub-
jects to favor smaller datasets, or ensemble techniques that combine
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BIRKENBIHL ET AL. 259

dataset-specific models. Future work should explore these options in
more detail.

4.3 Clustering allows assessment of cohortsimilarities
Our proposed approach to measure cohort similarity with regard to
their global disease progression trends (informed by neuropsycholog-
ical tests, biological sex, completed years of education, APOE ε4 sta-
tus) elicited commonalities across cohorts that mirror the design of
these studies. FindingADNI and J-ADNI in one cluster together is reas-
suring as J-ADNI was designed as a complementary cohort to ADNI,
and similar trends have been observed in both cohorts.28 Their use of
equal eligibility criteria for participant recruitment counteracts the risk
of sampling from two distinct populations. The distance we observe
between them could be explained partially due to differences in eth-
noracial composition31 and lifestyle.32 ROSMAP, on the other hand,
is a special case in the landscape of AD cohorts. Its participants are
exclusively recruited from religious orders, are considerably older, and
hold a higher proportion of female participants compared to the other
cohorts.13,30

Our proposed method enables a quantitative description of differ-
ences across cohorts and, subsequently, an evaluation of cohort sim-
ilarity based not only on cross-sectional values of covariates but on
their general progression. Consequently, it could help researchers to
better understand and characterize performance measures obtained
during theexternal validationofmachine learningmodels.More specif-
ically, our cohort clustering can be used post hoc to indicate whether
failed validation was likely caused by overfitting or systematic biases
betweendiscovery and validation cohort originating from, for example,
sampling of distinct statistical distributions.

4.4 Limitations
It is unknown howmany of the CU participants per cohort would have
eventually developed cognitive symptoms during their lifetime. While
the models account for this factor using censoring, estimates based on
the CU participants could be biased depending on the size of the par-
ticipant fraction with prodromal AD.

One limitation of MSMs is the assumption that disease progression
depends only on the current state of a participant. While this is a nec-
essary andwidely accepted assumption in the literature,7,21–24 there is
no universal way to prove that it always holds true for all possible state
transitions.

F IGURE 6 Cohort dendrogram resulting from the clustering of
pairwise log-likelihoods. ADNI, Alzheimer’s Disease Neuroimaging
Initiative; AIBL, Australian Imaging, Biomarker & Lifestyle Flagship
Study of Ageing; ANMerge, AddNeuroMed; J-ADNI, Japanese
Alzheimer’s Disease Neuroimaging Initiative; NACC, National
Alzheimer’s Coordinating Center; ROSMAP, Religious Orders Study
and RushMemory and Aging Project

In recent years, AD ismore considered a biological entity1 andwhile
we aimed to account for as many clinically relevant covariates as pos-
sible, we were unable to include emerging biomarkers in our MSMs.
Given the limited number of individuals participating in longitudinal
biomarker collection, the inclusion of biomarkers would have led to
underpowered models and reduced the number of cohorts available
for analysis. However, using this limited set of covariates, our model
selection showed that all chosen covariates addedmeaningful informa-
tion to the models and that progression signals could successfully be
learned.

5 CONCLUSION
Applying machine learning and statistical modeling to single data
resources can bias results and might render the generalizability of
the models used infeasible. Ideally, it would be imperative that we
go beyond single data resources and instead investigate and validate
findings across the landscape of AD data we have at our disposal. In
practice, however, external validation of data-driven machine learn-
ing models is often limited by the availability of semantically and sta-
tistically comparable datasets.13 For some investigations only single
cohorts might be suitable. While results originating from such single-
cohort investigations hold value as initial indications, they should be (1)
regarded as cohort-specific findings pending external validation, and

F IGURE 5 Consequences of learned cohort-specific biases onto estimated progression patterns. The same set of participants was considered
under each cohort’s trainedmulti-state models (i.e., variability in estimates stems from themodels, not the data). Deviations between estimates
illustrate the learned biases. Becausemost deviations between depicted distributions were significant, we omit indication of significance for
brevity. AD, Alzheimer’s disease; ADNI, Alzheimer’s Disease Neuroimaging Initiative; AIBL, Australian Imaging, Biomarker & Lifestyle Flagship
Study of Ageing; ANMerge, AddNeuroMed; CU, cognitively unimpaired; J-ADNI, Japanese Alzheimer’s Disease Neuroimaging Initiative; MCI, mild
cognitive impairment; NACC, National Alzheimer’s Coordinating Center; ROSMAP, Religious Orders Study and RushMemory and Aging Project
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260 BIRKENBIHL ET AL.

(2) meticulously validated internally. Here, resampling techniques and
cross-validation can help to increase the robustness of single cohort
studies.8

Dealing with such heterogeneous data as is encountered in our
field, building a single model that serves all predictive purposes and is
applicable to the general AD population seems inconceivable. Instead,
the more promising alternative to support clinical decision-making
using data-driven approaches for AD and dementia could be to build
subpopulation-specific models that embrace the specifics of their tar-
get group. Here, the stratification of the AD population into specific
progression subtypes could guide which model is applicable to which
patient. Alternatively, artificial intelligence methods from the field of
domain adaptation (e.g., transfer learning) might help to manage the
heterogeneous signals when applyingmodels across cohorts.
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Abstract
Artificial intelligence (AI) approaches pose a great opportunity for individualized, pre-symptomatic disease diagnosis which plays a key
role in the context of personalized, predictive, and finally preventivemedicine (PPPM). However, to translate PPPM into clinical practice,
it is of utmost importance that AI-based models are carefully validated. The validation process comprises several steps, one of which is
testing themodel on patient-level data from an independent clinical cohort study.However, recruitment criteria can bias statistical analysis
of cohort study data and impedemodel application beyond the training data. To evaluate whether and how data from independent clinical
cohort studies differ from each other, this study systematically compares the datasets collected from twomajor dementia cohorts, namely,
the Alzheimer’s Disease Neuroimaging Initiative (ADNI) and AddNeuroMed. The presented comparison was conducted on individual
feature level and revealed significant differences among both cohorts. Such systematic deviations can potentially hamper the generaliz-
ability of results which were based on a single cohort dataset. Despite identified differences, validation of a previously published, ADNI
trained model for prediction of personalized dementia risk scores on 244 AddNeuroMed subjects was successful: External validation
resulted in a high prediction performance of above 80% area under receiver operator characteristic curve up to 6 years before dementia
diagnosis. Propensity score matching identified a subset of patients from AddNeuroMed, which showed significantly smaller demo-
graphic differences to ADNI. For these patients, an even higher prediction performance was achieved, which demonstrates the influence
systematic differences between cohorts can have on validation results. In conclusion, this study exposes challenges in external validation
ofAImodels on cohort study data and is one of the rare cases in the neurology field inwhich such external validationwas performed. The
presented model represents a proof of concept that reliable models for personalized predictive diagnostics are feasible, which, in turn,
could lead to adequate disease prevention and hereby enable the PPPM paradigm in the dementia field.
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Introduction

Dementia is a disease manifesting in cognitive decline of pa-
tients which ultimately leads to an inability to perform activ-
ities of daily living. Subsequently, patients are in need of full-
time professional care. With an increasingly aging population,
it is estimated that in 2050 there will be 1.5 billion dementia
cases worldwide [1]. The economic implications are tremen-
dous: as of now, annually $600 billion are spent on dementia
care globally, surpassing the costs of cancer and heart disease,
and without adequate treatment or prevention, expenses will
further increase [2].

Dementia is a progressive disease that likely onsets years
before cognitive symptoms arise. Treating patients who are
already exhibiting cognitive symptoms shows only limited
success [3, 4]. Accordingly, it has been proposed to transition
to the paradigm of personalized, predictive, and preventive
medicine (PPPM) in order to treat patients in pre-
symptomatic dementia stages, when irreversible brain dam-
ages have not yet occurred (i.e., when patients are cognitively
healthy or mild cognitive impaired, MCI, the prodromal stage
of dementia) [5–8]. However, pre-symptomatic dementia di-
agnosis remains difficult, as reliable prognostic biomarkers
have yet to be developed, and therefore, up to date, diagnosis
is still mainly based on cognitive function [8].

Artificial intelligence as a powerful instrument to
implement PPPM approach

Methods from the field of artificial intelligence (AI), and more
specifically machine learning, pose a great opportunity to
drive the transition towards the PPPM paradigm [9]. These
methods involve the use of biomedical data to build (i.e.,
“train”) models which are capable of addressing a plethora
of problems encountered in health research: Given a suitable
data, they can assist diagnosis [10], model disease progression
[11], identify patient subgroups for stratification [12], analyze
survival chances [13], assist disease monitoring, and support
appropriate therapies and medication [14].

Often, these approaches conglomerate into one crucial as-
pect: they model and predict disease-relevant aspects on a
personalized level and can incorporate multimodal biomedical
signals as predictors. Especially these personalized predic-
tions substantiate why AI strategies are of such relevance to
the PPPM paradigm.

Pre-symptomatic personalized dementia risk
diagnosis

In the context of pre-symptomatic diagnosis, so-called AI-
based disease risk models allow for predicting personalized
risk years of patients, before onsetting cognitive symptoms
will lead to a dementia diagnosis by a clinician. The potential

of these models is an earlier identification and subsequent
treatment of patients, which likely increases the chances of
preventing or slowing down disease progression [15].
Several factors contributing to dementia risk are known and
can be used as predictors. These contain unmodifiable patient
characteristics such as biological sex, age, APOEε4 allele sta-
tus, and dementia-linked single nucleotide polymorphisms
(SNPs) [16–18]. Additionally, a variety of modifiable vari-
ables are known to affect dementia risk such as education,
physical activity, and smoking [18]. Disease risk models can
combine these predictive features to estimate the personalized
dementia risk of an individual. This leads to highly multivar-
iate models that do not only rely on single biomarkers.

Implications of training models on cohort data: the
need for validation studies

The basis for training and validation of such machine learning
models are data that usually originate from a particular study
(e.g., observational cohort studies). Two landmark studies in
the dementia field are the Alzheimer’s Disease Neuroimaging
Initiative (ADNI) [19] and AddNeuroMed [20]. ADNI is one
of the worldwide largest dementia cohorts that displays an
unmatched degree of deep multimodal phenotyping and lon-
gitudinal follow-up. Among others, it is funded by the
National Institutes of Health (NIH) and is the most referential
dementia data resource with more than 1300 citations. By
sharing their complete dataset, ADNI represents a prime ex-
ample in the context of open science and has enabled ground-
breaking advancements in dementia research. Likewise,
AddNeuroMed is up to date the largest European dementia
cohort and involved participants coming from six sites all
across the European Union [21]. It was the first project funded
by the InnovativeMedicine Initiative (IMI) and paved the way
for the employed joint public-private funding scheme. Like
ADNI, AddNeuroMed shares all collected patient-level data
with third-party researchers.

In our earlier work [22], we have used data from ADNI to
develop a machine learning model that predicts an individual
patient’s risk to be diagnosed with dementia. In an internal val-
idation, the model showed a strong performance when sequen-
tially leaving out parts of the ADNI data frommodel training and
using them as a test set in a nested cross-validation. However, a
grand challenge in biomedicine is that clinical studies are never
representative of the entire population [23], since they are inher-
ently biased by their study design. These biases can be caused by
multiple reasons, some of which are inclusion and exclusion
criteria, types of collected data, or sampling and laboratory pro-
cedures. Therefore, an important question is how far an artificial
intelligence model trained with data from one study can general-
ize (i.e., achieve sufficiently high prediction performance) to pa-
tients from another study. For this purpose, the model has to be
tested on independent data. This process is called external
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validation. External validation is usually done retrospectively and
can be understood as the first step of the long-lasting validation
process [24]. The steps would comprise a prospective validation
study, approval as a diagnostic tool by a regulatory agency, and
finally a utility assessment, which has to carefully compare the
economic costs with the achievable benefit for the patient.

To enable the paradigm shift towards AI-supported trans-
lational PPPM approaches, an adequate model validation is
vital. Here, a core aspect of machine learning theory is that the
training and validation data are drawn from the same under-
lying statistical distribution. If the training data and the vali-
dation dataset originated from two significantly different pop-
ulations, validation can fail because the model is not familiar
with the specific values it is presented with, even though it has
successfully learned the distribution underlying the training
data. Therefore, a critical question is how to quantify and
decide whether a patient from an external validation study is
sufficiently comparable with the original training data, given
the study protocols were similar. This is an essential prereq-
uisite for an artificial intelligence model to make reliable pre-
dictions. More broadly, any kind of statistical analysis derived
from two independent studies for the same medical research
question is confronted with the same issue: Only if a suffi-
ciently similar subset of patients can be identified, statistics
can be expected to be directly comparable. For example, if
patients differ significantly in their age distribution in two
dementia studies, their cognitive impairment scores cannot
be directly compared. However, a suitable subset of patients
out of both studies may be identifiable that are in the same age
range and thus allow for a less biased comparison.

State of the art: cohort comparisons and dementia
risk prediction

Few evaluations of the comparability of longitudinal cohort
studies in the dementia domain have been made [25, 26]. All
of these works focused only on a small subset of dementia-
relevant features and were based on a reduced patient subset of
their investigated cohorts. In conclusion, there is an unmet
need for a systematic in-depth comparison of cohorts in the
dementia field.

Since the appearance of our model publication, a number of
alternative machine learning algorithms for predicting demen-
tia risk have been suggested [27–30]. Our model differentiates
from those, because it is able to predict dementia risk as a
function of time. Additionally, to the best of our knowledge,
none of the other models were externally validated.

Novelty beyond the state of the art

Our presented work makes two major contributions: first, we
statistically analyzed the differences between two important
dementia cohort studies, namely, ADNI and AddNeuroMed,

in order to understand and characterize their relative sampling
biases. We demonstrate that substantial differences between
both studies exist in demographic, clinical, and MRI features,
raising concerns regarding the generalizability of statistical
analysis results and more complex modeling efforts that have
solely used one of these datasets. As a second major contri-
bution, we show that, despite the existing differences between
both studies, external validation of our earlier developed de-
mentia risk model [22] demonstrated a high prediction perfor-
mance of disease diagnosis (AUC = 0.81) up to 6 years before
made by a clinician. To explore the effect of systematic dif-
ferences between cohorts on validation performance, we used
propensity score matching (PSM) [31] to identify a subset of
AddNeuroMed patients which are sufficiently similar to
ADNI participants with respect to a subset of key demograph-
ic features. For those subjects, an even higher prediction per-
formance of 88% AUC was achieved, which illustrates that
systematic sampling biases can significantly influence the pre-
diction performance of AI-based models in PPPM.

We would like to highlight that, to the best of our knowl-
edge, our model is the only artificial intelligence-based de-
mentia risk model that has been externally validated so far
(AUC = 0.81). Hence, we see the external validation
of our model as an important contribution of this work,
which demonstrates that, instead of solely relying on
symptomatic diagnosis, a validated PPPM approach in
the dementia domain is feasible.

Material and methods

Clinical studies and investigated features

We selected two major dementia cohorts (i.e., ADNI and
AddNeuroMed) for comparison and artificial intelligence
model validation. Both studies were conducted following the
Declaration of Helsinki and informed consent of participants
was acquired. In order to compare the selected cohorts, and to
be in a position to apply an artificial intelligence model trained
on ADNI data to patients from AddNeuroMed, we first had to
identify variables which were jointly available in both studies.
Because demographic variables are usually well defined and
clinical and MRI procedures in AddNeuroMed were aligned
to ADNI protocols [20, 21], we focused on demographic,
clinical, and MRI variables in our comparison. In addition,
we had to ensure that brain volumes were calculated identi-
cally for both cohorts. Therefore, we reprocessed raw MRI
images from ADNI and AddNeuroMed using the same pipe-
line and brain parcellation method (see Supplementary
Material). In total, 200 variables were measured in both stud-
ies and could be compared with each other. Determined by
AddNeuroMed, the longest available follow-up we could in-
vestigate spanned 84 months.
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Propensity score matching

Statistical matching or PSM is a procedure used to identify
comparable patients from two cohorts. The goal is to assign
patients of one cohort an individual counterpart from another
dataset such that thematched pair is comparable with regard to
a specified set of matching features. Classically, PSM has
been used to study treatment effects outside the framework
of randomized controlled trials [32], e.g., in pharma-
epidemiology [33].

Matching two dementia cohorts based on sex, age,
APOEε4 status, and education level of patients will result in
two sub-cohorts that are similar to each other with respect to
the distribution of these matching features. PSM starts by
fitting a logistic regression model which discriminates be-
tween patients of two cohorts. One class represents patients
from study 1 (i.e., ADNI) and the other class study 2 (i.e.,
AddNeuroMed), and predictors or matching features are those
clinical variables for which differences between these studies
should be eliminated. The logistic regression results in a pro-
pensity score per patient in both cohorts (Fig. 1A). The score
thereby represents the probability of a patient to belong to
study 1. In a second step, this propensity score is then used
to find suitable matching partners of ADNI patients in
AddNeuroMed.

One way this can be done, which we followed here, uses
the concept of a caliper [34]. For a given ADNI patient X, an
AddNeuroMed patient Y is accepted as a matching partner, if
their propensity score differs by at most a certain fraction of
standard deviations of the propensity score. If multiple
matching partners are available within the caliper range, one

is selected randomly, with resampling being usually not per-
mitted. Participants for whom no partner from the other cohort
could be found within the caliper range are discarded.

The caliper can thus potentially significantly affect the
matching. Althauser et al. reported that a caliper of 1 standard
deviation removes approximately 75% of the initial bias,
while a caliper of 0.2 can remove 98% [34]. We tested differ-
ent calipers for matching: 1.5, 1.3, 1, 0.7, 0.5, 0.3, and 0.1. For
each of those calipers, 100 matchings were performed and the
matching quality was assessed (Supplementary Fig. 1, 2, and
Supplementary Table 1). Based on this evaluation, we here
decided on a caliper of 1.

To conduct PSM, we used the R package MatchIt [35]. As
matching features, we selected patient age, sex, the number of
full-time education years, and APOEε4 allele count. After
PSM, the resulting sub-cohorts should show comparable char-
acteristics with respect to these variables.

Statistical cohort comparisons

We performed a comparison of ADNI and AddNeuroMed for
each baseline diagnosis group separately (healthy, MCI, de-
mentia), one before and one after PSM.We evaluated whether
PSM was able to eliminate differences between ADNI and
AddNeuroMed with respect to chosen matching features.
Furthermore, we also investigated how PSM influenced the
differences in features not matched for. To ensure robust re-
sults, we compared features for 100 matchings and set the
results against those gained from comparing features in 100
randomly selected patient subgroups of the same sample size.

Fig. 1 Caliper-based propensity score matching. (A) Procedure of
caliper-based nearest neighbor propensity score matching as it was used
in the comparison of ADNI and AddNeuroMed. The first step in the
matching process is the calculation of a propensity score for each patient,
followed by the matching of patients based on a caliper. The results are

two cohorts consisting of patients similar with respect to the chosen
matching features. Patients without match are discarded. (B) Caliper-
based PSM as it was used for model validation. Only AddNeuroMed
patients that found a match in ADNI were kept and used to validate the
dementia risk model
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The amount of matched/randomly selected patients from each
diagnosis group can be seen in Table 1.

We declared a continuous feature to be significantly
different between the two cohorts if the 95% confidence
interval of the difference between the population means
(after correction for multiple testing via Bonferroni’s
method) did not cover 0. For categorical variables (such
as sex or APOEε4 status), we estimated the 95% confi-
dence interval for the difference in proportions of each
variable category (e.g., 0, 1, 2 APOEε4 risk alleles). We
assessed the absolute number of significant deviations for
each diagnosis cohort separately. Due to the randomness
involved in the matching procedure, we repeated the com-
parisons 100 times, each with newly matched sub-cohorts.
To evaluate if the number of found differences in matched
subgroups is significantly lower than the number of dif-
ferences found between random subsamples, we applied a
one-tailed Wilcoxon test using an alpha level of 5%.

Since PSM cannot deal with missing data, only cases that
were complete with regard to the chosen matching features
were considered. After excluding incomplete cases and
conducting the matching, the ADNI and AddNeuroMed sub-
cohorts consisted of 199 healthy controls, 147 MCI patients,
and 150 dementia cases each (Table 1 “Match”).

Validation of an artificial intelligence-based model to
predict dementia diagnosis

In our previous work [22], we proposed an artificial intelli-
gence model based on stochastic gradient boosted decision
trees (GBM) [36] for predicting the time-dependent risk of a
patient to convert from a healthy or MCI state to diagnosed
dementia. The model was originally trained on data from 315
cognitively normal and 609MCI ADNI participants. Fourteen
(4.4%) of the normal and 238 (39%) of the MCI patients
developed dementia during the 96 months in the study.
GBMs inherently perform a feature selection in the training
process, which ultimately leads to sparse models. The final
predictors used in the model included clinical baseline infor-
mation (e.g., diagnosis, age, sex, education, and cognition

scores), glucose uptake (FDG), amyloid β deposit (AV45),
brain volumes (36 variables),s and genotype (APOEε4 status,
100 dementia associated SNPs, 116 polygenic pathway im-
pact scores, and 32 principal components describing genetic
variability based on 53014 SNPs within each individual).
Prediction performance was assessed via 10 times repeated
10-fold cross-validation, resulting in a Harrell’s C-index of ~
0.86. Briefly, Harrell’s C-index is a generalization of the area
under the ROC curve for classification and ranges from 0 to 1,
where 0.5 indicates chance level [37]. More details regarding
our published model, including a comparison against several
competing AI models, can be found in [22].

Since not all features used in the original model were pres-
ent in AddNeuroMed, we had to restrict ourselves to the
CDRSB (clinical dementia rating scale sum of boxes score)
and MMSE (Mini-Mental State Examination) total scores as
cognition assessments. In consequence, a revised AI model
(stochastic gradient boosted decision trees—GBM) had to be
trained on ADNI data. The training and subsequent evaluation
procedure was identical to the one published in [22] and is
described in the Supplementary Material in more detail.

In our case, the revised GBM model achieved a lower cross-
validated C-index than our original one of ~ 0.83 (Supplementary
Fig. 3 and Supplementary Table 2). Due to the restriction on
features available in both cohorts, the revised model contained
fewer features (n = 32) than the original one. It included 24
MRI-derived volumes of different brain regions, age, CDRSB,
MMSE, baseline diagnosis (i.e., MCI or cognitively normal), 3
principal components describing genetic variance within each in-
dividual (computed from the same set of SNPs as in our original
model), APOEε4 status, and 1 dementia-associated SNP
(rs7364180) in the coiled-coil domain containing 134 gene
(CCDC134). This revised model was subsequently evaluated on
cognitively normal and MCI AddNeuroMed patients.

In addition, we investigated whether the AI model would
yield better prediction performance on a subset of
AddNeuroMed subjects that were more similar to ADNI pa-
tients with regard to their demographics. For that purpose, we
performed PSM as shown in Fig. 1B. Based on ADNI, we
scoredAddNeuroMed patients and included those participants
into a validation dataset who received an ADNI matching
partner based on our matching variables. Additionally, base-
line MMSE was included to correct for differences in cogni-
tive impairment. No a priori stratification by baseline diagno-
sis was performed before PSM to avoid overoptimism. After
matching, we further only included patients for whom MRI
images were available. This limited the highest achievable
number of validation participants to 244. The resulting
average-matched validation cohort contained 164
AddNeuroMed patients of which 20 converted to dementia
during the runtime of the study (Supplementary Fig. 2). To
ensure that our results were robust, we repeated the validation
process for 100 matchings.

Table 1 Sample size reduction when applying PSM to ADNI and
AddNeuroMed

Healthy MCI Dementia

Cohort n CC Matched n CC Matched n CC Matched

ADNI 417 415 199 872 866 147 342 338 150

ANM 793 266 199 397 238 147 512 262 150

n number of cases before PSM,CC number of complete cases with regard
to the matching features,Matched number of matched patients following
the approach depicted in Fig. 1A, MCI mild cognitive impaired

371EPMA Journal (2020) 11:367–376



Results

ADNI and AddNeuroMed differ significantly in key
features

The presence of fundamental differences between ADNI
and AddNeuroMed became evident by performing a
comparison of the unmatched, full diagnosis groups.
Table 2 shows an overview of the demographic charac-
teristics of the two cohorts. With the control group as
an exception, AddNeuroMed patients are on average
roughly 3 years older than the ADNI population. In
AddNeuroMed, the proportion of women is higher and
in general there are fewer APOEε4 carriers. The most
prominent difference could be observed in the education
of study participants. On average, healthy ADNI partic-
ipants underwent at least 4 years more education, and
the cognitively affected cases showed a difference of
a lmos t 6 years compared wi th AddNeuroMed
participants.

We could identify 200 features from the clinical, imaging,
and demographic modalities that were common between
ADNI and AddNeuroMed. In total, 48, 136, and 138 out of
the 200 common features differed substantially between the
controls, MCI, and dementia patients, respectively (Table 3
“Unmatched”). These results underline the presence of signif-
icant differences between both cohorts.

Propensity score matching allows for identifying
comparable subjects

PSM resulted in ~ 363 patients from AddNeuroMed that
could principally be matched to ADNI following the PSM
protocol in Fig. 1B. Keeping only patients for which MRI

data was available led to a dataset comprising on average
164 patients. In Fig. 2, we show the distribution of pro-
pensity scores before and after PSM. The shift to more
similar distributions after PSM highlights that differences
in age, sex, MMSE, education, and APOEε4 status be-
tween matched patients from both studies are evidently
reduced. Evaluation of individual confidence intervals of
those features showed similar results, since significant
differences observed in the matching features before
PSM vanished after (Supplementary Fig. 4), the education
of participants being the only exception. Hence, PSM al-
lows for identifying more comparable subjects from
AddNeuroMed with respect to key features.

Additionally, we explored whether PSM would reduce the
number of significantly different features that were not used as
matching variables. This was done by running 100 PSMs,
each selecting the amount of matched patients previously
shown in Table 1. We then compared the selected subsamples
of ADNI and AddNeuroMed to identify significant differ-
ences in non-matching variables. This was done (a) in the
matched subsamples and (b) as a control in 100 randomly
selected patient subsets from both cohorts, which included
the same number of patients as selected by PSM.

We found that the number of significantly different vari-
ables was, on average, reduced to 22 (± 7 std. dev.; i.e., re-
duction by 15%), 23 (± 10 std. dev.; i.e., reduction by 67%),
and 17 (± 4 std. dev.; i.e., reduction by 66%) for controls,
MCI, and dementia patients compared with the random sam-
ples (Table 3). Comparing the number of significant differ-
ences found in random samples and matched samples using a
Wilcoxon test showed that the reduction was significant in all
cases (healthy, p = 0.001; dementia and MCI, p < 0.001). This
finding can be explained by the fact that matching variables
are correlated with further variables.

Table 2 Demographic composition of ADNI and AddNeuroMed per diagnosis

Age Females (%) Education 0 APOEε4 (%) 1 APOEε4 (%) 2 APOEε4 (%)

Cognitively normal controls
ADNI 74.8 49.9 16.3 74.9 24.8 2.7
ANM 74.5 59.4 12.3 74.6 23.2 2.2
CI [-1.33, 0.82] [0.02, 0.17] [-4.56, -3.37] [-0.05, 0.09] [-0.09, 0.05] [-0.03, 0.02]

Mild cognitive impairment
ADNI 73.0 40.9 15.9 49.7 39.4 10.9
ANM 76.0 54.7 10.0 60.4 35.8 3.8
CI [1.81, 4.25] [0.06, 0.21] [-6.39, -5.32] [0.02, 0.19] [-0.12, 0.05] [-0.11, -0.03]

Dementia
ADNI 75.0 44.7 15.2 33.5 47.3 19.2
ANM 78.6 62.9 9.4 45.7 41.3 13.0
CI [2.17, 4.97] [0.1, 0.27] [-6.48, -5.1] [0.03, 0.21] [-0.15, 0.03] [-0.13, 0.0]

Average age and education are reported in years. CImultiple testing adjusted 95% confidence interval of the difference in means for education and age,
and for the difference in proportions for Female and APOEε4 status. Significant intervals are emboldened. 0, 1, 2 APOEε4 fraction of individuals with 0,
1, or 2 APOEε4 alleles. Females proportion of female study participants. ANM AddNeuroMed
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Supplementary Fig. 4 shows which features differed con-
sistently between AddNeuroMed and ADNI.

Artificial intelligence model shows high prediction
performance in external validation

We initially applied our artificial intelligence-based dementia risk
model to all cognitively normal and mild cognitively impaired
AddNeuroMed participants with availableMRI data (n = 244, 30
(12%) received the diagnosis “Alzheimer’s disease” during the
course of the study). Due to the highlighted differences between
ADNI (our training cohort) and AddNeuroMed (our validation
set), prediction performance of the model dropped from 0.83 C-
index in ADNI to 0.81 C-index in AddNeuroMed (Fig. 3A). In
Fig. 3B, we present the prediction performance as the area under
receiver operator characteristic curve over time (AUC(t)) to show
that our algorithm can predict dementia diagnosis up to 6 years
prior to diagnosis with an AUC of ~ 0.8. The observed low
prediction performance at month 0 is an artifact, because no
conversions can take place at baseline. Likewise, after 6 years,
prediction performance drops, because only few observations
were available.

For comparison and motivated by the findings in the last
section, we next investigated the prediction performance for
AddNeuroMed subjects that were putatively similar to ADNI
according to PSM. Our model made a prediction for each of
the matched AddNeuroMed patients, and we repeated this
procedure for 100 different matchings and averaged the per-
formance. This resulted in a significantly higher C-Index of ~
0.88, which is comparable with the result reported in our ear-
lier publication using cross-validation (Fig. 3A). Similarly, the
AUC at 6 years prior to diagnosis increased to ~ 0.88 as well
(Fig. 3B). In conclusion, PSM successfully eradicated differ-
ences between cohorts by identifying AddNeuroMed subjects
that were more similar to those in ADNI.

Discussion

In order to take dementia treatment to the era of PPPM, pre-
symptomatic diagnosis is vital. AI and machine learning

Table 3 Number of significant differences between ADNI and AddNeuroMed

Diagnosis Unmatched Random Matched (mean, SD) % rel. change (mean) p value Min Max

Controls 48 26 (10.4) 22 (6.8) -15 0.001 11 40
Mild cognitive impaired 136 67 (22.4) 23 (10.0) -67 < 0.001 4 47
Dementia 138 66 (22.4) 17 (4.3) -66 < 0.001 8 30

Unmatched number of features found significant by comparing the complete unmatched diagnosis groups. Random number of features found significant
by comparing random subsamples with the same sample size as thematched subgroups.Matchedmean number of significant differences found across all
100 matching and comparison runs. Standard deviation in brackets.% rel. change relative change in the number of significant features with and without
PSM.Minminimal number of significant differences found in a single run. p value p value indicating if the amount of significant differences in matched
subgroups is significantly lower compared with the random sample. Max maximal number of significant differences found in a single run

Fig. 2 Distribution of propensity scores before and after PSM. (A) Scores
for the full unmatched cohorts. (B) Scores for matched patients using a
caliper of 1. (C) Scores for matched patients using a caliper of 0.5. ANM
AddNeuroMed
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methods trained on clinical cohort study data can build a foun-
dation to enable this translation, because they can work with
the highly multifactorial nature of dementia and succeed,
where single biomarkers are not able to provide a reliably
prediction. However, translation of AI models into clinical
practice requires a sufficient multi-step validation: (i) an inter-
nal validation on the discovery cohort (done in our previous
work); (ii) an external validation on a further cohort (done
here); (iii) a validation via a prospective clinical study; (iv)
an assessment as a diagnostic tool by a regulatory agency; and
(v) a careful utility analysis, which includes health economic
considerations.

Cohort differences affect model generalizability;
predictive dementia diagnosis is possible

This work demonstrated the presence of substantial differ-
ences between ADNI and AddNeuroMed, two major demen-
tia cohort studies. Nonetheless, we were able to externally
validate our model for personalized dementia risk prediction
on the complete AddNeuroMed data, achieving an AUC of ~
0.81 to predict dementia diagnosis 6 years before diagnosed
by a clinician. Due to the identified differences, it is not sur-
prising to observe a lower performance compared with the ~
0.86 AUC we previously reported on ADNI [22]. Notably,
with the help of PSM, we were able to identify a subset of
AddNeuroMed subjects that were more comparable with
those in ADNI with regard to demographic features. For these
matched patients, a significantly higher prediction perfor-
mance of ~ 0.88 AUC was observed. This again highlights
the influence which systematic biases across cohorts can po-
tentially have on the performance of AI-based approaches.We
would like to emphasize that this work is one of the very rare
cases in the neurology field, in which an AI model was prop-
erly validated based on a separate study. As pointed out above,

such external validation is crucial to enable a paradigm shift
towards an AI-based PPPM paradigm.

In general, the observable differences between ADNI and
AddNeuroMed question the generalizability of published sta-
tistical analyses that in the past have only used a single dataset.
Our concerns are further supported by results of Whitwell
et al. [26] as well as Ferreira et al. [25], who also reported
significant differences between dementia cohorts. Because
there is such a strong bias in cohort data from dementia pa-
tients, from our point of view, it is extremely important that
scientific findings are tested in independent cohort studies.

Limitations and outlook

For this work, there was only a relatively small number of
init ial ly cognitively normal and MCI patients in
AddNeuroMed, which later on received the dementia diagno-
sis (30 out of 244). Hence, additional cohort studies should be
employed to further validate the presented AI model. Since
each of these studies will have their own biases comparedwith
ADNI as well, such a validation would additionally strengthen
the confidence into the model. The next step in order to allow
for an implementation of the presented model into a clinical
context would be a dedicated prospective study.

Expert recommendations: AI-supported personalized
treatments

The crucial role that AI models can play in the process of
shifting the diagnosis and treatment of dementia towards the
PPPM paradigm stems mainly from their capability of
performing personalized predictions. By incorporating
patient-specific multivariate information, they provide disease
risk assessments for individuals which can potentially impact
the time as well as the type of treatment that patients receive.
Thereby, reliable AI models can constitute personalized

Fig. 3 Performance of the dementia risk model on external validation and
matched AddNeuroMed data calculated for 100 different matchings. (A)
Harrell’s C-index of the model. The red line is indicates the model per-
formance on the full unmatched AddNeuroMed cohort. (B) Area under

the ROC over time (AUC(t)) showing the predictive performance over
time before diagnosis. The standard error is plotted around the mean
trajectory
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treatment algorithms that open opportunities for critical med-
ical interventions which delay the progression of diseases or
even to prevent disease onset at all. Furthermore, AI methods
could even suggest the appropriate personalized treatment
given the patient specific biomarker signatures. The
accompanied reduction in economic costs as well as emotion-
al burden suffered by patients and caregivers would be
significant.

Conclusion

Altogether, our work highlighted the inevitable necessity
to validate AI models on separate cohort datasets to, at
some point, make the translation of AI-based PPPM
approaches into clinical routine [6, 24, 38]. Moreover,
our work showed the non-trivial challenges that are as-
sociated with conducting such efforts. Additional real-
world evidence data from clinical practice (e.g., elec-
tronic health care records) are now starting to play an
increasing role in this context and could potentially help
to reduce the cohort selection biases outlined here.
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Artificial intelligence‑based 
clustering and characterization 
of Parkinson’s disease trajectories
Colin Birkenbihl 3,4*, Ashar Ahmad 1,6,7, Nathalie J. Massat 1,2,7, Tamara Raschka 3,4, 
Andreja Avbersek 1,5, Patrick Downey 1, Martin Armstrong 1 & Holger Fröhlich 3,4

Parkinson’s disease (PD) is a highly heterogeneous disease both with respect to arising symptoms and 
its progression over time. This hampers the design of disease modifying trials for PD as treatments 
which would potentially show efficacy in specific patient subgroups could be considered ineffective 
in a heterogeneous trial cohort. Establishing clusters of PD patients based on their progression 
patterns could help to disentangle the exhibited heterogeneity, highlight clinical differences among 
patient subgroups, and identify the biological pathways and molecular players which underlie the 
evident differences. Further, stratification of patients into clusters with distinct progression patterns 
could help to recruit more homogeneous trial cohorts. In the present work, we applied an artificial 
intelligence-based algorithm to model and cluster longitudinal PD progression trajectories from the 
Parkinson’s Progression Markers Initiative. Using a combination of six clinical outcome scores covering 
both motor and non-motor symptoms, we were able to identify specific clusters of PD that showed 
significantly different patterns of PD progression. The inclusion of genetic variants and biomarker 
data allowed us to associate the established progression clusters with distinct biological mechanisms, 
such as perturbations in vesicle transport or neuroprotection. Furthermore, we found that patients of 
identified progression clusters showed significant differences in their responsiveness to symptomatic 
treatment. Taken together, our work contributes to a better understanding of the heterogeneity 
encountered when examining and treating patients with PD, and points towards potential biological 
pathways and genes that could underlie those differences.

Parkinson’s disease (PD) is an age-associated neurodegenerative disorder that affects approximately seven mil-
lion people worldwide. Alongside the cardinal motor symptoms of bradykinesia, rigidity, resting tremor, and 
postural instability in later stages1, PD patients suffer from a wide range of non-motor symptoms such as sleep 
disturbances, psychosis, cognitive impairment, and mood disorders2. Currently there are no disease modifying 
treatments available for PD and present medications (e.g., L-DOPA) only offer symptomatic benefits. Designing 
and conducting clinical trials to test putative disease-modifying treatments is complicated due to the high inter-
individual variability of disease progression rates3–5. Therefore, understanding the different biological mecha-
nisms that drive differential disease progression is vital to ultimately pave the way for personalised therapies and 
can help to identify novel target candidates for therapeutic intervention.

Previous attempts to identify PD subtypes focused on ad-hoc classification of the motor characteristics of 
tremor (tremor dominant sub-type) and postural instability (postural instability and gait dominant sub-type)6. 
Similarly, age at disease diagnosis has been used to classify PD patients into Late Onset PD and Young Onset 
PD3. However, given the broad and complex range of PD symptoms, single-variable subtyping approaches are 
unlikely to capture the complexity of patients’ progression. Here, data-driven multivariate approaches using, for 
example, cluster analysis5 offer a promising opportunity to overcome these limitations.

The foundation for such multivariate subtyping approaches is built through multi-modal longitudinal data 
provided by observational cohort studies such as the Parkinson’s Progression Markers Initiative (PPMI)7. PPMI 
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data has been previously used to identify patient subtypes based on cross-sectional imaging data and cerebrospi-
nal fluid biomarkers at study baseline2,8. Only a few studies have focused on disease progression which requires 
the use of longitudinal follow-up data. This aspect was partially addressed by Faghri et al.9 using PPMI data 
at 48 months follow-up. The authors identified three PD subtypes using non-negative matrix factorisation. 
Still, their approach was unable to discern these subtypes with respect to the slope of progression. In this con-
text, recently published neural network-based approaches make it possible to cluster entire longitudinal patient 
trajectories10,11. However, these studies did not explore the biological underpinning of the subtypes nor did they 
consider how their patients differed in their clinical presentation or in their response to treatment.

The aim of this work was to uncover PD progression clusters by applying an artificial intelligence-based, 
purely data-driven approach based on multivariate longitudinal trajectories comprised of motor and non-motor 
scores obtained from de-novo patients. Furthermore, using machine learning, we sought to identify associations 
linking discovered progression clusters to potentially disparate biological pathways, genetic variations, and 
clinical symptoms. Finally, we aimed to assess any difference in the loss of dopaminergic neurons across clusters 
and whether patients of distinct progression clusters would respond differently to symptomatic treatment. Such 
insights could contribute to a deeper understanding and characterisation of the heterogeneous mechanisms at 
play within PD and offer the opportunity to define novel drug targets.

Results
Multivariate time series analysis identifies three patient clusters with distinct progression 
profiles.  By clustering the time series data of 407 de novo PD patients from PPMI (267 male, 140 female) 
using our previously published artificial intelligence-based VaDER approach11, we identified three groups of PD 
patients with distinct progression profiles (Supplementary Section S1, Fig. S1). The clustering was conducted 
based on the multivariate progression of six key clinical assessments of PD symptoms over the course of up to 
60 months: the MDS-UPDRS 1, 2, and 3 (off treatment)12, tremor dominant score (TD), postural instability and 
gait disorder score (PIGD), and the Epworth sleepiness scale (ESS).

The three resulting clusters contained ’moderate’-progressors (n = 230), ‘fast’-progressors (n = 53), and ‘slow’-
progressors (n = 124). Table 1 provides summary statistics of patients from each cluster at study baseline. We 
found significant differences between the average age at study baseline of slow progressors and the two other 
respective subtypes (t-test ‘slow’ versus ‘fast’, p < 0.013; ‘slow’ versus ’moderate’, p < 0.019; ’moderate’ versus ‘fast’, 
p > 0.32). In contrast, no significant difference was observed in the elapsed time from initial diagnosis to study 
baseline (pairwise U-tests between all three clusters, p > 0.3), or distribution of Hoehn and Yahr stages ( χ2-test, 
p > 0.15). With respect to MDS-UPDRS scores at study baseline, we found a significant difference in MDS-UPDRS 
1 between the ‘moderate’ cluster and the other two clusters, respectively (U-test, ‘slow’ versus ’fast’, p < 0.01; ’mod-
erate’ versus ‘fast’, p < 0.001; ‘slow’ versus ’moderate’, p > 0.59). For MDS-UPDRS 2, the only significant deviation 
was observed comparing the ‘moderate’ against ‘fast’-progressors (U-test, ’moderate’ versus ‘fast’, p < 0.025; ‘slow’ 
versus ’fast’, p > 0.14; ‘slow’ versus ’moderate’, p > 0.34). We identified no significant difference in MDS-UPDRS 
3 scores (pairwise U-test for all clusters, p > 0.69). Furthermore, we detected no significant differences in the 
distribution of biological sex ( χ2-test, p > 0.15) and the start of symptomatic therapy (Fig. S2).

The mean univariate progression trajectories of these clusters along with their 95% confidence intervals are 
depicted in Fig. 1. Although the clustering was conducted on multiple outcome measures, we observed a clear 
separation of clusters across all selected variables except for the TD score between ‘fast’ and ’moderate’ progres-
sors. While ‘fast’ and ‘moderately’ progressing subtypes displayed a clear increase of symptoms over the covered 
60 month interval already starting from baseline, ‘slow’-progressors experienced almost no significant symptom 
worsening across scores until month 24.

Characterisation of PD clusters suggests longitudinal differences in dopaminergic defi‑
ciency.  The differences in motor symptom progression rates across subtypes (Fig. 1) were mirrored by signifi-
cant differences in the age-adjusted trajectories of DaTSCAN measurements, which were available until month 
48: the rate in loss of specific-binding ratio (SBR) signal in the caudate region was significantly lower for the 
cluster exhibiting ‘slow’ progression than for both the ‘fast’ and ’moderate’ progressing clusters, respectively 
(signal loss of − 0.0033 SBR unit/month, 95% CI [− 0.0055, − 0.0011], p = 0.004 compared to the ‘fast’ group, 
and of − 0.0019 SBR unit/month, 95% CI [− 0.0032, − 0.0003], p = 0.01 compared to the ’moderate’ group). No 
significant difference in SBR was observed between the ‘fast’ and ‘moderate’ progressing groups (details in Sup-
plementary Section S3). The difference in rate of dopaminergic loss between the ‘fast’ and the ‘slow’ progressing 
clusters was seen equally in the ipsilateral (signal loss of − 0.0034 SBR unit/month, 95% CI [− 0.0056, − 0.0008], 
p = 0.008) and the contralateral (signal loss of − 0.0032 SBR unit/month, 95% CI [− 0.0057, − 0.0008], p = 0.007) 

Table 1.   Summary statistics of patients per subtype at study baseline. UPDRS refers to the MDS-UPDRS scale. 
Presented is the mean and standard deviation of variables as well as the percentage of females per subtype. N, 
Number of patients per subtype. *Differences were statistically significant; p-values are provided in the Result 
section.

Cluster N Age (Years) *
Number of 
Females

Years since 
diagnosis UPDRS 1* UPDRS 2* UPDRS 3

Hoehn and Yahr 
stage I

Hoehn and Yahr 
stage II

Hoehn and Yahr 
stage III

Slow 124 60.2 ± 9.3 49 (40%) 0.5 ± 0.5 5.4 ± 4.2 5.9 ± 4.2 21.0 ± 9.1 57 (46%) 65 (52%) 2 (0.2%)

Moderate 230 62.7 ± 9.7 78 (34%) 0.6 ± 0.5 5.1 ± 3.5 5.4 ± 3.9 20.6 ± 8.7 95 (41%) 135 (59%) 0 (0%)

Fast 53 64.2 ± 10.8 13 (26%) 0.7 ± 0.8 7.3 ± 4.7 7.2 ± 4.9 21.0 ± 8.8 27 (51%) 26 (49%) 0 (0%)
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sides of the caudate region. In contrast, the difference in rate of progression between the ’moderate’ and the 
‘slow’ progressing subtypes was stronger in the contralateral side (signal loss of − 0.0022 SBR unit/month, 95% 
CI [− 0.0038, − 0.0006], p = 0.006) as compared to the ipsilateral (signal loss of − 0.0016 SBR unit/month, 95% CI 
[− 0.0030, + 0.0002], p = 0.07) sides of the caudate region. No significant difference in SBR rates were observed 
in the putamen, and changes in the striatum were intermediary between those observed in the caudate and the 
putamen.

Machine learning revealed associations between clusters and underlying biology.  To discover 
further associations between the identified progression clusters and clinical as well as biomarker and genetic 
variables, we developed machine learning models based on patients’ baseline visit data. Additionally, we built a 
second version of these models that included the 3-month follow-up data, both in the form of raw values and of 
change relative to baseline values. The variables included into the models comprised demographic and clinical 
data, including MDS-UPDRS item-level data (86 variables at baseline; 217 including 3 month follow-up), CSF 
biomarkers (amyloid beta, phosphorylated tau, total tau), blood serum transcriptomic data (7 variables), 3472 
SNPs gained through a linkage disequilibrium analysis of an initial set of 145 PD associated SNPs obtained from 
DisGeNET13, and brain region specific DaTSCAN (5 variables). We also calculated burden-scores for biological 
pathways stemming from Kegg14, Reactome15, and NeuroMMSig16 (36, 10, and 12 pathways, respectively). These 
scores were based on the SNP data of each respective patient and described the amount of genetic variation 
affecting a pathway (see Method section for details). A full list of all variables is presented in the Supplementary 
Spreadsheet.

The machine learning algorithm of choice was a sparse group LASSO (SGL)17. We developed three distinct 
models, each discriminating one of the clusters from the respective other two (i.e., one versus rest approach). 
The significance of the most strongly associated variables was then determined by bootstrapping each model 200 
times and investigating whether the resulting confidence intervals (CI) of standardised coefficients contained 
zero. CIs were Bonferroni-corrected to account for multiple testing. Further methodological details are described 
in Supplementary Section S4.

The built models revealed several significant associations between measured variables and progression clus-
ters, which were interpretable from a clinical as well as a biological point of view.

Progression clusters are associated with distinct symptoms and genetic loci.  The coefficients 
of each machine learning model highlight how specific variables influence the probability that a patient belongs 

Figure 1.   Mean trajectories of the three different progression clusters. Dashed lines depict the 95% confidence 
interval of the respective trajectory. Confidence intervals grow larger with time as more patients drop-out of the 
study. The progression score depicted on the y-axis represents the relative change to study baseline normalised 
by the standard deviation of the respective variable. UPDRS refers to the MDS-UPDRS testing battery, ESS to 
the Epworth Sleepiness Scale, PIGD to the Postural Instability Gait Disorder, and TD to the Tremor Dominant 
Score.
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Figure 2.   Top 20 variables associated with the respective progression cluster (sparse group LASSO using 
baseline data + 3-month follow-up). The plots show the standardised coefficient together with their Bonferroni-
corrected 95% confidence intervals for each variable. A stronger positive coefficient value in the plot indicates 
a higher likelihood of a patient belonging to the respective cluster. A corresponding plot for baseline data only 
is shown in Fig. S7. (A–C, most associated variables for ‘slow’, ’moderate’ and ‘fast’ progression. The number 
after SNP IDs indicates the number of non-reference alleles. ‘M3’ denotes variables measured at the 3 month 
visit. ‘slope’ indicates the calculated slope of the corresponding score measured 3 months after baseline. PGS 
denotes polygenic risk scores. ‘CL’ means contralateral, while ‘IL’ refers to ipsilateral. (D–F), most associated 
biological pathways. Pathways starting with ‘K_’, ‘R_’, or ‘N_’ originate from Kegg, Reactome, and NeuroMMSig, 
respectively.



5

Vol.:(0123456789)

Scientific Reports |         (2023) 13:2897  | https://doi.org/10.1038/s41598-023-30038-8

www.nature.com/scientificreports/

to a particular cluster. For interpretability, we focused on significant positive interactions (i.e., variables that 
increase the chance of belonging to the respective cluster; Fig. 2A–C).

The variable most strongly associated with ‘fast’ PD progression was the presence and severity of hallucina-
tions at the 3 month follow-up visit (NP1HALL m3, 95%CI [3.91, 5.0]), with the increase in experienced hal-
lucinations following in third position (NP1HALL slope, 95%CI [3.07, 3.9]). In fourth position, the increase in 
postural instability and gait disorder severity over the first 3 months was found (PIGD slope, 95% CI [2.73, 3.55]). 
Additionally, ‘fast’ progressing patients experienced more difficulties when rising from a lying or sitting position 
compared to the other two subtypes (95% CI: NP3RISNG [2.56, 3.63], NP3RISNG m3 [2.16, 2.98], NP2RISE m3 
[1.9, 2.65], NP2RISE [1.8, 2.64]). REM sleep behaviour disorder (RBD) proved to be another association for ‘fast’ 
progression (95% CI [2.33, 3.24]). Furthermore, several SNPs (rs6783485-LOC105377110, rs1536076-SH3GL2, 
rs6532194-chromosome 4:89859751, rs11711441–chromosome 3:183103487, and rs591323-LOC105379297) 
were found to be among the top 20 associated variables for ‘fast’ progression. Notably, all these SNPs were taken 
from DisGeNET, because of their known association to PD according to GWAS studies. In all cases, the non-
reference-allele increased the risk of ‘faster’ PD progression.

‘Slow’ PD progression was associated with increasing difficulties when performing the hand movement 
task of the MDS-UPDRS (NP3HMOV slope 95% CI [2.93, 3.38]). Furthermore, a series of highly associated 
variables were connected to daytime sleepiness (ESS 95% CI [2.27, 3.06]) and general fatigue (NP1FATG 95% 
CI [2.16, 2.97]). Patients of the ‘slow’ cluster also suffered more often from anxiety (95% CI: NP1ANXS [2.15, 
2.93]; NP1ANXS m3 [0.89, 1.53]) and were the only subtype which showed a significant positive association 
with depression, albeit the coefficient remained rather small (geriatric depression scale 95% CI [0.1, 0.65]). Addi-
tionally, better semantic fluency was also connected to ‘slower’ disease progression (SFT 95% CI [2.06, 2.84]). 
With regard to motor symptoms, ‘slow’ progression was associated with rigidity of the ipsilateral extremities at 
baseline, month 3, and their relative increase in severity (95% CI: NP3RIGL_IL m3 [2.23, 3.09]; NP3RIGL_IL 
[1.74, 2.54]; NP3RIGU_IL [1.0, 1.61]). Further, we found a significant positive association of the polygenic 
risk score PGS00012318 and multiple genetic loci with the probability to belong to the ‘slow’-progressors. SNPs 
rs17565841 (OCA2), and rs12959200 (chromosome 18:73599819) placed among the top 10 associations (95% CI: 
[2.11, 2.71], [1.95, 3.05], [1.91, 2.77], respectively). Once again, these SNPs were taken from DisGeNET because 
of their known association to PD according to GWAS studies.

For ’moderate’ disease progression, the strongest association was the worsening of performing the eating 
task of the MDS-UPDRS over the first 3 months (NP2EAT slope 95% CI [2.3, 3.08]). Further, reduced agil-
ity in the ipsilateral leg was associated with ’moderate’ progression (95% CI: NP3LGAG_IL slope [1.79, 2.55]; 
NP3LGAG_IL m3 [1.36, 2.06]). With rs76904798 (chromosome 12:40220632), rs199347 (GPNMB), rs7702187 
(SEMA5A), and rs7617877 (LINC00693), we identified several PD associated SNPs which raised the probability 
for patients to belong to the ’moderate’ subtype.

A comprehensive view on all variables and their coefficients can be found in the Supplementary Spreadsheet.
While the SGLs were designed to identify variable associations and not to make reliable forecasts, we addi-

tionally evaluated their predictive performance. With a cross-validated area under the receiver operating char-
acteristic curve of 0.62, 0.60, and 0.63 for ‘slow’, ‘moderate’, and ‘fast’ progression, respectively, their performance 
remained limited.

Genetic burden scores connect the heterogeneity in PD progression to biological path‑
ways.  Several biological pathways and genes could be associated with the respective clusters (Fig. 2 D–F). 
The ‘fast’ cluster was highly associated with higher genetic burden in the Kegg ‘SNARE vesicle transport’ pathway 
(95% CI [1.25, 1.92]), the ‘Rap1 signalling’ pathway (95% CI [1.1, 1.71]), and NeuroMMSig’s ‘neurotrophic’ 
subgraph (95% CI [1.25, 1.92]). The patients of the ’moderate’ cluster were linked to the ‘cholesterol metabolism’ 
subgraph (95% CI [1.56, 2.25]) and ‘vascular endothelial growth factor’ subgraph (95% CI [1.42, 2.12]) originat-
ing from NeuroMMSig. The ‘vitamin’ and ‘disaccharide metabolism’ subgraphs from NeuroMMSig, and Kegg’s 
‘amoebiasis pathway’ were discovered as strongly associated with the ‘slow’ progressing clusters (95% CI: [1.6, 
2.22], [1.04, 1.66], and [1.14, 1.86], respectively). A list of all mappings between pathways, genes and SNPs can 
be found in the Supplementary Spreadsheet.

Identified clusters show differences in response to motor symptom therapy.  After observing 
that potentially different biological pathways were involved in the PD pathology of each cluster, we investigated 
whether the clusters also differed in their response to symptomatic treatment for motor symptoms. To this aim, 
we selected participants who had initiated Levodopa or Dopamine agonist symptomatic treatment between 
month 6 and month 9 after baseline and assessed whether progression as measured by MDS-UPDRS 3 score 
differed by PD cluster. We separately analysed the ‘ON’-state MDS-UPDRS 3 score data, in which patients are 
examined approximately one hour after taking medication (Fig. 3), and the ‘OFF’-state MDS-UPDRS 3 score 
data (Fig. S11). As per PPMI protocol, patients were considered to be in the ‘OFF’-state when the last treatment 
dose was taken at least 6 h before symptoms were assessed19. Methodological details can be found in Supple-
mentary Section S6.

Although initially all three PD clusters responded similarly to symptomatic treatment by stabilising their 
motor scores in the first 9 months after treatment initiation (i.e. 9–18 months post-baseline, Fig. 3, Fig.S11), 
we observed that patients in the ’fast’ progressing cluster continued to progress fastest and all three clusters had 
significantly different MDS-UPDRS 3 scores in ‘ON’ and ‘OFF’-states at 30 months after baseline (i.e. 21 months 
post-symptomatic treatment initiation) from each others, i.e. the 95% CIs did not overlap. PD subtypes did not 
differ according to whether they were prescribed Levodopa (alone or in combination with Dopamine agonist), 
or Dopamine agonist alone as a first line of PD symptomatic treatment (Table S1). The levodopa equivalent daily 
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dose (LEDD) was obtained for the PPMI participants included in this analysis (Table S2). Only beyond 42 months 
post-baseline, patients in the ‘fast’ cluster appeared to have taken higher LEDD compared to the patients in 
the ‘moderate’ cluster (mean difference at month 54: 186.8, 95%CI [76.2, 267.6], p < 0.01), while no significant 
difference was found for ‘fast’ versus ‘slow’, and ‘slow’ versus ‘moderate’ progressors, respectively (Figure S12).

Discussion
In this work, we identified three distinct PD progression clusters dividing patients into ‘slow’, ’moderate’, and 
‘fast’-progressors. This clustering built on the multivariate trajectory of six clinical variables rather than a single 
univariate outcome. Investigation of potential confounders that could have biased the clustering showed no 
significant differences of biological sex, disease duration, and Hoehn & Yahr stages across clusters. Also with 
respect to the type of symptomatic treatment and LEDD, no bias was identified in our clustering. A machine 
learning model further identified significant associations between clinical measurements taken at study base-
line (optionally including 3 months follow-up data), genetic features, biological pathways, and the different 
progression clusters of patients. Several distinct SNPs and biological mechanisms could be associated with each 
cluster. Analysis of the observed associations provided insights into the heterogeneity of PD progression and the 
distinct biological pathways potentially promoting it. Further analysis revealed that patients in different clusters 
responded differently to symptomatic treatment and displayed significant differences in dopaminergic cell loss. 
Altogether this makes it improbable that our clustering is just a consequence of patients being in different disease 
stages at study baseline.

Our clustering differentiates itself from previous clustering approaches in various ways: 1) instead of relying 
on snapshot, cross-sectional data at any arbitrary point in time, we focus on the progression of key clinical vari-
ables over time, 2) this progression is modelled multivariate to better represent the natural progression of PD 
which occurs across multiple scales, 3) through the inclusion of pathway-specific genetic perturbation scores, we 
can generate hypotheses connected to possible differences in PD pathology across the identified clusters, 4) we 
analysed the difference in symptomatic treatment response across clusters, which was seldomly done before20.

Interpretation of significant associations between variables and PD progression clusters.  Our 
machine learning models identified that measurements taken early in the disease course already show significant 
associations with the longitudinal progression of PD’s motor and non-motor symptoms. Such significant asso-
ciations, however, do not imply that the majority of patients in a respective cluster experienced a strongly associ-
ated symptom, instead, it indicates that patients suffering from that specific symptom are statistically more likely 
to belong to the associated cluster. Further, while we found statistically significant differences in MDS-UPDRS 1 
& 2 total scores and items between ‘faster’ progressing patients and the other two clusters, we identified signifi-
cant associations of individual non-motor symptoms measured via the MDS-UPDRS items with every cluster. 
This highlights the importance of going beyond high-level clinical assessments when investigating symptom 
manifestation across PD subgroups.

In the ‘fast’-progressing clusters, the presence of psychotic symptoms in the form of hallucinations or delu-
sions was found as the strongest association. Indeed, hallucinations can already be observed in newly diagnosed 
patients21 and experiencing such visual or auditory hallucinations was established to be one of the most notable 
risk factors for increased mortality22 and earlier placement in care homes23. These findings could, on the one 
hand, be explained by the difficulties of living with psychosis but, on the other, also point towards a faster dis-
ease progression in general. In this context, the association between RBD and our ‘fast’ progressing cluster is 
noteworthy, as RBD is one of the major risk factors for hallucinations24 and was also hypothesised to be an early 

Figure 3.   Differential response to symptomatic treatment. Effect plot of modelled MDS-UPDRS 3 ‘ON’-state 
score progression prior to and after the initiation of Levodopa or Dopamine agonist in patients who initiated 
therapy between 6 and 9 months post-baseline using a longitudinal LMEM with time fitted as a categorical 
variable and baseline score fitted as a covariate. The error bars represent the 95% confidence intervals, based on 
standard errors computed from the covariance matrix of the fitted regression coefficients.
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sign of faster disease progression25. Furthermore, RBD has been connected to reduced striatal dopaminergic 
activity26, which is in line with our observations for the ‘fast’ progressing cluster. In concordance, Wang et al. 
discovered slower and faster progressing subtypes based on brain pathology with the faster subtype showing 
increased RBD and decreased dopaminergic brain efficiency in the caudate and putamen at study baseline27. In 
another subtyping effort by Fereshtehnejad et al. a ‘diffuse malignant’ PD cluster was described that showed faster 
disease progression and was characterised by lower CSF amyloid beta values28. Indeed, our ‘fast’ progressing 
cluster was also associated with lower amyloid beta in CSF, however, considerably older and more affected by 
hallucinations than the presented ‘diffuse malignant’ subtype. Since the investigated PPMI patients were de novo 
PD patients, the significant difference in age across clusters at baseline added further evidence to a previously 
discovered trend that patients with later disease onset often experience faster progression29,30.

The ‘slow’ cluster showed strong associations with non-motor symptoms such as fatigue, sleepiness, and anxi-
ety. While these symptoms have received increasing recognition in recent years, they remain poorly understood 
aspects of PD2 and little is known about disease progression in patients that suffer from them. Previously, a more 
benign PD progression was noticed among patients with resting tremor31, a finding that was in concordance 
with our analysis that linked ‘slow’ progression to resting tremor as measured through MDS-UPDRS item 3.17.

Previous case series reported on several associations between slower disease progression and attributes we 
found to be significant associations with what we called ’moderate’ progression32. Here, it was described that 
patients with predominantly worsening tremors, younger age, and no indication of PGID showed reduced 
disease progression.

Only slight differences in global cognitive performance as measured by the Montreal Cognitive Assessment 
(MoCA) could be found among the clusters. This could be due to the comparably early time point of assessment 
(approximately one month after PD diagnosis for most patients), since only subtle cognitive changes are observ-
able in the PPMI cohort over the first 5 years2. However, semantic fluency was among the strongest associated 
variables with ‘slow’ progression, indicating that this cluster could be more stable with respect to cognitive 
performance. Patients who suffered from cognitive symptoms measured by the MDS-UPDRS were most often 
encountered in the ‘fast’ progressing cluster.

The limited predictive performance of the SGLs can be explained by the relatively small sample sizes of the 
identified clusters, the modelling strategy which was primarily chosen to identify significant associations rather 
than to provide predictions, as well as the difficulty of predicting PD progression from baseline measures. Previ-
ous attempts on predicting future PD progression based on baseline variables also reported limited performance 
in external validation30.

PD progression clusters are associated with distinct biological pathways and gene mutation 
load.  With the inclusion of available genetic data into the models, we were able to identify distinct biological 
pathways that were associated with the different clusters. This opens up the opportunity of not only identifying 
new therapeutic targets, but targets that may be positioned more effectively within certain subgroups of patients.

The pathway most predominantly associated with ‘fast’-progression was the Kegg ‘SNARE interactions in 
vesicular transport’ pathway. Vesicle dysfunction is a known phenomenon in the pathogenesis of PD, the tar-
geting of related proteins (including SCNA and LRRK2) has been discussed for several years now33 and there 
are multiple lines of supporting evidence for the role of this pathway in PD. In this pathway, the retrieved SNPs 
predominantly mapped to genes encoding for vesicle associated membrane proteins (VAMP2, VAMP4) and 
syntaxins (SXT4, and SXT1B). VAMP2 interacts with SXT1 in the neuronal synapse and is important for vesicle 
fusion and neurotransmitter translocation34,35. VAMP4 and syntaxins interact with LRRK236, a major PD risk 
factor and potential drug target in which mutations promote a PD phenotype37, with respect to retrograde and 
post-Golgi signalling. Both VAMP2 and SXT1 showed diagnostic potential in blood-based biomarker studies 
for PD38.

The second strongest association found for fast progressors was the ‘Rap1 signaling’ pathway which is involved 
in the nigrostriatal dopaminergic pathway in medium spiny neurons39. Again, ample evidence lends biological 
support to the role of this pathway, including the position of the vascular endothelial growth factor (VEGFA) 
gene in the pathway, that has been shown to protect dopaminergic neurons from cell death. VEGFA has been 
discussed as a potential target for treating PD40 and a recent study suggests blocking of VEGFA to prevent 
blood–brain-barrier disruption, which has been implicated in several neurodegenerative diseases, including PD41.

Furthermore, this pathway involves several fibroblast growth factors (FGF5, 10, and 20), with FGF20 also 
being a prominent entity in the ‘Neurotrophin’ mechanism listed in NeuroMMSig (the third most associated 
pathway for ‘fast’ progression). The FGF gene family has also been associated with neuroprotection and neuro-
genesis, partially by triggering PI3K-AKT signalling which also occurred among our highly associated pathways 
with respect to ‘fast’ PD progression42.

Taken together, it can be postulated that severe perturbations in Golgi vesicle transport that eventually cause 
apoptosis, in combination with a reduced neuroprotection and neurogenesis to replace damaged cells might 
promote a ‘fast’ progressing form of PD.

The ‘moderately’ progressing cluster was mainly associated with NeuroMMSig’s ‘Vascular endothelial growth 
factor’ and ‘Cholesterol metabolism’ pathways. The former was largely defined by VEGFA which was discussed 
above and might indicate a common mechanism between ‘fast’ and ’moderate’ progressors. The squalene synthase 
(FDFT1) was the major gene in the ‘cholesterol metabolism’ pathway to which we could map SNPs. Squalene is 
an antioxidant and precursor of cholesterol which is essential for synaptic functioning and has been linked to 
PD and α-synuclein aggregation43. This, along with additional supporting evidence for this pathway44–49, could 
indicate that oxidative stress might play a more pronounced role in ‘moderately’ progressing PD compared to 
the other two subtypes.
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The strongest associated pathway for the ‘slow’ progressing cluster was the ‘Vitamin subgraph’ which evolved 
around the solute carrier family 41 member 1 (SLC41A1). This gene is part of the PD related PARK16 locus 
and is associated with magnesium efflux and homeostasis which is believed to contribute to PD50. Furthermore, 
the ‘amoebiasis’ pathway was identified as the second highest associated and the connection of the underlying 
genes to PD has been observed previously51. Interestingly, we also found an association of ‘slow’ progressing PD 
to the ‘disaccharide metabolism’ pathway, in which GBA was a key agent. Whilst GBA mutation carriers were 
not included in the analysed sporadic PD PPMI cohort, three SNPs in our analysis could still be mapped to GBA, 
(rs2230288, rs12752133, and rs76763715) and all have been associated to an increased risk of PD52.

Differential response to symptomatic motor treatment across progression clusters.  When 
the progression of motor symptoms was compared between the clusters after the initiation of Levodopa and/or 
Dopamine agonists, a substantial difference in the response to the symptomatic treatment was observed, which 
could not be explained either by medication dosage or type of therapy. Together with the observed genetic differ-
ences between clusters, our results strongly suggest that the identified progression clusters represent an inherent 
property of the disease. Notably, differential response to symptomatic treatment for PPMI de-novo PD cohort 
participants with fastest motor progression was also reported in53, and by Lawton et al. using data from the 
Tracking Parkinson and Oxford Parkinson’s Disease Centre Discovery cohort54.

Limitations.  When interpreting the genetic data, it should be noted that our SNP inclusion was hypothesis 
driven based on prior evidence for an association with PD. Nevertheless, the work presented highlights the abil-
ity of the models to discriminate between molecular pathways involved in the different clusters, and the impor-
tance of genetic data in PD. The availability of larger datasets with attached genome wide genetic data would sup-
port a more hypothesis generating approach and potentially uncover novel mechanisms. Further, our approach 
relies on a clinical diagnosis of PD. While the PD diagnosis of patients was repeatedly confirmed over the several 
year long follow-up of PPMI, a potential misdiagnosis of patients could bias the results and the retention time of 
patients in the prodromal phase of PD remains unknown. Finally, PPMI as a primary data source for our analysis 
is an observational study in which patients are treated according to best clinical routine practice. The treatment 
itself is not monitored precisely, thus, the entirety of medication taken by patients, their treatment compliance, 
as well as a potential presence of residual medication effects remain unknown. The minimum 6 h medication 
washout defined by PPMI might be too short when extended release formulations were administered to patients. 
However, as the LEDD calculation takes into account the type of formulation of the dopaminergic therapy, as 
well as the impact of any adjuvant therapy, it is unlikely that this biassed our clustering as no significant differ-
ence in either the type of medication nor the LEDD was observed across clusters.

Conclusion
Using our clustering approach, we show that PD patients can be divided into ‘slow’, ‘moderate’, and ‘fast’-pro-
gressors based on the relative change of symptoms over the time course of the study. These groups not only show 
differences in the progression rates of clinical symptoms but also differ in the rate of dopaminergic cell loss, and 
importantly respond differently to symptomatic treatment. An analysis of whole genome sequencing data also 
suggests that genetic and mechanistic differences underpin these groupings. Currently, several agents are being 
tested in the clinic for their ability to slow disease progression but running such trials in a group of patients 
containing individuals with very different progression rates is fraught with difficulty. In the PPMI cohort that 
we used in this work, we identified 124 of 407 patients as slow progressors, and these patients showed no wors-
ening of any symptom for at least 24 months. Given that current disease modifying trials in PD do not exceed 
two years, one can expect about a third of the patients to show no symptom worsening for the duration of the 
trial, provided that PPMI can be regarded as a representative PD study. As disease modifying treatments do not 
aim to improve symptoms but to slow down their worsening then the presence of a significant number of slow 
progressors who will not deteriorate during the trial will make it very difficult to observe disease slowing in a 
mixed population even with a highly effective treatment.

Future work is needed to further validate our established PD progression clusters ideally with the help of a 
larger study where similar data modalities as in PPMI are measured in de-novo PD patients.

Materials and methods
Dataset and patient selection criteria.  We selected 407 de-novo PD patients from the PPMI dataset. 
Our inclusion criteria were: age older than 30 years, Hoehn and Yahr stage of 1 or 2, recent PD diagnosis, and 
untreated by anti-PD medication (patient in the off-state according to the PPMI data). Furthermore, we used 
only patients with at least 48 months of follow-up.PPMI acquired informed consent to data collection and shar-
ing from all participating individuals and got ethical approval. Ethical guidelines on human data collection were 
adhered to.

Preprocessing by calculating progression scores.  To enable a cluster of patients along their disease 
progression, we transformed the selected variables into ‘progression scores’ that capture each variable’s change 
relative to baseline. We calculated these progression scores by subtracting the baseline value from the value 
measured at each respective time point and dividing the result by the variables standard deviation at baseline. 
When training the machine learning models, the raw baseline (or month three) measurements were taken and 
standardised or one-hot-encoded (ie., in contrast to the clustering they were progression agnostic).
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Multivariate clustering of clinical trajectories.  Optimal hyperparameters for the VaDER model were 
found following the procedure described in11: We evaluated several possible models using a varying set of hyper-
parameters (including the number of sought clusters) and, finally, selected the hyperparameters which led to the 
best model performance. The performance of the model was quantified by comparing the prediction strength of 
the model against a random subtyping of the same data. We selected the smallest number of clusters that showed 
a significant difference to a random clustering with respect to the achieved prediction performance (Fig. S1). The 
clustering was repeated 20 times and the final subtypes were assigned based on a consensus clustering across the 
20 repeats. Supplementary Section S1 provides further details, including diagnostic plots.

Characterisation of PD progression clusters.  Analysis of dopaminergic deficiency.  DaTSCAN data 
were analysed for differences between PD clusters over time. Data from baseline up to 48 months was consid-
ered. Participants without DaTSCAN screening data (N = 17) were excluded from the analysis, leaving data for 
390 participants. The longitudinal progression profile for individual patients in each cluster is shown in Fig. S6 . 
Details about the statistical analysis are presented in Supplementary Section S3.

Response to symptomatic therapy.  Patients were defined as being on symptomatic treatment, if they were tak-
ing L-DOPA, or dopamine agonists, with or without other types of motor symptom therapy such as MAO-B 
inhibitors at a respective visit19. Since a relatively highest fraction of patients started treatment at 9 months of 
follow-up, we focused our analysis on this time point. Altogether 44 in the ‘slow’ cluster started a symptomatic 
treatment at 9 months, 67 in the ’moderate’, and 16 patients in the ‘fast’ cluster. The longitudinal progression pro-
file using loess smoothing for individual patients in each cluster is shown in Fig. S8. Details about the statistical 
analysis including diagnostic plots are presented in Supplementary Section S6.

Analysis of whole genome sequencing data.  PPMI provides whole genome sequencing (WGS) data of de novo 
diagnosed PD patients. To reduce the extreme high dimensionality of the WGS data while taking into account 
the very limited sample size, we focused only on single nucleotide polymorphisms (SNPs) with putative asso-
ciation to PD. More specifically, we obtained an initial list of 646 PD associated SNPs obtained from GWAS 
Catalogue55, PheWas56, and DisGeNET13. This list was subsequently expanded via linkage disequilibrium analy-
sis (LD, r2 > 0.8 ) using Haploreg57, which also provides a gene mapping based on proximity. In addition, we 
employed a cis-eQTL mapping via GTex58 to associate SNPs to genes expressed in brain tissues. Altogether 
14520 SNPs were mapped to 1055 genes. In a second step, the genes were further mapped onto 12 PD specific 
mechanisms defined in the NeuroMMSig database16, as well as 36 KEGG14 and 10 Reactome15 pathways that 
were significantly enriched for PD associated genes. How we calculated the pathway scores based on the selected 
SNPs is presented in the Supplementary Section S4.

Data availability
The authors have no permission to directly share any of the patient-level data as stated by the data usage agree-
ment with the original data owners (the PPMI study). The PPMI data used in this work can be accessed at www.​
ppmi-​info.​org after successful access application.
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Generation of realistic synthetic data using Multimodal Neural
Ordinary Differential Equations
Philipp Wendland 1,2,4, Colin Birkenbihl1,3,4, Marc Gomez-Freixa3, Meemansa Sood 1,3, Maik Kschischo 2 and Holger Fröhlich1,3✉

Individual organizations, such as hospitals, pharmaceutical companies, and health insurance providers, are currently limited in their
ability to collect data that are fully representative of a disease population. This can, in turn, negatively impact the generalization
ability of statistical models and scientific insights. However, sharing data across different organizations is highly restricted by legal
regulations. While federated data access concepts exist, they are technically and organizationally difficult to realize. An alternative
approach would be to exchange synthetic patient data instead. In this work, we introduce the Multimodal Neural Ordinary
Differential Equations (MultiNODEs), a hybrid, multimodal AI approach, which allows for generating highly realistic synthetic patient
trajectories on a continuous time scale, hence enabling smooth interpolation and extrapolation of clinical studies. Our proposed
method can integrate both static and longitudinal data, and implicitly handles missing values. We demonstrate the capabilities of
MultiNODEs by applying them to real patient-level data from two independent clinical studies and simulated epidemiological data
of an infectious disease.

npj Digital Medicine           (2022) 5:122 ; https://doi.org/10.1038/s41746-022-00666-x

INTRODUCTION
Patient-level data build the foundation for a plethora of healthcare
research endeavors such as drug discovery, clinical trials,
biomarker discovery, and precision medicine1. Collecting such
data is extremely time-consuming and cost-intensive, and
additionally access-restricted by ethical and legal regulations in
most countries. Individual organizations, such as hospitals,
pharmaceutical companies, and health insurance providers are
currently limited in their ability to collect data that are fully
representative of a disease population. This issue is especially
pronounced in clinical studies, where patients are usually recruited
based on predefined inclusion and exclusion criteria that
introduce cohort-specific statistical biases2. These biases, in turn,
can negatively impact the generalization ability of machine
learning models, since the usual i.i.d. assumption is violated3. A
naive idea to counteract this issue might be to build up large data
repositories pooling diverse clinical studies from several organiza-
tions. However, here, a major obstacle is that sharing patient-level
data across different organizations is exceedingly difficult due to
legal restrictions, as formulated, for example, in the General Data
Protection Rule of the European Union.
The idea we propagate in this paper is to learn a continuous-

time generative machine learning model from clinical study data.
Given the distribution of the real training data was appropriately
learned by such a model, the generated synthetic datasets
maintain the real data signals, such as variable interdependencies
and time-dependent trajectories. Furthermore, these synthetic
datasets can overcome crucial limitations of their real counterparts
like missing values or irregular assessment intervals, hence
opening the opportunity to make at least subsets of variables
from different studies statistically comparable. A further strong
motivation for generating synthetic datasets is the aim to use the
generated data as an anonymized version of its real-world
counterpart and thereby mitigate the increased restrictions for

sharing human data4–6. However, synthetic patient-level datasets
open opportunities that reach far beyond data sharing. For
example, trained generative models could be used for synthesiz-
ing control arms for clinical trials based on data from previously
conducted trials, or from real-world clinical routine data7. This
helps addressing major ethical concerns in disease areas, such as
cancer, where it is impossible to leave patients untreated. Both,
the American Food and Drug Administration and the European
Medicines Agency have recognized this issue and taken initiatives
to allow for synthetic control arms7.
Over the last years, generative models (mostly generative

adversarial networks [GANs]) have found notable success, mostly
in the medical imaging domain8–13. However, GANs are often
found to show a collapse in the statistical mode of a distribution,
which raises concerns regarding coverage of the real patient
distribution by synthetic data. Moreover, these methods are not
necessarily suited to cope with the complex nature of clinical data
collected in observational, longitudinal cohort studies, which is the
main focus of our work: In addition to the previously mentioned
issue of irregular measurement frequencies and missing values
not at random (e.g., due to participant drop-out), clinical studies
often comprise several modalities combining time-dependent
variables (e.g., measures of disease severity) and static information
(e.g., biological sex). One approach specifically designed for the
joint modeling and generation of multimodal, time-dependent,
and static patient-level data containing missing values is the
recently introduced Variational Autoencoder Modular Bayesian
Networks (VAMBN)4. However, VAMBN only operates on a discrete
time scale while relevant clinical indicators such as, for example,
disease progression expressed through a cognitive decline or
rising inflammatory markers, are intrinsically time continuous.
Recently, Neural Ordinary Differential Equations (NODEs) have
been introduced as a hybrid approach fusing neural networks and
Ordinary Differential Equations (ODEs)14. While NODEs are time
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continuous and thus enable smooth interpolation between
observed data points and extrapolation beyond the observations
in the data, they are not able to integrate static variables.
In this work, we present the Multimodal Neural Ordinary

Differential Equations (MultiNODEs) as an extension of the NODEs.
MultiNODEs allow learning a generative model from multimodal
longitudinal and static data that may contain missing values not at
random. To demonstrate MultiNODEs’ generative capabilities, we
applied the model to clinical, patient-level data from an
observational Parkinson’s disease (PD) cohort study (the Parkin-
son’s Progression Markers Initiative [PPMI]15) and, additionally, a
longitudinal Alzheimer’s disease (AD) data collection (National
Alzheimer’s Coordination Center [NACC]16). We compared the
generated trajectories and correlation structure with the real
counterpart. In this context, we additionally evaluated Multi-
NODEs’ performance against the previously published VAMBN
approach. Furthermore, we assessed MultiNODEs’ interpolation
and extrapolation performance. Finally, we investigated the
influence of sample size, noisiness of the data, and longitudinal
assessment density on the training of MultiNODEs in a systematic
benchmark on data simulated from a mathematical model well-
known in the epidemiology field.

RESULTS
Conceptual introduction of the MultiNODEs
MultiNODEs represent an extension of the original NODEs
framework14 that overcomes the limitations of its predecessor
such that an application to incomplete datasets consisting of both
static and time-dependent variables becomes feasible. Concep-
tually, MultiNODEs build on three key components (Fig. 1): (1)
latent NODEs, (2) a variational autoencoder (more specifically a
Heterogenous Incomplete Variational Autoencoder [HI-VAE],
designed to handle multimodal data with missing values17), and
(3) an implicit imputation layer18. The latent NODEs enable the
learning and subsequent generation of continuous longitudinal
variable trajectories. The longitudinal properties of the initial
condition (i.e., the starting point for the ODE system solver of the
latent NODEs) are defined by the output of a recurrent variational
encoder that embeds the longitudinal input data into a latent
space (Fig. 1, orange box). To allow for an additional influence of
static variables on the estimation of the longitudinal variable
trajectories, the second component, a HI-VAE, is introduced (Fig. 1,
blue box). This component transforms the static information into a
distinct latent space and the resulting embedding is used to
augment the latent starting condition of the NODEs by
concatenating the static variable embedding and the latent
representation of the longitudinal variables (Fig. 1, “augmenta-
tion”). The HI-VAE component itself holds generative properties
and conducts the synthesis of the static variables when

MultiNODEs are applied in a generative setting. Conclusively,
MultiNODEs integrate static variables (e.g., biological sex or
genotype information) both to inform the learning of longitudinal
trajectories, and in the generative process. Finally, to mitigate the
original NODEs’ incapability of dealing with missing values, we
introduced the imputation layer which implicitly replaces missing
values during model training with learned estimates (Fig. 1, green
box). For further details on the model architecture, training, and
hyperparameter optimization, we refer to the Method section and
Supplementary material, respectively.

Synthetic data generation using MultiNODEs
Generating synthetic data using MultiNODEs starts by randomly
sampling a latent representation for both the static and long-
itudinal variables, respectively. The longitudinal variables in data
space are then generated by first constructing the initial
conditions of the latent ODE system (i.e., concatenating the static
latent representation to the longitudinal one), followed by solving
the ODE system given these initial conditions, and finally by
decoding the result into data space. The static variables are
generated by directly transforming their sampled latent repre-
sentation into data space using the HI-VAE decoder.
MultiNODEs support two different approaches for the initial

sampling of the latent representations, namely sampling from the
prior distribution employed during model training and sampling
from the learned posterior distribution of the input data.
During the posterior sampling procedure, the reparameteriza-

tion trick19 is applied to draw a latent representation from the
posterior distribution learned from the training data. The amount
of noise added in this process can be tuned, whereas greater noise
will lead to a wider spread of the generated marginal distributions
of the synthetic data. Alternatively, the latent representations can
be sampled from the prior distributions imposed on the latent
space during variational model training. We ensure statistical
dependence between static and longitudinal variables by drawing
their values from a Bayesian network that connects both latent
representations such that the longitudinal variables are con-
ditionally dependent on the static variables. More detailed
descriptions of both generation procedures are provided in the
Method section.

Application cases: Parkinson’s disease and Alzheimer’s
disease
We applied MultiNODEs to longitudinal, multimodal data from two
independent clinical datasets with the goal of generating realistic
synthetic datasets that maintain the real data properties. Details
about the data preprocessing steps are described in the
Supplementary material.

Fig. 1 Conceptual framework of MultiNODEs. Blue box: HI-VAE for the encoding and generation of static variables. Orange box: NODEs that
learn and generate longitudinal trajectories. Green box: the imputation layer that can handle missing data implicitly during model training.
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The first dataset was the PPMI, an observational clinical study
containing 354 de-novo PD patients who participated in a range
of clinical, neurological, and demographic assessments which
form the variables of the dataset. In total, a set of 25 longitudinal
and 43 static variables was investigated.
Furthermore, as a second example, we applied MultiNODEs to

longitudinal, multimodal data from the NACC. NACC is a database
storing patient-level AD data collected across multiple memory
clinics. After preprocessing, the dataset used in this study
contained 2284 patients, and a set of three longitudinal and four
static variables was investigated.
In the following sections, we will focus on the results achieved

on the PPMI data and refer to the equivalent experiments based
on the NACC data that are presented in the Supplementary
material.

MultiNODEs generate realistic synthetic patient-level datasets
We applied prior as well as posterior sampling for comparison
purposes. With each method, we generated the same number of
synthetic patients as encountered in the real dataset to allow for a
fair comparison. To assess whether the generated data followed
the real data characteristics, we conducted thorough comparisons
of the marginal distributions using qualitative and visual assess-
ments and further, quantitatively compared the Jensen–Shannon
divergence (JS-divergence) between the generated data and real
distributions. The JS-divergence is bound between 0 and 1 with 0
indicating equal distributions. In addition, we investigated the
underlying correlation structure of the measured variables. Finally,
we trained a machine learning classifier (Random Forest) that
evaluated whether real and synthetic patients showed similar
clinical characteristics when compared to real healthy control
individuals from their respective studies. Across all these aspects,
we evaluated MultiNODEs’ performance in comparison to the
previously published VAMBN approach4.
The synthetic data generated using MultiNODE generally

exhibited marginal distributions that bore high similarity to their
corresponding real counterparts (Fig. 2, Supplementary Table 1,
and Supplementary Fig. 1; equivalent figures for the NACC data

are presented in Supplementary Fig. 4). The average JS-
divergences between the real and synthetic distributions calcu-
lated across all variables and timepoints amounted to
0.018 ± 0.015 and 0.011 ± 0.009 for the PPMI data generated from
the prior and posterior, respectively. For NACC the average JS-
divergence was 0.071 ± 0.055 and 0.029 ± 0.031 for prior and
posterior sampling, respectively. With respect to PPMI, data
generation from the posterior distribution resulted in synthetic
data that resembled the real data significantly closer than those
generated from the prior distribution (Mann–Whitney U test,
p < 0.02).
Compared to VAMBN, the prior sampling method seemed to be

inferior with respect to the average JS-divergence when using
NACC (U test, p= 0.038). However, no statistically significant
difference in the performance of VAMBN compared to Multi-
NODE’s posterior sampling could be observed (U test, p= 0.80).
For PPMI, no significant differences were found between VAMBN
and any of MultiNODEs’ generation approaches (U test, p= 0.31
for the prior approach; U test, p= 0.24 for the posterior).
In order to evaluate whether MultiNODEs learned not only to

reproduce univariate distributions but actually captured their
interdependencies accurately, we compared the correlation
structure of the generated data to that of the real variables.
Visualizations of the Spearman rank correlation coefficients
showed that both the prior and posterior sampling generated
synthetic data which successfully reproduced the real variables’
interdependencies (Fig. 3). Comparing the results against VAMBN-
generated data revealed that both generation procedures of
MultiNODEs were significantly better at reproducing the real data
characteristics: the Frobenius norm of real data correlation matrix
resulted in 45.3, and with a Frobenius norm of 25.66 the VAMBN-
generated data placed substantially further from the real data
than the MultiNODEs approaches with 62.63 and 56.47 for the
prior and posterior sampling, respectively. This shows that
MultiNODEs slightly overestimated the present correlations, while
VAMBN underestimated them. Concordantly, the relative error (i.e.,
the deviation of the respective synthetic dataset’s correlation
matrix from the real one normalized by the norm of the real
correlation matrix), was 0.81, 0.62, and 0.46, respectively, for

Fig. 2 Marginal distributions of real and synthesized data for multiple variables. Mean, standard deviation, and KL-divergence for the
displayed variables can be found in Supplementary Table 1. Equivalent results for the NACC data are presented in Supplementary Fig. 5.
a Time-dependent variable “SCOPA” at month 12. b Time-dependent variable “UPDRS2” at month 24. c Static variable “Aβ.42”. d Categorical
static variable “Handedness”.
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VAMBN and MultiNODEs’ prior and posterior sampling, leaving
MultiNODEs with a substantially lower error than the VAMBN
approach.

Assessment of the utility of generated synthetic patients for
machine learning
To evaluate whether the generated synthetic patients could be
reliably used in a machine learning context, we built a Random
Forest classifier that aimed to distinguish between healthy
individuals and diseased patients. The classifier was trained within
a five-fold cross-validation scheme once using real and once using
synthetic diseased patients. In addition, we trained a classifier on
each respective synthetic dataset (comprising synthetically
generated diseased and healthy subjects) and evaluated their
performance on the real data (Table 1). As predictors, we used
clinical symptoms and genetic markers that are characteristic of
the disease in question. For PD (PPMI), these were the UPDRS
scores that describe a series of motor and non-motor symptoms
commonly encountered in PD patients, for AD (NACC), we

predominantly used cognitive assessments and a genetic risk
factor. Technical details about the classifiers can be found in the
Supplementary material. Distinguishing real patients from healthy
control subjects was possible with a 10 times repeated five-fold
cross-validated performance of 0.97 ± 0.02 area under the receiver
operator curve (AUC) and 0.90 ± 0.01 AUC for PPMI and NACC,
respectively. On PPMI, all evaluated generative methods achieved
almost equal performance, indicating that clinical characteristics
of synthetic patients followed the same patterns as in real
patients. In addition, the most relevant features were the same
across the real and all synthetic data-trained classifiers (Supple-
mentary Fig. 13).
For NACC, some deviations were found between a classifier’s

cross-validated performance on real data and the synthetic-data-
based performances. Here, MultiNODEs’ posterior and VAMBN
showed similar deviations in opposite directions, with the
posterior slightly overperforming and VAMBN slightly under-
performing. The performance on the data generated via Multi-
NODE’s prior sampling method deviated the most (Table 1). When
trained on synthetic data and evaluated on real data, all trained

Fig. 3 Correlation structure of real and synthetic data expressed as Spearman rank correlation coefficients. Equivalent results for the
NACC data are shown in Supplementary Fig. 6. a Real data. b Posterior sampling from MultiNODEs. c Prior sampling from MultiNODEs.
d VAMBN-generated data.

Table 1. Performance (AUC) of machine learning classifiers differentiating between real healthy control subjects and real as well as synthetic
patients, respectively.

PPMI Trained on synthetic
PPMI tested on real

NACC Trained on synthetic
NACC tested on real

Real patients 0.97 ± 0.02 0.90 ± 0.01

Synthetic (prior sampling) 0.97 ± 0.02 0.97 ± 0.002 0.96 ± 0.01 0.85 ± 0.002

Synthetic (posterior sampling) 0.97 ± 0.01 0.98 ± 0.002 0.93 ± 0.01 0.87 ± 0.002

Synthetic (VAMBN) 0.96 ± 0.01 0.98 ± 0.004 0.88 ± 0.01 0.89 ± 0.001

Values represent the average and standard deviation across a 10-time repeated 5-fold cross-validation.
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classifiers underperformed compared to classifiers trained on real
data. The feature importances of predictors were highly similar
between the real data-trained and the respective synthetic data-
trained classifiers.

Generating data in continuous time through smooth
interpolation and extrapolation
One particular strength of MultiNODEs, that sets it apart from
alternative approaches such as VAMBN, is its ability to model
variable trajectories in continuous time. The latent ODE system
allows for the estimation of variable trajectories at any arbitrary
timepoint and thereby opens possibilities for (1) the generation of
smooth trajectories, (2) overcoming panel-data limitations
through interpolation, and finally, (3) extrapolation beyond the
time span covered in training data themselves. Again, we
evaluated these capabilities based on the PPMI and NACC
datasets (for brevity, NACC results are presented in the
Supplementary material). For the following, we only focused on
the MultiNODE posterior sampling approach to generate synthetic
subjects.
Comparing the median trajectories of variables from the real

data to those generated using MultiNODEs revealed that Multi-
NODEs accurately learned and reproduced the longitudinal
dynamics exhibited in the real data (Fig. 4). Generation from both
the prior and posterior distribution led to synthesized median
trajectories that closely resembled the real median trajectories.
Equivalently, also the 97.5% and 2.5% quantiles of the synthetic
data approximated the corresponding real quantiles closely,
indicating a realistic distribution of the synthetic data across the
observed timepoints. This observation held true for most of the
time-dependent variables (plots for all variables are linked in the
Supplementary material).
We further assessed the interpolation and extrapolation

capabilities of MultiNODEs. For interpolation, one timepoint was
excluded from model training and subsequently, data were
generated for all timepoints including the one left-out. Contrast-
ing the interpolated/imputed values against the corresponding
real values showed that MultiNODEs accurately reproduced the
longitudinal dynamics of a variable, even for unobserved

timepoints (Fig. 5a, c). In this context, we further compared the
interpolated values against synthetic data that was generated
based on the complete real data trajectory. We observed that the
mean JS-divergence calculated across all variables between the
interpolated data and the real data was slightly higher
(0.025 ± 0.011) than that of the real data and the synthetic data
generated after training MultiNODEs on the complete trajectory
(0.016 ± 0.011). Similarly, the relative error between the inter-
polated correlation matrix and the real data was again only
marginally higher than between the complete data and the real
data (0.48 and 0.46, respectively; Supplementary Fig. 4).
In order to test MultiNODEs’ extrapolation capabilities, only the

first 24 months of assessment follow-up and the static variables
were used during model training. The trained model was then
applied to generate data for the remaining, left-out timepoints of
the longitudinal variables. In this course, 77 values were
extrapolated while not every variable had the same number of
follow-up assessments after month 24. Comparing the extra-
polated synthetic data to the left-out real data demonstrated
reliable extrapolation beyond the training data (Fig. 5b, d). As in
the interpolation setting, we also compared the average JS-
divergence between the extrapolated data and the real data with
that between the real data and synthetic data that were
generated after training MultiNODEs on the complete trajectory.
As expected, we could see a larger difference between the JS-
divergences compared to the interpolation setting with
0.037 ± 0.024 for the extrapolated data and 0.016 ± 0.009 for the
synthetic data based on the complete trajectory. The correlation
structure in the extrapolation culminated in a relative error of 0.64
compared to 0.46 when using the complete trajectory for training
MultiNODEs (Supplementary Fig. 4).
In addition, the marginal distributions at both the interpolated

and extrapolated timepoints also followed those of the real data
(Fig. 5c, d).

Systematic model benchmarking on simulated data
To explore the learning properties of MultiNODEs more system-
atically, we investigated how alternating training conditions with

Fig. 4 Comparison of median trajectories including the 2.5%/97.5% quantiles of longitudinal variables from synthetic and real PPMI
data. Additional examples are provided in Supplementary Fig. 2. A corresponding example for the NACC dataset is shown in Supplementary
Fig. 7. a–d depict different longitudinal variables from the PPMI dataset.
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respect to measurement frequency, sample size, and noisiness of
the data influence MultiNODEs’ generative performance.
The benchmarking data was simulated via the well-established

Susceptible-Infected-Removed (SIR) model that is often used to
describe the spread of infectious diseases and follows a highly
nonlinear structure: Let S(t) be the number of susceptible
individuals at a timepoint t, I(t) be the number of infectious
individuals at a timepoint t and R(t) be the number of removed or
recovered individuals at a timepoint t. With β as transmission rate,
γ as mean recovery/death rate, and N= S(t)+ I(t)+ R(t) as fixed
population size the SIR model can be defined by the ODE system
presented in Eq. (1):

dS
dt ¼ �βSI

N

dI
dt ¼ βSI

N � γI
dR
dt ¼ γI

(1)

Details about the SIR parameter settings are described in the
Supplementary material.
As baseline settings for each investigation, we simulated 1000

data points with 10 equidistant assessment timepoints each,
distributed over a span of 40 time intervals, and added 5%
Gaussian noise to each measurement. That means we added a
normally distributed variable with the standard deviation set to
5% of the theoretical range of each of the variables S(t), I(t), and
R(t). During the benchmarking, we individually alternated the
sample size, timepoints, and noise level. For the timepoint
investigation, we compared MultiNODEs trained on 5, 10, and
100 equidistant assessments; for the sample size we considered
100, 1000, and 5000 samples; and for the noise level, we tested
50%, 75%, and 100% of the maximum encountered value added
as noise.
Alternating the amount of equidistant, longitudinal timepoints

exposed a strong dependency of MultiNODEs on the longitudinal
coverage of the time-dependent process (Fig. 6a). While the
general trends in the data were appropriately learned for all
explored assessment frequencies, the position of the observations
in time influenced how close the learned function approximated

the true data-underlying process. Especially the peak of the
“Infected”-function represented a challenge for MultiNODEs if no
data point was located close to it (Fig. 6a, “Infected”). Similarly, the
start of the decline in the “Susceptible”-function and the incline in
the “Removed”-function were shifted, depending on the position-
ing of measurements. In conclusion, and as expected, a higher
observation frequency of the data-underlying the time-dependent
process significantly increased the fit of MultiNODEs to the
process, although, general trends could already be approximated
for lower assessment frequencies.
Investigating the effect of the sample size on training

MultiNODEs, we observed that an increase of the sample size
led to an expected improvement of the model fit to the SIR
dynamics (Fig. 6b). While the general trends could again be
learned from limited data (n= 100), sample sizes of 1000 or
5000 substantially reduced the model’s deviation from the true SIR
model. With 1000 samples, the learned dynamic is less stable than
when trained on 5000 samples, where a smooth dynamic was
learned that closely resembled the true underlying process. In
conclusion, MultiNODEs can already learn longitudinal dynamics
based on only a few data points, however, they tend to underfit
under these circumstances and benefit from larger sample sizes.
Adding an increasing noise level to the SIR training data

revealed that MultiNODEs remain very robust (Fig. 6c). Only when
introducing 100% of the maximal encountered value as additional
noise, a clear deviation from the underlying true model could be
observed.

DISCUSSION
In this work, we presented MultiNODEs, a hybrid AI approach to
generate synthetic patient-level datasets. MultiNODEs are speci-
fically designed to consider the characteristics of clinical studies,
extend its predecessor, the Neural ODEs, and enable the
application of the latent ODE system to multimodal datasets
comprising both time-dependent and static variables with values
missing not at random. MultiNODEs learn a latent, continuous
time trajectory from observed data. This concept fits well with
processes like disease progression, where relevant observations

Fig. 5 Time-continuous interpolation and extrapolation of exemplary PPMI variables. The black box indicates the interpolated and
extrapolated sections. Plots for additional variables are presented in Supplementary Fig. 3. A corresponding example for the NACC dataset is
shown in Supplementary Fig. 8. a Interpolation of the UPDRS1 variable at month 24. b Extrapolation of the last five assessments of the
UPDRS1 variable. c Distribution of the interpolated values for UPDRS1 at visit 24. d Distribution of the extrapolated values for UPDRS1 at
month 42.
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(e.g., biomarkers and disease symptoms) only indirectly mimic the
true, underlying disease mechanism. Consequently, MultiNODEs
are well suited for an application to heterogeneous datasets
holding complex signals as encountered, for example, in
biomedical research.
Our evaluations showed that MultiNODEs successfully gener-

ated complex, synthetic medical datasets that accurately repro-
duced the characteristics of their real-world counterparts. In a
direct comparison MultiNODEs’ outperformed the state-of-the-art
VAMBN approach, most notably with respect to the integrity of
the correlation structure. This finding implies that the single data
instances generated using MultiNODEs exhibit more realistic
properties and that the real data characteristics are not only
reproduced at the population level. Out of MultiNODEs two
generative methods, the posterior sampling expectedly led to
more realistic synthetic patients; however, generating from the
prior distribution comes with the benefit that the model itself can
be shared and used for data generation without needing any real
data points in the process.
Machine learning classifiers that discriminated between real

healthy controls and diseased subjects showed almost equal
performance when trained on data from synthetic and real
diseased subjects, respectively. Here, we only observed small
deviations from the performance on real data for the NACC
dataset, where classifiers trained and tested on synthetic patients

and real healthy controls within a cross-validation setting showed
a slightly increased performance to those trained on real data.
Interestingly, at the same time, we found a lower prediction
performance compared to real data when we trained on synthetic
subjects and evaluated on the real data. A possible explanation is
that synthetic data can contain noise that is introduced during the
generation of synthetic data points (e.g., through overestimated
correlations between variables). Therefore, synthetically generated
diseased patients are better discriminated against real healthy
controls than real diseased patients. At the same time, this
situation leads to the fact that a classifier trained on synthetic data
(synthetic patients as well as healthy controls) shows a slightly
lower prediction performance on real data compared to a classifier
trained entirely on real data. Altogether our results demonstrate
that synthetically generated subjects share patterns of real
patients, but they are not completely identical.
Besides the reproduction of marginal distributions and synth-

esis of realistic data instances, MultiNODEs most prominent
strength lies in the generation of smooth longitudinal data. The
latent ODE system allows MultiNODEs to learn dynamics that are
continuous in time and cover the unobserved time intervals of
real-world data. Here, both the prior and posterior sampling
approach resulted in synthetic trajectories that obey real variables’
dynamics.

Fig. 6 Model benchmarking on simulated data from the SIR model. Each panel (a–c) represents the evaluation of another parameter
(assessment frequency, sample size, and noise level, respectively).
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Furthermore, the time-continuous generative capabilities of
MultiNODEs create opportunities to fill gaps in the real data through
interpolation and go beyond the observation time by extrapolating
the longitudinal dynamics. Hence, MultiNODEs could be used to
support the design of longitudinal clinical studies, in which the
maximum observation period, as well as visit frequency, is always a
crucial decision to make. Here, the question of how patients might
develop between two visits or after the last one determines the
optimal follow-up time, to demonstrate, for example, the most
significant treatment effect. Furthermore, synthetic disease trajec-
tories generated based on data from one clinical study can be
compared to those generated based on other studies, even if the
visit intervals employed in the real studies were not identical.
Our benchmark experiments on the simulated SIR model data

demonstrated that MultiNODEs are applicable under a variety of
different data settings. While the general trends of a data-underlying
process could already be learned from a relatively limited dataset,
similar to any machine learning task, the accuracy and trustworthi-
ness of the model critically depends on the available data. Especially
for complex, nonlinear processes, a sufficiently high observation
frequency should be considered. Here, the position of the
observation timepoints relative to the true underlying process is
crucial for MultiNODEs to accurately learn nonlinear dynamics. The
sample size of the training data mainly impacts how well
MultiNODEs fitted the data dynamics and we observed that lower
sample sizes can lead to underfitting and rather rigid ODE systems.
On the other hand, only severe noise levels led to a model deviation
from the true data-underlying process, and thus, with respect to
noise, MultiNODEs proved to be highly robust. In conclusion,
MultiNODEs’ requirements toward the training data ultimately
depend on the complexity of the data-underlying process, whereas
the learning of more complex processes requires more frequent
observations and larger sample size, while more linear systems can
already be learned from rather limited datasets.
One limitation of MultiNODEs in their current form only allows

static categorical variables. This is because the variational encoder
for longitudinal data maps trajectories to a latent Gaussian
distribution. Sampling from this distribution (even, if conditioned
on the distribution of the static data) and decoding will result in
real valued features rather than categorical ones. In future work,
we will thus explore whether a recurrent version of the HI-VAE
encoder can be used instead of a recurrent variational long-short
term memory (LSTM) encoder.
In addition, MultiNODEs are sensitive to several hyperpara-

meters that should be optimized for optimal performance. The
training process and all relevant hyperparameters are explained in
the Method section.
Synthetic data generated using models trained on sensitive

personal information can bear a risk of information disclosure (e.g.,
attribute disclosure or dataset membership disclosure), if an
attacker has information about properties of real patients that are
similar to a synthetic subject. Therefore, before synthetic data are
distributed, it must be assured that the probability of private
information disclosure remains within task-appropriate bound-
aries20. Disclosure risk often stands in a direct trade-off with data
utility and a sensible compromise should be taken balancing the
two according to the application in question. Several approaches
are described in the literature that can reduce the risk of
information disclosure21, one of which is based on the concept
of differential privacy4. MultiNODEs themselves provide a way to
tune the deviation from the real data when sampling from the
posterior distribution by changing the amount of noise injected in
the latent space. We would like to mention that a rigorous
quantification of the re-identification risk is a non-trivial and
challenging task for its own requiring several assumptions and is
thus beyond the scope of this paper.

METHODS
Application case datasets
Both datasets, namely PPMI and NACC, are well-known staples in their
respective fields and can be accessed after successful data access
applications. For PPMI see https://www.ppmi-info.org/. For NACC we refer
to https://naccdata.org/. More details on the investigated variables are
presented in the Supplementary material.
Both studies retrieved informed consent from their participants for data

collection and sharing and followed the declaration of Helsinki to ensure
ethical data collection. Both studies got ethical approval from their
respective review boards. We followed their employed regulations and
thus did not seek further ethical approval, as we did not work with human
participants ourselves.

Neural ODEs (NODEs)
NODEs are a hybrid of neural networks and ODEs14. They can be seen as an
extension of a ResNet22, which does not rely on a discrete sequence of hidden
layers, but on a continuous hidden dynamical system defined by an ODE.
For 0 < t < M and z0 2 RD the dynamics of the hidden layer of a NODE

are given as Eq. (2).
dz tð Þ
dt ¼ f z tð Þ; t; θð Þ

z 0ð Þ ¼ z0
(2)

where z(0) may be interpreted as the first hidden layer and z(T) as the
solution to the initial value problem at timepoint T. Importantly, f is a feed-
forward neural network parameterized by θ.

NODEs as generative latent time series models. As demonstrated by the
authors in their publication, NODEs can be trained as a continuous time
Variational Autoencoder. The basic idea is to learn the initial conditions z0 of the
dynamical system in Eq. (2) from observed time series data using a variational
LSTM recurrent encoder23. Hence, Eq. (2) now describes the dynamics of a
latent system, resulting in a classical state-observation model. Accordingly, a
feed-forward neural network decoder is required to project the solution of Eq.
(2) back to observed data at defined timepoints (Supplementary Fig. 10).
Overall NODEs are trained at once by maximizing the evidence lower

variational bound (ELBO): let the training data be D ¼ fðxnti ; tiÞjn ¼
1; ¼ ;N; i ¼ 1; ¼ ;Mg, where N is the number of patients and ti1 ; ¼ ; tiM
the observed timepoints / patient visits. That means xnti 2 Rp is the p-
dimensional vector of measurements taken for the nth patient at visit ti. The
ELBO for NODEs is then given as Eq. (3).

ELBONODE ¼ 1
N

PN
n¼1

PM
i¼1

�DKL q znt0 j xnti ; ti
n o

i

� �
kp znt0

� �� �
þ E

q znt0 j xnti ;ti
� �

i

� � log p xnti jznti
� �� �� � (3)

where p znt0

� �
¼ N 0; Ið Þ, as usual. For details, we refer to Chen et al.14.

Multimodal Neural ODEs (MultiNODEs)
Handling missing values. To handle missing values (potentially not at
random) in longitudinal clinical data we build on our previously published
work, in which we introduced an imputation layer to implicitly estimate
missing values during neural network training18: let A :¼
xnti ;j jxnti ;j is not missing

n o
, 1A be the indicator function on set A with

cardinality Aj j. The imputation layer can be defined as a data transforma-

tion ~xnti ;j ¼ xnti ;j ´ 1A xnti ;j
� �

þ bti ;j ´ 1� 1A xnti ;j
� �� �

, where parameters bti ;j are

trainable weights. That means missing values in a patient’s data vector xnti ;j
are replaced by bti ;j . The accordingly completed data is subsequently
mapped through a recurrent neural network encoder to a static, lower
dimensional vector, which is interpreted as the initial condition of the
latent ODE system (Supplementary Fig. 11).
To learn parameters bti ;j the NODEs’ loss function needs to be adapted.

More specifically, we use the modified ELBO criterion presented in Eq. (4).

ELBONODE
IMP ¼ 1

N

PN
n¼1

PM
i¼1

�DKL q znt0 j xnti ; ti
n o

i

� �
kp znt0

� �� �

þ DM
A

PN
n¼1

PM
i¼1

PD
j¼1

1A xnti ;j
� �

xnti ;j � x̂nti ;j
� �2

(4)
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where x̂nti ;j denotes the reconstructed data. Note that we only aim for
reconstructing the observed data, but not the imputed one. Due to the
layer-wise architecture of a neural network x̂nti ;j implicitly depends on bti ;j .
In practice, we initialize bti ;j for neural network training as 1

N

PN
n¼1 x

n
ti ;j .

Dealing with multimodal data. In addition to implicit missing value
imputation, the second main idea of MultiNODEs is to complement NODEs
with a HI-VAE encoder17 for static variables (Supplementary Fig. 11). A HI-
VAE is an extension of a Variational Autoencoder that can implicitly impute
missing values via an input drop-out model and handle heterogeneous
multimodal data, including categorical data and count data, via an
accordingly factorized generative model. In addition, a HI-VAE uses a
Gaussian Mixture Model (GMM) as a prior distribution rather than a single
Gaussian. We refer to Nazabal et al.17 for details.
The HI-VAE results in a lower dimensional latent representation zstat of

static variables, which can be used to augment the initial conditions zt0
learned from time series data. Consequently, we arrive at the following
formulation of the latent ODE system given in Eq. (5).

d
dt z

aug tð Þ ¼ d
dt

z tð Þ
~z tð Þ

� �
¼ f

z tð Þ
~z tð Þ

� �
; t; θaugf

� 	

zaugt0 ¼ zt0
zstat

� � (5)

This approach resembles the Augmented Neural ODEs by Dupont
et al.24. In contrast to our work, in their work no additional features were
added during the augmentation step, i.e., zstat= 0. According to Dupont
et al. the purpose of Augmented Neural ODEs is to smoothen f, whereas
we focus here on multimodal data integration.
For training MultiNODEs, we have to jointly consider ELBONODE

IMP as well as
ELBOHI�VAE . After bringing both quantities on a comparable numerical
scale, we use a weighted sum as our final training objective (see Eqs. (6)
and (7)):

gELBONODE
IMP ¼ ELBOHI�VAE

ELBOHI�VAEþELBONODE
IMP

ELBONODE
IMP

gELBOHI�VAE ¼ ELBONODE
IMP

ELBOHI�VAEþELBONODE
IMP

ELBOHI�VAE
(6)

ELBOMultiNODE ¼ gELBONODE
IMP þ β gELBOHI�VAE (7)

Where β is a tunable hyperparameter. Details about hyperparameter
optimization are described in the Supplementary material.

Generating synthetic subjects
We tested two methods to generate synthetic subjects with MultiNODEs:

a. The first option is drawing a sample of latent static and
longitudinal representations from the respective prior distribu-
tions zt0 � N 0; Ið Þand zstat � GMM πð Þ. To assure that interdepen-
dencies between static and longitudinal variables are conserved,
we model their joint distribution P zt0; zstatð Þ using a Bayesian
network. This network contains three nodes (random variables)
representing (1) the GMM mixture coefficients π for the static data
used by the HI-VAE, (2) the latent static representations
Zstat ¼ GMM πð Þ, and (3) the latent longitudinal representations
Zt0 ¼ N 0; Ið Þ, respectively. The network is constrained such that
directed edges can only go from si to Zstat and from there to Zt0.
After randomly sampling a mixture component si from a multi-
nomial distribution multinom(π), we can conditionally sample
zstat � Zstatjsi and finally zt0 � Zt0jZstat . Subsequently, we concate-
nate z0 ¼ zt0 ; zstat½ � into a vector forming the initial conditions for
the latent ODE system, solve the ODE system, and decode the
solution. We call this approach “prior sampling”.

b. A second option is to draw zt0qðznt0 jfxnti ; tigiÞ ¼ Nðλðxnti ; tiÞ; σðxnti ; tiÞÞ
for the longitudinal data and zstatq znstatjxnstat ; π


 � ¼ N λ xnstat; s
n


 �
;



σ xnstat ; s

n

 �Þ; snCategorical π xnstat


 �
 �
for the static data. That means

we generate a blurred / noisy version of the original nth patient.
We call this approach “posterior sampling” and recommend this
sampling procedure for data generation. In our experiments, we
doubled the posterior variance during sampling because we
found the synthetic data otherwise to lie too close to the real data.
Tuning the added noise can provide one option to balance
identification risk versus data utility.

c. Synthetic data can not only be generated for observed visits, but
also for definable timepoints in between (interpolation) and after
the end of the study (extrapolation). This is possible because the
latent ODE system is continuous in time.

Data preprocessing
Few steps are required to preprocess the clinical data before MultiNODEs
can be applied. First, the data must be organized into a three-dimensional
tensor of the shape samples × timepoints × variables for the longitudinal
variables, and samples × variables for the static ones. Furthermore, the
longitudinal variables are then transformed into a progression score by
subtracting the baseline value and normalizing them by the standard
deviation of this variable at baseline.

Calculating the relative error for correlation matrices
The relative error between correlation matrices is calculated as the norm of
the matrix describing the difference between the real correlation matrix
and synthetic data correlation matrix divided by the norm of the real
correlation matrix.

Reporting summary
Further information on research design is available in the Nature Research
Reporting Summary linked to this article.

DATA AVAILABILITY
The PPMI dataset is available under: https://www.ppmi-info.org/. The NACC data are
available under: https://naccdata.org/. The data are shared by the data owners after
successful application. The data generated for this study cannot be shared by the
authors due to the signed data usage agreements with the data owners of the
corresponding real data (i.e., PPMI and NACC).

CODE AVAILABILITY
The code for MultiNODEs is available at https://github.com/philippwendland/
MultiNODEs.
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Figure 4: Equivalent results for the NACC data are shown in Supplementary Fig. 6. a

Real data. b Posterior sampling from MultiNODEs. c Prior sampling from MultiNODEs.

d VAMBN-generated data.
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