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SUMMARY 

 

Summary 

Nitrogen (N) as an essential element in the structure of proteins, nucleic acids and chlorophyll plays an 

important role in grain yield. Nitrogen fertilizer, which is most commonly used in cereal production, is 

necessary to increase the shoot biomass and dry matter of bread wheat. Increasing the amount of 

nitrogen fertilizer contributes greatly to yield stability in bread wheat, but soil and environmental 

pollution due to significant greenhouse gas emissions from nitrogen fertilizer production, the cost of 

nitrogen fertilizer and the energy required in agricultural practice can be considered as major negative 

consequences of nitrogen fertilizer. For all these reasons, it is important to identify nitrogen use 

efficiency (NUE) as a complex target trait in breeding programs. Based on this definition, investigating 

GY under different N applications could be a practical approach to model NUE. The simultaneous 

optimization of NUE and GY under different N applications could be the main goal of breeding for use 

efficiency. Characterization of agronomic traits to model NUE provides useful information and 

guidance for genomic selection programs. Allelic variation for GY at low and high N could be high 

due to the large target size of mutations in candidate genes. Therefore, the major challenge in genome-

wide association study (GWAS) models is to find a significant and reliable association for the complex 

trait. To address this dilemma, two precise and efficient computational approaches, local FDR 

correction and Bayesian survival analysis, were developed as different filters to determine the best 

GWAS model and obtain a reliable association in the output of the best selected model. GWAS models 

for GY under low and high N levels have shown that the local FDR correction based only on maximum 

likelihood estimation is not more accurate than the local Bayesian FDR correction to determine the 

effect size and power of a large-scale genomic file. Currently, phenotyping with the aim of identifying 

high yielding genotypes is still expensive compared to genomic selection (GS) approaches. GS models 

consist of a whole genome genotyping file (SNPs) and a phenotyping file (individuals) in the reference 

population (training population). Statistical machine learning algorithms such as classical methods, 

kernel regression and ensemble learning algorithms are used to predict the phenotypes or breeding 

values (BVs) of the candidates for selection in the test population (validation). In modern GS models, 

there are two types of traits, including genetic parameters with random effects and hyper-parameters 

with fixed effects, which determine the results. Linear GS models such as rrBLUP and gBLUP are 

specified without having to worry too much about the assumptions. Bayesian inference, however, is 

more flexible when it comes to assumptions, and it has a distribution of responses that can change with 

each run. The main challenge with BGLR and LASSO is to ensure that the distribution of statistical  
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estimators follows the genetic parameters of the population. In SVM, hyper-parameter optimization can 

be done by various methods available for hyper-parameter optimization in SVM, but the most 

commonly used and convenient method is grid search. Our study has shown that focusing on the 

definition and optimization of the regularization parameters is crucial for the performance and accuracy 

of the GS model, which has not been sufficiently addressed in previous GS studies. However, in the 

BOOST model, the regularization parameter is only used to control the bias of the model. By adjusting 

the regularization parameter, the model can be made less complex and less prone to overfitting. In the 

BAGG model, the regularization parameter is used to control the variance of the model. By reducing 

the variance, the model can be made more stable and less susceptible to noise. In STACK, both bias and 

variance are taken into account by adjusting the regularization parameter to find a balance between 

model complexity and stability. Thus, our study confirmed the results of the bias-variance trade-off and 

the adaptive error of prediction for the STACK model was in the mid-range compared to other models. 

This remarkable result for the STACK model is consistent with previous results. For all ensemble 

models, especially the STACK model, the number of epochs and the stack must be specified as hyper-

parameters together with the activation process. Ultimately, a smaller learning rate in the training 

dataset with a desired batch size leads to maximum SNP heritability and genomic estimated breeding 

values (GEBVs) at the mean of the given GS model. 
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KURZFASSUNG 

 

Kurzfassung 

Stickstoff (N) als essentielles Element in der Struktur von Proteinen, Nukleinsäuren und Chlorophyll spielt 

eine wichtige Rolle im Getreideertrag (GY). Stickstoffdünger als die am häufigsten angewendete Methode 

in der Getreideproduktion ist notwendig, um die Schießmasse und Trockenmasse im Weizen zu erhöhen. 

Eine Erhöhung der Menge an Stickstoffdünger trägt maßgeblich zur Ertragssicherheit im Weizen bei, aber 

Boden- und Umweltverschmutzung aufgrund signifikanter Treibhausgasemissionen aus der 

Stickstoffdüngerproduktion, die Kosten für Stickstoffdünger und die erforderliche Energie in 

landwirtschaftlichen Praktiken können als signifikante negative Folgen von Stickstoffdünger betrachtet 

werden. Aus all diesen Gründen ist es wesentlich, die Stickstoffnutzungseffizienz (NUE) als komplexes 

Zielmerkmal in Züchtungsprogrammen zu identifizieren. Gemäß der Definition könnte die Untersuchung 

des GY unter verschiedenen N-Anwendungen ein praktischer Ansatz zur Modellierung der NUE sein. Die 

Optimierung von NUE und GY gleichzeitig unter verschiedenen N-Anwendungen könnte das Hauptziel der 

Züchtung zur Nutzungseffizienz sein. Die Charakterisierung von agronomischen Merkmalen in Bezug auf 

die Modellierung von NUE liefert nützliche Informationen und Richtungen für genomische 

Selektionsprogramme. Die allelische Variation für GY unter niedrigen und hohen N-Levels könnte hoch 

sein aufgrund der großen Mutationszielgröße innerhalb der Kandidatengene. Daher besteht die 

Hauptherausforderung bei Genomweiten Assoziationsstudien (GWAS)-Modellen darin, signifikante 

zuverlässige Assoziationen bei komplexen Merkmalen zu finden. Im Gegensatz zu diesem Dilemma sind 

die lokale FDR-Korrektur und die bayesianische Überlebensanalyse zwei präzise und effiziente 

rechnergestützte Ansätze als unterschiedliche Filter, um das beste GWAS-Modell zu bestimmen, um 

zuverlässige Assoziationen in den Ergebnissen des besten ausgewählten Modells zu erhalten. GWAS-

Modelle für GY unter niedrigen und hohen N-Levels haben gezeigt, dass die lokale FDR-Korrektur nur auf 

Basis der Maximum-Likelihood-Schätzung nicht genauer ist als die bayesianische lokale FDR, um die 

Effektgröße und die Leistung von groß angelegten genomischen Dateien durchzuführen. Derzeit ist das 

Phänotypisieren, um Genotypen mit hohem Ertrag zu identifizieren, im Vergleich zu genomischen 

Selektions (GS)-Ansätzen immer noch teuer. GS-Modelle bestehen aus der gesamten Genom-

Genotypisierungsdatei (SNPs) und der Phänotypisierungsdatei (Individuen) in der Referenz (Trainings-

)Population und prognostizieren mithilfe von statistischen maschinellen Lernalgorithmen wie klassischen 

Methoden, Kernel-Regression und Ensemble-Lernalgorithmen die Phänotypen oder Zuchtwerte (BVs) der 

Kandidaten für die Auswahl in der Test (Validierungs-)Population. In den modernen GS-Modellen gibt es 

zwei Arten von Merkmalen, die genetische Parameter mit zufälligen Effekten und Hyperparameter mit 
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festen Effekten umfassen, die die Ergebnisse bestimmen. GS-Linearmodelle wie rrBLUP und gBLUP 

werden spezifiziert, ohne sich allzu sehr um die Annahmen zu kümmern. Aber die Bayes'sche Inferenz ist  

flexibler, wenn es um Annahmen geht, und sie wird eine Verteilung von Antworten haben, die sich von 

jedem Durchlauf ändern kann. Die Hauptherausforderung bei BGLR und LASSO besteht darin, 

sicherzustellen, dass die Verteilung der statistischen Schätzer den genetischen Parametern der Population 

folgt. In SVM kann die Optimierung der Hyperparameter durch verschiedene Methoden zur 

Hyperparameter-Optimierung in SVM erreicht werden, aber die am häufigsten verwendete und praktischste 

Methode ist die Gittersuche. Unsere Studie hat gezeigt, dass die Definition und Optimierung des 

Regularisierungsparameters entscheidend ist, um die Leistung und Genauigkeit des GS-Modells zu 

demonstrieren, was in früheren GS-Studien nicht ausreichend berücksichtigt wurde. Im BOOST-Modell 

wird der Regularisierungsparameter jedoch nur verwendet, um die Verzerrung des Modells zu steuern. 

Durch Anpassung des Regularisierungsparameters kann das Modell weniger komplex und weniger anfällig 

für Overfitting gemacht werden. Im BAGG-Modell wird der Regularisierungsparameter verwendet, um die 

Varianz des Modells zu steuern. Durch Verringerung der Varianz kann das Modell stabiler gemacht werden 

und weniger empfindlich auf Rauschen reagieren.  In STACK werden sowohl Verzerrung als auch Varianz 

berücksichtigt, indem der Regularisierungsparameter angepasst wird, um ein Gleichgewicht zwischen 

Modellkomplexität und Stabilität zu finden. Unsere Studie hat bestätigt, dass die Ergebnisse des Bias-

Varianz-Tradeoffs und des adaptiven Fehler der Vorhersage für das STACK-Modell im Vergleich zu 

anderen Modellen intermediär waren. Dies bemerkenswerte Ergebnis beim STACK-Modell ist konsistent 

mit früheren Ergebnissen. In allen Ensemble-Modellen, insbesondere im STACK-Modell, müssen die 

Anzahl der Epochs und Batches als Hyperparameter zusammen mit dem Aktivierungsprozess spezifiziert 

werden. Letztendlich führt eine kleinere Lernrate im Trainingsdatensatz mit einer gewünschten Batch-

Größe zu maximaler SNP-Erblichkeit und genomischen geschätzten Zuchtwerten (GEBVs) im gegebenen 

GS-Modell. 
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This PhD thesis consists of five (5) chapters. It starts with a general introduction (Chapter 1), three 

experimental studies thus each experimental study focuses on specific aims and objectives stated under 

sections of chapters (Chapters 2 to 4), and at the end general discussion (Chapter 5). These three studies 

form the most important parts of this thesis. They have been published as peer-reviewed journal articles: 

(Sadeqi et al., 2023a: International Journal of Molecular Science, doi: 

https://doi.org/10.3390/ijms241814011, Sadeqi et al., 2023b: International Journal of Molecular Science, 

doi: https://doi.org/10.3390/ijms241814275), or are under review as manuscript. My contributions to each 

paper are specified and listed under the publications section of this thesis. 
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Chapter 1:   

General Introduction     
 

 

 

 1.1. Research Context 

Nitrogen (N) plays an important role in plant production as an essential element in the structure of 

proteins, nucleic acids, and chlorophyll. Moreover, N is the main nutrient for canopy growth and 

photosynthesis, which determines grain yield and quality (Beres et al, 2018; Walsh et al, 2018 and 

Ondoua et al, 2019). N fertilizer as the most common application in grain production is necessary 

to increase shoot biomass and dry matter of bread wheat (Saleem et al., 2021). Considering nearly 

8 billion people, the consumption of N fertilizer is about 123 million tons, with 45% applied in 

developed countries and the remaining in developing countries, which clearly shows that GY has 

increased simultaneously with fertilizer use (FAOSTAT, 2019). This upward trend in the world 

population forecast is mainly due to the demand, especially from developing countries, to maintain 

food security with population growth. According to Malthus’ theory, population grows in 

geometric or nonlinear progression and food production grows in arithmetic or linear progression, 

resulting in an imbalance between population and food supply (Tisdell and Svizzero, 2017). 

Increasing production of wheat (Triticum aestivum L.) is needed to provide staple foods for about 

half of the world’s population to achieve global food security (Curtis and Halford, 2014). Wheat 

production in Germany increased from 7.99 million tons in 1960 to 23.1 million tons in 2019 with 

an average annual growth rate of 2.33% (Knoema, 2019). Globally, about 83 million tons of N are 

used, which is about a 100‐fold increase in the last 100 years. About 60% of global N fertilizer is 

used for the production of the world's three major cereals: rice, wheat, and maize (Chang et al. 

2021). To meet the needs of the growing population, wheat varieties require sustainable 

management and facilities that can cope with all environmental factors such as biotic and abiotic 

stresses and maintain expected yields. In addition, a reduction in N fertilization could reduce yield 

and quality while the crop faces N deficiency (Figure 1.1). 
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Figure 1.1- Total average of wheat grain yield and N fertilizer consumption (past and projected) in the world from 

1960 to 2030. Yields are projected to grow by averagely 41 kg per year, which shows the GY gap based on Malthus’ 
theory.  

Note: All countries include major developed country experts for wheat production.  
 

 

Increased N fertilizer rates contribute greatly to yield stability in bread wheat (Zemichael et al. 

2017), but soil and environmental pollution from significant greenhouse gas emissions from N 

fertilizer production (Garnett et al., 2015), nitrate leaching (Pathak et al. 2011), volatilization, 

surface runoff, and denitrification from the soil-plant system (Yadav et al. 2017) can be considered 

major negative consequences of high N fertilizer use in wheat production. Recovery of N fertilizer 

in cereals is generally poor, and only 33% of the applied N is actually harvested in the grain, with 

the remaining portion (67%) remaining in the soil (Sharma and Bali, 2017; Doe, 2015). In addition, 

the cost of N fertilizer and the energy required in agricultural practices (Mahjourimajd et al. 2016) 

make it essential to determine nitrogen use efficiency (NUE) in wheat breeding programs. Recent 

breeding programs in Europe to improve N uptake as a major aspect (Grinsven et al., 2013; Allard 

et al., 2013; Bingham et al., 2012) have resulted in Europe becoming one of the largest wheat 

producers in the world with an average yield of more than 5.01 t ha-1 (FAOSTAT, 2019). Over the 

past three decades, higher grain yields have been achieved in commercial bread wheat varieties, 

and breeding progress has led to improvements in both yield performance and baking quality 

(Laidig et al., 2016). Nevertheless, there is still a large demand for bread wheat in developing and 

developed countries, and it is important to improve NUE to minimize additional N input. Therefore, 

there is great interest in wheat varieties with high NUE, as these high yield lines are expected to  
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minimize environmental damage and production costs, which is economically attractive to 

breeders. 

1.2. Breeding for NUE in wheat 

When GY is a function, NUE is defined as GY divided by total available N from fertilizer and soil 

(Barraclough et al, 2010; Hawkesford 2017). NUE as a quantitative trait is divided into N uptake 

efficiency and N utilization efficiency (NUtE). N uptake efficiency (NUpE) indicates the maximum 

capacity of uptake of N by the plant from the soil. NUtE is GY per unit of N in the plant. By 

definition, both NUpE and NUtE result in GY. 

Therefore, modeling GY based on field experiment is an integral part of breeding for NUE in 

wheat. Simultaneous optimization of NUE and GY under different N applications could be the 

main objective of breeding programs. However, this optimization is not easy and requires a trade-

off between the actual bias and variance for each component of NUE. This trade-off requires 

powerful and accurate statistical models that can effectively identify the principal components of 

NUE. Applying frequentist inference, such as maximum likelihood estimation (MLE), to each 

agronomic trait provides a general judgment about the input of related traits as components in the 

NUE model. However, when the number of environmental features such as soil and weather, 

increases, the accuracy of the MLE is low. Since some of the related traits have an exponential 

probability distribution, the empirical Bayes algorithm may be an alternative inference in this case 

to model NUE based on agronomic data recorded from multi years and locations trials. 

Characterization of agronomic traits to improve NUE and genetic variation provides useful 

information and directions to wheat breeders (Gaju et al., 2011; Asplund et al., 2015) and selection 

programs. Many studies on agronomic traits related to NUE have found a significant interaction 

between genotypes and N levels (G × N), indicating that this is an important source for efficient 

genotype selection (Lei et al, 2018; Guttieri et al, 2017; Barraclough et al, 2010). The significance 

of G × N interactions directly affects the correlations of genetic value for each genotype, implying 

that the best varieties for NUE at high N (HN) may not be the best at low N (LN). To estimate the 

genetic progress of NUE, a historical study comparing 193 old and new varieties at their response 

to optimal N levels was conducted (Cormier et al., 2013), and a genetic gain of 0.30-0.37% per 

year was observed between 1960 and 2010 for this elite European panel, indicating very low  
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genetic progress. Due to the low genetic variance in the panel, genetic improvement was considered 

only marginally, as there is no targeted selection trait for NUE. 

Quantitative trait loci (QTL) analysis using molecular markers is a well-known statistical genetic 

analysis for identifying genetic loci associated with quantitative traits such as NUE and GY. Two 

of the most commonly used QTL mapping approaches are: i) linkage analysis (LA): also known as 

family-based linkage mapping approach for experimental population or QTL mapping and ii) 

association mapping (AM): with linkage disequilibrium (LD) mapping for an associated panel, the 

genetic map is viewed at higher resolution. In AM studies, especially in the form of genome wide 

association studies (GWAS), LD decay of chromosomal segments and genomic relationship matrix 

(kinship) are important parameters to identify regions associated with interested trait (Dadshani et 

al, 2021; Mathew et al, 2018). Several studies reported desirable QTLs for shoot biomass and GY 

(Zhang et al, 2021; Mahjourimajd et al, 2016; Xu et al, 2013) and root weight (Ren et al, 2017; 

Horn et al, 2016; Shorinola et al, 2018) in wheat under HN applications. However, most of them, 

especially the identified QTLs for root morphology in soil, are not precise and stable. Therefore, 

further studies on epistatic interactions between root and shoot biomass cofactors under different 

environmental factors are needed (Zhang et al, 2018; Li et al, 2014). Meanwhile, there are not many 

GWAS studies for NUE and GY in European wheat population under different N applications 

(Saini et al, 2021; Monostori et al, 2017; Gouis, 2011). Basically, NUE is a complex trait 

determined by many other related agronomic traits, each of which is controlled by many genes in 

cooperation with low effects and many environmental factors. As a result, genetic progress and 

narrow sense heritability (ℎ2) are very low for this type of quantitative trait per year. In GWAS 

and genomic prediction (GP), one side of the model is assigned to the complex trait. Outliers in the 

NUE vector could be the first cause of pseudo-marker trait associations (MTAs) in the GWAS 

results. The second reason is due to the type of GWAS and GP models used for the trait in question. 

Most GWAS models for single loci and multiple loci exhibit collinearity and over- or under-fitting 

of results due to pairwise comparisons between single nucleotide polymorphisms (SNP). This 

problem will be intensified, especially, when the value of epistatic variance (𝑉𝐼) in genetic variance 

(𝑉𝑔) is high for the trait of interest (Wang et al, 2016, Kärkkäinen et al, 2015; Li and Sillanpää 

2012). Allelic variation for NUE could be high due to the large mutation target size within 

candidate genes. In addition, it is of considerable importance to identify all involved variants  
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between traits (Robinson et al., 2014). Therefore, the main challenge in GWAS is to find a 

significant and reliable association in a complex trait. To address this dilemma, false discovery rate 

(FDR) correction and Bayesian survival analysis, two precise and efficient computational 

approaches, serve as different filters to determine the best GWAS and GP models and consequently 

obtain a reliable association in the result of the best selected model. In addition, the application of 

genotyping by sequencing (GBS) as a new technique, with high SNP density and aligned to the 

wheat reference genome, has the potential to improve the accuracy of the associations determined 

for NUE and related traits (Brasier et al., 2020).  

 

1.3. Background of the study 

To investigate genetic progress based on NUE, usually two approaches are used: i) historical trial 

analyses and ii) direct comparisons of old and modern varieties in the same location. First approach 

is commonly with bias as elimination of year effects and it’s leaded to inadequate consideration of 

G × Y interactions (Lopes et al, 2012; Graybosch and Peterson, 2010). Direct comparisons between 

old and modern genotypes is limited by few available genotypes assessed in few environments and 

then, size of experiment will be big and genetic progress is earning gradually (Migliorini et al, 

2016; Ceccarelli, 2014). The calculation of genetic progress based on NUE across variety release 

year was done using the following equation: 𝑌 =  𝛽0 + 𝛽𝑋 + 𝜀, where 𝑌 is the mean NUE for two 

N applied include High N (HN) equal by 220 kg ha-1 N fertilizer and Low N (LN) equal by only 

natural minimum N available in the soil at each year of variety 𝑖th, 𝑋 is the year in which variety 

was released, 𝛽 is a fixed regression coefficient for NUE trend, 𝛽0 the intercept of equation which 

a random normal deviation of 𝑌 from NUE trend and 𝜀 is residual error.  

The genetic progress in both N applications were significant (𝜌𝐻𝑁 = 2.2e-14 and 𝜌𝐿𝑁 = 1.1e-7 ) and 

did result from a change in variety ranking among years (Figure 1.2), and this difference may be 

explained partially the G × N and significant allelic variation on NUE related traits, which delicates 

the high potential of genetic gain in the population. So NUE in wheat requires to be more 

genetically improved. 

 

 

 

https://www.cabi.org/cabebooks/search/?q=au%3a%22Ceccarelli%2c+S.%22
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Figure 1.2- Adjusted mean of genetic progress based on NUE (%) in 221 wheat varieties across two levels of applied 

N across variety release year (1960-2020), Regression lines for both HN and LN are plotted to display NUE trend in 

the equations.  

 

1.4. Research strategy 

NUE in the wheat, is a broad topic with different aspects that can be addressed to study on high 

throughput phenotyping of root and shoot related traits or agricultural practices on N fertilizer and 

its impacts on the environment or finding out the genetic basis of this complex trait to improve it 

with high efficiency. To define the breeding strategy in both phenotyping and genotyping phase of 

study, we have three chapters include: i) Field screen to model NUE and related component traits 

in wheat using frequentist, Bayesian and modern statistical inferences, ii) Allelic variation for NUE 

and related traits in wheat using different distinguish GWAS and GP models, and iii) FDR 

correction and Bayesian survival analysis to determine reliable associations based on result of 

GWAS and GP models. We had 221 genotypes of bread wheat with three N level and had 10 

agronomic traits related to NUE. The general objectives of this study to provide a better 

understanding of wheat varieties (genotypes) and their responses to different levels of N treatment 

and to analyze the variance in agronomic traits related to NUE and then allelic variation and genetic 

gain of the panel. NUE is considered as complex trait to breed and it is controlled by many genes 

with minor effects or small p-value(s). Currently in wheat breeding, GWAS have successfully 

revealed the genetic basis of complex traits such as NUE (Rathan et al, 2022; Uffelmann et al,  
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2021). In GWAS, thresholding is common strategy to indicate deviation of false discovery rate 

(FDR) of high density markers under or over of test statistics. We will start the study by significant 

threshold selection for NUE as complex target based on wide genomic data of bread wheat. The 

limitation of common FDR thresholding approaches will be showed. After determination of best 

FDR threshold approach, in the second chapter, it will be utilized in the different GWAS and GP 

models. Therefore, in the third chapter, we will find the best GWAS model to receive reliable 

association for GY in bread wheat. Estimation of breeding values (BVs) based on genomic 

selection (GS) algorithms for complex traits is the main objective in wheat breeding program. 

Therefore, in the fourth chapter, we evaluate the modern GS models to find the best genotypes 

under low and high N levels based on genetic parameter and hyper-parameter estimation. 

Regarding the complementarity of study, we found it appropriate to present to the Jury Committee 

under chapter style. Finally this manuscript is presented as a compilation of dissertation linked by 

general discussion and further conclusion. 
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2.1. Introduction 

Bread wheat (Triticum aestivum L.) is one of the most important cereals and covers the food 

requirements of a large part of the world's population. In general, the nitrogen use efficiency (NUE) 

of bread wheat is estimated to be only 30–40% of the total amount of nitrogen fertilizer applied 

that is actually harvested. Although genotype-environment (G×E) interaction and cultivation 

practices have a significant impact on NUE in bread wheat and a significant proportion of 

phenotypic variance is genetically based (Salim and Reza, 2019; Cormier et al, 2016). NUE is 

considered a complex breeding trait and is controlled by many genes with small effects or small p-

values. In wheat breeding, genome-wide association studies (GWAS) have successfully uncovered 

the genetic basis of complex traits and biological processes (Rathan et al, 2022; Uffelmann et al, 

2021). Genetic parameters such as population structure, genomic relationship matrix, marker 

density, sample size and minor allele frequency (MAF) have a major impact on the power and 

accuracy of the GWAS model (Wang et al., 2016). However, they play an important role in 

estimating the threshold for the significant false discovery rate (FDR). In GWAS, one side of the  
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model is used for a complex trait such as NUE. However, to reduce multicollinearity and 

heteroscedasticity in the NUE observations, model evaluation and error measurement is required. 

Moreover, in GWAS models, thresholding is a common strategy to indicate the deviation from the 

expected range of p-values associated with single nucleotide polymorphisms (SNP) below or above 

the test statistic. Thus, the threshold plays a critical role in identifying significant features in as 

large a genome as possible while maintaining a relatively low proportion of false positives (Storey, 

2002). In traditional GWAS models, linkage disequilibrium (LD) was tested locus by locus with a 

traditional p-value cutoff of 0.01 or 0.05 as a threshold to minimize false positives. LD analysis at 

each locus with a p = 0.05 probability of false positives is a stringent and conservative criterion 

because very few loci in the results show significant linkage (Zabaneh and Mackay, 2003) and this 

seems unlikely in a large association panel. The advent of high-throughput sequencing technologies 

and the availability of extensive genomic data have allowed researchers to explore GWAS models 

with different complex quantitative traits. As a result, mixed GWAS models with multiple loci 

have been proposed, focusing on a large number of hypotheses with small effects (Segura et al., 

2012; Chen et al., 2016). The multiple comparisons problem arises when a statistical analysis 

involves multiple simultaneous statistical tests, each of which has the potential to be a discovery. 

There are several ways to tackle this problem, including family-wise error rate (FWER) and FDR, 

crude and adjusted p-values, consideration of threshold coherence and consonance, properties of 

proportional free and restricted hypothesis tests in threshold definition. 

 

FDR thresholding based on linear approaches: 

Bonferroni correction based on frequentist statistical inference is common method to deal with 

FWER which is appropriate for experimental studies such as quantitative trait locus (QTL) 

analysis. Bonferroni correction has intensive significance level (α) of null hypothesis to control the 

likelihood probability of false positive for multiple hypothesis test (Haynes 2013). Bonferroni 

correction is very simple and conservative technique with low power. It is depend on sample size 

and this adjustment does not impose a severe penalty on the range of effect sizes. The maximum 

likelihood (ML) of both type I and type II errors is increased, thereby with this threshold most of 

results are significant but does not exist truly (Perneger 1998; VanderWeele and Mathur 2018). 

Holm adjustment such as Bonferroni correction tries to estimate ML for threshold line in multiple  
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comparisons hypotheses. It covers maximum tow way analysis of variance (ANOVA) in the same 

time (Giacalone et al, 2018; Lee and Lee 2020), which is appropriate for genome wide case and 

control studies, not association panel. Hochberg adjustment is an alternative approach to determine 

smallest FWER significant level and it is less sensitive than Bonferroni correction to decision about 

ML of FWER (Tan and Xu 2014; Chen et al, 2017). The idea thresholding with adjusted p-value(s) 

instead of raw p-value(s) was proposed for the first time in Benjamini-Hochberg approach (Reiner 

et al, 2003). Generalization of adjusted p-value(s) from raw p-value(s) in this approach has 

complexity in computation (Krzywinski and Altman 2014). Threshold based on adjusted p-value(s) 

has this potential to minimize error of FDR estimation, which is leaded to reveal marginal null 

hypotheses from peaks. Depending to the number of marginal null hypotheses that are true, 

threshold line in the Benjamini-Hochberg approach can be less conservative than Bonferroni 

correction (Benjamini and Bogomolov, 2013; Brinster et al, 2018). Benjamini-Yekutieli approach 

can be first tries to involve concept posterior distribution of FDR in threshold line definition. In 

practice there is many extreme raw p-value(s) even smaller than 2.7e-09 in the GWAS results that 

is a strict to estimate FDR with high accuracy. Therefore to deal with many simultaneous 

confidence intervals for FDR, it is less powerful than Benjamini-Hochberg approach (Furmańczyk 

2013; Brinster et al, 2018). Such as Bonferroni correction, Sidak adjustment also is appropriate to 

deal with FWER threshold when there are low numbers of hypotheses are correlated (Blakesley et 

al, 2009). The origin of this correlation is coming back to genetic parameters such as minor MAF 

and level of LD in the genomic file. Sidak adjustment classifies null hypotheses using stepwise 

FWER controlling procedure, while threshold estimation is based on fixed bounds of raw p-

value(s) (Midway et al, 2020).  

FDR thresholding based on non-linear parameters: 

Currently, in the distinguished GWAS models such as single locus or multi locus associations, 

threshold is widely considered as linear parameter (Cook et al, 2016; Wen et al, 2017; Lozano et 

al, 2023). Thresholding based on linear estimator has only mean squared error as scale upon high 

dimensional genomic dataset. Usually, in the GWAS results scaled version of adjusted p-value (s) 

doesn’t follow easily distribution of raw p-value(s) and it is risky to soft thresholding. The first 

attempts to avoid this risk was consideration of threshold as non-linear concept (Wilson 2019; 

McCaw et al, 2020; Asif et al, 2021) and q-value(s) was introduced as an alternative approach to  



15 
 

Chapter 2- Significant threshold selection for nitrogen use efficiency in whole genome of bread wheat 

 
the adjusted p-value (s) method for thresholding. The q-value(s) is still widely used in genome 

wide studies and it is expected proportion of false positives rather than the ML estimation of false 

positive rate (Storey and Tibshirani, 2003). While estimator has an important role in thresholding 

FDR, the main drawback of this non-linear estimator is that q-value(s) is random variable and it 

may underestimate FDR to unexpected false positives (Lai 2017; Menyhart et al, 2022). Also 

according to raw p-value(s), the q-value(s) increases using the function 𝜋0(𝜆) = 1. This function 

controls the proportion of raw p-value(s) used for the null distribution (z-value(s)). However, 𝜆 is 

a non-linear parameter with 0 to 1 value, even by bootstrap or permutation techniques, the 𝜆 closer 

to 1 implies increasing variance in 𝜋0, which is leaded to autocorrelation and heteroscedasticity in 

the FDR thresholding.  The second attempts to avoid the risk of soft thresholding upon large scale 

simultaneous hypothesis testing, was local FDR (LFDR) threshold (Efron 2013), LFDR features 

tail areas of null distribution and provides both scale and power of computation for large scale 

genome wide studies. With given the adjusted p-value(s), LFDR measures posterior probability of 

the local false positives using empirical Bayesian (EBayes) techniques (Efron 2013; Korthauer et 

al, 2019). All three adjustments q-value(s), 𝜋0(𝜆) and LFDR are computed based on proportion of 

false positives received from adjusted p-value (s). It assumes that this comparisons are independent. 

However, the mean square error of comparisons is affected by the outliers in the adjusted p-value 

(s), especially when there are strong negative correlations between comparisons simultaneously.     

FDR threshold optimization: 

In FDR thresholding, poor generalization performance is the main problem in genome wide dataset 

with large scale null hypotheses, simultaneously and generalization algorithms required more 

attention (Sørensen et al, 2022; Montesinos-López et al, 2023). While a few studies confirmed that 

threshold is a non-linear parameter concept (Emmert-Streib and Dehmer, 2019; Cao et al, 2023), 

we believe that sparsity and scale of false positives in the large simultaneous hypothesis tests are 

two important features in the FDR approach. Sparsity assumption in FDR threshold is having only 

small number of true positives reliable associations in GWAS results with nonzero SNP effects 

(Hastie et al, 2020). Scaling assumption is helpful technique, when minimizing of error is goal, 

because it separates the hierarchical false positives from true positives. Both sparsity and scaling 

assumptions lead to soft thresholding with smoother null distribution and hard thresholding with 

preserve peaks and likelihood median of posterior distribution, using Gibbs sampling based on  
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Markov chain Monte Carlo (MCMC) algorithm. FDR optimization is particularly useful for hard 

and soft thresholding, when sparsity and scale of large simultaneous hypothesis testing is involved 

in the threshold definition and selection. However, dependency in wide genome dataset, threshold 

location and posterior mean or median thresholding for large simultaneous hypothesis tests are still 

problems in front of threshold selection. Therefore, in GWAS determining the significance 

threshold that separates true and reliable associations from random noises, required more revision 

in the approaches. Although, genetic parameters and hyper-parameters have significant impacts 

over definition and optimization of FDR threshold (Chen et al, 2019). In this study, we evaluate 

different thresholding approaches and their performance ability to optimize the false positive rates 

in the context of a phenotypic and genotypic NUE dataset of 221 bread wheat genotypes. We 

emphasize that the focus on threshold definition and its statistical inference could be able to 

determine significant threshold with reliable results. Therefore, to compare distinguished FDR 

thresholding approaches, the objectives of this study include: (i) Identifying an appropriate 

regularization parameter for a given FDR threshold approach and (ii) Optimizing genetic 

parameters and hyper-parameters in the given FDR threshold approach, and (iii) Demonstrating 

the performance of the best threshold approach through empirical Bayes coherent behavior and 

compliance estimation. 
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2.2. Method 

Phenotypic dataset: 

In this study, a set of 221 bread wheat genotypes received from breeding innovations in wheat for 

resilient cropping systems (BRIWECS) project were widely grown in agricultural research station 

Klein-Altendorf, University of Bonn, 50°37'8.5"N, 6°59'25.4"E, for three cropping seasons 2017-

18, 2018-19 and 2019-20. In order to limit competition effects, all genotypes were sorted by 

maturity date and were planted in layout of split-plot design, in two replication, six blocks and 

1326 plots and the related traits to NUE were recorded. NUE is defined wheat as GY per unit of N 

supplied from soil or fertilizer (Moll et al, 1982): 𝑁𝑈𝐸 = 𝐺𝑌𝑁𝑠 = (𝑁𝑡𝑁𝑠)(𝐺𝑌𝑁𝑡)                                                                                                       

Where, 𝐺𝑌 is grain yield (gr/m2), 𝑁𝑠 nutrient supplied and 𝑁𝑡 total above-ground plant nutrient at 

maturity.To analyze N and genotypes as main effects and N × G, during three agronomic years, a 

combine analysis of variance (ANOVA) on grain yield (GY), grain nitrogen yield (GNY), straw 

yield (SY), straw nitrogen yield (SNY) and NUE were performed using additive main effects and 

multiplicative interaction models (AMMI) with R/agricolae. To deal with outliers in the NUE 

vector, they were kept, because they were reflecting the actual field values across all years. The 

residuals distribution was checked using Shapiro normality test. To focus more on the quality of 

the vector, 2000 times the repeated random samples with replacement from original NUE vector 

was simulated using R/bootstrap, then Bayesian bootstrap p-value(s), was calculated.  

Genomic dataset: 

In order to characterize NUE vector among 221 bread wheat genotypes, a platform of 150K 

affymetrix SNP Chip at TraitGenetics GmbH (SGS GmbH Gatersleben, Germany), was used. After 

checking SNPs deviated from the Hardy-Weinberg equilibrium (HWE) only 22489 polymorphic 

SNP markers, were remained and used in GWAS model as genomic file (Sadeqi et al, 2023). The 

SNPs with MAF ≤ 0.05, ≤ 0.01, ≤ 0.005 and ≤ 0.001, respectively were removed due to 

monomorphism in the marker (Fadista et al, 2016). To detect the regions that might be involved in 

LD, based on the pruned marker information, neighbored LD between adjacent SNPs (𝐷′) within 

200Mb with promised to physical position of SNPs on each chromosome and genetic correlation 

between two loci ( 𝑟2 ) with MAF value (Joiret et al, 2022), was calculated using R/Synbreed. 
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GWAS models and adjusted p-value(s) generation: 

Within single locus association model with R/rrBLUP, was fitted in the adjusted form the mixed 

linear model as 𝑦 = 𝑋𝛽 + 𝑍𝑢 + 𝑒, where 𝑦 is the trait vector, 𝑋 is the fixed effects matrix, 𝛽 is the 

vector of coefficients including principal components and population structure, 𝑍 the matrix of 

random SNP effects coded as (-1, 0 and 1), 𝑉(𝑢) = 𝐾𝜎𝑔2, where 𝐾 is the GRM as kinship matrix 

and 𝜎𝑔2 is additive genetic variance with IBS basis. It was removed from the model due to 

convergence of N × Y to zero. GWAS multi-locus association model with R/mlmm.gwas, in 

form 𝑦𝑖=1𝑛 = 𝜇 + ∑ 𝑀.𝑗𝑚𝑗=1 𝛽𝑗 + 𝑒, where  𝑦𝑖=1𝑛  is NUE vector with 𝑛 genotypes, 𝑚 is total number 

of SNPs, 𝑀𝑖𝑗 is the matrix of random SNP effects coded as (0, 1 and 2) and 𝛽𝑗 is the vector of SNP 

effects and 𝐻0 denoted in form of 𝛽 = 𝜎𝑔2 = 0. Based on both GWAS models, after rejection of 𝐻0 = 𝛽 = 0 for each SNP, the vector –log 10(raw p-value(s)) was retrieved. Due to high type I 

error and high number of false positives in the raw p-value(s) produced by the given GWAS model, 

it is uninformative and does not provide a reliable vector regarding FDR thresholding approaches. 

To enhance reliability and reproducibility of FDR approaches it is necessary to adjusting the raw 

p-value(s). Therefore, proportion of null raw p-value(s) with 2000 times bootstrap random SNPs 

(with replacement) from the original raw p-value(s) vector was estimated using R/fdrtool. Based 

on bootstrapping technique, tuning hyper-parameter (𝜆 = 0.05) to use in linear threshold 

approaches, and based on smoothing technique, the tuning hyper-parameter (𝜆 = 0.01) to use in 

non-linear threshold approaches, was taken respectively. Then based on given GWAS model 

(rrBLUP or mlmm) and through distinguished linear FDR thresholding approaches the adjusted p-

value(s) vector at low and high N levels, was generated (Boca and Leek, 2018; Jafari and Ansari-

Pour, 2019). 

FDR thresholding based on linear approaches: 

For the FDR thresholding based on linear approaches, six common methods will be considered 

include following adjustments using R/FDRestimation: 

1- Bonferroni correction is defined by the following function (Nakagawa 2004): 

𝐵𝑜𝑛𝑓𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 ≤ 𝛼𝑚𝑚
𝑖=1 ) 
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Where, 𝐵𝑜𝑛𝑓𝑝−𝑣𝑎𝑙𝑢𝑒 is corresponded for Bonferroni correction p-value generated from hypothesis 

tests, 𝑚 is number of hypothesis tests, 𝑀𝐿 is maximum likelihood of multi comparisons when 𝐻0 

is rejected and a type I error is produced, 𝜋𝑖 is linear threshold coefficient factor for 𝑖th paired 

comparisons and 𝛼 is confidence interval of paired comparisons (usually 0.05). Bonferroni 

correction only accounts for number of 𝐻0 tests, separately while, definition does not have a 

component to cover the relation between hypothesis tests and FWER, simultaneously. 

2- Holm threshold adjustment utilizes the same function which is in the Bonferroni correction, only 

instead of upper bound 
𝛼𝑚  the equality is in the definition following (Giacalone et al, 2018): 

𝐻𝑜𝑙𝑚𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 = 𝛼𝑚𝑚
𝑖=1 ) 

With this equality the type II error increases lower than Bonferroni correction, but the other norms 

are getting same explanation. 

3- Hochberg adjustment is defined with the function (Chen et al, 2017): 

𝐻𝑜𝑐ℎ𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 ≤ 𝛼𝑚 − 𝑖 + 1𝑚
𝑖=1 ) 

The Hochberg threshold adjustment conducts statistical inference of hypothesis by starting with 

the maximum p-value from 𝐻𝑚 to  𝐻𝑖 and then to 𝐻0. Moreover, due to upper bound 
𝛼𝑚−𝑖+1 the p-

value(s) are taking weights. This weights vector minimize the bias in the FWER. 

4- Benjamini-Hochberg procedure controls the FDR using function (Benjamini and Hochberg, 

1995): 

𝐵𝑒𝑛 − 𝐻𝑜𝑐ℎ𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 ≤ 𝛼(𝑚 + 1)2𝑚𝑚
𝑖=1 ) 

Due to upper bound 
𝛼(𝑚+1)2𝑚  in the function, the ratio false discoveries to all discoveries at 0.01 

significance leads to estimate the non-false discovery rate (NFDR) in the procedure. However, the 

procedure has been constructed for adjusted p-value(s). 

5- Benjamini-Yekutieli procedure controls the FDR using function (Benjamini and Yekutieli, 

2001): 

𝐵𝑒𝑛 − 𝑌𝑒𝑘𝑢𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 ≤ 𝛼(𝑚 + 1)2𝑚[ln(𝑚) + 1]𝑚
𝑖=1 ) 
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Due to logit bound 
𝛼(𝑚+1)2𝑚[ln(𝑚)+1] in the function, and based on adjusted p-value(s), the ratio of false 

positives to all discoveries at 0.01 significance might to find optimal value for threshold line. 

6- Sidak adjustment is defined with the function (Chen et al, 2017): 

𝑆𝑖𝑑𝑎𝑘𝑝−𝑣𝑎𝑙𝑢𝑒 = ∑ 𝑀𝐿(𝜋𝑖 ≤ 1 − 𝛼𝑚𝑚
𝑖=1 ) 

In the function 1 − 𝛼𝑚  is complementary event to minimize the bias in the FWER.    

FDR thresholding based on non-linear approaches: 

For the FDR thresholding based on non-linear approaches, two distinguished methods will be 

considered including: 

1- q-value threshold was utilized to minimize the error variance of threshold in the posterior 

distribution of adjusted p-value(s) using the following function (Storey and Tibshirani, 2003) using 

Bioconductor/q-value: 𝑞𝐹𝐷𝑅̂ = 𝑚𝑖𝑛𝑃(𝜋0(𝜆) = 0 |𝑧 ∈ [𝑐, ∞)) 

where, 𝑞𝐹𝐷𝑅 is corresponded to the q-value generated from function, 𝑃 is posterior probability of 

type I errors when 𝜋0(𝜆) = 0 and 𝐻0 is rejected, 𝑓(𝑐) is proper cumulative distribution of given 

adjusted p-value(s) when 𝑃(𝑍 ≥ 𝑐) and 𝑓(𝑧) is the distribution of null z-value(s). 

2- Local FDR was utilized to concentrate on tail-area calculations over adjusted p-value(s) with 

Bayesian inference, using the following function (Efron and Tibshirani 2002) using 

Bioconductor/twilight: 𝐿𝐹𝐷𝑅 = 𝑃((𝜋0(𝜆) = 0 |𝑍 = 𝑧𝑖) if 𝜆 = 𝜋0𝑓(𝑧0)𝑓(𝑧𝑖)  

where, 𝐿𝐹𝐷𝑅 is corresponded for FDR value generated from function, 𝑃 is posterior probability of 

type I errors when 𝜋0(𝜆) = 0 and 𝐻0 is rejected, 𝑧𝑖 is a t-statistic comparing pairwise SNP 

associations with N (0, 1) distribution under null hypothesis, 𝜆 is proportion of true positives to all 

hypotheses and 𝑓(𝑧𝑖) calculated based on EBayes rule is the posterior distribution estimate at 

median point.  

FDR threshold optimization: 

Due to check generalization performance in FDR thresholding, the optimization method including 

regularization and penalization, is designed to determine significant threshold with high accuracy. 

In the given threshold approach, sparsity assumption has been measured with regularization  
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parameter and scaling assumption with penalty parameter. In the FDR thresholding based on linear 

approaches, ML and upper bound of each function including (𝛼 , 𝑚) were taken as regularization 

parameter and penalty parameter, respectively. Also, for the FDR thresholding based on non-linear 

approaches, 𝜋0(𝜆) and 𝑓(𝑧) of each function were taken as regularization parameter and penalty 

parameter, respectively using Python/Scikit-learn. Then EBayes = 15000 Gibbs samples with 𝜃𝐺𝑖𝑏𝑏𝑠(𝜇̂ , 𝑘̂) were generated, which 𝜇̂ implies to regularization and 𝑘̂ to penalty parameters. The 

prior distribution were chosen to be uninformative to mildly informative. 
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2.3. Results 

Phenotypic quality control: 

Combined ANOVA by considering the N level, year and replication as fixed effect showed that 

there was a significant difference between low, middle and high N applications. Also, there was a 

significant difference between the genotypes as random factor within three years. However the 

effect of N × G was significant for NUE and its related traits include GY, GNY, SY and SNY 

(Table 2.1). Therefore, this not significant N × G × Y = 75 indicates, the NUE observations could 

be used in the given GWAS model as phenotypic vector.  

 

Table 2.1. Combine analysis of variance of NUE and its agronomic related traits at low, middle and high N levels, during 2018, 2019 and 2020. 

SOV df GY GNY SY SNY NUE 

Y 2 2478000*** 360*** 1751*** 0.0070*** 1067*** 

N 2 1380000000*** 3523*** 211535*** 1.4513*** 130883*** 

G 441 225800000*** 39*** 69902*** 0.6343** 112752*** 

N × G 882 411700 ns 10*** 705 ns 0.0048*** 430*** 

N × Y 2 170500000*** 13*** 144976*** 0.1227*** 45862*** 

G × Y 220 785200*** 1.40 ns 1422*** 0.0025 
ns 104 

ns 

N × G × Y 440 562700 ns 1.41 ns 1107 ns 0.0029* 75 
ns 

                     Mean squares: ns: not significant, *, ** and ***: significant at level 0.05, 0.01 and 0.001, respectively.   

 

Due to deal with outliers in the NUE vector belong to 221 bread wheat genotypes on three years, 

it has been averaged across three years by mean 24.181(%) and standard error 11.16 (%). In the 

histogram plot (Figure 2.1), the mean of Shapiro p-value = 0.0307 and the mean of Shapiro p-

value = 0.0652 for low and high N, respectively across three years, which indicates the NUE 

vector is following normal distribution. We assumed that this test is not enough to decide on 

normality of NUE vector, so to focus more on the quality of observations, 2000 times the repeated 

random vectors with replacement from original NUE vector was generated. The mean Bayesian 

bootstrap p-value = 0.0263 and the mean Bayesian bootstrap p-value = 0.0641 for low and high 

N, is close to two-tailed 95% confidence interval (CI) of mean Shapiro p-value(s), which 

confirms the distribution of NUE vector is normal. 
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Figure 2.1: NUE vector quality control via Shapiro p-value and Bayesian bootstrap p-value, both p-values refers acceptable deal 

with outliers in the vector at low and high N levels, 2018, 2019 and 2020. The mean Bayesian bootstrap p-value = 0.0263 and 

the mean Bayesian bootstrap p-value = 0.0641 for low and high N, is close to 95% CI of mean Shapiro p-value(s), which verifies 

distribution of NUE vector is normal. 

 

Genomic quality control: 

Applying various fixed MAF values less than or equal to 0.001, 0.005, 0.01 and 0.05 to the platform 

of 150K affymetrix chip with 22489 SNP polymorphic among our 221 bread wheat genotypes, we 

found as expected at MAF ≤ 0.05 and as well at –log10 (p-value) = 4.75, we would have the highest 

value of LD threshold (𝑟2 = 0.95) (Figure 2.2). While with the other MAF values the LD thresholds 

are still high (𝑟2 ≥ 0.80), it seems that genomic datasets with very low MAF have low heterogeneity 

and are then less informative. Therefore this genome wide LD threshold could be utilized in the  



24 
 

Chapter 2- Significant threshold selection for nitrogen use efficiency in whole genome of bread wheat 

given GWAS model and the linear FDR approaches such as Bonferroni correction for 150K SNP 

variants with MAF ≥ 0.05 and the FDR line –log10 (p-value) ≅ 5. 
 

 

Figure 2.2: Visualization of fixed MAF values less than or equal to 0.001, 0.005, 0.01 and 0.05 to the platform of 150K affymetrix 

chip with 22489 SNP polymorphic among 221 bread wheat genotypes. LD threshold was specified as dash line for each MAF 
values. With MAF ≤ 0.05 and–log10 (p-value) = 4.75, the highest value of LD threshold was received. 

Generation of Adjusted p-value(s): 

The impact of raw p-value(s) for NUE vector, received from single locus (rrBLUP) and multi locus 

associations (mlmm) GWAS models, under low and high N was revealed (Figure 2.3). Our findings 

on adjusted p-value(s) show, based on rrBLUP model, the likelihood of NUE vector for all linear 

FDR thresholding approaches is equal to 0.06 at low and high N levels. Due to type I error and 

high number of false positives in the raw p-value(s) produced by the rrBLUP GWAS model, the  
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high bias in the adjusted p-value(s) vector is observed. Therefore it is provide this evidence that 

the raw p-value(s) received from this GWAS model could not be prone to use in the FDR 

thresholding approaches. In contrast, based on mlmm model, the likelihood of NUE vector is 

different depend to linear FDR thresholding approach. The Bonferroni correction and Benjamini-

Hochberg approaches might not cover all range of raw p-value(s) received from mlmm GWAS 

model. In contrast, both Hoch and Sidak approaches have upper bounds 
𝛼𝑚−𝑖+1 and 1 − 𝛼𝑚 , 

respectively, which minimize the bias in the FWER estimation. In addition this linear approaches 

cover very well all range of raw p-value(s) received from mlmm GWAS model, which implies to 

acceptable approaches to adjust the raw p-value(s) at low and high N levels. 

 
Figure 2.3: The impact of raw p-value(s) for NUE vector, received from left: single locus (rrBLUP) and right: multi locus 

associations (mlmm) GWAS models, under low and high N for Bonferroni correction, Holm, Hoch, Benjamini-Hochberg, 

Benjamini-Yekuteili and Sidak adjustments were investigated respectively. Both Hoch and Sidak approaches cover very well all 

range of raw p-value(s) for NUE vector received from mlmm GWAS model, which implies to acceptable approaches to adjust the 

raw p-value(s) at low and high N levels. 

 

FDR thresholding based on linear approaches: 

The performance of each FDR linear approach was highly dependent on the characteristics of the 

upper and lower bunds of their functions (Figure 2.4). The results based on the six distinguished 

FDR linear approaches demonstrated that FDR threshold line 0.05 could not be true value to make  
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decision on false positives, which is common value in GWAS models.  In addition the results show 

that the scaled version of adjusted p-value (s) doesn’t follow easily distribution of raw p-value(s) 

and it is risky to accept the results of this linear approaches.  However, in all approaches at low and 

high N levels, ML of null hypotheses was defined as regularization parameter in the lower bund to 

detect false positives. In contrast in the upper bound only the Hoch and Sidak linear adjustments 

could clearly provide false positives and we could assume that both related upper bounds  
𝛼𝑚−𝑖+1 

(in the Hoch adjustment) and 1 − 𝛼𝑚  (in the Sidak adjustment) were defined proper to receive 

reliable and reproducible results in aim to FDR thresholding. The number of false positives in upper 

bound of both Hoch and Sidak adjustments are the same range. But when comparisons were 

extended to the lower bounds, the distribution of false positives were different.  

 

FDR thresholding based on non-linear approaches: 

We evaluated the performance of q-value(s) and LFDR as distinguished non-linear in the context 

of thresholding (Figure 2.5). The interested finding is that the density of false positives in both 

methods using the scaled version of adjusted p-value (s) are same at low and high N levels, which 

is significantly reduced the risk of soft thresholding against FDR linear approaches. Based on 

definition, for both non-linear approaches in order to identify prior probability of associations 

hypotheses, the (𝜋0(𝜆)) as regularization parameter, were estimated. Due to coincidence in the 

distribution tails, there is no significant difference in performance between q-value(s) and 𝜋0(𝜆) = 

0.388 and 0.375 at low and high N levels, respectively. Due to genetic parameters and hyper-

parameters such as MAF, LD and SNP high density, for the LFDR thresholding curve against 𝜋0(𝜆) 

= 0.388 and 0.375 at low and high N, there is no quite coincidence seems. In spite of no coincidence 

in the LFDR to 𝜋0(𝜆)  distribution, 𝑓(𝑧𝑖) function in the definition could be estimated using 

EBayes algorithm. Therefore LFDR in the upper tail area at low and high N levels shows coherent 

behave for the FDR threshold, which make it reasonable accurate upon large scale simultaneous 

problem.  
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Figure 2.4: FDR thresholding based on the Bonferroni correction, Holm, Hoch, Benjamini-Hochberg, Benjamini-Yekuteili and Sidak 

linear approaches among adjust and raw p-value(s) at low (a) and high (b) N levels. The performance of each FDR linear approach 

was highly dependent on the characteristics of the upper and lower bunds of their functions. Only the Hoch and Sidak linear 

adjustments in the upper and lower bounds could clearly provide false positives. 

 

 
Figure 2.5. The performance of q-value(s) and LFDR as distinguished non-linear in the context of thresholding. Density of false 

positives in both methods using the adjusted p-value (s) are same at low and high N levels, which is significantly reduced the risk 

of soft thresholding. Due to coincidence in the distribution tails, there is no significant difference in performance between q-value(s) 

and 𝜋0(𝜆). LFDR in the upper tail area at low and high N levels shows coherent behave for the FDR threshold, which make it 
reasonable accurate upon large scale simultaneous problem. 
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FDR threshold optimization and selection: 

To optimize the FDR threshold in the linear approaches, ML was estimated while it was faced with 

bias in the results. Even bias-variance analysis could not minimized this negative effect on the 

heavily tail simultaneous distributions at all. However, this problem was observed in the 

Benjamini-Yekuteili approach clearly and in the other linear approaches more or less. 

Consequently, the estimation of ML as lower bund was with bias and upper bounds with high 

variance. Therefore, the bounds could not estimate the significant FDR threshold and they were 

removed from optimization. Then, we evaluated the results of FDR non-linear approaches include 

q-value(s) and LFDR using EBayes FDR as index with uninformative to mildly informative in the 

prior distribution of false positives (Figure 2.6). The EBayes false positives histogram was obtained 

with 15000 Gibbs samples in two dimensions include regularization parameter (𝜇̂ = 5.8) for sparsity 

and penalty parameter (𝑘 = 0.25) for scaling optimization. The results show that posterior 

distribution in the LFDR might be a good demonstration in deal with false positives especially in 

heavily tail areas. Because LFDR approach has cumulative distribution function of given adjusted 

p-value(s) in the tails as prior distribution. This cumulative function optimizes the sparsity and the 

scale of false positives very well in contrast to the q-value(s). 

 
Figure 2.6: Posterior distribution estimation for q-value(s) and Local FDR thresholding approaches at low and high N using sparsity 

(with regularization parameter) and scaling (with penalty parameter) assumptions. In the solid area histogram EBayes = 15000 

Gibbs samples with 𝜇̂ = 5.8 and 𝑘 = 0.25 at low N and 𝜇̂ = 5.8 and 𝑘 = 0.25 at high N were generated. For the Local FDR with dark 

blue line histogram: 𝜇̂ = 6.0 and 𝑘 = 0.50 at low N and 𝜇̂ = 6.9 and 𝑘 = 0.50 at high N.  For the q-value(s) with orange line histogram: 𝜇̂ = 5.9 and 𝑘 = 0.60 at low N and 𝜇̂ = 5.8 and 𝑘 = 0.60 at high N.   
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2.4. Discussion 

In GWAS, genetic parameters such as population structure, genomic relationship matrix, marker 

density, sample size and MAF have large effects on the performance and accuracy of the model 

(Wang et al., 2016). However, they play an important role in estimating the significant FDR 

threshold. In GWAS, one side of the model is assigned to the complex feature such as NUE. To 

reduce the multicollinearity and heteroscedasticity in the NUE observations, model evaluation and 

error measurement are necessary. A combined ANOVA including N level, year and replication as 

a fixed effect showed that there was a significant interaction between genotype and environment 

at low and high N levels with respect to NUE. Therefore, NUE is considered a complex trait for 

breeding and is controlled by many genes with minor effects or small p-value(s). Moreover, in the 

GWAS model, the null hypothesis often states that there is no association between a particular 

genetic variant and the trait of interest. The selection of the significance threshold is a crucial 

parameter to determine reliable associations between genetic variants and complex traits. The 

significance threshold is set to control and minimize the type I error rate, i.e. the probability that a 

true null hypothesis is falsely rejected. It helps researchers to distinguish true positive associations 

from random false positive associations with reasonable accuracy. In addition, the reliability and 

reproducibility of significant associations will be robust and applicable to different populations. 

The choice of significance threshold depends on various factors, such as MAF, LD threshold, crude 

or adjusted p-value(s) and the desired balance between sensitivity and specificity of the FDR 

approach. The crude p-value or crude p-values represent the probability that a test statistic will be 

as extreme as the one obtained in the study, assuming that the null hypothesis is true or that there 

is no association between the genetic variant and the complex trait. The FDR thresholding based 

on raw p-value(s) is affected by noises on false positives. Therefore to improve the robustness and 

validity of the identified FDR threshold, we generated the adjusted p-value(s) vector from the raw 

p-value(s) using bootstrap technique. To address this issue we applied different FDR thresholding 

in linear form including Bonferroni correction, Holm, Hoch, Benjamini-Hochberg, Benjamini-

Yekuteili and Sidak adjustment, or non-linear form including q-value(s) and local FDR in platform 

of empirical Bayes estimation. While a few reports have shown in general that FDR thresholding 

is a non-linear concept (Emmert-Streib and Dehmer, 2019; Cao et al, 2023) we believe that sparsity 

and scale of false positives in the large simultaneous hypothesis tests are two important features in  
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the FDR thresholding approach. Sparsity refers to the proportion of true null hypotheses in a set of 

hypotheses being tested. When there is high sparsity, meaning that a large proportion of hypotheses 

are true nulls, the FDR threshold could be accurate. Our results confirm that linear approaches are 

accompany with less stringent FDR threshold, it might be not appropriate because the overall rate 

of false discoveries is controlled even if a higher proportion of individual discoveries turn out to 

be false positives. However, in the all FDR linear approaches at low and high N levels, ML of null 

hypotheses was defined as regularization parameter in the lower bund to detect false positives. But 

ML estimation was accompanied with bias in the results. Even bias-variance analysis could not 

minimized this negative effect on the heavily tail simultaneous distributions at all. Whereas, both 

q-value(s) adjustment and LFDR are computed based on proportion of false positives through the 

function 𝜋0(𝜆) = 1. Scaling refers to adjusting the significance threshold based on the number of 

null hypotheses, the coincidence behave between distribution of adjusted p-value(s) and raw p-

value(s) and overall complexity of GWAS model. However, adjusting the FDR threshold based on 

scaling assumption is crucial when dealing with a large number of hypotheses to control the overall 

rate of false positives. In the context of FDR thresholding, EBayes index could be applied to predict 

the performance q-value(s) and LFDR, which incorporate the prior information that a given test 

statistic corresponds to a null hypothesis given the genomic data. The EBayes usually involve 

shrinkage or smoothing of estimates, which could improve the stability of LFDR estimates, 

especially when dealing with sparse data or low scaled where individual estimates may be 

unreliable due to small sample sizes. Heterogeneity often occurs in the distribution of true and null 

effects across different genomic features. However, the results of FDR thresholding are affected 

with bias in the estimation. EBayes algorithm could be designed to account for this heterogeneity, 

leading to more accurate LFDR estimates in the heavily tails of specific genomic regions. However, 

we evaluated the results of FDR non-linear approaches include q-value(s) and LFDR using EBayes 

algorithm as powerful index with uninformative to mildly informative in the prior distribution of 

false positives. In summary, q-value(s) and LFDR serve similar purposes in controlling false 

positives in high-dimensional data but have different focuses and applications. The choice between 

them depends on the approach definition, goals of the analysis and the characteristics of the data 

being examined. The q-value(s) offer a global control for false positives, while LFDR provides 

more reasonable information at the genotype test level. Therefore in our study, in spite of no  
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coincidence in the LFDR to 𝜋0(𝜆), the 𝑓(𝑧𝑖) function in the definition could be estimated with 

EBayes algorithm. Moreover, LFDR shows coherent behavior for the FDR threshold in the upper 

tail region at low and high N levels, making it a reasonable approach, while other common fits 

point to the large-scale simultaneity problem. In addition, the interpretation of false positives in 

GWAS requires some caution when using linear FDR adjustments in sparse and large genomic 

data. We encountered some limitations in defining the FDR threshold, particularly in the upper 

bounds of linear and nonlinear approaches. We emphasize that empirical null distributions based 

on permutation methods might be useful when the assumption of linear or parametric FDR 

approaches does not hold. Nevertheless, we believe that it is necessary to use modern statistical 

optimization techniques to evaluate the stability and performance of our results and to select a 

significant FDR threshold. By incorporating the neural network algorithm, it is possible to improve 

the reliability of the FDR threshold and increase the probability of identifying true genetic 

associations while minimizing the risk of false positives in GWAS. 
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for the examples come from the CIP and others research. Agricolae offers extensive functionality on 

experimental design especially for agricultural and plant breeding experiments, which can also be useful for 

other purposes. It supports planning of lattice, Alpha, Cyclic, Complete Block, Latin Square, Graeco-Latin 

Squares, augmented block, factorial, split and strip plot designs. There are also various analysis facilities 

for experimental data, e.g. treatment comparison procedures and several non-parametric tests comparison, 

biodiversity indexes and consensus cluster (the canonical link https://CRAN.R-

project.org/package=agricolae to use). 

R/bootstrap: 

Software (bootstrap, cross-validation, jackknife) and data for the book “An Introduction to the Bootstrap'' 

by B. Efron and R. Tibshirani, 1993, Chapman and Hall. This package is primarily provided for projects 

already based on it, and for support of the book. New projects should preferentially use the recommended 

package bootstrap (the URL link https://gitlab.com/scottkosty/bootstrap to use). 

R/rrBLUP:  

Software for genomic prediction with the RR-BLUP mixed model (Endelman 2011, 

<doi:10.3835/plantgenome2011.08.0024>). One application is to estimate marker effects by ridge 

regression; alternatively, BLUPs can be calculated based on an additive relationship matrix or a Gaussian 

kernel. 

R/mlmm.gwas:  

Pipeline for Genome-Wide Association Study using Multi-Locus Mixed Model from Segura V, 

Vilhjálmsson BJ et al. (2012) <doi:10.1038/ng.2314>. The pipeline include detection of associated SNPs 

with MLMM, model selection by lowest eBIC and raw p-value threshold, estimation of the effects of the 

SNPs in the selected model and graphical functions. 

R/Synbreed: 

This package provides a framework for the analysis of genomic prediction data (Genomic Selection, GWAS, 

QTL-mapping) within an open source software (the URL link https://synbreed.r-forge.r-project.org/ to use). 

R/fdrtool: 

Estimates both tail area-based false discovery rates (FDR) as well as local false discovery rates (fdr) for a 

variety of null models (p-values, z-scores, correlation coefficients, t-scores). The proportion of null values 

and the parameters of the null distribution are adaptively estimated from the data. In addition, the package 

contains functions for non-parametric density estimation (Grenander estimator), for monotone regression 

(isotonic regression and antitonic regression with weights), for computing the greatest convex minorant 

(GCM) and the least concave majorant (LCM), for the half-normal and correlation distributions, and for 

computing empirical higher criticism (HC) scores and the corresponding decision threshold (the canonical 

link https://CRAN.R-project.org/package=fdrtool  to use). 

R/fdrestimation: 

https://cran.r-project.org/package=agricolae
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The user can directly compute and display false discovery rates from inputted p-values or z-scores under a 

variety of assumptions. p.fdr() computes FDRs, adjusted p-values and decision reject vectors from inputted 

p-values or z-values. get.pi0() estimates the proportion of data that are truly null. plot.p.fdr() plots the FDRs, 

adjusted p-values, and the raw p-values points against their rejection threshold lines (the canonical 

link https://CRAN.R-project.org/package=FDRestimation  to use). 

R/Bioconductor/qvalue: 

This package takes a list of p-values resulting from the simultaneous testing of many hypotheses and 

estimates their q-values and local FDR values. The q-value of a test measures the proportion of false 

positives incurred (called the false discovery rate) when that particular test is called significant. The local 

FDR measures the posterior probability the null hypothesis is true given the test's p-value. Various plots are 

automatically generated, allowing one to make sensible significance cut-offs. Several mathematical results 

have recently been shown on the conservative accuracy of the estimated q-values from this software. The 

software can be applied to problems in genomics, brain imaging, astrophysics, and data mining (the URL 

link http://github.com/jdstorey/qvalue to use). 

R/Bioconductor/twilight: 

In a typical microarray setting with gene expression data observed under two conditions, the local false 

discovery rate describes the probability that a gene is not differentially expressed between the two conditions 

given its corresponding observed score or p-value level. The resulting curve of p-values versus local false 

discovery rate offers an insight into the twilight zone between clear differential and clear non-differential 

gene expression. Package 'twilight' contains two main functions: Function twilight.pval performs a two-

condition test on differences in means for a given input matrix or expression set and computes permutation 

based p-values. Function twilight performs a stochastic downhill search to estimate local false discovery 

rates and effect size distributions. The package further provides means to filter for permutations that describe 

the null distribution correctly. Using filtered permutations, the influence of hidden confounders could be 

diminished (the URL link http://compdiag.molgen.mpg.de/software/twilight.shtml to use). 

Python/Scikit-learn: 

Model selection and evaluation (the URL link https://scikit-learn.org/stable/model_selection.html to use). 
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Abstract: Estimating the FDR significance threshold in genome-wide association studies remains a

major challenge in distinguishing true positive hypotheses from false positive and negative errors.

Several comparative methods for multiple testing comparison have been developed to determine

the significance threshold; however, these methods may be overly conservative and lead to an

increase in false negative results. The local FDR approach is suitable for testing many associations

simultaneously based on the empirical Bayes perspective. In the local FDR, the maximum likelihood

estimator is sensitive to bias when the GWAS model contains two or more explanatory variables as

genetic parameters simultaneously. The main criticism of local FDR is that it focuses only locally

on the effects of single nucleotide polymorphism (SNP) in tails of distribution, whereas the signal

associations are distributed across the whole genome. The advantage of the Bayesian perspective is

that knowledge of prior distribution comes from other genetic parameters included in the GWAS

model, such as linkage disequilibrium (LD) analysis, minor allele frequency (MAF) and call rate of

significant associations. We also proposed Bayesian survival FDR to solve the multi-collinearity and

large-scale problems, respectively, in grain yield (GY) vector in bread wheat with large-scale SNP

information. The objective of this study was to obtain a short list of SNPs that are reliably associated

with GY under low and high levels of nitrogen (N) in the population. The five top significant

SNPs were compared with different Bayesian models. Based on the time to events in the Bayesian

survival analysis, the differentiation between minor and major alleles within the association panel

can be identified.

Keywords: GWAS; local FDR; Bayesian survival analysis; wheat genome; grain yield

1. Introduction

Bread wheat (Triticum aestivum L.) is among one of the major crops for food security
worldwide which alone contributes 20% of the protein and calories in our daily diet.
Increasing Grain yield (GY) is the main goal of wheat breeding programs. GY is a complex
trait controlled by many genes with small effects. Under field conditions, both genetic and
environmental factors, and interaction between genotype and environment (G × E) affect
GY [1]. However it is observed that the analysis of GY related parameters presents challenge.
Because the observations should be independent and identical and the residuals must follow
normal distribution. In practice, they are affected by genetic and environmental factors and
the distribution of data is far from normal [2]. There is only one mean vector obtained from
the observations, which is not sufficiently informative to confirm whether the distribution
is normal or not. One of the most popular tools to compute true confidence interval for the
mean and standard error is bootstrap [3], which is a resampling statistical device to measure
the accuracy of observed bias and variance [4] in complex traits like GY. In field experiments,
genotypes have random effects, which lead to some outliers among the observations. The
best linear unbiased predictors (BLUPs) is utilized in phenotypic mixed linear models
to estimate random effects. BLUPs with frequentist perspective can be an analogy to
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Bayesian inference in dealing with outliers [5]. In parallel, genetic estimated breeding
value (GEBV) describes the individual genetic merit to produce superior offspring, and
correlation between GEBVs and BLUPs is a common approach to check the quality of GY
vector [6]. GEBVs of complex traits can be computed by BLUPs via genome wide association
study (GWAS) models. So, GWAS is a successful and fast strategy for genetic dissection
of complex traits in plants [7]. The objective of GWAS is to determine the presence of a
significant relationship between genotypes and traits of interest. Therefore, understanding
variations in rare phenotypes among complex traits and associations between large number
of markers (typically SNPs) and a given trait are of great interest [8]. It is particularly useful
when little information on the genetic control of a quantitative complex trait is available.
The main challenge is to find significant reliable associations in GWAS results. Population
structure and genomic relationship (kinship) matrix are two main components involved
in the GWAS model that can reduce structural and systematic effects. Furthermore, there
are some genetic hyper-parameters such as marker effect, minor allele frequency (MAF),
number of call rate for each marker [9] and epistasis effects between loci [10], which are
not presented in usual GWAS models, but can improve the power and accuracy of models
significantly. Moreover, various GWAS models, such as single locus association, multi-
locus association [11,12], Bayesian whole genome regression and whole genome variance,
have potential to attain reliable significant associations. In the single locus association
model, population structure and environmental factors are taken as fixed effects while
phenotypic values and markers are considered as random effects [13]. It further requires
Bonferroni correction with false discovery rate (FDR) of 0.05 for pairwise tests between the
complex trait and SNPs. At this threshold level, although the risk of a false positive has
been reduced, the chance of producing true positive associations is very low. As such, this
model has led to many pseudo associations in the results of some studies [14]. Moreover,
high over or low under-fitting in single locus association model due to high-density SNPs
makes optimization difficult. Meanwhile, the multi-locus association model based on the
restricted maximum likelihood (REML) method applies better FDR correction to reduce
selection criterion, but due to pairwise comparisons, collinearity in this model remains
high. It has also led to over- or under-fitting in the results of GWAS model [15]. Particularly,
when the epistasis effects between loci are high, due to low bias and high variance in
the model parameters, many pseudo associations arise in the results [16–18]. The whole
genome variance model provides the analysis of genetic variance based on whole genome
regression [19]. The probability of receiving reliable significant associations in this model is
still low, due to multicollinearity and heteroscedasticity in model components. The single,
multi-locus and whole genome variance models are based on linear regression algorithm,
which has low efficiency for big genomic datasets with large-p-value-small effects. However,
the Bayesian whole genome regression model based on prior and posterior probability
distributions is a convenient algorithm to deal with these difficulties [20]. Therefore, the
model’s accuracy can be higher than three previous frequentist models, because the complex
trait and SNPs are taking prior distribution [21]. In this model, SNP effects and dimensions
of genomic dataset are interpreted with Bayes factor (BF), which is easier and more reliable
against SNP p-values [22]. BF is a summary measure that provides an alternative to the
p-value for ranking significant associations [23]. In addition, in this model, false coverage
rate (FCR) is considered analogous to FDR [24]. FCR covers more dimensions among
the selected intervals in the genomic file [25]. Nevertheless, determining the actual prior
distribution for the GY vector and SNPs represents a difficult part of computation [26].
Genomic prediction (GP) as a promising technique in molecular breeding provides the
possibility to consider the performance of GWAS models. Bayesian survival FDR analysis
is a robust strategy based on probability theory to determine the true prior distribution in
large-scale genomic datasets [17,27]. Moreover, this analysis is a regularization approach
that can be applied as a GP model with high performance [28]. It attempts to estimate all
genomic effects among GY vector, while the pseudo effects of covariates are reduced to
zero within SNPs [29].
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2. Local and Bayesian Survival FDR Analysis in GWAS

In the last decade, GWAS has been made feasible by high-throughput genomic tech-
nologies based on next-generation sequencing (NGS) techniques. When multiple pairwise
association tests are performed between case and control individuals, it becomes difficult
to minimize type I error (false positive error) in hypothesis testing simultaneously. Some
efforts to control the family wise error rate (FWER) versus multiple pairwise errors were
proposed by Bonferroni, then Benjamini [30], who proposed FDR control as an alternative
approach to overall type I error. GWAS is very sensitive in identifying the genetic basis
of complex traits such as GY with many agronomic components with small effects. The
reasons for this sensitivity could be the many genetic variations with small effects among
individuals and the variation in genetic structure of sub population. Thus, the power
of common GWAS models, such as genome regression models, to control for the FDR
threshold is very low to detect non null hypotheses for associations. Efron and Tibshirani
developed an extension of FDR for large-scale simultaneous hypothesis testing, called local
FDR based on MLE in scale of z-value versus p-value [31]. Large-scale genetic association
studies are conducted in the hope of discovering signal SNPs involved in the association
of complex traits. Identifying the correct FDR to decide between signal associations is
the critical key of GWAS. Based on frequent perspective, the final extension of the correct
threshold in GWAS is the local FDR approach proposed by Efron [32]. The local FDR
approach is suitable for simultaneously testing many associations, based on the empirical
Bayes perspective.

In the local FDR framework, the FDR is a measurement of posterior signal SNPs
with rule:

P(zi(π0 f0 + π1 f1 + · · ·+ πn fn) > (1 − α)

where zi is a t-statistic comparing pairwise SNP associations with N(0, 1) distribution under
null hypothesis, π is proportion of true null hypothesis, f the mixture density estimate at
midpoint of bin, calculated based on empirical Bayes rule of zi with degree of freedom (df)
for fitting the MLE of zi, α is significant level of association test. The local FDR (locFDR) is
then defined as:

locFDR(zi) =
zi(π0 f0)

∑ zi(πi fi)

Thus in locFDR, maximum likelihood estimator is sensitive to bias when the GWAS
model includes two or more explanatory variables as genetic parameters. The results are
based on maximum likelihood of marker effects, which is only a point estimation and
there is no further information about prior distribution of the signal and followers of the
signal associations.

However, the advantage of the Bayesian perspective is that the knowledge of prior
distribution comes from other genetic parameters included in the GWAS model, such as
linkage disequilibrium (LD) analysis, MAF and call rate of significant associations. In
the current study, we propose to solve the multicollinearity and large-scale problems in
the GY vector as a complex trait in bread wheat and large-scale SNP information with
Bayesian survival analysis. The aim of this study is to obtain a short list of SNPs that
are reliably associated to GY vector among three levels of N. The hypothesis to test, for
each SNP = SNP1,. . ., SNPp when pairwise comparisons between censored and relapsed
observations, are conditionally independent, xSNP ∼ P(θSNP), so xSNP is GY values for
each genotype. We suppose the SNP effect as parameter space of θSNP ∈ Θ, where Θ is an
unobserved scalar parameter that can be partitioned in two parts (Θ0, Θ1) such that:

H0: θSNP ∈ Θ0 or SNPi is not significantly associated with GY among population.
Ha: θSNP ∈ Θ1 or SNPi is significantly associated with GY among population.
In Bayesian survival framework, the FDR is a measurement of posterior signal SNPs

with rule:
lP(θSNP ∈ Θ1 |xSNP) > (1 − α)
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Where α takes MAF of SNP in the pairwise comparisons of censored and returned
observations.

The Bayesian survival FDR (bsFDR) is then defined:

bsFDR(λSNP) =
∑SNP P(θSNP ∈ Θ1 |λSNP.θSNP)

∑SNP(λSNP. θSNP)

where λSNP is Bayes survived factor that indicate SNP effect based on MAF value for GY
of each genotype.

Estimating a significant FDR threshold in GWAS is still a major challenge to distinguish
true positive hypotheses from false positives and negative errors. Several comparative
methods for multiple testing have been developed to determine the significance threshold;
however, these methods may be overly conservative and lead to an increase in false negative
errors. Here, we developed two empirical methods to determine the statistical significance
threshold based on SNP- heritability of GY as a target trait. To test the locFDR and bsFDR
methods for significance threshold under different distinguished GWAS models, we used
the mean of results from three years of field experiments on GY vector in bread wheat
under low N (LN) and high N (HN) applications.

3. Results

3.1. Grain Yield Quality Control

The GY observations obtained from 221 bread wheat genotypes under HN treat-
ment were averaged across three years with a mean value of 6400 and standard division
of 145.16 (gr/m2). In the histogram plot, the Shapiro p-value = 0.0891, which indicates
the GY vector follows a normal distribution. However, we considered this test inade-
quate, so to focus more on the quality of observations, the random vectors were repeated
2000 times with replacement from original GY vector was generated and Bayesian bootstrap
p-value = 0.00325, which shows the Shapiro p-value is accurate (Figure 1b). Consequently, a
confidence interval of 95% and standard error in simulated samples are close to original
observations. Correlation between BLUPs and BLUEs as analog for EBVs is high (r = 0.814),
showing that the effects of genotypes are distributed randomly and the quality of GY vector
is acceptable to use in GWAS and GP models. Moreover, under LN treatment after removing
outliers the Bayesian bootstrap p-value = 0.3048, which shows the Shapiro p-value = 0.2462
follows a normal distribution and is ready to apply in GWAS models (Figure 1a).

3.2. Population Structure Analysis

In Figure 2, based on the population of 221 genotypes, genetic data are divided into
three clusters which implies these genotypes differ from each other in genetic content.

The variance is explained by PCA being normally distributed in ten PCs and the first
three PCs with explained variance 20.5, 10.8 and 9.7%, respectively, are considerable as
PC number in the GWAS analysis. The allocation of genotypes in related clusters could
be attributed to their genetic descent and common ancestry. The Fst plot based on 150 K
SNPs with MAF greater than 0.05, indicates how heterozygosity varies in sub-populations
in comparison with the whole population. It is thus considered a threshold of calculated
proportion of homozygosity in whole genome, which is clearly observed in Figure 2d and
the proportion of homozygosity in the population is acceptable.

3.3. GWAS and GP Model Selection

To determine the best GWAS model, local FDR analysis on SNP p-values for each model
was run.

In Figure 3a, the results under low N show that in the variance component model
(sommer) the standard error is minimum (sigma = 0.048), but Bayesian whole genome
regression (NAM) exhibits the highest Delta (µ) = 0.589 and highest Proportion (H0) = 0.625,
which shows that the false positive rate to reject H0 via sommer under LN treatment is not
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high, so this minimum sigma = 0.048 is not reliable. For all GWAS models, the local FDR
plot was revealed in one tail.

ff

Figure 1. (a) Left, GY vector under LN treatment after removing outliers the Bayesian bootstrap
p-value = 0.3048, which shows the Shapiro p-value = 0.2462 is following normal distribution, but on
the right, the correlation between BLUPs and BLUEs as analog for EBVs is low (r = 0.107). (b) Left,
GY vector under HN treatment, mean of three agronomic years 2018, 2019 and 2020, quality control
via Shapiro p-value and Bayesian bootstrap p-value, both p-values represent acceptable management
of outliers in the vector; right, the correlation between BLUPs and BLUEs as analog for EBVs is high
(r = 0.814).

In Figure 3b, the results under high N show that for Bayesian whole genome re-
gression (NAM) the standard error is minimum (sigma = 0.062), the Delta is highest
(µ) = 0.661 and Proportion is highest (H0) = 1.034, in front in variance component model,
sigma = 0.664 is highest and the higher sigma with lower Delta (µ) = 0.358, and lower
Proportion (H0) = 0.433, representing lower model accuracy, so the sommer model was
removed from further analysis.
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Figure 2. (a,b) PCA-explained variance and number of clusters by PCs based on 150 K SNP Chip
on 221 bread wheat genotypes, (c) discriminate analysis of principle components with alpha-score
based on genetic diversity between clusters, (d) fixation index using 150 K SNP Chips of the genetic
variation among and within population.

For rrBLUP and NAM, the local FDR plot was one tail but in mlmm model the two
tails of significant SNPs was revealed. To check the performance of the remaining three
GWAS models, the Bayesian survival analysis based on highest significant association
was performed for GY vector under LN and HN treatments separately, and the mean
and standard error of survived SNPs (S(SNPi)) were calculated. To measure the accuracy
of each model, Akaike information criterion (AIC) and Bayesian information criterion
(BIC) were calculated and the results are shown in Figure 4. Under LN, GY vector in the
rrBLUP and mlmm models was the only major allele that survived with mean of S(SNPi)
0.547 and 0.481. However, in the NAM model both major and minor alleles during survival
analysis have remained. Moreover, the NAM displayed the minimum standard error (SE
S(SNPi) = 0.189) in comparison to the other two models. The AIC and BIC were 150,408 and
150,867, respectively, which are lower than rrBLUP and mlmm. For GY vector under HN
condition, the bootstrapping method was applied and in the mlmm model only the major
allele survived with mean of S(SNPi) 0.597. However, in the rrBLUP both major and minor
alleles and in the NAM all major, minor, heterozygous and missing (NA) alleles during
survival analysis remained. In addition, the NAM exhibited minimum SE S(SNPi) = 0.104
in comparison to the other two models. Here, the AIC and BIC values were also less than
those against rrBLUP and mlmm. Therefore, both local FDR and Bayesian survival analyses
have confirmed NAM to be the best GWAS model with minimum residual errors on the
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SNPs. The Manhattan and QQ-plots for NAM model for GY vector under HN are shown
in Figure 5a,b.

 
Figure 3. (a) GWAS model selection based on local FDR approach, in each model: Delta shows
maximum likelihood for mean estimation, Sigma is standard error and Proportion of H0 refers to
proportion of false rejection hypotheses. All three estimators are important to determine the accuracy
and performance of GWAS model for grain yield under low N fertilizer. (b) GWAS model selection
based on local FDR approach, in each model: Delta shows maximum likelihood for mean estimation,
Sigma is standard error and Proportion of H0 refers proportion of false rejection hypotheses. All three
estimators are important to determine the accuracy and performance of GWAS model for grain yield
under high N fertilizer.
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Figure 4. GWAS model selection based on Bayesian survival analysis, the minor and major alleles
in each SNP were involved in computation based on time to events, which is necessary to attain
expected SNP prior distribution. SNP1: AX-158576714, SNP2: AX-109898892, SNP3: AX-110385692,
SNP4: AX-109470057 and SNP5: BS00094057_51. (a) Under LN, GY vector in the rrBLUP and mlmm

models only major allele survived with mean of S(SNPi) 0.547 and 0.481, but in the NAM model
both major and minor alleles during survival analysis remained. (b) Under HN condition, in the
mlmm model only the major allele survived with mean of S(SNPi) 0.597, but in the rrBLUP both major
and minor alleles and in the NAM all major, minor, heterozygous and missing (NA) alleles during
survival analysis remained.

琀琀

Figure 5. (a) Manhattan upon Bayesian whole genome regression GWAS model, the top five sig-
nificant SNPs include Ax-110385692 in chr. 3A, Ax-158547970 in chr. 3A, Ax-158538619 in chr. 4A,
Ax-158522989 in chr. 3A and Ax-109470057 in chr. 3A, were plotted with NAM package. (b) In QQ
plot, all top five significant SNPs closely follow the Chi-square association line trend.
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The association points well above the gray area in QQ-plot correspond to GWAS
hits and in Manhattan plot by threshold −log10 (p = 4), the continuous points on chromo-
some region 3A specify the reliable SNPs, which show association with investigated trait
(Tables 1 and 2).

Table 1. GWAS results using rrBLUP, mlmm, Sommer and NAM models for GY vector of 221 wheat
genotypes under low N treatment.

GWAS
Model

N Level SNP Chr a Pos b Maj. Allele c MAF d −log(p-Value) e ML
(locFDR(zi))

f
P

(bsFDR(λSNP)) g

rrBLUP

LN AX-158596644 2A 136,652,249 NA --- 4.456407631

0.502

0.195
LN AX-158568302 7D 55,688,624 NA --- 4.256507384 0.179
LN AX-109865927 6D 160,078,273 AA 0.176 3.669168314 0.235
LN AX-158576714 3A 69,099,202 CC 0.181 3.288885 0.237
LN AX-109898892 3A 73,588,989 CC 0.127 3.128732 0.261

mlmm

LN AX-108915613 4A 79,319,176 NA --- 3.189661

0.541

0.112
LN AX-110600522 6A 111,630,421 CC 0.064 3.099851 0.178
LN AX-158544205 7D 24,335,511 CC 0.064 2.900164 0.181
LN AX-158612323 3A 3,508,832 NA --- 2.778897 0.233
LN AX-109299894 5A 97,047,183 TT 0.288 2.683941 0.163

Sommer

LN AX-158544205 6A 24,335,511 CC 0.064 5.3026811

0.557

0.188
LN AX-108741100 6B 67,958,573 NA --- 5.1678802 0.175
LN AX-108915613 4A 79,319,176 NA --- 4.6011748 0.110
LN AX-109299894 5A 97,047,183 CC 0.108 3.6739810 0.122
LN AX-110600522 6A 121,657,421 NA --- 3.5461284 0.135

NAM

LN AX-110385692 3A 47,067,572 TT 0.115 3.541840

0.589

0.288
LN AX-158547970 3A 46,623,733 AA 0.112 3.174208 0.276
LN AX-158608942 2A 64,279,945 GG 0.224 2.110374 0.234
LN AX-86178623 2A 248,384,372 TT 0.213 2.028563 0.260
LN wsnp_Ex_c351_689415 7B 706,808,922 CC 0.115 2.016566 0.251

a Chr: Chromosome, b Pos: Position (bp), c Maj. Allele: Major Allele, d MAF: Minor Allele Frequency,
e −log(p Value) for five top significant SNPs received from different GWAS models, f ML locFDR(zi): maxi-
mum likelihood of five significant SNPs based on local FDR threshold in the GWAS model, g P (bsFDR(λSNP)):
posterior probability of SNP when alternative hypothesis is true.

Table 2. GWAS results using rrBLUP, mlmm, Sommer and NAM models for GY vector of 221 wheat
genotypes under high N treatment.

GWAS
Model

N Level SNP Chr a Pos b Maj. Allele c MAF d −log(p-Value) e ML
(locFDR(zi))

f
P

(bsFDR(λSNP)) g

rrBLUP

HN AX-158576714 3A 69,099,202 CC 0.181 3.288885

0.561

0.389
HN AX-109898892 3A 73,588,989 CC 0.127 3.128732 0.391
HN AX-111563200 1B 15,596 TT 0.112 2.764430 0.269
HN AX-110038979 5B 13,056 NA --- 2.173367 0.266
HN AX-108852922 5B 14,184 NA --- 2.039261 0.266

mlmm

HN AX-109898892 3A 73,588,989 CC 0.127 3.288885

0.454

0.372
HN AX-158544205 7D 24,335,511 CC 0.064 2.900164 0.284
HN AX-158612323 3A 3,508,832 NA --- 2.778897 0.357
HN AX-108915613 4A 79,319,176 NA --- 2.153261 0.251
HN AX-109299894 5A 97,047,183 TT 0.288 2.073941 0.272

Sommer

HN AX-108915613 4A 79,319,176 NA --- 4.6011748

0.661

0.248
HN AX-109299894 5A 97,047,183 CC 0.108 3.6739810 0.223
HN AX-158544205 6A 24,335,511 CC 0.064 3.211453 0.217
HN AX-158576714 3A 69,099,202 CC 0.181 3.288885 0.281
HN IACX2540 5A 619,684,824 CC 0.213 2.78284 0.272

NAM

HN AX-158576714 3A 69,099,202 CC 0.181 3.288885

0.558

0.415
HN AX-109898892 3A 73,588,989 CC 0.127 3.2845915 0.427
HN AX-110385692 3A 47,067,572 TT 0.115 3.1852291 0.414
HN AX-109470057 3A 61,095,990 CC 0.162 2.5953862 0.427
HN BS00094057_51 3A 7,437,103 TT 0.063 1.938022 0.412

a Chr: Chromosome, b Pos: Position (bp), c Maj. Allele: Major Allele, d MAF: Minor Allele Frequency,
e −log(p Value) for top five significant SNPs received from different GWAS models, f ML locFDR(zi): maxi-
mum likelihood of five significant SNPs based on local FDR threshold in the GWAS model, g P (bsFDR(λSNP)):
posterior probability of SNP when alternative hypothesis is true.

3.4. SNP Effect Estimation

In this study, we were also interested in examining the impact of prior distribution
on the SNP p-values of NAM as the best model of GWAS and estimation accuracy. There-
fore, the GP models were assessed with six different Bayesian prior distributions: A, B,
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C, LASSO, ridge regression and survival. For all prior distributions, the markers with
null effects were removed from analysis. For Bayesian survival prior distribution, λ0 = 1
and exp(βGY) = 0.001, was assigned to obtain flat prior. To calculate λ(SNPi) and p-values,
a Markov chain Monte Carlo (MCMC) of length 150,000 iterations was considered after
a burning bootstrap period of 2000 iterations. The p-values generated from all prior dis-
tributions were converted to z-values for easier interpretation and minimizing the effect
of the SNP dimension. By comparing the box plots of the SNP Z-scores generated from
six different Bayesian prior distributions (Figure 6a), the Bayesian LASSO and Bayesian
survival models exhibit highest accuracy by correlation between predicted genetic values
(ĝ) with true breeding values (g), rBayesL

(ĝ, g) = 0.8722 and rBayesSurv
(ĝ, g) = 0.8876. The top

five significant SNPs received from NAM model (Figure 6a) were compared with different
Bayesian models. Only the Bayesian survival analysis can identify the differentials within
them due to time to events among minor and major alleles within association panel. With
this approach, the first two signal SNPs show a trend, and share reliable associations.
However, for other Bayesian platforms there is no trend among SNP effects (Figure 6b).

 

ff ff

ff

ffi
ff

ff ffi

ff

ff

ff
ff

Figure 6. (a) Accuracy of GP models based on Bayesian inference, Z-score was used due to in-
crease mean deviation in genetic value for each genotype. (b) The top five significant SNPs were
compared with different Bayesian models. Only the Bayesian survival analysis can identify the
differentials within them due to time to events among minor and major alleles within association
panel. SNP1: AX-158576714, SNP2: AX-109898892, SNP3: AX-110385692, SNP4: AX-109470057 and
SNP5: BS00094057_51.

4. Discussion

Nitrogen is the main nutrient for canopy growth and photosynthesis, which is respon-
sible for GY and quality. Allelic variation for GY under low and high N could be high due
to large mutations in the signal SNPs within candidate genes. Moreover, considerable effort
is required to identify all involved variants among complex traits. Therefore, the main
challenge in GWAS is to find significant and reliable associations related to a given complex
trait. To address this dilemma, local FDR correction and Bayesian survival analysis, two
precise and efficient computational approaches, serve as different filters to determine the
best GWAS and GP models and consequently obtain a reliable association in the result of
the best selected model. Mixed populations and variants with small effect sizes or rare
alleles in kinship coefficients derived from marker information or outliers in the phenotypic
vector, may lead to causal signals and false association between marker and complex trait.
In parallel with these genetic parameters, there are some genetic hyper-parameters such as
panel size, number of markers, MAF and number of call rates for each marker, that are not
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represented in the given model, but which have effects on the performance of the model and
accuracy of results. In the GWAS and GP, one side of the model is allocated to the complex
trait. To reduce the multicollinearity and heteroscedasticity in phenotypic observations, a
tradeoff between bias and variance is required. Outliers in the GY vector are the first cause
of bias results in GWAS. We used bootstrapping as a powerful and well-known tool to deal
with outliers in the GY vector. However, in this parametric resampling method, the GY
vector is simulated to obtain the confidence interval of the mean and standard error of the
phenotypic observations. However, randomization with global replacement in parametric
bootstrapping leads to underestimation of the variation of the complex trait. In this study,
in addition to dealing with outliers with usual procedures, we applied Bayesian bootstrap
using MCMC state resampling, which can be a good alternative to control underestimation
of variance. Because the observations appeared with a certain probability with bias and
variance tradeoff on the results. This probability based on prior distribution offers more
precise estimation. In the results, Bayesian bootstrap p-value shows more significance with
lower sampling error among the GY vector (Figure 1a). Therefore, the correlation between
BLUPs and BLUEs is higher than 0.8 among prior distribution of the GY vector. However,
the low replicability and reliability of results in the linear GWAS models, such as single-
locus, multi-locus association and whole-genome variance models, pose a major challenge.
Basically, in self-pollinated wheat crops, there are some non-additive relationships between
loci, such as codominant and epistasis, due to heterogeneity within the locus. However,
linear GWAS models do not account for this problem, and the genomic relationship matrix
is estimated based only on additive fixed effects between SNPs. Consequently, the false
positive rate and type I error are high, and many SNPs with true non-zero effects behave
like null effects and, conversely, many SNPs with null effects show significant associations
in the results. In contrast, in Bayesian whole genome regression, SNPs are considered
as random effects, which introduces MAF as the main genetic hyper-parameter in the
model. Additionally, the effects of minor and major alleles are accounted for via the XZαβ

component in the model, which reveals the allelic effects from the interaction between
population structure and kinship matrix. All these different types of information, including
genetic parameters and hyper-parameters, bear implications for assessing reliable associa-
tions in the GWAS results. With the Bayesian framework, it is possible to include all this
information in both sides of the model, which greatly reduces the type I and II errors due to
the posterior specifications for each component of the model. In the present work, we have
studied two precise and efficient computational approaches as different filters to determine
the best GWAS and GP models and consequently obtain reliable association in the results
of the best selected model.

Local FDR as frequentist inference with Fisher information background was applied
to check the distribution of SNPs especially in the tails as critical regions of the distribution.
This method, based on maximum likelihood estimation, is more precise for determining the
effect size and strength of a large-scale genomic file. As can be observed in the results, the
expected mean likelihoods based on SNP information are acceptable, but the standard error
in the models with a scale of −log10 (SNP) is still high. The main criticism of this approach
is that it locally focuses only on SNP effects in tails, whereas signaling associations were
distributed throughout the genome. Moreover, the magnitude of SNP effects alone may
be insufficient to inform a conclusion about the performance of the model. For example,
the degree of freedom (df) to fit the estimated density among SNPs is affected by the
MAF and the quality of SNP chip (e.g., NAs and imputation). A larger df is required for
sharper tails in f (zz), but in the mlmm model df is low, and consequently the sigma is
partially low, which may lead to underestimation or overestimation of the model. With this
limitation, we also considered whether we should use this approach because the proportion
of false rejection hypotheses is larger in this approach than in the family wise error rate
(FWER) approach. The most interesting result of this approach is that in the variance
component GWAS model, proportion of H0 (sigma/mean) = 1.034 is the highest due to
the highest sigma (SNP standard error), thus this model can clearly be removed due to its
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very low power. In the Bayesian whole genome regression with a low proportion of H0
(sigma/mean) = 0.633, the putative signal SNPs in the tails were very well covered and the
model produced the lowest error (sigma = 0.062).

Bayesian survival FDR analysis as a modern inference based on posterior estimation
of SNP effects is commonly used for large-scale genomic data with small effects. In the
survival part with the (−∆

(

SNPn
i=0

)

component of the approach, we included the minor
and major alleles in each SNP based on the time to events, which is necessary to achieve
the expected prior distribution. Therefore, the MAF and the quality of SNP chip were
considered in the computation. In GWAS with the original SNP information among GY
vector, only in the NAM model were both minor and major alleles revealed in the results
with the highest AIC and BIC criteria versus two models. In GWAS with SNP simulation, all
allelic effects including major, minor, heterozygous and missing were revealed in the same
model, which may present good evidence supporting this model as the best performing.
Thus, we found that this is in good agreement with [29] to minimize the type I error at the
significance level of MAF. As shown in Figures 5 and 6b, the relationship between effect
size and MAF is not strong for SNPs with higher MAF value. The difference is claimed
for SNPs with low MAFs (from SNP3: AX-110385692 to SNP5: BS00094057_51). In this
case, it indicates that the informative nature of locFDR(zi) is lower than bsFDR(λSNP) to
determine reliable associations, which closely aligns with the results of [23,33]. Binary
MCMC sampling is a renewable technique in survival Bayesian inference to generate
large-scale genomic datasets; however, it is affected by long computation times in the linear
algorithms. In the Bayesian part, we solved this technical difficulty using the exponential
form exp(−∆

(

SNPn
i=0

)

to predict the SNP prior distribution. For both the local FDR and
Bayesian survival approaches, the standard error of the NAM model was lower than the
others. To compare the performance of the Bayesian survival model with other commonly
used Bayesian platforms, we proposed λ(SNPi) based on covariate effects between SNPs.
These covariate effects have negative implications for the expected prior distribution in
all Bayesian approaches, including survival. To solve this problem, βGY should take an
exponential form based on λ0 which allows the GP algorithms to examine SNP effects
with minimal bias and variance. To compare the accuracy of GP models, we used Z-score
because it increases the mean and variance of genetic value for each genotype. However, it
makes interpretation easier and more accurate than p-value and Bayes factor with a smaller
comparison interval. The five top significant SNPs were compared with different Bayesian
models. Only Bayesian survival analysis can identify the difference between minor and
major alleles based on time to events. In bsFDR(λSNP), λSNP is a semi-parametric statistic
because it is based on MAF and allelic scores of genotypes simultaneously [34]. It seems
that the semi-parametric empirical Bayes factor better controls both false positive and false
negative errors in GWAS to identify allelic variations and find templates for significant
SNPs. Therefore, we propose the utilization of different GWAS models at more N levels to
increase the replicability of the posterior probability [35] of the identified signal associations.

5. Materials and Methods

5.1. Plant Materials and Field Experiment

In this study, a set of 221 bread wheat genotypes from Breeding Innovations In Wheat
for resilient Cropping Systems (BRIWECS) project were cultivated as split-plots design, in
three cropping seasons 2018, 2019 and 2020 at the agricultural research station Campus
Klein-Altendorf, University of Bonn, Germany. We recorded the GY value of each genotype
under high and low N fertilizer annually. Then, the average GY values of the genotypes
were used as GY vector for subsequent analysis. The outliers in the GY vector were checked.
To deal with outliers, they were kept since they reflected the actual field values across
all years. The distribution of the residuals was checked using Shapiro normality test. To
improve the quality of the vector, 2000 repeated random samples with replacement were
generated from the original GY vector using R/bootstrap, and then Bayesian bootstrap
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p-value was calculated. To also control genotype random effect, the EBVs and BLUPs were
based on broad sense heritability [36] plotted.

5.2. SNP Quality Control

A platform of 150 K affymetrix SNP Chip was used to apply the GY vector in the
GWAS and GP models. The SNPs with MAF ≤ 0.05 were removed due to monomorphism
in the marker. After checking SNPs that deviated from the Hardy–Weinberg equilibrium
(HWE), only 22,489 polymorphic SNP markers remained, which were used in GWAS and
GP analyses.

5.3. Population Structure

Cumulative variance explained by the eigenvalues of the principal components was
calculated, and then discriminant analysis of principal components (DAPC), which mini-
mizes genetic variation within clusters, was also conducted using R/adegenet for assessing
the population structure. To determine the actual number of PCs retained in the DAPC,
cross validation (CV) was performed to simulate the low and high numbers of PCs in the
model. To control outliers in the population clusters, information from the identical-by-state
(IBS), which measures differences in allelic states, and the fixation index (Fst), which refers
to the amount of heterozygosity at different levels of population structure, were calculated
based on covariance estimation [37]. To detect the regions that might be involved in the
linkage pattern of the population, the whole genome wide plot of Fst was constructed.

5.4. Construction of Genomic Relationship Matrix (GRM)

Basically, the GRM as kinship matrix is used in GWAS and GP models. Based on the
method suggested by (Mathew et al. [38]), the covariance between individuals gi and gj can

be equal by covariance of SNPij, therefore the GRM was calculated using G =
ΣL

k=1(gik−pk)
2

ΣL
k=1 pk(1−pk)

,

and pk =
1
n Σn

i=1gik where, L is number of loci, pk is MAF for the locus k and gi.

5.5. GWAS and GP Models

A total of four different GWAS models, including single-locus association with
R/rrBLUP [39], multi-locus association with R/mlmm.gwas [11], variance component as-
sociation with R/sommer [40] and Bayesian whole genome regression with R/NAM [41]
at low and high N levels were performed to detect the association between SNPs and
GY as a target trait. The single-locus association model was fitted in the adjusted form
the mixed linear model as y = Xβ + Zu + e, where y is the trait vector, X is the fixed
effects matrix, β is the vector of coefficients including principal components and population
structure, Z the matrix of random SNP effects coded as (−1, 0 and 1), V(u) = Kσ2

g , where

K is the GRM as kinship matrix and σ2
g is additive genetic variance with IBS basis. It was

removed from the model due to convergence of N × Y to zero. Multi-locus association
model, form yn

i=1 = µ + ∑
m
j=1 M.jβ j + e, where yn

i=1 is trait vector with n genotypes, m
is total number of SNPs, Mij is the matrix of random SNP effects coded as (0, 1 and 2)
and β j is the vector of SNP effects and H0 is given in terms of β = σ2

g = 0. Once the
−log (p-value) is above the FDR threshold line, H0 is rejected. In the variance component
model, y = ∑

c
i=1 Kiσ

2
g + e, where c is non-overlapping classes of SNPs, Ki is the class of

kinship matrix based on genomic data and the components of genetic variance are from
REML of the mean of SNP information. Bayesian whole genome regression model was
fitted to y = µ + Xα + Zβ + XZαβ + e, where y is trait vector, X is matrix of genotypes and
SNPs, α is corresponding vector of SNP effects that captures small effects of all SNPs, β is
vector that captures additional effects of SNPs with large effect based on Bayes factor.

GP models were performed with Bayesian whole genome regression based on the fol-
lowing model: y = µ + Xβ + (Z1Z2)u + e, where, y is the GY vector, X, is SNP information
for the genotypes, β is regression coefficient for each SNP, indicating the SNP effect in the
model, Z1 is effect of major allele, Z2 is effect of minor allele, u is vector of Bayes factor
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for SNP matrix and e is implies to residual term [42]. Bayesian models including Bayes A,
B, C, LASSO, RR and Bayesian survival analysis, were then applied to predict genomic
estimated breeding values (GEBVs). The CV approach was used to evaluate the accuracy of
each model. To determine the best model, correlations ρ(y̌EBV, y̌GEBV) were estimated
for each GP model.

5.6. SNP Effect Estimation under locFDR and bsFDR

To check the distribution of SNPs p-value, for each GWAS model under low and high
N levels, zz vector was created under the null hypothesis N (0, 1), which is necessary, when
SNPs p-value is very far from normal distribution. To fit the density of f (zz) with heavy tails,
degree of freedom (df ) was determined based on SNP sample size. Then, empirical null
hypotheses were used to estimate the parameters of f (zz) by maximum likelihood, indicat-
ing the accuracy of each GWAS model, and the results were visualized using R/locfdr [32].
Based on locFDR(zi) function, the significant associations above FDR threshold line of 0.05
were selected for the GWAS models. The survival function was represented as a cumulative
hazard function using R/survival [43], S(SNPi) = exp

(

−∆
(

SNPn
i=0

))

, where, S(snp) is sur-
vived coefficient for SNP, which estimates the tendency between uniformity in the bottom of
SNPs p-value distribution and the peaks, while there were no other observations in the bot-
tom of distribution S(ySNP). Based on the MAF and missing values of each SNP, the prior
distribution of significant associations were calculated using the function bsFDR(λSNP),
for the GWAS models. To check for covariate effects within SNPs in the GP models, the
Bayesian survival function was applied in the form of λ(SNPi) = λ0(SNP) exp(βGY),
where, λ(SNPi) is the Bayes survived factor indicating the SNP effect, λ0 is the baseline for
function and βGY is regression coefficient of the whole genome under the GY vector.
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Abstract: Estimation and prediction play a key role in breeding programs. Currently, phenotyping

of complex traits such as nitrogen use efficiency (NUE) in wheat is still expensive, requires high-

throughput technologies and is very time consuming compared to genotyping. Therefore, researchers

are trying to predict phenotypes based on marker information. Genetic parameters such as population

structure, genomic relationship matrix, marker density and sample size are major factors that increase

the performance and accuracy of a model. However, they play an important role in adjusting the

statistically significant false discovery rate (FDR) threshold in estimation. In parallel, there are many

genetic hyper-parameters that are hidden and not represented in the given genomic selection (GS)

model but have significant effects on the results, such as panel size, number of markers, minor

allele frequency, number of call rates for each marker, number of cross validations and batch size

in the training set of the genomic file. The main challenge is to ensure the reliability and accuracy

of predicted breeding values (BVs) as results. Our study has confirmed the results of bias–variance

tradeoff and adaptive prediction error for the ensemble-learning-based model STACK, which has the

highest performance when estimating genetic parameters and hyper-parameters in a given GS model

compared to other models.

Keywords: genetic parameter; hyper-parameter; genomic selection model; estimation; nitrogen use

efficiency and wheat

1. Introduction

Estimation and prediction play a key role in breeding programs. For a long time,
breeders have tried to predict better genetic performance, genotypic value (GV) or breeding
value (BV) from observations of a phenotype of interest by using estimators of genetic and
phenotypic variance. This ratio is usually the heritability based on the line mean [1]. Single
nucleotide polymorphisms (SNP) with a microarray platform has become the most popular
high-throughput genotyping system in recent decades, and has been extensively used for
quantitative trait loci (QTL) and experimental population analysis [2–5]. Thousands of
QTLs inheriting simple traits of agronomic importance have been identified in major crops,
and these can be used to accelerate marker-assisted selection (MAS). However, the genetic
improvement of complex quantitative traits by using QTL-associated markers or MAS is
not very efficient in practical breeding programs due to QTL × environment interactions
or variation in genetic population structure. MAS is effective only for alleles with large
effects on quality traits. However, it cannot improve polygenic traits, and many important
traits in plant breeding are polygenic [6,7]. However, genomic selection (GS) uses high-
density markers to predict the genetic values of genotypes, which is different from QTL
analysis, MAS and association mapping (AM). With the availability of cheap and abundant
molecular markers, genomic selection (GS) is becoming an efficient method for selection
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in both animal and plant breeding programs. Currently, phenotyping is still expensive,
requires high-throughput technologies and is a very time-consuming process compared
to genotyping. Therefore, researchers are trying to predict phenotypes based on marker
information. GS consists of genomic file (SNPs) and phenotype file (individuals) in the
reference (training) population and predicts the phenotypes or breeding values (BVs) of
candidates for selection in the test (validation) population using statistical machine learning
models [8]. The training set combines genomic data as independent variables with the
agronomic trait of interest as dependent variables. The density of markers is very high
and contains enough information to train the GS model with greater accuracy. However,
the test set contains only the genomic data of some individuals and predicts the BVs of
individuals according to the GS model. A higher correlation between the predicted BVs
and the true phenotypic values of the individuals implies higher accuracy and performance.
Basically, there are two type of features in the GS model including genetic parameters
with random effects and hyper-parameters with fixed effects, which determine the results.
Genetic parameters such as population structure, genomic relationship matrix, marker
density and sample size are the major factors that increase the power and accuracy of
the model. However, they play an important role in adjusting the statistically significant
false discovery rate (FDR) threshold in estimation. For example, mixed populations [9,10],
copy numbers of variants with small effect sizes [11], rare alleles in linkage disequilibrium
(LD) decay derived from marker information [12] and outliers in phenotypic observations
of interesting complex traits can lead to casual signals and pseudo association between
marker and trait. In parallel, there are many genetic hyper-parameters that are hidden
and are not represented on a given GS model, but have significant effects on the results,
such as panel size, number of markers, minor allele frequency (MAF), number of call rates
for each marker, number of cross validations (CV), and batch size in the training set of
the genomic file [13,14]. However, GS models face a range of practical and theoretical
problems in estimating the genetic parameters and hyper-parameters of the model. The
main challenge is being sure of the reliability and accuracy of the predicted BVs as results.
GS via linear mixed regression is based on conventional point estimators such as maximum
likelihood (ML) and restricted ML (REML), which are generally susceptible to estimating
genetic parameters in the whole genomic dataset because of high collinearity in the model.
Therefore, the model introduces a strong estimation bias. Consequently, QTLs with small
effects are completely missed in the results [2,15]. Moreover, high variance due to high
convergence under marker density is a problem that often occurs when implementing
complex mixed linear GS models [16]. Recent developments in shrinkage estimation [17]
and the utilization of Markov Chain Monte Carlo (MCMC) sampling methods have made
GS based on Bayesian whole genome regression feasible. Nevertheless, MCMC sampling
algorithms can suffer from slow convergence rates and poor mixing of sample chains [18],
especially when non-additive genetic random effects are included in the model [19]. In
GS, the use of high-density markers requires the application of advanced feature selection
algorithms. In Bayesian whole genome regression, even shrinkage algorithms cannot
provide an acceptable tradeoff between bias and variance due to the high convergence
rate under high marker density [20]. Using modern statistical models could be a logical
solution to this challenge. In recent decades, new technologies such as sensors, robotics and
satellite data have led to a high throughput of phenotypic data. In parallel, next generation
sequencing (NGS) techniques have made it possible to simultaneously generate a large
training dataset for traits of interest. Thus, GS with large genomic datasets and high-density
markers as features in the model, requires statistical machine learning methods with more
computational power, especially for complex traits such as nitrogen use efficiency (NUE) in
wheat [14,21].
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1.1. GS Model Definition

In the rrBLUP model, GEBV = Xĝ, which can be considered as a regularization
parameter. So,

[

µ̂

ĝ

]

=

[

1n ∗ 1n 1n ∗ X

X∗1n X∗X + I σ2
e

σ2
g

]−1
[

1n ∗ y
X∗y

]

The I σ2
e

σ2
g

component in the rrBLUP matrix occurs in theory, but in practice it is re-

quired to be adjusted to a more accurate parameter such as the G−1 σ2
e

σ2
v

component in the
gBLUP matrix:

[

µ̂

v̂

]

=

[
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Z∗1n Z∗Z + G−1 σ2
e
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v

]−1
[

1n ∗ y
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]

In the LASSO model, the regularization parameter is constrained by minimum ordi-
nary least squares (OLS) of the large genomic dataset. The GS models rrBLUP and gBLUP
face incredible biases in GEBV calculation due to collinearity. To obtain a solution for
LASSO, the X∗X + λI component is updated so that either marker effect with addition or
subtraction can be computed per each iteration. The SNP effects were calculated as

[

µ̂

β̂

]

=

[

1n ∗ 1n 1n ∗ X
X∗1n X∗X + λI

]−1[
1n ∗ y
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]

GEBVs for each individual BGLR matrix are estimated as follows:
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ĝ1
.
.
.

ĝp
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In the BGLR model, the coefficients of marker effects were tested under the following
hypotheses:

H0 : g1 = g2 = gn = 0

Ha : g1 6= g2 6= gn 6= 0

Thus, the u value, as Bayes factor and regularization parameter, is an index for testing
these hypotheses. When the number of features (p) is much higher than the number
of observations (n), the challenge is to find optimal hyper-parameters for the given GS
model that play a dominant role in GS. However, in these four methods, SNP selection is
performed via a nonlinear transformation, typically achieved using the kernel trick. The
kernel (RKHS and SVM) or ensemble (boosting and bagging) approaches allow feature
selection in the n-dimensional space of SNPs with a random number of predictors p [22].

In the RKHS model, if g(xi) is a nonparametric function of large marker density, it can
be written as

f (g(xi)|λ) =
1
2
[y − Wθ− g(xi)]R

∗−1 +
λ

2
|g(xi)|

2

H∗
]

where y is the NUE vector, W is the incidence matrix of parametric SNP effects θ on
y, R is the residual covariance matrix, g(xi) is the vector of genotypes (SNPs), λ is the
regularization parameter under squared norm of H∗ as Hilbert space. Thus, λ controls the
tradeoff between goodness and complexity of the model [23].
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The SVM model can be interpreted as a class of kernel algorithms, which is very
similar to the RKHS model. It is written as

f (g(xi)|λ) =
1
2

V[y, g(xi)]R
∗−1 +

λ

2
|g(xi)|

2

H∗
]

where V[y, g(xi)] is the insensitive loss function of support vectors for y (NUE vector) under
covariance matrix ( R), and λ is the regularization parameter under the squared norm of
H∗ as Hilbert space.

In the Boosting model, the GEBV for NUE among each genotype is represented
as follows:

GEBV =
Li

∑
L=1

vhz
(

gens
(

xp
)∣

∣W
)

+ Bias
(

gens
(

xp
))

+ e

where Li is the learning rate of predictors, v is the regularization parameter, hz is the
accuracy mean of the GS model, W is the incidence matrix of SNP effects on the ensemble
estimator of gens

(

xp
)

with the expected function and e is the residuals with independent
and identity distribution (IID).

In the Bagging model, the BLUE estimator is represented as follows:

GEBV =
1
L

ĝBag(ij)E[ĝens(i.)] + Var(ĝens(.j) )

where Li is the learning rate of predictors, ĝBag(ij) is the bagged estimator based on allele
frequency of the genotype, ĝens(..) is the ensemble estimator of the model that can be
considered as a regularization parameter, E[ĝens(i.)] is the bootstrap mean as an estimation
of bias of ĝens(..).

The stacking model combines all GS models through meta-learning. It is presented
as follows:

LossGEBV =















0 i f f (x) < ε

| f (x)| − ε i f f (x) = ε

| f (x) + (Bias ± Var)| i f f (x) > ε

So, f (x) = ∑
Li
L=1(m.jα.j) and (x) ∼ ŷ.

f (x) ∼ ŷ is the predicted NUE value among each genotype, ε is the residual error of
GEBV estimation, Li is the learning rate of predictors in a given GS model, (Bias ± Var) is
the tradeoff between bias and variance of the GEBV estimation, allel.j is the .jth MAF for
SNP and α.j is .jth SNP effect based on the given GS model.

1.2. Feature Selection in GS Model

Modern statistical genomics algorithms utilize high-dimensional genomic data to
perform customized and accurate genomic prediction and selection. In these algorithms,
feature selection is the key step for analyzing high-dimensional genomic and phenotypic
data simultaneously. Recent advances include next generation sequencing (NGS) and high-
throughput phenotyping techniques that generate a large number of variables in different
types of GS models. This development of complex data structures leads to structured
identification of important features in the model. This big dataset can be considered as a
matrix, with columns corresponding to variables such as SNPs and explanatory phenotypic
traits, and rows corresponding to individuals. Since the number of measured features is
much larger than the number of individuals, this high dimensionality of the dataset has
led to heterogeneous feature selection [24,25]. The question arises of how to identify the
important features among the trait of interest from this large-scale data [26]. Breeders often
measure multiple variables in each genotype simultaneously. Therefore, multivariate data
are very common due to the facility of data collection. Therefore, for complex features, the
relationship between individuals is nonlinear. Defining a complex model is usually the
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solution against poor accuracy, especially for the GS model, which is inherently nonlinear,
with parametric and some semi-parametric estimators. Feature selection summarizes the
variables into a small subset. Two complementary items include predictive performance
and stability of the selected features, which makes up an acceptable feature selection
method. Simple feature selection algorithms rely only on univariate GS models such as
single locus prediction. However, in practice, most genomic datasets are multivariate with
different classes and probability distributions [27]. Thus, one challenge is to identify the
subset of variables that are useful in a given prediction GS model. The interpretability of
selected variables is important for the stability of the given model, which is related to the
heterogeneous nature of genomic data [28,29]. Indeed, marker information with minor or
major alleles, heterozygous and missing data are highlighted at the categorical scale, while
agronomic (phenotypic) traits may be on continuous or categorical scales. Currently, there
are few feature selection methods that directly handle both continuous and categorical
variables. In general, kernel methods and tree ensemble approaches are common for
semiparametric GS models with both continuous and categorical variables [30]. A mixed
linear GS model with high marker density leads to nonlinear regression in the surrounding
space. This is typically achieved via the kernel method, which allows the computations
to be performed in the n dimensional space of variables for any number of predictors p.
The kernel method is actually kernel smoothing of the mean, which is a set of tools used to
perform non- or semi-parametric estimation [31]. Multi-trait reproducing kernel Hilbert
space (RKHS) methods can be modeled with marker–environment interaction; therefore,
they are suitable for continuous response variables such as NUE with unknown prior
distribution [32]. Tree ensemble approaches such as random forest (RF) provide a better
generalization performance because, in these approaches, the errors of the estimators (e.g.,
BLUE) are distributed across different decision trees [1,33]. In general, the tree strategy
attempts to minimize covariate error when approximating the true class distribution while
shrinking the effects of known factors to null [34].

1.3. Regularization of GS Model

The main objective of genomic prediction (GP) approaches is to estimate genotypic
values among unobserved true phenotypic values. However, determining the relevant
predictive genomic estimated breeding values (GEBVs) based on high-density marker
information is a fundamental problem in GS models, especially for complex quantitative
trait with large number of SNPs (n) and very small p-values [35,36]. SNP heritability
estimation takes the role of regularization, but how can one tell whether these estimated BVs
are good or bad? Before providing an answer to this question, it should be clarified that GP
is different from genomic inference. GP can be empirically calibrated, but inference cannot.
Therefore, the regularization approach is an important step towards correct inference [37].
Deep learning (DL) algorithms attempt to estimate any minor or major genetic effects. The
utilization of DL algorithms in GS provides the opportunity to obtain a meta-picture of
the whole GS performance [38]. Even when using DL algorithms as a modern statistical
perspective, GS models suffer from under- or over-fitted results. Therefore, regularization
techniques provide a balance between under- or over-fitting in the GS model. That is,
regularization provides a set of tools to find a logical tradeoff between bias and variance
of the parameters and semi-parameters of the estimated genetic gain in the GS model.
Other GS models with kernel, Bayesian or DL roots have been derived from Equation (1).
Genetic gain in specific or estimated breeding value (EBV) in general can be defined by the
following formula [39]:

∆G = gsiβiσe (1)

where ∆G is the genetic gain based on marker information, gsi is the genetic selection
density in the population, βi is the power of the equation based on the FDR threshold of
significant markers and σe is the genetic standard error (SE) or the residuals of the equation.
Once high-density markers are used in the GS model, computing gsi with many pairwise
hypothesis tests at the same time has a high bias and high variance. Therefore, modern
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feature selection such as kernel or ensemble tree approaches could be a solution to this
challenge. The βi can be defined as the matrix below:

∑ βi= log

[

X′X X′Z

Z′X 1 + 1G∗−1

σ2
e

]

(2)

where X is the incidence matrix for the proportion of individuals in the population structure
(nps) × marker (m) with fixed effects, X′ is a transformation of X, Z is a designed matrix
for the effect of genotype (n) × marker effect (p), including all random effects, Z′ is the
transformed Z, G∗−1 is the inverted matrix of the genomic relationship matrix (GRM) when
the effect of non-associated markers has shrunk toward zero with N(0, σ2

e ) and σ2
e is the

covariate error of the GS model in the form of BLUEs. βi is the power of the GS model,
and it can be considered as a regularization parameter when fitting a neural network
(NN) GS model. The regularization parameter is a function of tradeoff between bias and
variance. This clearly indicates that the GS model is over-fitting or under-fitting the training
set. Other parameters of the model are controlled by the regularization parameter. In
the network, an input layer with large weights can lead to large changes in the output
layer as a result of the model [39]. In this situation, parameter estimation and model
performance (βi) are likely to be poor for new data. Therefore, when using modern
statistical algorithms such as kernel or tree ensemble, the weights in the input layers are
kept small [40]. Feature selection and regularization are two useful concepts in situations
where, in the GS model, the number of genetic parameters is much larger than the number
of observations. Feature selection is required to prevent over-fitting or under-fitting of
selection or classification models, and it minimizes the computation time and loss function
error of the model [1,41]. Regularization attempts to account for genetic hyper-parameters
such as number of clusters in the population structure, the effect of MAF on genomic
relationship matrix (GRM), LD decay and SNP covariate effects [42]. Thus, this approach
leads to a higher performance in estimation, when the regularization parameter is very
well defined in the given GS model. In this study, we evaluate different GS models and
their predictive ability to improve prediction accuracy in the context of a phenotypic and
genotypic NUE dataset of 221 bread wheat genotypes among three classes of regression
learning methods, kernel and ensemble algorithms. We emphasize that the focus of this
study is to compare GS methods based on ensemble learning algorithms and regression
approaches with the aim of (i) optimizing genetics parameters and hyper-parameters of the
population in the given GS model, (ii) identifying an appropriate regularization parameter
for a given specific GS problem and (iii) demonstrating the performance of the best GS
model through bias–variance analysis and error measurement.

2. Results

2.1. Genetic Parameters and Hyper-Parameter Estimation

Genetic parameter estimates and their 95% CL bootstraps for the NUE vector of
221 bread wheat genotypes based on all GS models separately. SNP heritability estimates
were derived from random SNP effects in the given GS model. The highest and lowest
SNP heritability estimates were related to the STACK model (0.62) and the gBLUP model
(0.28), respectively, at low N levels. At the HN level, the highest SNP heritability was
found with the STACK model (0.71) and the lowest with the gBLUP (0.30) and BGLR
(0.30) models. In both the training phase with CVK-fold = 10 and the testing phase with
CVK-fold = 5, the STACK model, which is based on ensemble learning inference, had the
highest GEBV mean under low and high N levels, at 0.69 and 0.76, respectively. For the
rrBLUP, gBLUP, BGLR, RKHS and SVM models, differences in hypothesis testing between
the GEBV means in the training and testing phases were significant at low and high N levels
(p-value with α = 0.05), indicating that the performance of these models is worse than
against other inferences, such as ensemble learning GS models. Genetic hyper-parameter
estimates including learning rate, number of iterations and batch size for the NUE vector of
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221 bread wheat genotypes based on all GS models separately are shown in Table 1. Based
on the regularization parameters of each model, the minimum learning rate of 0.01 was
computed for the rrBLUP, LASSO, RKHS and BOOST models, using the rule αj =

100α0
100+j ,

where α0 is the initial learning rate 1 and j is a counter of epochs up to 9900. For the
remaining GS models, the minimum learning rate of 0.001 was calculated. The comparison
between accuracy (%) in both the training phase with CVK-fold = 10 and the testing phase
with CVK-fold = 5, among all ensemble learning algorithms, including BOOST, BAGG and
STACK, was not significant, indicating that the accuracy of these models is higher than
other GS models with kernel and linear algorithms.

Table 1. Genetic parameter estimation for the NUE vector under low and high N levels using different
genomic selection models.

Training Set (CVK_fold = 10) Test Set (CVK_fold = 5)

Inference Model
N

Level SNP-h2a GEBVs
Mean b

Boot.
GEBVs
Mean c

Vg d Ve e GEBVs
Mean

Boot.
GEBVs
Mean

Vg Ve
p-Value f

Frequentist

rrBLUP
LN 0.30 0.65 0.66 27.49 64.15 0.64 0.66 28.77 67.13

0.05 *HN 0.33 0.73 0.70 9.79 19.88 0.73 0.70 8.77 17.81

gBLUP
LN 0.28 0.64 0.61 26.78 68.87 0.64 0.61 22.61 54.14

0.044 *HN 0.30 0.71 0.69 4.93 11.51 0.71 0.68 4.57 10.61

Bayesian

LASSO
LN 0.31 0.62 0.61 32.40 72.12 0.62 0.60 32.03 71.12

0.144 nsHN 0.31 0.70 0.68 7.94 17.69 0.69 0.65 8.39 18.69

BGLR
LN 0.32 0.63 0.68 35.49 75.43 0.65 0.65 35.35 75.12

0.042 *HN 0.30 0.72 0.69 9.70 22.65 0.74 0.65 26.24 61.24

Kernel

RKHS
LN 0.45 0.64 0.64 57.11 69.81 0.64 0.64 53.29 65.14

0.031 *HN 0.61 0.72 0.72 28.16 18.01 0.72 0.71 42.71 27.21

SVM
LN 0.38 0.13 0.22 24.30 39.66 0.18 0.32 24.64 40.21

0.048 *HN 0.57 0.18 0.29 73.09 55.14 0.18 0.33 59.66 45.01

Ensemble

BOOST
LN 0.48 0.61 0.61 62.84 67.08 0.61 0.65 61.92 67.08

0.164 nsHN 0.62 0.68 0.69 28.73 17.61 0.68 0.72 27.76 17.02

BAGG
LN 0.55 0.60 0.68 71.03 58.12 0.61 0.71 69.82 57.13

0.679 nsHN 0.55 0.64 0.71 39.80 32.57 0.64 0.74 38.12 31.19

STACK
LN 0.62 0.69 0.78 49.33 30.24 0.69 0.79 50.85 31.17

0.0924 nsHN 0.71 0.76 0.78 72.98 29.81 0.76 0.79 73.49 30.02

a—SNP-h2: SNP-Heritability, b—GEBVs mean: mean of genomic estimated breeding values, c—Boot. GEBVs
mean: Bootstrap mean of genomic estimated breeding values, d—Vg: Genetic variance, e—Ve: Error variance,
f—p-value: H0: there is no significant difference between the means of genomic estimated breeding values
(GEBVs) in training and testing sets under low and high N levels ( α = 0.05), significance levels of p-value
* p ≤ 0.01, ns = not significant.

2.2. Bias–Variance Tradeoff in GS Models

The bias–variance tradeoff analysis for the NUE vector generated from the 150 K
affymetrix SNP Chip, under low and high N is shown in (Tables 2 and 3). As can be seen,
the loss value of a given GS model using the Scikit-learn algorithm indicates an irreducible
error that is constant at both low and high N levels, and it is possible to minimize and
control the effect of hyper-parameters in the model that were not defined in the given
model. The effects of the main genetic parameters depending on the definition of the given
model are clearly shown in Figure 1a,b. Based on the genetic structure and kinship of the
population after model regularization, K = 3 was determined as the optimal number for
model complexity analysis. At low N levels, both SVM and RKHS models with kernel
inference exhibited the highest and lowest bias and variance, respectively. Thus, these
models may represent upper and lower thresholds for the bias–variance tradeoff. At
high N levels, the SVM model with kernel inference and rrBLUP with frequentist linear
inference had the highest and lowest bias and variance, respectively. It can be concluded
that the interaction between N level and wheat genotypes based on SNP information is
significant. At both low and high N levels, the behavior of the BOOST and BAGG models
with ensemble learning inference showed a moderate tradeoff between under and upper
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fit. Thus, after mean comparison (LSD (0.05)), we can conclude that the bias, variance and
average of expected loss between the GS models overall resulted in statistically significantly
different means. This difference indicates that the performance of some models to predict
GEBVs is higher than others.

Table 2. Genetic hyper-parameter estimations for NUE vector under low and high N levels using
different genomic selection models.

Training Set (CVK_fold = 10) Test Set (CVK_fold = 5)

Inference Model N Level LR a No. of
Iteration

No. of
Batch
Size

Accuracy
(%)

LR
No. of

Iteration

No. of
Batch
Size

Accuracy
(%)

p-Value b

Frequentist

rrBLUP
LN 0.01 27 10 81.12 0.01 27 5 92.22

0.007 **HN 0.01 27 100 81.09 0.01 27 25 92.21

gBLUP LN 0.001 27 10 80.88 0.001 27 5 92.21
0.001 **HN 0.001 27 100 80.41 0.001 27 25 92.22

Bayesian

LASSO
LN 0.01 468 10 85.51 0.01 468 5 92.43

0.0024 *HN 0.01 468 100 85.12 0.01 468 25 92.44

BGLR
LN 0.001 468 10 84.47 0.001 468 5 92.74

0.0031 *HN 0.001 468 100 85.77 0.001 468 25 92.76

Kernel

RKHS
LN 0.01 2050 100 85.11 0.01 2050 25 95.64

0.001 **HN 0.01 2050 1000 85.33 0.01 2050 250 95.37

SVM
LN 0.001 2050 100 84.04 0.001 2050 25 95.33

0.0014 **HN 0.001 2050 1000 85.77 0.001 2050 250 95.18

Ensemble

BOOST
LN 0.01 5520 100 91.12 0.01 5520 25 96.01

0.098 nsHN 0.01 5520 1000 92.11 0.01 5520 250 96.12

BAGG
LN 0.001 5520 100 92.31 0.001 5520 25 96.48

0.1445 nsHN 0.001 5520 1000 92.16 0.001 5520 250 97.22

STACK
LN 0.001 5520 100 93.58 0.001 5520 25 97.54

0.0905 nsHN 0.001 5520 1000 93.79 0.001 5520 250 97.84

a—LR: Learning rate of given GS model, b—p-value: H0: there is no significant difference between model accuracy
in train and test sets under low and high N levels ( α = 0.05), significance levels of p-value * p ≤ 0.01, ** p ≤ 0.001,
ns = not significant.

Table 3. Bias–variance tradeoff analysis for NUE vector under low and high N levels using different
genomic selection models.

Low N High N
Inference Model BiasBiasBias VarVarVar Exp.LossExp.LossExp.Loss Sk.LossSk.LossSk.Loss BiasBiasBias VarVarVar Exp.LossExp.LossExp.Loss Sk.LossSk.LossSk.Loss

Frequentist rrBLUP 9.1 × 105 6.1 × 107 6.2 × 107 0.0009 0.2 × 106 0.9 × 106 1.1 × 106 0.0009
gBLUP 3.1 × 106 0.8 × 106 1.2 × 106 0.0009 0.22 × 106 3.7 × 106 4.0 × 106 0.0009

Bayesian LASSO 3.1 × 106 0.82 × 106 1.2 × 106 0.0009 0.2 × 106 0.8 × 106 1.2 × 106 0.0009
BGLR 3.1 × 106 5.57 × 106 6.4 × 106 0.0009 0.2 × 106 5.2 × 106 5.5 × 106 0.0009

Kernel
RKHS 25 × 104 49 × 104 55 × 104 0.00081 0.3 × 106 1.1 × 106 1.5 × 106 0.00081
SVM 0.1 × 1012 2.5 ×1 012 2.7 × 1012 0.00080 0.15 × 1010 1.5 × 1010 1.6 × 1010 0.00080

Ensemble
BOOST 4.1 × 106 4.2 × 106 5.1 × 106 0.00007 0.09 × 107 1.1 × 107 1.19 × 107 0.00007
BAGG 0.75 × 107 0.5 × 107 0.8 × 107 0.00007 0.11 × 107 1.6 × 107 1.75 × 107 0.00007
STACK 0.41 × 106 0.6 × 106 1.2 × 106 0.00002 0.5 × 106 5.1 × 106 5.8 × 106 0.00002

Mean 12.3 × 109 30.0 × 109 33 × 109 0.00059 1.67 × 108 1.68 × 109 1.78 × 109 0.00059

LSD (0.05) 0.92 × 109 0.48 × 109 1.25 × 109 2.11 0.34 × 108 0.70 × 109 1.03 × 109 2.11

Bias: average of bias, Var: average of variance, Exp.Loss: average expected loss that is equal to mean square error
(MSE) of GS model by bias–variance analysis simultaneously using k-nearest neighbor algorithm and Sk.Loss:
mean irreducible error (IE) of GS model by bias–variance analysis simultaneously using Scikit-learn algorithm.
LSD (0.05) for comparison of GS models performances.

2.3. Error Measurement of GS Models

Measurement error in GEBV predictors causes bias in estimated genetic parameters in
GS models. Thus, error measurement of GS models clarifies the origin of this error, which
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is related to model definition or variables in the model, such as marker information and
phenotypic values. After performing the bias–variance analysis to obtain an overall view
of the performance of GS models, the adaptive standard error of prediction for each model
under low and high N levels, were pairwise compared (Figure 2). Under low N levels,
the BAGG model, and at high N levels, the STACK model, showed the lowest error in
predicting the genomic parameters. The lowest error in prediction confirms the result of
the bias–variance analysis on these two models with ensemble learning inference. Probably
due to collinearity in the whole genomic regression analysis, rrBLUP has the highest error
in the prediction at both low and high N levels compared to other models (Figure S1a,b).
Therefore, STACK can be selected as the best GS model with a high performance for
predicting GEBVs.
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Figure 1. (a) Model complexity analysis using k-nearest neighbor (KNN) algorithm for the NUE

vector under low N levels using different genomic selection models. X-axis represents value of bias
(blue line), variance (orange line), MSE (green line) and irreducible error (red line); y-axis shows GS
model complexity. le (number): ×10 number. (b) Model complexity analysis using k-nearest neighbor
(KNN) algorithm for the NUE vector under high N levels using different genomic selection models.
X-axis shows the value of bias (blue line), variance (orange line), MSE (green line) and irreducible
error (red line); y-axis shows GS model complexity, le (number): ×10 number.
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prediction for the pairwise comparisons, is equal by 1.

Genetic selection gain was estimated using the genetic value of genotypes in the GRM 
and STACK models. For this purpose, the wheat population was divided into training set 
(75%) and testing set (25%) genotypes. As can be observed in Figure 3a, the values 
(%) predicted based on s are positively correlated with the actual values, as the 
regression slope in the training set is positive at both low and high N levels. Additionally, 
the distribution of genotypes around the regression line is almost the same in the training 
and testing sets, indicating that the accuracy of the STACK is a good fit to the predicted 
values of (%) at both low and high N levels. In Figure 3b, the RE (%) of the top ten 
genotypes with the highest s based on the STACK model is shown. Six genotypes 
with high RE (%) were replicated at both low and high N levels. Therefore, allelic variation 
in these top six genotypes was plo琀琀ed against the minor and major alleles of the entire 
population (Figure 4). As can be observed, there is a significant difference in allelic content 
between the average of the top six genotypes and the minor alleles in the whole popula-
tion, but there is no difference in the major alleles, and they are in the same group. Since 
the regularization parameter in this model is MAF with bias and variance, it could find 
more than 50% of the top genotypes with high accuracy.

Figure 2. Adaptive standard error (SE) of prediction for pairwise comparison of GS models under
low and high N levels. The ranges of adaptive SE values were normalized from −0.2 to 1. Pink color:
the adaptive SE of prediction for the pairwise comparisons, is less than zero, green color: the adaptive
SE of prediction for the pairwise comparisons, is equal by zero, orange color: the adaptive SE of
prediction for the pairwise comparisons, is almost equal by 0.3 and gray color: the adaptive SE of
prediction for the pairwise comparisons, is equal by 1.

2.4. Genetic Selection Gain Estimation Based on Selected Model

Genetic selection gain was estimated using the genetic value of genotypes in the GRM
and STACK models. For this purpose, the wheat population was divided into training set
(75%) and testing set (25%) genotypes. As can be observed in Figure 3a, the NUE values
(%) predicted based on GEBVs are positively correlated with the actual NUE values, as the
regression slope in the training set is positive at both low and high N levels. Additionally,
the distribution of genotypes around the regression line is almost the same in the training
and testing sets, indicating that the accuracy of the STACK is a good fit to the predicted
values of NUE (%) at both low and high N levels. In Figure 3b, the RE (%) of the top ten
genotypes with the highest GEBVs based on the STACK model is shown. Six genotypes
with high RE (%) were replicated at both low and high N levels. Therefore, allelic variation
in these top six genotypes was plotted against the minor and major alleles of the entire
population (Figure 4). As can be observed, there is a significant difference in allelic content
between the average of the top six genotypes and the minor alleles in the whole population,
but there is no difference in the major alleles, and they are in the same group. Since the
regularization parameter in this model is MAF with bias and variance, it could find more
than 50% of the top genotypes with high accuracy.
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( ) Bias variance analysis and adaptive SE of prediction indicate that the STACK model 
shows the best performance and accuracy. The predicted values of (%) for both training and 
test sets under low and high N levels are displayed on the x axis, while the true values from the 
dataset are displayed on the y axis. ( ) GS gain in the form of relative efficiency (%) for the STACK 
model among the 221 wheat genotypes and the top 10 genotypes under low and high N levels has 
been specified. Genotypes with green color under both low and high N levels are duplicate. Geno-
types with gray color are distinct at each N level.

Figure 3. (a) Bias–variance analysis and adaptive SE of prediction indicate that the STACK model
shows the best performance and accuracy. The predicted values of NUE (%) for both training and test
sets under low and high N levels are displayed on the x-axis, while the true values from the dataset
are displayed on the y-axis. (b) GS gain in the form of relative efficiency (%) for the STACK model
among the 221 wheat genotypes and the top 10 genotypes under low and high N levels has been
specified. Genotypes with green color under both low and high N levels are duplicate. Genotypes
with gray color are distinct at each N level.
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Figure 4. (a) Mean comparison between allele content of six top genotypes with highest GS gain for
NUE (%) vector versus minor allele content in whole population. (b) Mean comparison between allele
content of six top genotypes with highest GS gain for NUE (%) vector versus major allele content in
whole population.

3. Discussion

Currently, phenotyping is still expensive, requires high-throughput technologies, and
is a very time-consuming process compared to genotyping. The use of modern statistical
models could be a logical solution to this challenge. In recent decades, the use of new tech-
nologies such as sensors, robotics and satellite data has led to high-throughput phenotypic
data. In parallel, new techniques such as next generation sequencing (NGS) have made it
possible to create a big training dataset for the trait of interest. Thus, GS with a big genomic
dataset and high-density markers as features in the model requires statistical machine
learning methods with more computational power, especially for complex traits such as
nitrogen use efficiency (NUE) in wheat [14,21]. Many machine learning methods have been
adapted and developed for GP and GS [1,43]. In particular, several important parametric
models, such as neural networks, kernel regression and ensemble learning algorithms have
been generalized to handle high-density SNP data [38,44]. They provide GS studies with
more comprehensive and flexible methods to estimate GEBVs with high accuracy. For the
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GEBVs to achieve high accuracy, all the assumptions underlying the GEBV equations are
required to be met. These assumptions are numerous and relate to several factors, such
as the extent of coverage of genetic variability at QTLs by markers, which depends on the
number and placement of markers in the genome. In addition, the estimation of the quality
of markers is critical, as it is influenced by allele frequencies and the degree of linkage dise-
quilibrium with QTLs, and may vary between populations, especially between reference
and selection populations. Another crucial factor is the absence of nonadditive effects. The
model rrBLUP is based on the additive relationship matrix (A) formed by the estimation of
IBS as a marker-associated trait. Ridge regression is the main core of rrBLUP and is used to
analyze genotypic data when they suffer from multicollinearity. With increasing marker
density on genetic maps, the concept of multicollinearity is limited to strong LD, which is
unusual for all genotypes between mono- and polymorphic SNPs. Therefore, even with
ridge regression, unbiased least squares and large variance are observed in the GP results.
Thus, the accuracy of model is affected by the training set, number of markers and heri-
tability. Consequently, predicted genetic values are far from the actual values. The model
gBLUP is based on the matrix A mating formed by the estimation of IBD and its relatives
between the complex trait of interest and associated loci. The unavoidable and desired
presence of LD between causal and/or marker loci modifies the simple interpretation of
the matrices. The variability of LD in the genome due to heterogeneity within loci may lead
to bias in the calculation of SNP heritability based on this genomic matrix. Both rrBLUP
and gBLUP models are linear systems with an REML approach to predicting GS. Thus, the
question of how to estimate genetic parameters such as variance–covariance components
to calculate the fixed and random effects of high-density SNPs remains unanswered, and
only point estimation of likelihood for GEBVs is available. However, GS linear models
based on the REML approach can be specified without having to worry too much about the
assumptions. However, Bayesian inference is more flexible when it comes to assumptions,
and it has a range of answers that may change with each run [45]. The main challenge
with BGLR and LASSO is to ensure that the distribution of statistical estimators follows the
genetic parameters of the population. Therefore, it is often observed that kernel methods
perform better compared to linear models. Kernel inference provides a linear solution in
the feature space while being nonlinear in the input space, and it is a combination of linear
and nonlinear parameters by definition. RKHS has partial similarity to rrBLUP and gBLUP
models and utilizes a kernel matrix that represents Euclidean distances between focal
points in Hilbert space. This kernel matrix in RKHS optimizes a more general structure
of covariance between individuals compared to the GRM used to measure similarities in
genetic values related to individuals. This allows greater flexibility in capturing complex
relationships between individuals and improves the accuracy of predictions in GS. SVM can
be interpreted as part of the class of kernel approaches. It is a method that is traditionally
applied to classification problems, but has also been used for regression (prediction or
selection). In SVM, optimization of the hyper-parameters can be carried out via various
methods, but the most commonly used and convenient method is the grid search. The
grid search method evaluates all possible combinations of hyper-parameters, allowing an
exhaustive search in the hyper-parameter space. The BOOST, BAGG and STACK models
are based on the DL algorithm with an ensemble method used to jointly solve a complex
problem. A number of algorithms, generally nonparametric, are combined to improve the
prediction or classification ability of the assembled model [46]. Our study has revealed that
the definition and optimization of the regularization parameter is crucial to demonstrate
the performance and accuracy of the GS model, which has not been sufficiently addressed
in previous GS studies. However, in the BOOST model, the regularization parameter is
only used to control the bias of the model. By adjusting the regularization parameter,
the model can be made less complex and less prone to over-fitting. In the BAGG model,
the regularization parameter is used to control the variance of the model. By reducing
the variance, the model can be made more stable and less sensitive to noise. In STACK,
both bias and variance are considered by adjusting the regularization parameter to find
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a balance between model complexity and stability. Thus, our study confirmed that the
results of bias–variance tradeoff and adaptive prediction error for the STACK model were
intermediate compared with other models. This remarkable result for the STACK model is
consistent with previous results [23,47]. In all ensemble models, especially in the STACK,
the number of epochs and batches of hyper-parameters need to be specified along with the
activation process. The number of epochs determines how often the weights of model are
updated, and it is affected by LR on the training dataset. It is important to carefully tune
these hyper-parameters to optimize the performance of the model and avoid over-fitting
or under-fitting. Therefore, a smaller LR in the training data set and a batch size of 1000
produces maximum SNP heritability and GEBV means. Thus, the epoch number indicates
the forward and backward runs of the whole training data through the model. However,
epoch number can be computationally intensive for the memory of computation, so these
are divided into small batch sizes.

4. Materials and Method

4.1. Phenotypic Data

In this study, a set of 221 bread wheat genotypes from the Breeding Innovations in
Wheat for Resilient Cropping Systems (BRIWECS) project were grown at the agricultural
research station, Campus Klein-Altendorf, University of Bonn, Germany, in three cropping
seasons during 2018, 2019 and 2020, in a split-plot design. The NUE value of each genotype
under low-N (LN) and high-N (HN) fertilizers was calculated using the following formula:

NUE =
GY
Ns

= (
Nt

Ns
)(

GY
Nt

) (3)

where GY is grain yield (gr/m2), Ns is the nutrient supplied and Nt is the total above-
ground plant nutrient at maturity [48].

4.2. Genotypic Data

In order to characterize the NUE vector among the bread wheat population, a plat-
form of 150K affymetrix SNP Chip at TraitGenetics GmbH (SGS GmbH Gatersleben, Ger-
many), was used. To minimize monomorphism in the Chip, the SNPs with MAF ≤ 0.05
were removed. After checking for SNPs that deviated from the Hardy–Weinberg equilib-
rium (HWE), only 22,489 polymorphic SNP markers, were remained and were used in
GS models.

4.3. Construction of GRM

Basically, the GRM is used as a kinship matrix in genome-wide association stud-
ies (GWASs) and GS models. For the rrBLUP model, based on the method suggested
by [49], the covariance between individuals gi and gj can be equal to the covariance of

SNPij; therefore, the GRM was calculated using G =
ΣL

k=1(gik−pk)
2

ΣL
k=1 pk(1−pk)

and pk = 1
n Σn

i=1gik,

where L is the number of loci, pk is the MAF for the loci k and gi. In the rrBLUP
model, y = µ + ∑

p
i=1 Xigi + e, where y is the NUE vector with n genotypes, p is the to-

tal number of SNPs, Xi is the matrix of random SNP effects coded as (−1, 0 and 1), gj is the
main diameter of GRM and H0 denoted in the form of σ2

g = 0 based on identity by state (IBS)
only, and e is the residuals of the model. In the gBLUP model, y = µ+ Zu+ e, where y is the
NUE vector, Z is the matrix of genetic values for an individual, V(u) = Kσ2

g , where K is the

GRM as a kinship matrix and σ2
g is the additive genetic variance with IBS or identity by de-

scent (IBD). In the LASSO model, marker effects were calculated as β̂ = (X∗X − λI)−1X∗y,

where [λ] = σ2
e

σ2
β

is taken as a kinship matrix and I is an identity matrix. σ2
β and σ2

e are

computed from SNP heritability and phenotypic variance, respectively [50,51]. The BGLR
model with a Bayes factor was fitted to y = µ + Xα + Zβ + XZαgu + e, where y is the
NUE vector, X is a matrix with genotypes and SNPs, α is the corresponding vector of SNP
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effects which captures small effects of all SNPs, g is a vector that captures prior distribution

of SNP effects with prior distribution of g ∼ N
(

0, G2
gu

)

, where G is a marker-derived

genomic relationship matrix, u is a vector of Bayes factors for the SNP matrix and e is the
residual term [52,53]. In the RKHS, SVM, Boosting, Bagging and Stacking GS models, the
objective is to classify SNPs with higher accuracy. Typically, in these models, the GRM
with a linear scale has been replaced by a distance matrix with a Euclidean family scale,
so the regularization parameter in any given GS model is a prerequisite for obtaining the
kinship matrix.

4.4. Genomic Selection Models

1—In order to carry out GS based on frequentist and Bayesian perspectives, models
including ridge regression best linear unbiased prediction (rrBLUP) with R/rrBLUP [54],
genomic best linear unbiased prediction (gBLUP) with R/BGLR [55,56], least absolute
shrinkage and selection operator (LASSO) with R/glmnet [45] and Bayesian generalized
linear regression (BGLR) [48] with R/BGLR were applied. 2—To perform GS, models
based on Kernel whole genome regression reproducing kernel Hilbert spaces (RKHS) with
R/BWGS [57–59] and support vector machine (SVM) with R/kernlab [8,60] were utilized.
3—From tree ensemble algorithms, Boosting with R/gbm [61,62] and Bagging [33,63] with
R/ipred were used. To run the Stacking GS model, [63,64] Python/Scikit-learn was utilized.
All three category of GS models were run among the NUE vector of 221 wheat genotypes
under low and high N levels.

4.5. Genetic Parameters and Hyper-Parameters Estimation

To solve the fixed effects coming from environmental factors or population structure,
and random effects coming from SNPs, the residual maximum likelihood (REML) in all
GS models were minimized through the BLUP vector as additive genomic variance and
the BLUE vector as residual variances, and then SNP effects were estimated. The h2, based

on SNP information, was estimated as h2 = σ2
a

σ2
a +σ

2
e

, where σ2
a and σ2

e are additive genomic

and residual variances, respectively. In the CV strategy with the training set (K-fold = 10)
and test set (K-fold = 5), genetic parameters, including GEBVs mean, bootstrap of GEBVs
mean, genetic variance and error variance were applied to assess accuracy in the given
GS model. In the CV approach, accuracy is measured using the correlation coefficient
r(y̌Obs., y̌GEBV) between observed values (OBVs) and genomic estimated breeding values
(GEBVs), which were estimated to divide the population into validation and training sets.
The genotypes assigned to the validation set were used as predicted breeding values, and
the remaining genotypes were used for the training set. Therefore, besides the genetic
parameters in the definition of the GS models, before starting the training and testing
processes, hyper-parameters were determined. They included learning rate (LR), number
of hidden layers, number of iterations and batch size per one epoch computed. Based on
the regularization parameters of a given model, the minimum learning rate was optimized
with the rule αj =

100α0
100+j , where α0 is the initial learning rate 1 and j is a counter of epochs

to 9900 [65,66]. They were also defined based on SNP effects (p-values) generated from the
NUE vector under low and high N content.

4.6. Bias–Variance Tradeoff in GS Models

Model evaluation was carried out for all GS models via analysis of bias and variance.
The NUE vector was considered as a target trait at low and high N contents among all
221 bread wheat genotypes. Bias was taken as the difference between GEBVs and the true
NUE vector. Variance was measured to identify the difference between parameters of a
given model and its training set. In order to deal with model over- and under-fitting, the
mean squared error (MSE) based on k-nearest neighbor (KNN) algorithm was calculated.

To reduce model complexity after dealing with outlier values in the NUE vector,
irreducible error (IE) was measured.
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4.7. Error Measurement between GS Models

To evaluate the GS models, additional error measurements were performed. Models
based on GEBVs generated from the NUE vector under low and high N content into two
pairwise groups were compared. To check the distribution of SNPs p-value, a matrix of
standard errors (SE) was generated from each GS model under low and high N levels, after
randomly sampling SNP effects 2000 times with replacement, under the null hypothesis
N (0, 1), which is necessary when SNPs’ p-values are near to the normal distribution. For
SNPs with p-values far from the normal distribution, the adaptive standard error of the
prediction matrix was calculated with an adjusted FDR threshold of 0.05.

4.8. Genetic Selection Gain Estimation Based on the Selected Model

The equation R = ir(y̌Obs.,y̌GEBV)
y log

[

X′X X′Z

Z′X 1 + 1G∗−1

σ2
e

]

was utilized to estimate the

expected genetic selection gain (R). i is the selection intensity, r(y̌Obs., y̌GEBV) is the

selection accuracy, y is the number of years. The component log

[

X′X X′Z

Z′X 1 + 1G∗−1

σ2
e

]

is equal

to βi which is the power of the given GS model. In this component, X is the incidence
matrix for the proportion of individuals in the population structure (nps) × marker (m)
with fixed effect, X′ is the transformed X, Z is a designed matrix for the effect of genotype
(n) × marker effect (p), including all random effects, Z′ is the transformed Z, G∗−1 is an
invert matrix of the genomic relationship matrix (GRM), when the effect of non-associated
markers are shrunken toward null with N(0, σ2

e ), and σ2
e is the covariate error of the GS

model in the form of BLUEs. To clarify genetic gain from the GS model against gain from
phenotypic selection, a relative efficiency (RE) index was developed. The RE of indirect GS

under low and high N levels was calculated with REper N level =
r(y̌Obs.,y̌GEBV)√

R2
.
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Nitrogen (N) plays an important role in plant production. It is the main nutrient for canopy growth 

and photosynthesis, which determine grain yield and quality (Beres et al., 2018; Walsh et al., 2018 

and Ondoua et al., 2019). N fertilizer as the most common application in cereal cultivation is 

necessary to increase the shoot biomass and dry matter of bread wheat (Saleem et al., 2021). To 

meet the needs of the growing population, wheat varieties require sustainable management and 

facilities that can cope with all environmental factors such as biotic and abiotic stress and maintain 

expected yields. Increased N fertilizer levels contribute significantly to yield stability in bread 

wheat (Zemichael et al. 2017), but soil and environmental pollution due to significant greenhouse 

gas emissions from N fertilizer production (Garnett et al., 2015), nitrate leaching (Pathak et al. 

2011), volatilization, surface runoff and denitrification from the soil-plant system (Yadav et al. 

2017) can be considered as major negative consequences of high N fertilizer use in wheat 

production. The recovery of nitrogen fertilizer in cereals is generally poor, and only 33% of the 

applied nitrogen is actually harvested in the grain, while the remaining proportion (67%) remains 

in the soil (Sharma and Bali, 2017; Doe, 2015).  
 

5.1. Breeding for NUE in wheat 

Basically, NUE is a complex trait determined by many other related agronomic traits, each of which 

is controlled by many genes in cooperation with low effects and many environmental factors. As a 

result, genetic progress and narrow sense heritability (ℎ2) are very low for this type of quantitative 

trait per year. The second reason is due to the type of GWAS and GP models used for the given  
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trait. Most GWAS models for single loci and multiple loci exhibit collinearity and over- or under-

fitting of results due to pairwise comparisons between single nucleotide polymorphisms (SNP). 

This problem will be intensified, especially, when the value of epistatic variance (𝑉𝐼) in genetic 

variance (𝑉𝑔) is high for the trait of interest (Wang et al, 2016, Kärkkäinen et al, 2015; Li and 

Sillanpää 2012). Allelic variation for NUE could be high due to the large mutation target size within 

candidate genes. In addition, it is of considerable importance to identify all involved variants 

between traits (Robinson et al., 2014). Therefore, the main challenge in GWAS is to find a 

significant and reliable association in a complex trait. To address this dilemma, in the second 

chapter, the Local FDR correction and Bayesian survival analysis were considered as different 

filters to determine the best GWAS and GP models and consequently obtaining the reliable 

association in the GWAS results.  
 

5.2. Significant threshold selection for NUE in whole genome of bread wheat 

The choice of GWAS model and the corresponding statistical inference (linear or non-linear FDR 

estimation) for adjusting p-value(s) can have a significant impact on the interpretation of results. 

In summary, in rrBLUP GWAS model (single locus association), the adjusted p-value(s) based on 

the rrBLUP model show a high bias due to type I error and a high number of false positives in the 

raw p-value(s). This suggests that the raw p-value(s) from the rrBLUP model may not be suitable 

in case genomic dataset with high bias, which is very usual in practice. Thus, we do not suggest 

the rrBLUP model for the FDR thresholding and false positives detection. In other hand, the linear 

FDR thresholding such as Bonferroni correction and Benjamini-Hochberg adjustments may not 

cover the entire range of raw p-value(s) received from the mlmm GWAS model (multi locus 

association). Our findings show that the mlmm model with specific FDR thresholding approaches 

may be more robust in this context compared to the rrBLUP model. The performance of each FDR 

linear approach is highly dependent on the characteristics of the upper and lower bounds of their 

functions. We demonstrated that the choice of FDR linear approach is crucial and relying on 

commonly used threshold values may not be appropriate. The Hoch and Sidak adjustments, with 

their well-defined upper bounds, seem to provide more reliable and reproducible results, 

particularly in detecting false positives. Additionally, the differences in the distribution of false 

positives between lower bounds highlight the importance of carefully considering both upper and 

lower bounds in the linear FDR thresholding approaches. In contrast for the non-linear approaches,  



76 
 

Chapter 5: General Discussion 

 

we demonstrated that the density of false positives in both of q-value(s) and LFDR methods using 

the scaled version of adjusted p-value(s) are same at low and high N levels, which is significantly 

reducing the risk of soft thresholding against FDR linear approaches. Both approaches provide 

consistent and reliable results particularly when utilizing the scaled version of adjusted p-value (s). 

This scaling minimizes the risk of soft thresholding in the both approaches. But the estimation of 

the regularization parameter and the coherent behavior of LFDR in the upper tail area make it a 

reasonable and accurate approach for handling large-scale simultaneous problems, due to 

minimizes the risk of hard thresholding, as well. 

5.3. Local FDR and Bayesian survival analyses to identify reliable associations for grain yield 

in bread wheat 

In the GWAS, detection of significant and reliable associations related to the given complex 

trait, is still a challenge. In GWAS and GP, one side of the model is assigned to the complex trait. 

Outliers in the NUE vector could be the first cause of pseudo-marker trait associations (MTAs) in 

the GWAS results. In the first chapter of our study, the performance of LFDR approach was highest 

to handle the large-scale simultaneous problem. Therefore the LFDR as frequentist inference with 

Fisher information background was applied to check the distribution of SNPs especially in the tails 

as critical regions of the distribution. This method, based on maximum likelihood estimation 

handles the effect size of a large scale genomic file especially in the heavy tails. We found that the 

expected mean likelihoods based on SNP information are acceptable, but the standard error in the 

models with a scale of –log10 (SNP) is still high. The main criticism of LFDR approach is that it 

locally focuses only on SNP effects in tails, whereas signaling associations were distributed 

throughout the genome. Moreover, the magnitude of SNP effects alone may not be sufficient to 

make a decision about the performance of the model. Bayesian survival FDR analysis as a modern 

inference based on posterior estimation of SNP effects is commonly used for large scale genomic 

data with small effects. In the survival part with the (−∆(𝑆𝑁𝑃𝑖=0𝑛 ) component of the approach, we 

included the minor and major alleles in each SNP based on the time to events, which is necessary 

to achieve the expected prior distribution. Moreover in the Bayesian part the semi-parametric 

empirical Bayes factor better controls both false positive and false negative errors in the GWAS to 

identify allelic variations and find templates for significant SNPs. Therefore, it is proposed to  
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utilize different GWAS models at more N levels to increase the replicability of the posterior 

probability [35] of the identified signal associations. 

5.4. Genetic parameter and hyper-parameter estimation underlie NUE in Bread Wheat 

The estimation of breeding values (BVs) based on extensive genomic data for complex traits is the 

main goal in wheat breeding programs. Currently, phenotyping of complex traits such as NUE in 

wheat is still expensive, requires high throughput technologies and is very time consuming 

compared to genotyping. Therefore, breeding programs are trying to predict phenotypes based on 

high-density marker information. Genetic parameters such as population structure, genomic 

relationship matrix, marker density and sample size are important factors that increase the power 

and accuracy of the model. In parallel, there are many genetic hyper-parameters that are hidden 

and unrepresented in the given genomic selection (GS) model but have a significant impact on the 

results, e.g. panel size, number of markers, minor allele frequency, number of call rates for each 

marker, number of cross validations and batch size in the training set of the genomic file. The main 

challenge is to ensure the reliability and accuracy of genomic estimated BVs (GEBVs) as GS 

results. A number of algorithms, generally nonparametric, are combined to improve the predictive 

or classification ability of the compiled model. Our study has shown that the definition and 

optimization of the regularization parameter is crucial to demonstrate the performance and 

accuracy of the given GS model, which has not been sufficiently addressed in previous studies. 

 

5.5. Conclusion 

This study is one of the first to model NUE as complex trait using modern statistical genomics 

algorithms. To sum up, FDR thresholding based on non-linear approaches is more stringent than 

controlling the family wise error rate and they obtain adequate information to maintain the error 

rate in the large scale genomic hypotheses. We concluded that using Bayesian techniques, such as 

EBayes FDR, could be highlighted for effectiveness in the context of FDR thresholding 

optimization. Also, the Bayesian survival FDR analysis as modern statistical inference based on 

posterior estimation of SNP effects could be used to identify reliable associations in the GWAS 

and GP models. Two major challenges are appeared and require still attention in the future. The 

first challenge is how to tradeoff between bias and variance at the same time to minimize under or 

over-fitting performance of GWAS and GP models, which has significant impact to receive the  
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reliable and reasonable results. The second challenge is how to define GWAS and GP models and 

how to optimize the hidden layers of genetic hyper-parameters in large scale of genomic data.  
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