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Abstract

Nuclear magnetic resonance (NMR) spectroscopy is among the most important analytical
methods for the determination of the chemical structure of matter. Its versatile applicability
leads to the necessity of reliable computational techniques for simulating NMR spectra
and parameters. Depending on the field of application, these should be general and yield
sufficiently accurate results with limited computational demands. Therefore, this thesis
contains five articles which deal with the assessment of existing methods for NMR chemical
shift calculation, the development of new approaches to achieve a higher accuracy, and the
application of these new methods to provide answers to actual open research questions.

The calculation of accurate NMR chemical shifts can be done with density functional
theory (DFT) in a relatively efficient way. It is, however, not straightforward to estimate
the performance of each density functional approximation (DFA) without rigorous tests,
of which there are too few in the literature, especially for nuclei other than 1H and 13C.
Therefore, this work focuses on the comprehensive evaluation of DFT methods regarding
their suitability for the calculation of 29Si and 119Sn NMR chemical shifts. In the scope
of these studies, the SiS146 and the SnS51 benchmark sets are compiled and used for the
assessment of various DFAs. Correspondingly, the use of computationally more demanding
hybrid functionals does not generally lead to improved results compared to more efficient
(meta-)generalized gradient approximation (GGA) DFAs. However, a relativistic treatment
(ideally including spin-orbit effects) reveals being indispensable if heavy atoms are close to
a light NMR nucleus (29Si) or if the nucleus is heavy itself (119Sn).

Afterward, two machine learning-based correction methods (Δ-ML) are presented for the
improved description of 1H and 13C NMR chemical shifts. The NMR prediction performance
of DFT can generally be improved with the Δcorr-ML method, which adds a correction term
based on highly accurate coupled cluster reference data. Besides that, the ΔSO-ML method
is built on reference data obtained from spin-orbit relativistic DFT calculations of organic
molecules containing heavy atoms and represents an efficient alternative to relativistic
calculations. Both methods are evaluated using the underlying training and test data sets as
well as benchmark sets beyond that data and show to consistently outperform the routinely
applied linear regression approach. Applying both methods in a multilevel workflow can
significantly reduce the deviation to experimental data of 13C NMR chemical shifts. Finally, a
joint study with experimentalists on platform molecules for surface decoration is presented,
that showcases the usage of the Δcorr-ML method to verify computed 1H NMR chemical
shifts, which leads to important new insights into the involved chemical reactions.
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CHAPTER 1

Introduction

From the very beginning of chemistry, people have been eager to unravel the microscopic
structure of matter. Even a century ago, it needed years of research to clearly identify
seemingly simple molecules, e.g., in the famous search for the benzene structure, which
was first unequivocally conformed in 1929 by X-ray crystallography.2 Knowledge has been
growing rapidly since then but, until today, the elucidation of molecular and solid-state
structures remains a non-trivial task. A detailed understanding of the fundamental composi-
tion of a material is the key to studying its properties and explore new, similar substances.
Among other analytical tools that allow the investigation of the structural characteristics
of a compound, nuclear magnetic resonance (NMR) spectroscopy is an especially versatile
and powerful one. Being applicable for solids, liquids, gases, and solvated substances,
NMR spectroscopy is used throughout a wide range of research areas in chemistry and
related fields.3–7 Thus, it is relevant to various active scientific subjects, such as chemical
synthesis development and optimization,8–10 characterization of new substances,11–14 un-
derstanding of (bio)chemical processes,15–18 and analytical detection of chemicals in diverse
environments.19–21

In NMR spectroscopy, a strong external magnetic field is applied, leading to an alignment
of the nuclear spins of an analyte’s NMR-active atomic nuclei (1H, 13C, 15N, 19F, 29Si, 31P,
etc.). Low energy electromagnetic radiation can be used to study the nuclei’s response to an
energetic excitation, which provides information about their local magnetic environment
determined by the surrounding electrons. The recorded spectra can, therefore, be used to
generate atom-resolved information about the electronic structure of a substance, making it
possible to identify molecular characteristics, such as the presence of aromatic systems or
aliphatic chains and the interaction of atoms via covalent bonds or mere spacial proximity.
This information is provided by the unique chemical shift δ of a nucleus that determines the
spectral position of the corresponding signal. Furthermore, the spin-spin coupling pattern
of the signal can provide further insights into structural features within a molecule.

High-performance computing resources are nowadays widely available and usually
employed in many chemical studies. With modern quantum mechanical and classical
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Chapter 1 Introduction

simulation methods, it is possible to address virtually any physical or chemical process
that is relevant to research in a chemical laboratory. For example, very accurate electronic
energies can be calculated with coupled cluster (CC) methods for small systems. For larger
systems, density functional theory (DFT)22 can be applied and also allows for subsequent
frequency or property calculations, enabling direct comparisons to experimental findings.
A detailed introduction to these and other electronic structures methods is provided in
Section 2.1. If the investigated systems are large (several hundreds of atoms) or if a large
number of calculations is necessary, semiempirical quantum mechanical (SQM) or classical
force field (FF) methods, that usually have a lower accuracy, allow a rigorous assessment.

The importance of NMR and the availability of various computational methods leads
to the overarching subject of this thesis as logical consequence: The theoretical study of
NMR spectroscopy, or, more precisely, of the NMR chemical shift. The connection of a
wave function and NMR parameters has been known since the 1950s23 and a rational
analysis of Lodewyk et al. in a work from 201224 listed the five main sources of error that
should be regarded in an NMR chemical shift calculation. These are electron correlation,
conformational flexibility, solvation, heavy atom effects, and rotational-vibrational effects
(see Figure 1.1; a more detailed explanation is given in Section 2.3.2).

While the rotational and vibrational contributions are usually expected to cancel due to
the relative nature of the chemical shift, the conformational and solvation effects can be
taken care of by considering not only the optimal geometry but a full ensemble of structures
(discussed further in Sections 2.2.1 and 2.2.2). In this way, a more realistic picture can be
created in which differently populated conformations coexist. For instance, the conformer-
rotamer ensemble sampling tool (CREST)25 is capable of using the GFNn-xTB26,27 (n = 1, 2)
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Figure 1.1: Schematic representation of the five most important aspects in NMR calculations.
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SQM methods or the GFN-FF28 force field to generate potentially relevant conformers while
applying an implicit solvation model. The resulting ensemble can subsequently be refined
using DFT via the command-line energetic sorting tool (CENSO)29 to yield an ensemble
at DFT quality. Thus, it is possible to obtain molecular properties as Boltzmann-weighted
average, e.g., NMR spectra30 or optical rotation.31

Regarding electron correlation and the overall usability of an electronic structure method
to calculate NMR chemical shifts, DFT has often proven a robust and well-balanced com-
promise between computational demands and accuracy. For example, studies have been
performed on the comparison of different density functional approximations (DFAs) re-
garding their performance for the calculation of chemical shifts from 1H,32–34 13C,33,35 19F,36

31P,36–38 or several further main group39–41 and transition metal42 nuclei. Analogously, there
are investigations for higher levels of theory that precisely compare various aspects of
coupled cluster theory and rigorously approach the possible accuracy limit.43–46

NMR nuclei other than the most common ones, 1H and 13C, are also of great importance,
as they often complement the experimental findings for certain compounds. When it comes
to heavy nuclei, Paul Dirac would probably qualify his statement about the importance of
relativity for chemistry (see opening quote1) today, being aware of the relevance of NMR
spectroscopy. Special relativity is indeed necessary to tackle the last of the mentioned error
sources in NMR calculations if heavy elements are present.47,48 Due to the high nuclear
charge of heavy atoms, inner-shell electrons reach high velocities that necessitate such a
treatment in order to obtain an accurate picture of the electronic structure in the vicinity of
the nucleus. It is precisely this region of the electronic structure that contributes most to the
final chemical shift value, so a consideration is rational for heavy nucleus NMR, such as for
the 183W,49 195Pt,50 199Hg,51,52 or 207Pb49,53 nuclei. But there is even more to it: The relativistic
spin-orbit effect of a heavy nucleus on the local magnetic field can propagate through the
electron density in chemical bonds and thus affect the chemical shift of other (light) nuclei,
which is called heavy atom effect on the light atom (HALA).48,54 A relativistic treatment can,
therefore, be relevant for the calculation of the 1H, 13C and 29Si NMR chemical shifts, too.

In order to shed more light on the computational simulation of NMR chemical shifts in
solvated systems using DFT and relativistic approaches, the presented thesis includes two
comprehensive studies, focusing on the 29Si (Chapter 3) and the 119Sn nucleus (Chapter 4) in
organic compounds. Various density functional approaches will be evaluated and other sim-
ulation aspects, such as the influence of the level of theory used for geometry optimization
and the effect from conformational averaging, will be discussed. DFT calculations will be
augmented with different relativistic approaches to study the relativistic effects in the 119Sn
NMR chemical shift and the HALA effect to 29Si in organosilicon compounds.

With the knowledge about the strengths and weaknesses of DFT for calculating NMR
chemical shifts, procedures can be developed that systematically aim at eliminating a known
deficiency of the original method. The thorough inclusion of electron correlation effects is
possible, yet associated with a very high computational effort that limits it to the investi-
gation of small systems. Similarly, the explicit use of approximations to a fully relativistic
Hamiltonian (as described in Section 2.2.3) involves additional computational resources as

3



Chapter 1 Introduction

well and is not as straightforward for a non-expert user as it requires advanced knowledge
and – at least currently – particular software packages.

The second aim of this thesis is, therefore, the development of correction methods for some
of the aspects mentioned above. For this purpose, the versatile field of machine learning (ML)
will serve as toolbox for constructing such techniques. The concept of artificially mimicking
biological neurons, which dates back to 1943,55 has been used for chemical applications since
the late 1980s.56,57 However, this interest has intensely grown in the past decade58,59 with
25 recorded publications in 2013 and 790 in 2023.60 Nowadays, there is hardly any area of
computational chemistry that has not yet been explored with the use of an ML approach.
To name only a few examples, the applications include the general prediction of molecular
properties61 or (conformational) energies,62,63 accurate structure determination,64,65 spectra
generation,66,67 the generative construction of new structures,68,69 and the full prediction of
the electronic structure,70–72 e.g., with neural network potentials.73,74

Even when focusing on the computational investigation of NMR spectroscopy, a wide
range of ML techniques have been developed based on various flavors. There are methods
to directly predict an NMR chemical shift from merely a three-dimensional condensed-
phase75,76 or molecular structure,77–81 or even to yield the full shielding tensor.82 Other
approaches use machine learning for structural assignment and interpretation of complex
(multi-dimensional) spectra.83–87 However, it is also possible to combine results from quan-
tum chemical calculations with ML, e.g., with the Δ-ML approach, in which a correction (Δ)
to a computed baseline value is predicted by the ML model. Thereby, the calculated NMR
chemical shifts can be enhanced and corrected with respect to high-level computed88,89 or
experimental90 reference data.

With the help of a rather simple ML approach described in Section 2.4, two correction
methods (Δ-ML) for 1H and 13C NMR chemical shifts based on DFT will be presented in
this thesis. The first one (Chapter 5), called Δcorr-ML, corrects a DFT-based result toward
coupled cluster accuracy, meaning it predicts the electron correlation contribution to the
chemical shift. Then (Chapter 6), a second correction, ΔSO-ML, is introduced to predict
the contribution to the 1H and 13C NMR chemical shift originating from the inclusion of
spin-orbit relativistic effects. This method proves useful for compounds involving heavy
atoms. Finally, in Chapter 7, an application example for the calculation of 1H NMR chemical
shifts with DFT will be shown, in which a large chemical shift change during a ring closure
reaction of a bicyclophane is investigated. The previously developed Δcorr-ML method
is applied to verify the calculated values and helps to identify the crucial computational
aspects necessary for an accurate replication of the experimental findings.

In the following, a more detailed introduction to the physical concepts and computational
methods will be given (Chapter 2), explaining the fundamentals of electronic structure
theory, NMR spectroscopy and machine learning. It is followed by the main part of this
thesis, which are the five already mentioned investigations related to the computational
simulation of NMR parameters in Chapters 3 to 7 and appendices A to E. Finally, Chapter 8
will provide a summary of the key findings from these studies and place the work into a
larger context for future research.
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CHAPTER 2

Theoretical Background

This chapter gives an overview of the most important theoretical concepts that are the basis
for the work in this thesis. It starts with the most fundamental principles of electronic
structure methods in general (Section 2.1) and proceeds with approaches beyond the sole
electronic energy (Section 2.2). Afterward, the fundamentals of nuclear magnetic resonance
spectroscopy (Section 2.3) and machine learning (Section 2.4) are outlined.

2.1 Electronic Structure Theory

This section provides a brief overview of the concepts of electronic structure and approaches
for its calculation. It is mainly based on the explanations given in the textbooks [91] and [92].
If not stated otherwise, all equations in this section are given in atomic units.

2.1.1 General Concept

At a fundamental level, the aim of electronic structure methods is to describe the distribution
and movement of electrons in a system, say, a collection of atoms. The electronic structure of
molecules can be represented by a wave function Ψ. A given Hamiltonian Ĥ can be used to
attribute a total energy E to the electronic structure via an eigenvalue problem, which is, for
now, the non-relativistic time-independent Schrödinger equation.93

ĤΨ = EΨ (2.1)

The physically exact form of this Hamiltonian consists of five components, which correspond
to kinetic (T̂ ) energy contributions of electrons (e) and nuclei (n) and the potential (V̂)
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Chapter 2 Theoretical Background

energies associated with their pairwise interactions.

Ĥ = −1
2

Nel

∑
i
∇2

i︸ ︷︷ ︸
T̂e

−
Nat

∑
A

∇2
A

2MA︸ ︷︷ ︸
T̂n

+
Nel

∑
i

Nel

∑
j>i

1
rij︸ ︷︷ ︸

V̂ee

−
Nel

∑
i

Nat

∑
A

ZA
riA︸ ︷︷ ︸

V̂en

+
Nat

∑
A

Nat

∑
B>A

ZAZB
rAB︸ ︷︷ ︸

V̂nn

(2.2)

In this notation, Nel and Nat are the total numbers of electrons and atoms in the system
while i, j represent electrons and A, B represent nuclei. MA and ZA are the mass and nuclear
charge of nucleus A, respectively, and the distance riA between two objects i and A is given
as their Euclidean norm from the position vector r.

riA = |ri − rA| (2.3)

Since even the smallest possible nucleus (the proton) is almost 2000 times heavier than an
electron94 and their dynamics happen on very different time scales, the nuclei “see” a some-
what averaged electron cloud that responds instantly to alternations in the nuclear positions.
It is thus, in most situations, reasonable to separate nuclear and electronic movements and
assume a fixed scaffold of nuclei, which leads to

T̂n = 0 (2.4)

and
V̂nn = const. = Enuc (2.5)

and is known as Born-Oppenheimer approximation.95 This concept is fundamental and is
applied throughout all parts of this thesis. It leaves the electronic Hamiltonian Ĥel, which is
object of all electronic structure methods, with three terms.

Ĥel = T̂e + V̂ee + V̂en (2.6)

With all the physical relations included in the operator Ĥ, the other rather complex object
in equation (2.1) is the wave function Ψ that contains the actual description of the system of
interest. In the ansatz, that is further explained in Section 2.1.2, the wave function comprises
the electrons in orbitals ϕ. A spin orbital ϕi(x), regardless if its origin is atomic or molecular,
is a four-dimensional one-particle wave function consisting of a spacial orbital ψi(r) and a
spin component σi ∈ α, β.

ϕi(x) = ψi(r)σi (2.7)

Naturally, atomic orbitals can be described using Slater-type (ST) functions as those are
obtained from solving the Schödinger equation for the hydrogen atom.96 However, it is a
common approach to use Gaussian-type (GT) functions instead, as they are computationally
more feasible. Exemplary functions are shown below, where a(r) are spherical harmonics
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2.1 Electronic Structure Theory

determined by the azimuthal quantum number and α is a real scaling factor.

ψST(r) = a(r) · e−α|r| (2.8)

ψGT(r) = a(r) · e−αr2

(2.9)

When Gaussian-type orbitals (GTOs) are used, they are often contracted in order to better
mimic the shape of an STO, i.e., the actual contracted orbital is obtained as an arbitrary linear
combination of a number of primitive functions.

The atomic orbitals (AOs), now termed χi, are used as basic ingredients for an electronic
structure calculation. The molecular orbitals (MOs) ψi, which are obtained from such a
calculation of a molecular system, are linear combinations of all atomic orbitals (LCAO
ansatz) with the coefficients Cµi and NAO being the total number of AOs.

ψi =
NAO

∑
µ

Cµiχµ (2.10)

During a typical electronic structure calculation, the coefficients Cµi are optimized such that
the resulting wave function Ψ minimizes the energy E in equation (2.1), yielding the final
electronic structure described by the final MOs.

2.1.2 Hartree-Fock Theory

One of the most basic electronic structure methods and a starting point for many others is
Hartree-Fock (HF) theory. It uses the exact (non-relativistic and time-independent) Hamilto-
nian from equation (2.2) and computes the energy E variationally. The wave function Ψ is
approximated by a Slater determinant ΦSD, including all N spin orbitals ϕi occupied by N
electrons xi.

ΨHF ≈ ΦSD (2.11)

ΦSD(x1, x2, . . . , xN) =
1√
N!

∣∣∣∣∣∣∣∣∣
ϕ1(x1) ϕ2(x1) · · · ϕN(x1)

ϕ1(x2) ϕ2(x2) · · · ϕN(x2)
...

...
. . .

...
ϕ1(xN) ϕ2(xN) · · · ϕN(xN)

∣∣∣∣∣∣∣∣∣ (2.12)

In that way, the requirement of the wave function to be antisymmetric is fulfilled, which
holds for all fermions. Consequently, Ψ will vanish if all quantum numbers of two electrons
are identical, which is in accordance with the Pauli exclusion principle. In HF theory, the
energy is given as the expectation value of the Hamiltonian.

EHF =
〈

ΨHF
∣∣∣ Ĥ ∣∣∣ΨHF

〉
(2.13)

7



Chapter 2 Theoretical Background

Inserting the electronic Hamiltonian Ĥel from equation (2.6) leads to

EHF =
N

∑
i

〈
ϕi

∣∣∣ ĥ
∣∣∣ ϕi

〉
+

1
2

N

∑
ij

(〈
ϕi

∣∣∣ Ĵj

∣∣∣ ϕi

〉
−
〈

ϕi

∣∣∣ K̂j

∣∣∣ ϕi

〉)
+ Enuc (2.14)

with the one-electron operator ĥ and the two-electron Coulomb and exchange operators Ĵ
and K̂, respectively.

ĥ |ϕi⟩ = −1
2
∇2

i −
Nat

∑
A

ZA
riA

(2.15)

Ĵj |ϕi⟩ =
(∫

ϕ∗
j r−1

ij ϕj dxj

)
|ϕi⟩ =

〈
ϕj

∣∣∣ r−1
ij

∣∣∣ ϕj

〉
|ϕi⟩ (2.16)

K̂j |ϕi⟩ =
(∫

ϕ∗
j r−1

ij ϕi dxj

) ∣∣∣ϕj

〉
=
〈

ϕj

∣∣∣ r−1
ij

∣∣∣ ϕi

〉 ∣∣∣ϕj

〉
(2.17)

These operators trace back to the ingredients in equation (2.6). T̂e and V̂en are contained in
ĥ and V̂ee is divided into the classical Coulomb repulsion of two electrons and their exchange
interaction, which is a purely quantum mechanical phenomenon and is associated with
an energy contribution for the hypothetical exchange of two non-distinguishable particles.
Now, all three operators above can be combined in the Fock operator f̂ .

f̂ |ϕi⟩ = ĥ |ϕi⟩+
N

∑
j

Ĵj |ϕi⟩ − K̂j |ϕi⟩ (2.18)

The eigenvalues of the Fock operator are the orbital energies ε of the corresponding orbital ϕ.

f̂ |ϕi⟩ = ε i |ϕi⟩ (2.19)

All operator expressions shown so far can be reformulated in a matrix form. Furthermore,
for closed-shell cases (no unpaired electrons), it can be assumed that all spacial orbitals are
doubly occupied and α = β. Then, only half of the orbitals have to be treated explicitly and
half of the exchange terms vanish due to spin orthogonality. This yields the Fock operator as

fii = ε i = hii +
N

∑
j

Jij − Kij = hii +
N/2

∑
j

2Jij − Kij (2.20)

8



2.1 Electronic Structure Theory

and the HF energy (2.14) can be expressed by using fii.

EHF = 2
N/2

∑
i

hii +
N/2

∑
ij

(
2Jij − Kij

)
+ Enuc (2.21)

=
N/2

∑
i
(hii + fii) + Enuc (2.22)

It is now feasible to insert the basis set expansion (2.10) with NAO atomic orbitals into
equation (2.19) and define the overlap matrix S, the core-Hamiltonian Hcore, and the Fock
matrix F as NAO × NAO matrices.

f̂ ∑
µ

Cµiχµ = ε i ∑
µ

Cµiχµ (2.23)

Sµν = ⟨χµ|χν⟩ (2.24)

Hcore
µν = ⟨χµ|ĥ|χν⟩ (2.25)

Fµν = ⟨χµ| f̂ |χν⟩ (2.26)

These equations lead to an eigenvalue problem that connects the Fock matrix with the orbital
coefficients and is known as Roothaan equations (2.27).

FC = SCε (2.27)

Furthermore, the HF energy can be expressed via the definition of a density matrix Pµν.

EHF =
1
2 ∑

µν

Pνµ

(
Hcore

µν + Fµν

)
+ Enuc (2.28)

Pµν = 2
N/2

∑
i

CµiC
∗
νi (2.29)

With this equation at hand, the HF energy can directly be calculated from any linear combi-
nation of the atomic orbitals using their coefficients Cµi.

During an actual HF calculation, the solution of the Schrödinger equation (2.1) is approxi-
mated by using the variational principle to find the Slater determinant giving the lowest
possible energy. This procedure is usually conducted in a self-consistent way, starting with
an initial guess for Pµν that corresponds to a starting wave function. The guess can then be
used to calculate the Fock matrix via Hcore

µν and the two-electron integrals.

Fµν = Hcore
µν + ∑

λσ

Pλσ

(
⟨ϕµϕσ|r

−1
12 |ϕνϕλ⟩ −

1
2
⟨ϕµϕσ|r

−1
12 |ϕλϕν⟩

)
(2.30)

After an intermediate transformation step, the resulting Fock matrix is subsequently diago-
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Chapter 2 Theoretical Background

nalized to solve the Roothaan equations (2.27), which yields new orbital coefficients and a
new density matrix. This procedure is repeated until a convergence of E and Pµν is reached
and the final self-consistent field (SCF) energy solution is obtained. Due to the evaluation of
the two-electron integrals, the HF method has a formal scaling of O(N4) with the system
size N.

2.1.3 Electron Correlation Methods

The major drawback of HF theory is its insufficient treatment of electron correlation effects.
In fact, a single-determinant ansatz is not capable of including interactions of two electrons
with opposite spin. By definition, the correlation energy Ecorr of a system is defined as the
difference between the energies obtained from a method that considers electron correlation
and HF.

Ecorr = Ecorrelated − EHF (2.31)

The most straightforward way to overcome this issue is to approximate the wave func-
tion with more than one determinant, more precisely, with a linear combination of Slater
determinants. This approach is called configuration interaction (CI).

|ΨCI⟩ = |Φ0⟩+ ∑
ia

ca
i |Φ

a
i ⟩+ ∑

ijab
cab

ij |Φ
ab
ij ⟩+ ∑

ijkabc
cabc

ijk |Φabc
ijk ⟩+ . . . (2.32)

In this notation, Φ0 is a reference wave function – most commonly the HF wave function –
and Φab···

ij··· indicates that, with respect to Φ0, an electron has been moved from the occupied
orbital i to the virtual orbital a, a second electron from j to b, and so on. The contributions are
weighted by their corresponding coefficients cab···

ij··· . When the series is complete, i.e., when all
possible excited determinants are included, the method is called full CI (FCI) and Ψ is an
exact solution of equation (2.1). In truncated CI, the series (2.32) is terminated after a desired
term, e.g., after Φab

ij , leaving only singly (S) and doubly (D) excited determinants (CISD).
The CI approach has two major drawbacks: Firstly, significant computational resources are
demanded as CISD formally scales as O(N6) and CISDT as O(N8). Secondly, truncated
CI methods are not size-consistent, meaning that the energy of a system with two non-
interacting particles A and B (because of a sufficiently large distance) does not equal the
sum of the separate energies. Size-consistency only holds for FCI.

ECI(A + B) ̸= ECI(A) + ECI(B) (2.33)

Mainly because of this size-inconsistency, the more common choice of a correlated method
is coupled cluster (CC) theory. In contrast to CI, the CC wave function is expanded in an

10



2.1 Electronic Structure Theory

exponential approach via a Taylor series.

|ΨCC⟩ = eT̂ |Φ0⟩ (2.34)

eT̂ = 1 + T̂ +
1
2

T̂2 +
1
6

T̂3 + . . . +
1

N!
T̂N (2.35)

Furthermore, the cluster operator T̂ is the sum of operators of certain degrees of excitation
(singly: T̂1, doubly: T̂2, . . . ).

T̂ = T̂1 + T̂2 + T̂3 + . . . + T̂N (2.36)

When the complete T̂ is taken into account, the method is identical to FCI, otherwise the
cluster operator is truncated after a desired degree of excitation. In contrast to truncated
CI, the formulation of equation (2.34) ensures that even for truncated CC, excitations up to
order N are implicitly included, making the method size-consistent and thus superior to
truncated CI. The scaling behavior remains unchanged (e.g., CCSD scales as O(N6)). An
especially noteworthy coupled cluster method is CCSD(T),97 which uses a CCSD approach
and an additional perturbative inclusion of the triples excitations. It has a formal scaling of
O(N7) and is still applicable to medium-sized systems with an extraordinary accuracy as
long as static correlation is expected to play a minor role. It is, therefore, often referred to as
the “gold standard” of quantum chemistry.98

Perturbation theory can also directly be applied on top of a non-correlated method, leading
to the last group of correlated methods that shall be introduced in this scope: many body
perturbation theory (MBPT). It treats the correlation energy as a (small) perturbation V to
the reference Hamiltonian Ĥ0, for which a converged result of Ψ0 is known and expected to
be somewhat close to the exact solution.

Ĥ = Ĥ0 + V (2.37)

In the Møller-Plesset (MP) variant of MBPT, Ĥ0 is used from a HF calculation. The total
energy is then expanded as a sum of energies from different orders of perturbation. The
first energy expression that contains an electron correlation contribution is obtained at the
second order (MP2).

E(0) + E(1) = EHF (2.38)

E(0) + E(1) + E(2) = EMP2
tot (2.39)

The MP2 correlation energy can be calculated non-iteratively by including double excitations.

EMP2
corr =

1
4 ∑

ijab

∣∣∣⟨ϕiϕj|ϕaϕb⟩ − ⟨ϕiϕj|ϕbϕa⟩
∣∣∣2

ε i + ε j − εa − εb
(2.40)
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Chapter 2 Theoretical Background

While a truncation at an arbitrary order of perturbation is possible (MP3, MP4, . . . ) and
all MP methods are size-consistent, the MP2 method is most commonly used, as it has a
rather low scaling behavior of O(N5). However, due to the starting requirement of HF being
an already good approximation to an exact method, MP2 fails if this is not the case, as in
homolytic bond dissociations. Nevertheless, it can be valuable if well-behaved systems are
considered.

2.1.4 Density Functional Theory

A fundamentally different approach to obtain the electronic structure of a system is density
functional theory (DFT). It goes back to the (first) Hohenberg-Kohn theorem99 that proves
that the electronic energy of a system is completely determined by its electron density ρ(r).
Thus, a unique energy functional E[ρ] exists that only depends on the spacial coordinates
of the density and the complexity of the problem is not increased with the system size as it
is the case for the use of Slater determinants. However, the functional remains unknown,
which goes along with serious drawbacks. Nowadays – and throughout this whole thesis –
DFT actually refers to Kohn-Sham (KS-) DFT, an ansatz that uses both a wave function in
the form of a Slater determinant and concepts from orbital-free DFT. The electron density
can thus be formulated using orbitals ϕi with occupation numbers ni.

ρ =
Nel

∑
i

ni |ϕi|
2 (2.41)

In KS-DFT, the energy functional is divided into different contributions, similar to equa-
tion (2.2). The known parts are the kinetic energy TS (calculated using a Slater determinant)
and the Coulomb interaction between electrons and nuclei (Ene) or other electrons (J).

TS =
Nel

∑
i

〈
ϕi

∣∣∣∣−1
2
∇2
∣∣∣∣ ϕi

〉
(2.42)

Ene[ρ] = −
Nat

∑
A

∫ ZAρ(r)
|rA − r| dr (2.43)

J[ρ] =
1
2

∫∫
ρ(r)ρ(r′)
|r − r′|

drdr′ (2.44)

Compared to equation (2.6), used in HF, the exchange contribution is missing here. This
is due to the fact that it is impossible to reformulate it using ρ(r). Therefore, an unknown
exchange functional EX along with an also unknown functional accounting for electron
correlation EC are added, forming the so-called exchange-correlation (XC) functional.

E[ρ] = TS[ρ] + Ene[ρ] + J[ρ] + EXC[ρ] (2.45)

EXC[ρ] = EX[ρ] + EC[ρ] (2.46)
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In that way, the two-electron energy contributions from Coulomb and exchange, described
by the Ĵ and K̂ operators in equation (2.14) for HF, do not completely cancel if i = j, which is
unphysical. The resulting deviation is known as self-interaction error (SIE).

The exchange-correlation functional is essentially the ingredient that makes the difference
of various DFT methods. These density functional approximations (DFAs) are only to a
limited extent systematically improvable, but they can be arranged in different rungs of the
“Jacob’s ladder” of DFT.100 Thus, the simplest approximation and the lowest rung is covered
by the local density approximation (LDA), which only uses density-dependent terms in
EXC and treats electrons as a uniform electron gas. This approach has some application to
metal-like systems but a limited relevance for molecules. On the second rung, generalized
gradient approximation (GGA) methods are situated. These additionally include terms that
depend on the gradient of the density ∇ρ, allowing it to adapt better to the heterogeneous
nature of the electronic structure of molecules. Famous examples are PBE101 or BP86.102,103

When higher derivatives of ρ or the kinetic energy density are included, the third rung is
reached and the methods are called meta-GGA. They can be superior to GGAs and examples
are TPSS104 or r2SCAN.105

However, a more significant difference is found on rung four, which includes hybrid
DFAs that substitute a certain amount of EX[ρ] by the exact exchange expression from HF,
evaluated with KS orbitals. This approach can help to reduce the SIE and is recommended
in cases that are prone to SIE, such as transition states.22 Popular hybrid functionals are,
e.g., B3LYP106–108 or PBE0.109 The fifth and last rung, with respect to accuracy, follows the
concept of hybrid functionals and also EC[ρ] is partially substituted by explicitly including
electron correlation, usually from MP2. These methods are called double hybrids and the
B2PLYP110 or PWPB95111 functionals are to be mentioned here. In the context of this thesis,
mainly (meta-)GGA and (meta-)hybrid DFAs are considered.

DFT is often a good compromise between accuracy and computational cost. (meta-)GGAs
can have a formal scaling of O(N3) and hybrid DFAs of O(N4), like HF. Still, both types
are in general more accurate than HF. Double hybrid functionals lie at the upper end of the
accuracy scale but come with increased computational demands with a scaling of O(N5).

2.2 Further Considerations

In Section 2.1, it was shown how the total energy of a (molecular) system can be approx-
imated by using the Schrödinger equation (2.1). However, this energy is normally not
accessed in an experimental setting as there, processes are usually also determined by tem-
perature and entropic effects. Therefore, this section presents the most important concepts
of free energy calculations and nuclear dynamic effects, as well as some approaches for
including special relativity in electronic structure calculations. The following is mainly based
on reference [92].
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Chapter 2 Theoretical Background

2.2.1 Solvation and Free Energy

In chemical laboratories, it is very common to carry out experiments (syntheses, measure-
ments, etc.) in solution. Electronic structure methods, however, do not consider a solvent.
In fact, to describe the experimental setting correctly, it is necessary to not only include
the molecule of interest in a calculation, but to add at least as many solvent molecules as a
saturation of the solvation effects is reached or expected. This approach is called explicit
solvation. It is, however, extremely complex and impractical for large systems or for screen-
ing calculations of many molecules as an unmanageably large number of conformations of
the solvent shell are possible and have to be considered. Nevertheless, it is also possible to
include only a small number of solvent molecules explicitly to describe their most important
(non-covalent) interactions with the solute in a so-called microsolvation approach.

A much simpler and computationally more accessible way of including solvation effects
is an implicit treatment with continuum models. The bulk solvent is, in this case, replaced
by an electrostatic potential depending on a dielectric constant ε and contains a cavity in
which the solute molecule is placed. The electronic structure of the solute and its charge
distribution induces a polarization of the continuum, which in turn influences the molecule’s
electronic structure. This electronic structure change is associated with a stabilization of
the molecule and its solvation (free) energy. Thanks to this general procedure, an implicit
solvation model can, in principle, be added easily to most calculations. Some of the most
commonly used continuum solvation models – that are also applied in this thesis – are the
(conductor-like) polarizable continuum model ((C)PCM),112,113 the conductor-like screening
model (COSMO)114 with its variant for real solvents (COSMO-RS),115,116 and the analytical
linearized Poisson-Boltzmann (ALPB)117,118 model.

Besides the surroundings, enthalpic contributions are also missing in an electronic struc-
ture calculation compared to a reaction flask. In practice, enthalpies H or, more commonly,
free energies G are investigated and are experimentally accessible.

H = E + p∆V (2.47)

G = H − T∆S (2.48)

The other variables are the electronic energy E, the pressure p, the volume V, the temperature
T and the entropy S. The microscopic level of a single molecule can be connected to the
macroscopic scale via a partition function q, which is the sum over all states s and their
energies εs (kB is the Boltzmann constant).

q = ∑
s

e− εs/kB T (2.49)

Furthermore, the total energy εtot is the sum of all contributions from translational, rotational,
vibrational, and electronic degrees of freedom.

εtot = εtrans + εrot + εvib + εel (2.50)

14



2.2 Further Considerations

The relation applies analogously to Htot and Stot, which can be obtained from a vibrational
frequency calculation using any electronic structure method. Thus, the total contribution to
the (Gibbs) free energy GRRHO in this rigid-rotor, harmonic oscillator (RRHO) approach119 is,
for a certain temperature, accessible via equation (2.48). In this thesis, a modified approach
(mRRHO) is used due to its better robustness.120

The solvation process of a molecule, i.e., bringing it from the gas to the solution phase, is
also associated with a free energy contribution δGsolv, that can be calculated using a solvation
model as the difference caused by the use of the model. In total, the free energy obtained
from an electronic structure calculation and its subsequent evaluations is the sum of the
individual contributions.

G = E + GRRHO + δGsolv (2.51)

2.2.2 Ensemble and Dynamic Effects

Up to this point, a molecule was always considered a fixed arrangement of atoms, for which
one can calculate the total electronic energy as well as free energy contributions. However,
for every set of atoms, a total energy can be attributed to every possible structure, forming
a 3Nat-dimensional hypersurface (potential energy surface, PES). Minima on the PES are
considered stable structures and first-order saddle points can be associated with transition
state structures. These points can be reached with geometry optimizations. At a temperature
T > 0 K, atoms in molecules can move to some extent and different conformations of the
same molecule can be present at the same time. In a computational simulation, this can
be described in different ways and the two most important ones for this thesis are a static
ensemble approach and a molecular dynamics approach.

Static Conformer Ensemble

A conformer ensemble is a set of different conformations (minima on the PES) of a compound
simultaneously present at a certain temperature. Their relative frequencies of occurrence,
also called populations Pi, depends on their total free energies Gi relative to the one of
the lowest free energy Gmin and the temperature and can be described by the Boltzmann
statistics (R is the universal gas constant). The corresponding Boltzmann weights wi are
obtained relative to all NP populations.

∆Gi = Gi − Gmin (2.52)

Pi = e− ∆Gi/RT (2.53)

wi =
Pi

NP

∑
j

Pj

(2.54)

With this approach, most of the properties of a compound, including the total free energy
and quantities from derivations of the energy (as presented in Section 2.3), can be Boltzmann
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averaged, meaning that the total quantity Q is the weighted sum of the values from all
conformers.

Q =
NP

∑
i

wiQi (2.55)

In that way, the conformational flexibility of a molecule is replicated by explicit treatment of
every important unique structure. For flexible molecules, such as those with long aliphatic
alkyl chains, many thermally accessible conformations exist even at room temperature and
their consideration might be important to achieve an accurate result. When the molecule is
very rigid, only few conformations are populated and it can suffice to explicitly simulate
only one representative conformer, such as the one with the lowest free energy.

There are various computational tools that can be used to generate a conformer ensemble
from a starting structure. In this thesis, a workflow combining the conformer-rotamer ensem-
ble sampling tool (CREST)25 and the command-line energetic sorting algorithm (CENSO)29

for conformer ensembles was used throughout. In the first step (CREST), a metadynam-
ics simulation (see next paragraph), using the GFN-FF28 force field or the semiempirical
quantum mechanical GFN2-xTB27 method, is performed from a starting structure in order
to sample as many minima on the PES as possible. For all candidates, free energies are
calculated and the highest-lying conformers are sorted out. Second (CENSO), the ensemble
is systematically refined by optimizing the structures at increasingly accurate levels of DFT.
Hence, the final ensemble is condensed to the most important conformers.

Molecular Dynamics

A different way of including the diversity of structures given by the PES are molecular
dynamics (MD) simulations. In a Born-Oppenheimer MD simulation (the most commonly
used type and used herein), the nuclei are considered classical particles and their move-
ments follow Newton’s equation of motion. Accordingly, the molecule experiences nuclear
displacements to a certain extent associated with a movement on the PES over a given time
period (typically some 100 ps or a few ns). The conformational space of a molecule can thus
be sampled and the simulation can reach other minima on the PES, while some lie behind
energy barriers that are too high to cross. The result of an MD simulation depends on the
global settings, which include the temperature. They can be used to replicate a behaviour as
close to reality as possible, but it is also possible to artificially alter the PES by using bias
potentials, e.g., to overcome high energy barriers, like in metadynamics simulations.121

Given the molecular motions are described properly and long enough, MD simulations
can also be used to obtain an average of a desired quantity Q that is obtained from an
electronic structure calculation. In that case, NS snapshot structures are taken in equidistant
time steps throughout the simulation and the quantity is calculated for each snapshot i.

Q =
1

NS

NS

∑
i

Qi (2.56)
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In contrast to the Boltzmann average, this approach represents a time-average of molecular
movements and includes non-equilibrium structures. It might, therefore, allow access to
other structural features that would not be present in a conformer ensemble but usually
requires much greater computational resources as numerous individual calculations are
necessary.

2.2.3 Relativistic Effects

In Section 2.1, the whole electronic structure problem was only discussed for the time-
independent and non-relativistic Hamiltonian because it is a reasonable approximation
in many cases. Paul Dirac himself did not consider special relativity at all important for
applications in chemistry (see the opening quote1). However, when heavy elements are
present, relativistic effects can indeed have a significant influence on the structure and
the chemical behaviour of substances. For example, the extraordinarily low melting point
of mercury is nowadays explained by relativistic effects122 and a similar behavior was
recently found for gold,123 for which the unusual color124 and the high stability of Au(III)
compounds125 are also believed to originate from such effects. To be fair, Dirac was referring
to “ordinary chemical reactions”, presumably meaning standard organic chemistry with
only light elements, and NMR spectroscopy was not known at that time.

In a heavy atom (the term “heavy” strongly depends on the context it is used in, but this
work will mostly refer to elements in the fourth period or higher), electrons close to the
nucleus, e.g., in the 1s-orbital, experience huge Coulomb attraction forces and can reach
velocities that are considerably close to the speed of light. This is accompanied by a non-
negligible increase of the electron mass. Subsequently, this leads to a contraction of the
s-orbitals, while d- and f -orbitals expand and get more diffuse. Finally, this mutation in
orbital shapes affects the whole electronic structure of a molecule. Especially for properties
that originate from the region close to the atomic nucleus, it can be important to consider a
relativistic treatment in the calculation, as will be shown in Section 2.3.2.

In order to incorporate special relativity in an electronic structure calculation, one can
consider the time-independent Dirac equation (2.57) as an extension to the Schrödinger
equation (2.1).

(cα · p + βmc2 + V)Ψ = EΨ (2.57)

Here, α and β are 4 × 4 parameter matrices, m is the relativistic electron mass, c is the
(constant) speed of light, cα represents the relativistic velocity operator, p = −i∇ is the
momentum operator, and V is an (external) electrostatic potential. Since the Dirac equation
is four-dimensional, the wave function has four components as well. Two components each
can be combined to yield a large (l) and a small (s) component.

Ψ =

(
Ψs
Ψl

)
(2.58)

As the name suggests, the Ψs contributes only little to the total wave function. Hence, the
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highly computationally demanding four-component problem can be reduced to an effective
two-component one by neglecting the small component.

Various approaches exist that build on this principle and find an approximation to solving
equation (2.57) in order to allow a relativistic treatment in a quantum mechanical calculation.
The most common ones are the Douglas-Kroll-Hess (DKH)126,127 approach and the zeroth-
order regular approximation (ZORA)128,129 to the Dirac equation. The exact transformation
of the four-component Dirac equation to two-components (X2C)130–132 even performs the
transformation in an arbitrarily accurate fashion. Furthermore, it is, depending on the
used approach, possible to include only specific relativistic contributions. For example,
purely scalar-relativistic (SR) effects can be included in a calculation at only few additional
computational costs, while including also spin-orbit (SO) effects drastically increases the
computational requirements. In most cases in this thesis, the SR- and SO-ZORA methods
were applied.

Heavy atoms naturally have a large number of electrons and hence basis functions in a
calculation. However, only few of the atomic orbitals – the valence and other high-lying
orbitals – contribute significantly to the chemically relevant (bonding) molecular orbitals.
Therefore, when the electrons close to the nucleus are not expected to be of great importance,
the inner atomic orbitals can be replaced by an effective core potential (ECP) to reduce the
computational demands. As these potentials are usually fitted to reference data, a relativistic
treatment can be included implicitly. There are ECPs, including an SR or SO treatment, that
can straightforwardly be used in a relativistic calculation.

2.3 Nuclear Magnetic Resonance

Nuclear magnetic resonance (NMR) is a nuclear physical phenomenon, which is the underly-
ing effect of a wide range of analytical measurement techniques, such as NMR spectroscopy
or magnetic resonance imaging (MRI).133 NMR spectroscopy can deliver detailed informa-
tion on the chemical environment of nuclei in molecules or solids and is therefore used on a
daily basis in chemical laboratories. The most important physical concepts in an experimen-
tal and computational setting are outlined in this section, mainly based on references [134]
and [135].

2.3.1 Experimental Aspects

To be NMR-active, an atomic nucleus has to have a non-zero nuclear spin with a quantum
number of I ̸= 0. If such an atom is brought into an external homogeneous magnetic field
B⃗0, its nuclear spin is aligned parallel to the magnetic field lines. In an NMR experiment, an
oscillating magnetic field is then applied perpendicular to the external field (also referred
to as radio-frequency pulse). If the pulse frequency matches the resonant frequency of the
nucleus (also called Larmor frequency fL and characteristic for every NMR-active isotope), a
deflection of the nuclear spin is caused.
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2.3 Nuclear Magnetic Resonance

After the pulse, the nucleus begins to relax back to its original alignment and undergoes
Larmor precession, determined by its intrinsic gyromagnetic ratio γ. This causes an electro-
magnetic signal that is received by the detection coil and transformed into a spectrum. The
resonant Larmor frequency is proportional to the external magnetic field strength B0.

fL =
γ

2π
· B0 (2.59)

The relaxation of a nucleus is influenced by other magnetic fields, such as those generated
by the movement of the surrounding electrons. Hence, the relaxation time varies in different
electronic environments of the nucleus, which usually corresponds to an also different
chemical environment. In the end, each chemically non-equivalent atom in a molecule corre-
sponds to a signal in the resulting NMR spectrum. Because of the relation in equation (2.59),
the overall resolution and the sensitivity of the measurement increase with the magnetic
field strength. Therefore, powerful electromagnets made out of a superconducting material
cooled with liquid helium are commonly used and reach field strengths of up to B0 = 21 T
and more.134

In basic NMR experiments, only one desired nucleus at a time is chosen to be investigated.
The most common ones are the 1H and 13C nuclei, since they appear in every organic com-
pound. Furthermore, both have a nuclear spin quantum number of I = 1/2, which leads to
clear signals in the spectrum. The abundance of an isotope in the naturally occurring isotope
mixture of an element is an important consideration, too. While the natural abundance of
1H is 99.985%, 13C only occurs with 1.10% and thus has an approximately 100-fold lower
sensitivity than 1H NMR.134 In 15N or 17O NMR spectroscopy with natural abundances of
0.366% and 0.038%, respectively, samples can be enriched with the respective isotope before
the measurement. Further examples of commonly investigated NMR nuclei are 19F, 29Si,
31P, 35Cl, 119Sn, and 207Pb. While NMR measurement techniques exist for virtually all states
of matter, this thesis only focuses on NMR spectroscopy in solution. Since most organic
solvents themselves contain 1H nuclei that produce NMR signals, they are usually enriched
with 2H (or D, deuterium) atoms, which are also NMR active but with a different resonant
frequency, so they do not appear in the 1H NMR spectrum.

A signal in a typical NMR spectrum conveys two important measures (cf. Figure 2.1).
Firstly, the chemical shift δ is related to the position of the signal in the spectrum and given as
dimensionless shift to a reference shielding value in ppm units. It is a measure for the degree
of shielding a nucleus experiences caused by its local magnetic environment. It is a purely
relative quantity that always has to be referenced to some value. For 1H and 13C NMR, the
chemical shifts of tetramethylsilane (Si(CH3)4) are usually used for that purpose and set to
δ = 0 ppm. The second measure is the spin-spin coupling constant n J, that appears for every
pair of NMR-active nuclei connected via n bonds. In 1H NMR spectroscopy, especially the
3 J(1H,1H) couplings determine the shape and splitting of the signals, from which one can
gain even more information on the relative structure of the investigated molecule.

There are numerous further NMR experiments and measurement techniques that enable a
vast range of possibilities for structure elucidation of molecules, including multi-dimensional
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spectra even with different nuclei. However, introducing those would be beyond the scope
of this thesis. Some more information on NMR spectroscopy can be found in Chapters 3 to 7
and the respective appendices.

2.3.2 Computational Aspects

As mentioned in Chapter 1, there is great interest in the computational prediction of NMR
parameters (shielding and coupling constants) and the simulation of NMR spectra since it
can supplement the already great amount of information obtained from an experimental
measurement. As worked out by Ramsey between 1950 and 1953,23 the NMR parameters
are obtained as second-order properties from, in principle, any desired electronic structure
method. With the three-dimensional external magnetic field vector B⃗0 and nuclear magnetic
moment µ⃗i of nucleus i, the elements of the 3 × 3 shielding tensor σij and the spin-spin
coupling tensor Jij are obtained as second derivatives of the energy E.

σij =
∂2E

∂µi∂B0j
(2.60)

Jij =
∂2E

∂µi∂µj
(2.61)

Since this thesis mainly focuses on the chemical shielding process, the spin-spin coupling
is not considered further. The most important quantity that can be obtained from the
shielding tensor σ via equation (2.60) is the isotropic shielding constant σiso, which contains
a paramagnetic and a diamagnetic component.

σ =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33

 (2.62)

σiso =
1
3
(σ11 + σ22 + σ33) (2.63)

In order to be directly comparable to an experimentally obtained value, the calculated
shielding constant σA,iso of a nucleus A requires a reference point. Analogously to the
experimental setting, the final chemical shift δA is obtained from the isotropic shielding
constant relative to that of a reference compound that should be calculated at the same level
of theory as the compound of interest.

δA = σref,iso − σA,iso (2.64)

The spin-spin coupling constants from equation (2.61) and the chemical shifts can finally
be used to build a spin Hamiltonian that has to be solved to generate the simulated NMR
spectrum. As an example, a simulated 1H NMR spectrum of chloroethane is shown and
annotated in Figure 2.1.
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2.3 Nuclear Magnetic Resonance

The existence of a directed magnetic field is accompanied by a gauge origin problem. Some
terms in the energy expression, and consequently the properties obtained via equation (2.60),
depend on a somewhat arbitrarily chosen gauge origin. This dependence must vanish, if the
molecules are expected to move freely in space or in a solution. Different approaches to cope
with this circumstance exist, e.g., the use of gauge-including atomic orbitals (GIAO)137–139

for the basis set expansion (2.10) – which was used in all calculations in this thesis – or the
individual gauge for localized orbitals (IGLO)140–142 method.

Another artificial effect in an NMR shielding calculation is the absence of an averaging of
chemical shifts of chemically equivalent nuclei, which is a dynamic effect. In solution and at
a given temperature, the rotational barriers of some bonds in a molecule are small enough to
enable a free rotation. Consider an ethane molecule (C2H6) as a simple example. A rotation
around the C C bond is usually possible, making all 1H nuclei chemically equivalent, which
results in only one signal from all six atoms. However, the calculation yields different values
for σiso depending on the dihedral angle between two hydrogen atoms. Averaging the
chemical shifts from snapshots of an MD simulation, as described in Section 2.2.2, would
yield the same value for all 1H nuclei. To circumvent this computational effort, chemically
equivalent nuclei are identified manually or even automatically30 and their shift values are
averaged before the resulting value or spectrum can be compared to experimental data.

It was already claimed that DFT is often a reliable choice as electronic structure method

1.351.401.453.653.703.75

0.00.51.01.52.02.53.03.54.04.55.0

δ / ppm δ(Ha)δ(Hb)

ab 3J(1H,1H)

Figure 2.1: Simulated 1H NMR spectrum of chloroethane with NMR parameter calculations at the
PBE0/pcSseg-2109,136 level of theory. The five hydrogen atoms lead to two signals with distinct
chemical shifts δ (corresponding to their positions in the spectrum) and coupling patterns caused by
the presence of 3 J(1H,1H) spin-spin couplings.
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for the calculation of NMR chemical shifts. Nevertheless, it is important to be aware of
the various sources of error that occur in such calculations. Lodewyk et al. declared five
of them as the major ones:24 electron correlation, conformational flexibility, solvent and
other intermolecular interactions, heavy atom effects, and rotational-vibrational effects (cf.
Figure 1.1). All of them are briefly commented on in the following paragraphs.

Electron Correlation

It is somehow obvious that a better description of electron correlation effects is accompanied
by a higher accuracy for calculated properties, not restricted to NMR chemical shifts. DFT
intrinsically includes some correlation and is, therefore, usually superior to HF.33 If the
computational resources allow, MP2 or double hybrid DFAs can be used to obtain more
accurate NMR chemical shifts.39 However, for highly accurate shielding constants, coupled
cluster may serve as a reference method. It has been shown that CCSD(T) significantly
outperforms CCSD, but all methods with even higher excitations usually benefit only
slightly.43

To account for electron correlation effects without explicitly calculating them, a simple
linear regression (LR) technique is commonly applied. When data for a set of shifts is
available at a low and a high level (e.g., two different levels of theory or calculated and
experimental data), the parameters α and β can be fitted to function (2.65) and used to scale
and improve the data obtained at the low level.

δlow = α · δhigh + β (2.65)

δlow,scaled =
δlow − β

α
(2.66)

In this thesis, a method based on machine learning (see Section 2.4) was developed to
correct 1H and 13C NMR chemical shifts obtained with DFT toward CCSD(T) accuracy. This
method is the subject of Chapter 5.

Conformational Flexibility

The influence of considering more than one conformation of a sample molecule does not only
apply to the total (free) energy as presented in Section 2.2.2, but also to derived properties.
Thus, it can be important to perform NMR chemical shift calculations for all conformers in
an ensemble and obtain the Boltzmann-weighted average chemical shift via equation (2.55).
This procedure is particularly substantial if the molecule of interest is flexible. The already
mentioned workflow using the CREST and CENSO algorithms is a reliable way of generating
a conformer ensemble for that purpose. With this workflow, it is possible to automatically
simulate an NMR spectrum and minimize the error due to conformational flexibility.30
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2.3 Nuclear Magnetic Resonance

Solvent and other Intermolecular Effects

The electrostatic perturbation of a molecule’s electronic structure caused by an implicit
solvation model has an indirect effect on the subsequent chemical shielding calculation. For
NMR simulations in solution, it is, therefore, advisable to apply a solvation model. The
differences in performance of different solvation models is expected to be small. However,
a rigorous study of the influence of different solvent models for the prediction of NMR
chemical shifts is missing until now.

Applying an explicit solvation model essentially breaks down the solvent influence to
intermolecular effects that enhance the description of the real environment in a calculation.
The effect of such non-covalent interactions can be significant, especially when π-systems are
involved, which might exhibit a ring-current effect that is transfused to another molecule. In
a side study to this thesis,143 a maximum 1H NMR chemical shift change of 1.9 ppm was
found for a water molecule approaching a benzene molecule.

Heavy Atom Effects

As mentioned in Section 2.2.3, a relativistic treatment can be necessary in an electronic struc-
ture calculation when heavy elements are present. The NMR shielding constant is special
in this context, because the local magnetic field experienced by the nucleus is influenced
most by the electrons in the low-lying orbitals. These are, in turn, most prone to relativistic
effects. Heavy atom effects to NMR parameters can, therefore, be very large. There are two
important cases that should be distinguished: The effect on a shielding constant of a heavy
nucleus and the effect from a heavy nucleus on the shielding constant of its neighboring
nuclei.

When the investigated nucleus itself is heavy, such as in 119Sn or 207Pb NMR spectroscopy,
it is intuitive to recognize that a missing relativistic treatment leads to large errors. In Chap-
ter 4, it will be shown that it is essential to include relativistic effects in 119Sn NMR chemical
shift calculations in order to get qualitatively correct results. Furthermore, approaches
including spin-orbit effects should be generally preferred over simpler scalar-relativistic
methods. Since ECPs do not explicitly contain electrons in the core region, the orbitals are of
wrong shape, making them unusable for heavy nucleus NMR shift calculations.

If a light nucleus is investigated by NMR spectroscopy but it is connected to a heavy atom,
it experiences the heavy atom on the light atom (HALA) effect.48 It results from the fact that
the relativistic effect in the heavy nucleus can propagate via Fermi-contact (FC) interactions,
which are magnetic interactions between a nuclear and an electron spin from an electron
in an s-orbital. It can thus affect the NMR shielding of a light nucleus significantly, when
they are connected via electrons in σ-orbitals, usually covalent bonds. However, the effect
can also occur through non-covalent bonds144 and is, in general, especially pronounced
for heavy halide substituents due to their strong spin-orbit coupling and large number or
electron lone pairs. In Chapter 3, it will be shown that a relativistic treatment is necessary
to capture the HALA effect and SO methods outperform SR approaches. Since the light
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nucleus is only indirectly affected by the relativistic effects, ECPs can be used.
The subject of Chapter 6 is the development of a second machine learning-based method

that predicts the change in 1H and 13C NMR chemical shifts close to heavy atoms caused by
including SO relativistic effects.

Rotational-Vibrational Effects

Molecules consistently rotate and vibrate at certain energy levels. Since a molecular vibration
essentially means that its geometry is changing over time, the NMR chemical shielding
constants of the affected nuclei experience vibrational effects. Although there are approaches
that allow a vibrational correction to the shielding constant, it was found that the effect is
highly systematic throughout various electronic structure methods, thus it mostly cancels
when a relative shift is calculated with equation (2.64).44 Consequently, vibrational effects are
important to consider if absolute shielding constants σ are calculated, but they are negligible
for chemical shifts δ.

2.4 Machine Learning

In the past years, machine learning (ML) and artificial intelligence (AI) have entered our
everyday life and are nowadays omnipresent. This section shortly presents the fundamentals
of the concept of ML, mainly based on reference [145], and puts it in the context of this thesis.

The term “machine learning” describes a principle in data science in which a program
is designed such that it learns from the data it is provided with and builds an abstract
statistical model based on experience. The structure and internal relations of the underlying
training data are, therefore, generalized and can be used to make predictions for similar
data that is unknown to the model. The diversity of ML techniques is massive and many
of them have become part of our daily life (e.g., in recommendation algorithms,146 picture
or voice recognition147 and generation,148 and universal chat bots149). Machine learning
techniques are particularly useful when a problem is too complex to be described by simple
mathematical operations or the exact relation between input data and the desired output is
simply not known.

Among many others, artificial neural networks (ANNs) can be applied for such problems.
Since these have been used in this thesis, all other flavors of ML methods are neglected here.
ANNs are inspired by biological neural networks (e.g., the human brain), which consist
of numerous neurons that are connected with each other and pass information encoded in
electrical pulses. While a single neuron functions as a rather simple object, the entirety of
billions of neurons makes up a network that is capable of highly complex (computational)
operations. In an ANN, the neurons are also called nodes and are connected to other nodes.
Each node represents a mathematical operation that acts on an input value under a certain
condition and passes an output value to the next node(s).

Many nodes can be organized together to form a so-called perceptron. In that case, the
nodes are arranged in two layers: An input layer, in which every node corresponds to an
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input feature of a set of data points, and a layer, in which every node acts on a weighted sum
of all inputs from the input layer. For a node i, xij and wij are the input values and weights
of all input nodes j that are transferred to i. When the layer is fully connected (also called
dense), i.e., all nodes are connected to all nodes of the previous layer (here the input), the
output hi of the node is calculated from an activation function ϕ acting on the weighted sum
of all inputs with a bias bi.

hi = ϕ

(
∑

j
wijxij + bi

)
(2.67)

Following this procedure, more sophisticated ANNs can be constructed. The most com-
mon one is the multilayer perceptron (MLP), which consists of an input layer as before, one
layer of nodes that form the output and an arbitrary number of hidden layers with nodes
that act on their inputs and return their output as given in equation (2.67). If hidden layers
are present in an ANN, it is called a deep neural network (DNN). The architecture of an
MLP with two hidden layers and a single value output is sketched in Figure 2.2.

The actual learning process is the optimization of the weights wij connecting the neurons
given a large amount of training data. This approach requires an initial guess of the starting
weights, which are usually chosen randomly. Then, a gradient descent algorithm is applied
that is based on backpropagation. That means that each training data point is passed through
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wijwij
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input hidden output

Figure 2.2: Structure of a simple multilayer perceptron. The input layer receives the three-dimensional
input feature vector (x1, x2, x3) and passes it to all nodes n1-n4 of the first hidden layer, with every
arrow indicating the respective weights wij. Each node applies equation (2.67) to calculate its output
that is passed to the second hidden layer consisting of nodes n5 and n6. The same is repeated until
the output layer is reached (in this case only one node) and the target value(s) are returned.
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the model to predict the output value and calculate its error, before it is traced back and
the error contributions from each node are used to update the weights accordingly. The
overall error is tracked by a loss function (e.g., the mean squared (MSD) or mean absolute
deviations (MAD) of the predictions) and the procedure is repeated until a convergence is
reached.

MLPs can be used for both classification and regression tasks and can learn to predict
several parameters simultaneously. For a classification problem, one node must be present
in the output layer for each task and typically uses an activation function that makes a choice
based on the finally calculated probability. If an MLP is used for a regression problem – as the
ones built in this thesis – the number of nodes in the output layer equals the dimensionality
of the regression and the value is usually obtained directly from the node(s) without an
additional activation function in order to guarantee the maximum freedom for the result.

There are many technical details that can be varied in an ANN to adapt it optimally to the
problem it is used for. The so-called hyperparameters include the number of hidden layers,
the number of nodes per hidden layer, the activation function applied in the nodes of the
hidden (and output) layers, a dropout rate between the layers, the loss function, and the
optimization algorithm. Besides these characteristics of the model itself, its success is also
substantially conditional on the training data. A reliable training data set should be uniform
and large enough so that the ML model can recognize important connections and should not
contain much noise or redundant information.150 Furthermore, it is important to cross-check
the performance of an ML model with a test data set that is unknown to the model during
the training process. An excessive focus on the training data can lead to an overfitted model
that is not sufficiently general and performs significantly better for the training data than for
any other test case.

In this thesis, two regression MLPs were constructed and optimized in a supervised
learning approach, meaning that the training data is labeled, so that the target values
are known during the training process. The first model, Δcorr-ML, is used to predict the
difference (Δ) in a 1H or 13C NMR chemical shift calculated with DFT and a reference value
based on CCSD(T), which essentially means to predict the electron correlation contribution
to the chemical shift (Chapter 5). Each data point represents one nucleus with features that
describe it and its environment and the one-dimensional output is the expected difference ∆δ.
The second model, ΔSO-ML, uses a similar approach, but the data is labeled with chemical
shifts from SO relativistic NMR calculations, so it predicts the relativistic contribution to 1H
and 13C NMR chemical shifts caused by nearby heavy atoms (Chapter 6).
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Chapter 3 Comprehensive Benchmark Study on the Calculation of 29Si NMR Chemical
Shifts

Besides 1H and 13C NMR spectroscopy, the 29Si nucleus is a powerful probe widely used
for (organo-)silicon chemistry as its NMR chemical shift exhibits a strong dependence on
the chemical environment. There is, thus, a great research interest in the computational
simulation of 29Si NMR parameters for prediction and verification purposes with the goal of
structure elucidation.151,152 As mentioned earlier, DFT is often used for NMR shift calcula-
tions as a well-balanced compromise between the factors of accuracy and computational
demands. Therefore, a comprehensive benchmark set for the evaluation of different compu-
tational methods regarding their ability to predict 29Si NMR parameters was compiled in this
study and named SiS146. It consists of 100 Si-containing structures with sizes between 5 and
234 atoms, including 146 experimental 29Si NMR chemical shifts from solution measure-
ments (+828 to –400 ppm, see Figure A.1) with a wide range of bonding motifs and chemical
surroundings of the 29Si nucleus. It is, hence, more universal than preceding studies that
mostly focused on a special group of organosilicon compounds.153,154 Furthermore, the set
was divided into the “light” SiS-L subset that only contains elements with Z ≤ 18 and the
“heavy” SiS-H subset featuring heavy elements to study the HALA effect on the 29Si nucleus
as light atom.48 The structures of all compounds in the benchmark set were generated via a
workflow using GFN2-xTB and the final PBEh-3c155 level of theory with CPCM for implicitly
treating the solvent. Subsequently, NMR shielding calculations were performed using 22
different density functionals and HF in combination with the def2-TZVP156 or pcSseg-2136

basis sets, while relativistic effects were treated via ECPs or the SR- or SO-ZORA approaches.
In general, the influence of the type of basis set (def2-TZVP vs. pcSseg-2) was found

to be of minor importance, although the pcSseg-2 basis set yielded slightly lower mean
absolute deviations than def2-TZVP. However, for clarity, only the results using def2-TZVP
are discussed in the following. When the different functionals are evaluated for the SiS-L
subset (Figure A.2), a somewhat “reversed Jacob’s ladder” behaviour was observed, meaning
that the (meta-)GGA functionals outperformed the tested hybrid functionals in general (class
mean absolute deviations of MADGGA = 10.9 ppm and MADhybrid = 16.7 ppm). The
best performing DFAs of both types are B97-D3157 (MAD = 7.2 ppm) and TPSSh158,159

(MAD = 10.3 ppm). As a common and simple empirical correction, linear regression with
the new data can be used to improve the results. When the chemical shifts are scaled
according to the regression function, MADs can be reduced by 8% (0.8 ppm, KT2160) to 53%
(15.4 ppm, M06-2X161). This technique showed to be particularly beneficial for methods with
an initially poor performance. Apart from the density functional, the basis set convergence
behavior was investigated for different sizes of the def2-XVP, pcSseg-X, pc-X,162 and cc-
pVXZ163,164 families (see Figure A.4). In all cases, a clear convergence was observed with an
optimal cost/accuracy ratio for triple-ζ basis sets. Thus, the def2-TZVP and pcSseg-2 basis
sets are the preferred choice as they yielded accurate and robust results with a minimum
risk of SCF convergence issues.

For the SiS-H subset, the suitability of different relativistic DFT approaches was assessed
for 29Si NMR chemical shifts in the presence of heavy atoms. Throughout the whole range
of different DFAs, a negligible change in the results was observed for a scalar-relativistic
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treatment (Figure A.6a). In contrast, including spin-orbit effects significantly reduces the
MAD by up to 36.0 ppm (B3LYP) with respect to the ECP-based def2-TZVP results. The SO
contribution to the 29Si NMR chemical shift reaches extreme values when halogen atoms are
bound to the Si atom. In the case of SiI4, with an experimental value of –346.6 ppm, only the
SO-ZORA approach yields the qualitatively correct result (–343.1 ppm with PBE0/TZP109,165)
while all other approaches lead to deviations above 400 ppm. Finally, the influence of
geometry optimization on the 29Si NMR chemical shift was tested. Five representative
structures from each subset were reoptimized at different (GGA and hybrid) DFT levels as
well as at the GFN2-xTB and GFN-FF levels. While the influence of the DFA is negligible,
structure optimization with the semiempirical and force field methods yielded clearly
increased deviations. However, it was shown that this effect can partially be compensated
when a linear regression correction is used.

It can be concluded that DFT is a powerful tool for the calculation of 29Si NMR chemical
shifts and the B97-D3, TPSSh, and PBE0 functionals can be generally recommended for that
purpose. A linear regression correction, e.g., from the data of the SiS146 set, can improve the
results of functionals with poor performance or when low-cost geometry optimizations were
performed. If heavy elements are in the vicinity of the 29Si nucleus, a (spin-orbit) relativistic
treatment is inevitable and should be applied in any case.
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Chapter 4 Benchmark Study on the Calculation of 119Sn NMR Chemical Shifts

Since NMR spectroscopy of certain heteronuclei can be crucial for the characterization
of chemical compounds of the respective nucleus, the focus in Chapter 3 was on 29Si NMR
chemical shifts. However, the same holds for the versatile field of (organo)tin chemistry
in which substances are routinely examined by 119Sn NMR spectroscopy.166–168 There is,
thus, a natural need of reliable computational methods for the prediction of 119Sn NMR
parameters,169–171 especially because of the large chemical shift range and time-consuming
measurements for heavy nuclei. Hence, various DFT approaches were assessed in a compre-
hensive benchmark set called SnS51. It is made up from 50 tin-containing compounds with
4 to 209 atoms and 51 experimentally determined 119Sn NMR chemical shifts obtained from
various studies in solution and covering the whole typical range from +2448 to –2204 ppm
(see Figure B.2). In contrast to the organosilicon compounds in Chapter 3, Sn Sn bonds are
rare and tin is more often involved in coordinative bonds. The compounds were chosen
such that a broad variety of bonding patterns and coordination numbers is represented
(Figure B.3). In a multilevel workflow, conformer ensembles were generated with CREST
for every compound and optimized with CENSO at the final r2SCAN-3c172 level of theory.
In total, 219 unique conformers were obtained and the chemical shifts were calculated as
Boltzmann-weighted averages. Besides the assessment of different (meta-)GGA and hybrid
density functional approximations, a focus is placed on the relativistic treatment in the
calculations, which is expected to be essential for the heavy 119Sn nucleus.48,53,169,173

15 different DFAs were compared for the calculation of 119Sn NMR chemical shifts in
conjunction with the scalar-relativistic SR-X2C approach and the x2c-TZVPall-s174,175 basis
set. The “reversed Jacob’s ladder” behavior observed for the 29Si NMR case mentioned
before was not found for 119Sn NMR. Instead, all DFAs performed similarly and, on average,
consistently underestimate the experimental value. The MADs lie between 130.2 (M06161)
and 219.5 ppm (M06-L176) and insignificantly better results were obtained with the hybrid
functionals (MADGGA = 184.1 ppm, MADhybrid = 158.4 ppm). As long as no ECPs are used
(they are unsuitable for heavy nucleus NMR shieldings due to an inherently wrong physical
description), the relativistic Hamiltonian has only a limited effect on the result when a scalar
approach is chosen. Averaged over all functionals, the mean absolute deviation for X2C
(MADSR-X2C = 172.1 ppm) is slightly lower than that for ZORA (MADSR-ZORA = 187.0 ppm).
More importantly, the deviations decrease significantly when the spin-orbit variant of ZORA
is used with the TZP basis set (MADSO-ZORA = 101.2 ppm). This step also drastically reduces
the errors from two compounds with multiple Sn I bonds (45 and 48) that are outliers
when evaluated for the SR methods, showing that the pronounced heavy atom neighbor
effect from heavy halogens observed for 29Si NMR also appears for 119Sn. The overall best
performance is achieved with SO-ZORA/PBE0 with an MAD of 87.6 ppm. On top of that,
the linear regression correction technique used before proved useful for 119Sn NMR as well.
When a linear function is fitted on the data of the SnS51 set, MADs were reduced by up to
51% (from 102.2 to 49.6 ppm for SO-ZORA/B3LYP).

In addition to the investigations of the property prediction, the influence from molecular
structures was investigated. First, the evaluations for the SO-ZORA/revPBE177 level were
replicated using only the conformer lowest in free energy rather than the ensemble average
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(see Figure B.7). In the vast majority of systems, the results were not affected considerably
by neglecting all other conformers. The exception with the largest ensemble influence
of 43.0 ppm originates from two competing coordinated bonding motifs of 1,1-dithiolate
ligands that lead to differences in the 119Sn NMR chemical shift of around 300 ppm. Finally,
different levels of theory were studied for geometry optimizations and – in line with the
findings for 29Si NMR – no significant changes were observed for the use of different DFAs,
neither for any relativistic treatment (Figure B.9). When the efficient GFN2-xTB and GFN-FF
methods are used, larger deviations are observed. However, these errors can again partially
be compensated by applying a linear regression correction.

In conclusion, it can be stated that the application of DFT for the calculation of 119Sn NMR
chemical shifts can lead to accurate results and the linear regression parameters from the
SnS51 set can improve the results further. The revPBE and PBE0 functionals perform well
and it is strongly recommended to use a relativistic treatment including spin-orbit coupling,
otherwise severe errors are probable. If the computational resources are sparse, low-cost
methods can be applied for geometry optimization and influences from conformational
flexibility are usually expected to be small.
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Chapter 5 Computation of CCSD(T)-Quality NMR Chemical Shifts viaΔ-Machine Learning
from DFT

The importance of NMR spectroscopy for chemistry on a daily basis has been outlined
in Chapter 1. It was further stated that DFT is often used as compromise between accu-
racy and computational cost for the calculation of NMR parameters. However, the typical
errors caused by an insufficient treatment of electron correlation, which can be expected
from DFT-based NMR calculations, often impair the agreement of calculated and experi-
mental results.33,41,178 It is therefore desirable to approach the accuracy of coupled cluster
calculations, ideally with minimal additional computational demands. For this purpose,
a correction method based on machine learning called Δcorr-ML (Δ-ML in Appendix C)
was developed to tackle one of the five main error sources in NMR parameter computation
(see Section 2.3.2), namely the electron correlation. The empirical model aims at predicting
the difference ∆corrδ between a 1H or 13C NMR chemical shift from a DFT calculation to a
high-level reference value obtained from a CCSD(T)/pcSseg-2136,179 calculation with a basis
set extrapolation scheme. It is built upon a data set containing 1000 structures (optimized
at the r2SCAN-3c level of theory and geometrically distorted) with 7090 1H and 4320 13C
chemical shifts. These structures include small, mostly organic, molecules with sizes up to
22 atoms and hydrogen and carbon atoms in a huge variety of bonding motifs. Heteroatoms
are included up to chlorine. The underlying artificial neural network is a multilayer percep-
tron for which the input feature vector is obtained from a low-level DFT calculation, making
it a Δ-ML approach. It includes descriptors from three different categories: geometric (ob-
tained solely from the three-dimensional molecular structure), electronic (properties from the
converged DFT density matrix), and magnetic (properties from the converged DFT shielding
tensor). While many other ML approaches use molecular data,180–182 this MLP is based on
atom-wise input features.

The performance of the Δcorr-ML model was first evaluated on the test data set (12.5% of
the data) for the correction of 1H NMR chemical shifts using PBE0/pcSseg-2 as the low-level
method. In this test, a reduction of the MAD between DFT and CCSD(T) of 81% (from
0.130 to 0.025 ppm) was observed, while also the error spread and standard deviation
were reduced significantly (see Figure C.2). A potential overfitting effect was precluded
by evaluating the method for its own training set as well, which yielded only a slightly
better MAD reduction of 84%. Furthermore, the performance of the Δcorr-ML method was
compared to a simple linear regression approach that is commonly used and has proved
useful in Chapters 3 and 4. In all tests, linear regression was consistently outperformed by
Δcorr-ML. In similar evaluations of the 13C data, an even better performance was found with
a reduction of the PBE0/pcSseg-2 MAD by 92% (from 5.39 to 0.42 ppm) and a drastically
narrowed error spread (Figure C.3). This generally better performance for 13C compared to
1H is a result from the fact that a hydrogen nucleus is less shielded due to its smaller electron
cloud, which makes it more prone to its local magnetic environment. Most computational
approaches have to deal with this obstacle, not excluding the presented method.

The Δcorr-ML model was constructed such that virtually any computational approach
that provides the necessary chemical shifts and descriptors can serve as low-level method
– not necessarily DFT – and different variants were investigated (see Figure C.4). Most
importantly, this revealed a consistent performance throughout all tested low-level methods.
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A large basis set (basically converged at triple-ζ quality) can be beneficial as it enhances
the quality of the electronic and magnetic input features. However, the choice of the density
functional is of overall much greater importance. Despite partially large differences for the
uncorrected results of different DFAs, a similar corrected MAD was found for all methods
except M06, which seems to yield too unsystematic errors for 13C NMR chemical shifts.
Finally, the Δcorr-ML method applied to PBE0/pcSseg-2 was evaluated on truly external
test cases from three benchmark studies. Throughout all tests, the general performance
was retained and significantly reduced deviations were found for both 1H and 13C NMR
chemical shifts with respect to highly accurate computed reference data (CCSD(T) with a
slightly different basis set than used for training).33,41 Not surprisingly, it was shown that
a somewhat reduced accuracy has to be expected when the investigated molecules differ
considerably from those in the training set. In the last benchmark study,34 the Δcorr-ML
approach was directly evaluated against experimental data and a clear error reduction was
achieved, although only one (electron correlation) out of the previously mentioned five main
error sources was addressed.

To conclude, the presented Δcorr-ML method provides robust and reliable corrections for
1H and 13C NMR chemical shifts toward a CCSD(T) quality that can be used to improve sim-
ulated NMR spectra at negligible computational costs. It represents a promising contribution
to efficient NMR prediction workflows.
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Chapter 6 Machine Learning-Based Correction for Spin-Orbit Coupling Effects in NMR
Chemical Shift Calculations

In Chapters 3 and 4, the focus of the investigation of DFT methods for NMR chemical shift
calculation was placed on heavy elements (tin and other heavy elements in organosilicon
compounds). The interest in (organic) compounds featuring some heavy atoms is huge,
ranging from the use in catalysts183–185 and electronic devices186–189 to biological importance
due to toxicity190 or other important functions.191–196 For interpreting the NMR measurement
results as well as for computationally simulating spectra, heavy atoms and their direct
vicinity require special considerations. For instance, 1H and 13C NMR chemical shifts can
take on extreme values that originate from relativistic spin-orbit (SO) effects transmitted from
the heavy atom to a light atom: the HALA effect.48 In fact, such heavy atom effects represent
one of the five main error sources for NMR shift calculation presented in Section 2.3.2. The
relativistic contributions to the NMR chemical shift are not included in “standard” (non-
relativistic) DFT and computationally demanding relativistic approaches have to be applied,
such as ZORA or X2C, as used in the earlier chapters. Alternatively, this work follows the
ideas of the Δcorr-ML197 method (Chapter 5), presenting a novel machine learning-based
correction method for the efficient prediction of spin-orbit effects to NMR chemical shifts,
called ΔSO-ML.

As its predecessor, the ΔSO-ML method uses an MLP with two hidden layers and the
hyperparameters were adjusted. For the data set, small to medium-sized molecules with
organic backbones and at least one out of 17 different heavy atoms (Z ≥ 17 from groups 12
to 17) were used to create 6388 structures with a total number of 38740 13C and 64436 1H
NMR chemical shifts from nuclei in different distances to a heavy atom (Figure D.3). For
each shift, the reference SO contribution ∆SOδ was calculated at the ZORA-PBE0/TZ2P109,165

level of theory as difference between an SO and a scalar-relativistic (SR) calculation. Most
input features used in the Δcorr-ML method were also used in the new approach and the
geometric and electronic descriptors were extended with information about heavy atoms.
When the ΔSO-ML method is evaluated on the test data set (12.5% of the data), a significant
and consistent decrease of the deviations between the baseline DFT results and the reference
values is observed. For the 13C nucleus, the MAD and RMSD are reduced by 85% and 87%,
the mean signed deviation almost vanishes, and the error spread is narrowed drastically
(see Figure D.4). Like for the Δcorr-ML method, a very similar yet slightly less pronounced
behavior was found for the 1H case with decreases of 68% and 71% of the test set MAD
and RMSD, respectively. Since a linear regression model is too simple to capture the SO
contribution to NMR in a comparably general way as the ΔSO-ML approach, the latter is
generally superior to such a regression for both nuclei.

Interestingly, the generalizability of the ΔSO-ML method was found to hold for the use of
different low-level DFT methods and even relativistic approaches (see Figure D.6). Due to a
rather strong correlation between descriptors from different levels of theory, the performance
for 13C NMR does not change significantly when the low-level method is changed from
SR-PBE0/TZ2P to SR-PBE/TZ2P or SR-r2SCAN0/TZ2P.198 Even when using an effective
core potential for including relativistic effects rather than an explicit ZORA approach, the
average deviations increase only slightly. The behavior is similar for 1H with generally
larger deviations, but in all tested cases, retraining the model with data from the chosen
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low-level method recovers the original performance. To investigate the training data bias of
the new approach, it was evaluated with the use of benchmark sets outside the training data,
including the SnS51199 set (Chapter 4) and a new study on 207Pb NMR chemical shifts,200 for
which a comparable error reduction was observed for the near 13C and 1H nuclei.

Finally, a combination of ΔSO-ML and Δcorr-ML was tested on a newly compiled bench-
mark set called 17HAC, containing experimental 13C NMR chemical shifts from molecules
with all 17 included heavy elements. Each correction reduces the errors significantly, but
only the application of both leads to the remarkably low MAD of 5.7 ppm, corresponding to
a 50% lowering of the overall errors. Furthermore, a bismabenzene compound201 was show-
cased as example for an exceptionally large SO contribution rather far away from the heavy
atom (three bonds). Also here, the qualitative trends are correctly predicted by the Δ-ML
approaches. Due to the still limited amount of training data, the computational demands
required for the training and prediction process are negligible compared to the necessary
DFT calculations. In summary, the ΔSO-ML method represents an efficient approximation to
relativistic NMR shielding calculations and even with a limited accuracy, it can serve as a
powerful tool for screening applications or in composite method schemes for the calculation
of 1H and 13C NMR chemical shifts.
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Chapter 7 Modular Bicyclophane-Based Molecular Platforms

The design and exploration of new nanomaterials is a vast and active field of research with
numerous potential applications especially in materials science.202–206 One important area is
the modification of two-dimensional materials with specific molecular functionalities using
the so-called platform approach.202 It allows the precise and ordered decoration of a surface,
e.g., of a metal or graphite, with a desired property provided by certain molecular moieties
at a specific distance to the surface. In the case of graphite, a pillar carrying the functionality
can be connected perpendicularly onto a platform that will then adsorb on the surface. The
characteristics of the material can be optimized by variations in the length of the pillar or
the size of the platform.207 In addition, long alkyl chains can be attached to the platform
to optimize its solubility and adsorption properties.208,209 The rigidity of the pillar is, on
the other hand, responsible for holding the functionality in place.210 In the experimental
part of this work (performed by the collaborators), different variants of platforms made
from phenylene-based bicyclophanes were investigated.211,212 The compounds are adsorbed
on highly oriented pyrolytic graphite (HOPG) and examined using scanning tunneling
microscopy (STM) to systematically study the influence of the molecule design on the
adsorption.

After the final step of the synthesis of the bicyclophanes (see Figures E.1 and E.2), an
essential difference between those without a pillar (compounds 1a, 2a, 3a) and those with
a pillar (compounds 1b, 2b-d, 3b-d) was observed. More precisely, a large shift in the 1H
NMR signals from the central phenylene unit appeared for the reaction of 6 to 1b but not for
4 to 1a. To study this phenomenon further, model compounds 7 (open form) and 8 (closed,
final form) with truncated side chains were prepared and subsequently investigated via
1H NMR spectroscopy, showing a very similar shift with a maximum value of +1.59 ppm
in the t position (Figure E.3). These model systems were then studied computationally by
generating conformer ensembles with CREST and refining them with CENSO at the final
r2SCAN-3c level of theory. For the open form (7), the majority of conformers exhibited a
structure in which the central phenylene unit is stacked between two phenyl rings from
the side chains of the molecule and the 1H nuclei are, thus, expected to experience large
influences from external ring current effects. This presumption was confirmed by nucleus
independent chemical shielding (NICS) calculations at the r2SCAN0/def2-TZVPP level from
a cutout structure that revealed a strong shielding of –3.1 ppm at the t position. In the
closed form (8), the structure does not allow a spacial proximity of the central phenylene
unit to other benzyl rings anymore, thus, the shielding effect vanishes. While this structural
change explains qualitatively the large shift of the 1H nucleus t, the calculated values are
shifted to much too negative values. To exclude post-DFT correlation effects as reason for
this failing, the Δcorr-ML197 method, introduced in Chapter 5, was applied and predicted
insignificantly small corrections to the calculated 1H NMR chemical shifts. Therefore, an
MD simulation was performed and randomly taken snapshots were used for NMR shift
averaging rather than the Boltzmann average of the conformers. In this way, a much better
agreement with the experimental data was obtained, with a shift of +1.68 ppm (DFT +
Δcorr-ML) for the t position.

The investigation of the three different platform designs (1, side chains only in “west/east”
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directions, 2, side chains only in “north/south” directions, and 3, side chains in all directions)
by STM showed their consequences for organization on the HOPG surface (Figure E.5). In the
case of 1, a two-dimensional pattern stable under STM conditions was only observed without
a pillar (for 1a, but not for 1b). In contrast, for platform design 2, the compound carrying a
pillar functionalized with a triisopropylsilyl (TIPS) unit (2b) exhibited an adsorption pattern
very similar to its unfunctionalized counterpart (2a) with short pillar–pillar distances. To
investigate a potential bending of the pillar toward the surface, a slightly modified structure
of 2b on a graphene sheet was modeled at the GFN2-xTB level of theory. It was found
that the pillar points upright into the solution phase without bending. However, in the
experiment, replacing the TIPS functionality by a significantly larger moiety (2d) inhibits the
formation of a two-dimensional arrangement. Only with ten side chains per molecule in
every direction (3) similar patterns were observed for all pillar modifications 3a-d.

All in all, this study of different platform and pillar modifications showed that the de-
sign of the bicyclophane compounds determines their adsorption patterns and that a high
number of alkyl chains per molecule allows the tolerance for large functionalizations. The ex-
perimental findings were underpinned by computational studies of the molecular structures,
including 1H NMR shielding calculations using the new Δcorr-ML method and a structural
investigation with GFN2-xTB.
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CHAPTER 8

Conclusion and Outlook

It is barely possible to overrate the importance of nuclear magnetic resonance spectroscopy
to research in chemistry and beyond. The large amount of structural information that can be
obtained from just one measurement makes it very powerful and versatile and renders it
indispensable to the everyday life of many researchers, both in academia and industry. With
modern computational chemistry methods, it is nowadays also possible to perform NMR
calculations on a daily basis to support experimental findings and expand the knowledge
gained from these. As a matter of course, it is desirable to always apply the methods that are
best suited for the problem of interest. However, for a new substance, it is often not easy to
estimate the variance of results obtained, e.g., from the use of different density functionals
or relativistic approximations.

For that reason, one aim of this thesis was to extend to the general understanding of the
DFT computation of 29Si and 119Sn NMR chemical shifts and their influencing factors, as
was announced in Chapter 1. Significant progress has been made regarding the use of DFT
and relativistic approximations in the studies presented in Chapters 3 and 4. For example,
it is not necessarily advantageous to use a higher rung functional for calculating 29Si or
119Sn NMR chemical shifts. It is rather important to choose an appropriate DFA, such as the
B97-D3 GGA or the TPSSh meta-hybrid functional with MADs for 29Si NMR in the SiS-L
subset of the SiS146 set of 6.9 and 9.0 ppm, respectively (applying the pcSseg-2 basis set).

When heavy elements (from the fourth and higher periods of the periodic table) are
involved, it is generally important to include some explicit treatment of relativistic effects
for computing NMR parameters and all-electron calculations should be preferred over
ECPs. Furthermore, it is usually not sufficient to only account for scalar-relativistic effects,
but including spin-orbit effects is often required to achieve a reasonable agreement with
experimental data. An adequate approach, such as SO-ZORA, is therefore suggested,
especially if the degree of heavy atom and HALA effects cannot be estimated beforehand.
For 29Si NMR chemical shifts including heavy atoms in the vicinity to the 29Si nucleus of
interest, good results are expected for revPBE and PBE0 with MADs on the SiS-H subset of
11.6 and 13.6 ppm, respectively (SO-ZORA, TZP basis set). For the 119Sn nucleus, which is a
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Chapter 8 Conclusion and Outlook

heavy element itself, SO relativistic effects are essential and again, the SO-ZORA method
with revPBE or PBE0 in a TZP basis can be recommended with MADs as low as 96.8 and
87.6 ppm, respectively (note the much larger absolute scale for 119Sn than for 29Si, which
cover about 5000 ppm and 1300 ppm, respectively; cf. Figures B.2 and A.1). However, most
other tested DFAs exhibited only slightly worse performances and can be applied safely as
well.

In general, the predictive power of NMR chemical shift calculations can be improved with
an empirical linear scaling approach. It was shown that this technique also functions well for
29Si and 119Sn NMR chemical shift calculations and is particularly beneficial if the underlying
method has a poor performance. Furthermore, efficient semiempirical quantum mechanical
methods can be used for geometry optimization when a linear scaling factor, fitted on
higher level data, is applied to remedy structural deficiencies. This approach is a useful
way to reduce the computational effort in multilevel workflows. For organotin compounds
(Chapter 4), it was shown that the effect from conformational averaging might be significant,
but those systems are few. However, the significance of this influence is not always obvious,
so an at least crude investigation of the conformational space is recommended.

It is good scientific practice to use newly gained knowledge to build new concepts and
methods that refine existing models and allow better predictions. The understanding of the
weaknesses of DFT for calculating NMR chemical shifts and the importance of relativistic
effects in calculations involving heavy atoms lead to the development of two correction
methods presented in Chapters 5 and 6. With an ever more growing importance of machine
learning techniques for (computational) chemistry and, thus, the simple accessibility of
development frameworks, such as TensorFlow, ML is an appropriate tool for the desired
correction methods.

The constructed Δcorr-ML method proved to reduce the discrepancy between 1H and
13C NMR chemical shifts calculated with DFT and with CCSD(T) significantly: The MADs
evaluated on the test data set using PBE0/pcSseg-2 – which is one of the best performing
functionals in the aforementioned studies – as the baseline DFT method were reduced
by 81% (to 0.025 ppm) for 1H and 92% (to 0.42 ppm) for 13C NMR chemical shifts. The
already mentioned well-established linear scaling approach is consistently outperformed.
Furthermore, it is generally applicable to any desired density functional by solely calculating
the respective chemical shifts in the data set (which contains only small molecules) once and
retraining the model. The performance of the approach is only loosely dependent on the
functional or basis set used as baseline method. The use of PBE0/pcSseg-2 was evaluated
for three different test sets of experimentally accessible molecules and, despite including
systems that differ significantly from those in the training data set, the performance of the
Δcorr-ML method remained reasonable and robust as no outliers occurred.

Using a similar procedure, the ΔSO-ML method was introduced to predict relativistic
spin-orbit contributions to the 1H and 13C NMR chemical shift caused by near heavy atoms.
For that purpose, a data set was constructed including (metal) organic compounds featuring
17 different heavy (main group) elements and the corresponding relativistic contributions as
difference ∆SOδ between an SO and an SR calculation. On the test data set, about 85% of this
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quantity was recovered by the method for 13C and 70% for 1H NMR. Just like its predecessor,
it was designed to be generally applicable and can be based on any desired reasonable
DFA. The dependence of ∆SOδ on the method it was calculated with was found to be rather
small, allowing other relativistic approaches, including the use of ECPs, to serve as low-level
methods, too. Moreover, a pretrained model can be applied to other baseline methods even
without retraining and still yield reasonable results. The suitability of the ΔSO-ML approach
was verified by testing it for systems outside its training and test data sets, including the
SnS51199 set and a new collection of organolead compounds.200 In combination with Δcorr-
ML, the deviation to experimental 13C NMR shift data in the new 17HAC set was reduced
by about 50%. Both correction methods come at virtually no additional computational costs.

Developing new theoretical methods is only meaningful if they find applications to
research questions from other (experimental) fields. In a study on platform molecules with
significance for materials science, NMR spectroscopy was used to study the reaction process
and investigate the products. An unusually large change in the 1H NMR chemical shift
was observed and associated with a substantial structure change that was only incorrectly
reproduced by DFT calculations on a conformer ensemble. Here, an only minor correction
predicted by the Δcorr-ML method could exclude the intrinsic DFT error as main reason for
the deviation, which was finally eliminated with an MD approach.

In conclusion, the scientific advances that have been made in this thesis include new
insights in the computational simulation of NMR chemical shifts with different quantum
chemical methods (for 29Si and 119Sn), the development of new approaches for the correction
of these methods (for 1H and 13C), and the application of the new approaches to help
answering open questions in other (experimental) research areas.

In future studies, more electronic structure methods should be investigated for their
ability to calculate NMR chemical shifts of other relevant nuclei. Even though many aspects
are similar for different NMR nuclei, exceptions are not necessarily obvious, such as the
slightly better performance of GGAs than hybrid functionals for 29Si, which was opposed
by the findings for 119Sn NMR chemical shift calculations. Furthermore, other electronic
structure methods, such as double hybrid functionals or MP2, have not or not sufficiently
been investigated on the SiS146213 and SnS51199 sets. A comprehensive evaluation of these
methods would enable the exploration of the limits of accuracy that are possible for medium-
sized systems. Regarding this limit, efficient approximations to MP2 and coupled cluster are
of high interest, such as the domain-based local pair natural orbital (DLPNO)214 technique,
which drastically reduces the computational demands of correlated wave function-based
methods215–217 and can also be applied to double hybrid density functionals.218 These
methods have a great potential to yield highly accurate yet affordable NMR parameters and
the approach is already available for DLPNO-MP2.219 Still, a comprehensive assessment and
an extension to DLPNO-CC is yet to come.

Besides trying to tackle the electron correlation error in NMR simulation by using more
accurate electronic structure methods, the Δcorr-ML method demonstrated an empirical
correction approach to that goal. However, both the Δcorr-ML and the ΔSO-ML approach
are far from being in their final stage and rather represent a starting point for further
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development. From a technical point of view, the underlying ML infrastructure can be
optimized using the recent (or future) developments and features in the field in order
to achieve the most efficient and robust performance. In addition, the data sets for both
methods are designed such that they are straightforwardly expandable by “just” performing
the reference CCSD(T) or SO-ZORA calculations for new molecules. It will be interesting to
both aim for better generality by including more diverse systems and to specialize the model
by including many systems of a particular class of compounds. The Δcorr-ML method can
further be extended to other NMR nuclei, such as 19F or 29Si, which, besides the required
data, necessitates a reevaluation of the input features and potentially a search for new ones.
For 1H and 13C NMR as well, it might be advantageous to evaluate further atomic and
molecular representations, both from the three-dimensional structure and from the low-level
calculation. In the case of the ΔSO-ML approach, the future focus should not only lie on
the expansion to other light atoms, but also on including more heavy atoms in the training
data, especially transition metals. Finally, both Δ-ML methods can be used to build a new
low-cost composite method for efficient NMR shift prediction, such as the one described in
reference [220]. Such a method could even be based on a semiempirical method as baseline.
Very efficient methods with a possibly poor initial performance will benefit most from the
corrections and represent a promising concept for data screening or the calculation of large
systems.

Since this thesis focuses on the computation of NMR chemical shifts, not much attention
was drawn to spin-spin coupling constants. Nevertheless, they are the key for the simulation
of an NMR spectrum. In principle, all studies in this thesis can be extended to coupling con-
stants and there already are respective studies169,221,222 and ML-based prediction methods.223

Adapting theΔcorr-ML andΔSO-ML methods for spin-spin coupling constants would enrich
this research area further.

In the bigger picture with regard to the simulation of NMR spectra, more accurate solvation
approaches should be studied, especially with focus on the influence of solvent-solute
interactions. Explicit treatment of solvent molecules for NMR calculations requires rigorous
solvent cluster generation and multilevel schemes but can result in valuable insights.224,225

In closing, it can be stated that various contributions to the understanding of NMR chemi-
cal shift computation have been achieved in this thesis, including assessment, development,
and application of established and new methods. Thus, the acquired knowledge can be of
importance for future theoretical and experimental studies. It is further desirable to continue
research in the field of NMR parameter prediction and, in particular, for the presented
methods in order to drive forward the scientific exploration of this highly relevant analytic
technique.
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A comprehensive benchmark set termed SiS146 consisting of 146 experimentally determined 29Si
NMR chemical shifts is compiled. Diverse structural motifs including hypo-, hypercoordinate and
transition metal bound silicon atoms are represented. 26 common density functional approximations
are tested for the performance on the calculation of 29Si NMR chemical shifts. Further, the influence
of relativistic approaches, choice of AO basis sets, and structure dependence are investigated.
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Abstract

A comprehensive and diverse benchmark set for the calculation of 29Si NMR chemical shifts is
presented. The SiS146 set includes 100 silicon containing compounds with 146 experimentally
determined reference 29Si NMR chemical shifts measured in nine different solvents in a
range from –400 to +828 ppm. Silicon atoms bound to main group elements as well as
transition metals with coordination numbers of 2-6 in various bonding patterns including
multiple bonds and coordinative and aromatic bonding are represented. The performance of
various common and specialized density functional approximations including (meta-)GGA,
hybrid, and double-hybrid functionals in combination with different AO basis sets and for
differently optimized geometries is evaluated. The role of scalar-relativistic effects is further
investigated by inclusion of the zeroth order regular approximation (ZORA) method into
the calculations. GGA density functional approximations (DFA) are found to outperform
hybrid DFAs with B97-D3 performing best with an MAD of 7.2 ppm for the subset including
only light atoms (Z < 18), while TPSSh is the best tested hybrid functional with an MAD of
10.3 ppm. For 29Si cores in the vicinity of heavier atoms, the application of ZORA proved
indispensable. Inclusion of spin-orbit effects into the 29Si NMR chemical shift calculation
decreases the mean absolute deviations by up to 74% compared to calculations applying
effective core potentials.
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A.1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is one of the most powerful analyti-
cal methods used on a daily basis throughout various chemical research fields providing
much information on the geometrical and electronic structure of molecules and solids. Be-
sides the most common 1H NMR spectroscopy, other atomic nuclei are of great interest
for special research questions, one of which is the 29Si nucleus. The vast applicability of
NMR spectroscopy has evoked a general interest in the theoretical calculation of chem-
ical shifts.30,135,151,152,226,227 As for many computational applications, density functional
theory (DFT) methods represent an efficient compromise between accuracy and computa-
tional demand also for NMR calculations using the gauge-including atomic orbital (GIAO)
method.137,138,228,229 Still, it is not trivial to find the most efficient choice out of the large
amount of existing density functionals, especially for nontheoretical chemists. Benchmark
sets can help to gain an overview over the performance of the most common computational
methods.

Common organosilicon compounds such as alkyl silanes, silanols, and silyl ethers have
already been studied with respect to the calculation of 29Si NMR chemical shifts.230–235

Nevertheless, more complex molecules containing, e.g., multiple bonded, transition metal
bonded, and low-coordinate silicon are mainly studied in an experimental context or in very
specialized studies153,154,236,237 and lack a thorough comprehensive assessment. Compounds
like triply bonded silicon compounds have been studied regarding the prediction of 29Si
NMR shifts. In 2005238 and 2011,239 three different functionals were tested for tetra-, penta-,
and hexacoordinate organosilicon compounds highlighting the good performance of the
HCTH407240 density functional approximation (DFA). Related studies by Zhang et al.241 and
Fedorov et al.242 included relativistic and solvent effects in the computational treatment of
tetracoordinate organosilicon compounds.

Regarding the high demand for 29Si NMR chemical shift calculations, a comprehensive
benchmark study, covering the chemical versatility of silicon compounds, is yet missing.
Therefore, in this work a large benchmark set comprised of 146 experimentally determined
29Si NMR chemical shifts is presented including aromatic, hypervalent, multiple bonded, and
tetrahedral coordinated silicon compounds as well as cyclosilanes, silylenes, and organosil-
icon transition metal complexes. Various common DFAs and basis sets are tested for the
calculation of 29Si NMR chemical shifts, and the basis set size and structure dependence of
the 29Si NMR chemical shift calculations are investigated. The role of relativistic effects is
further evaluated for a subset of silicon compounds with heavy elements in the vicinity of
the silicon atom. An empirical linear scaling approach to improve the calculated chemical
shifts is tested. These investigations may enable computational and experimental chemists
to make a profound DFA choice for a reliable calculation of this property.
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A.2 Computational Details

All quantum chemical calculations were conducted applying the ORCA 4.2.1,243,244

ADF2019.303,245,246 and xTB 6.3.3247 program packages. For preoptimization of the structures
the GFN2-xTB27 extended tight-binding method was applied with the GBSA implicit solva-
tion model.248 Geometries were further optimized at the PBEh-3c155 composite level (GRID4)
in combination with the CPCM112 implicit solvation model for the respective solvents (for
details see the SI). For all other noncomposite DFT geometry optimizations, the D4 London
dispersion correction scheme249–251 was applied. Structures were verified as minima on the
potential energy surface by the absence of imaginary frequencies below iω = –30 cm−1 in
the numerical harmonic frequencies calculation. NMR chemical shielding tensors were cal-
culated with ORCA applying the gauge-including atomic orbital (GIAO) method,137 CPCM
implicit solvation, and either Ahlrichs’ def2-TZVP156 or Jensen’s pcSseg-2136 Gaussian-type
orbital (GTO) basis set. Further basis sets used for the basis set convergence study are
MINIX,252,253 def2-mXVP (X = S, TZ), def2-XVP(P) (X = S, TZ, QZ), pcSseg-n (n = 0-3), pc-n
(n = 0-3),162 and cc-pVXZ(-PP)163,164,254 (X = D, T, Q). The RIJCOSX255 scheme with GRID5
and GRIDX6 options was applied for the chemical shielding tensor calculations, and RIJ
was used to accelerate geometry optimizations. Both were conducted with matching def2/J
and def2-TZVP/C256 auxiliary basis sets as implemented in ORCA. For double-hybrid calcu-
lations, the grid of the response operator on the right-hand side of the Z-vector equations
was set to 2, and no frozen core approximation was applied. Stuttgart-Dresden def2 effec-
tive core potentials (ECPs)254,257 were used if not stated else. For cc-pVXZ(-PP) basis set
calculations, SK-MCDHF-RSC164 ECPs were used. The scalar-relativistic (SR) version of the
zeroth order regular approximation (ZORA)128,258 to account for relativistic effects was used
in combination with matching recontracted ZORA/SARC-def2-TZVP basis sets.259,260 For
all SR-ZORA calculations conducted with ORCA, tightened radial grid options were applied
(Grid7, IntAcc 10). For chemical shift calculations with ADF, the Slater-type orbital (STO)
ZORA/TZP165 basis set and the COSMO implicit solvation model261 were applied. In ADF,
both SR- and spin-orbit (SO-)ZORA129 relativistic approximations were used. All 29Si NMR
chemical shifts were calculated with reference to tetramethylsilane (TMS). The reference
shielding tensors were recalculated for the respective solvents used for the experimental
measurements. A list of all tested method combinations is shown in Table A.1.

Chemical shifts were calculated according to eq (A.1) with σ(29SiTMS) being the 29Si NMR
shielding constant for TMS calculated on the structure reoptimized in the respective solvent.

δ(29Si) = σ(29SiTMS)− σ(29Si) (A.1)
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Table A.1: Tested methods, basis sets and relativistic approximations.

method basis sets relativistic treatment

HF def2-TZVP, pcSseg-2 ECP, SR-ZORA
composite HF-3c253 MINIX ECP

PBEh-3c155 def2-mSVP ECP

(meta-)GGA PBE101 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
revPBE177 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
OLYP262 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
BP86102,103 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
B97-D3157 def2-TZVP, pcSseg-2 ECP, SR-ZORA
TPSS104 def2-TZVP, pcSseg-2 ECP, SR-ZORA
revTPSS263,264 def2-TZVP, pcSseg-2 ECP, SR-ZORA
M06-L176 def2-TZVP, pcSseg-2 ECP, SR-ZORA
KT2160 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
SCAN265 def2-TZVP, pcSseg-2 ECP, SR-ZORA
HCTH407240 def2-TZVP, pcSseg-2 ECP, SR-ZORA

(meta-)hybrid PBE0109 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
B3LYP106–108 def2-TZVP, pcSseg-2, TZP ECP, SR/SO-ZORA
CAM-B3LYP266 def2-TZVP, pcSseg-2 ECP, SR-ZORA
BHLYP267 def2-TZVP, pcSseg-2 ECP, SR-ZORA
BMK268 def2-TZVP, pcSseg-2 ECP, SR-ZORA
ωB97X-D3269–271 def2-TZVP, pcSseg-2 ECP, SR-ZORA
PW6B95272 def2-TZVP, pcSseg-2 ECP, SR-ZORA
TPSSh158,159 def2-TZVP, pcSseg-2 ECP, SR-ZORA
M06161 def2-TZVP, pcSseg-2 ECP, SR-ZORA
M06-2X161 def2-TZVP, pcSseg-2 ECP, SR-ZORA

double-hybrid revDSD-PBEP86273–275 def2-TZVP, pcSseg-2 ECP
revDSD-BLYP275,276 def2-TZVP, pcSseg-2 ECP
B2GP-PLYP277 def2-TZVP, pcSseg-2 ECP
mPW2PLYP278 def2-TZVP, pcSseg-2 ECP

A.3 Results and Discussion

A.3.1 General Considerations

The calculation of chemical shifts involves some difficulties, and a few general computa-
tional aspects have to be considered. These include the role of the geometry optimization
method (equilibrium structure), the application of implicit or explicit solvation models, the
influence of molecular conformations, and finally the choice of the best density functional
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approximation (DFA). The quality of geometries obtained with a certain DFA must not nec-
essarily coincide with the quality of properties calculated with the same. Further, geometry
optimizations are computationally demanding, and thus more sophisticated DFAs are often
not applicable. Multilevel approaches are a widely accepted compromise. Efficient DFT
based composite methods like PBEh-3c155 or B97-3c279 yield excellent molecular geometries
at low to moderate cost and are generally recommended.

Solvation effects should be considered when highly polar, charged, or structurally af-
fected molecules are investigated. Specifically, 1H NMR is prone to the account of solvation.
Nevertheless, electrostatic effects are often sufficiently described by implicit solvation mod-
els like COSMO114 or PCM.280 Explicit solvation should be considered, if strongly bound
solute-solvent complexes are to be expected. Otherwise, explicit solvation may limit the
applicability of some methods due to the increased computational demand, in particu-
lar, regarding sampling. Furthermore, the role of molecular conformations can become
important if structural motifs, that have large a impact on the chemical environment of
the core under investigation, are thermodynamically accessible under the given reaction
conditions. Nevertheless, in common, saturated compounds, this influence is small and far
less pronounced compared to more exposed cores like 1H. Fully automated conformer and
rotamer sampling tools like the recently developed CREST25 program can be applied to find
such conformations, and thus critical cases could be investigated individually. Finally, these
points highly depend on the system under investigation and have to be considered on a
case by case basis. Nevertheless, the routine consideration of molecular conformations and
application of implicit solvation models is recommended.

Finally, the most crucial point that has to be assessed is the choice of the DFA for the
computation of chemical shielding tensors (chemical shifts). At this point, for general use,
not only accuracy and numerical precision but also the robustness and applicability of the
method should be considered. To do so, a sufficiently large and representative benchmark
set with a consistent level of high quality reference data has to be compiled to test a wide
range of commonly applied DFAs.

A.3.2 Benchmark Set

The benchmark set consists of 146 experimentally determined 29Si NMR chemical shifts of
100 diverse Si-containing compounds with chemical shifts in a range from –400 to +828 ppm
(Figure A.1) and molecule sizes between 5 and 234 atoms. Solvents include chloroform,
dichloromethane, benzene, chlorobenzene, bromobenzene, toluene, acetonitrile, cyclohex-
ane, and THF. Coordination and bonding patterns of the Si-atom range from coordination
numbers of 2 to 6 including single, double, triple, coordinative, and aromatic bonding pat-
terns. Si bonds to main group elements as well as transition metals are represented. Selected
examples are depicted in Figure A.1, and a detailed overview of all compounds can be found
in the Supporting Information. Molecular geometries are optimized consistently at the PBEh-
3c(CPCM) level of theory applying the CPCM implicit solvation model for the respective
solvent of the experimental 29Si NMR chemical shift measurement. The benchmark set is
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Figure A.1: Scale of investigated 29Si NMR chemical shifts in ppm.

divided into two categories: (i) a set containing only elements up to argon (Z = 18), further
denoted as “light” subset SiS-L (compounds 1-55), and (ii) a set of structures containing
elements with Z > 18 adjacent to the Si atom, further denoted as “heavy” subset SiS-H
(compounds 56-100, SiCl4 is also included as it is known to be prone to spin-orbit coupling
effects).

A.3.3 Benchmark of Density Functional Approximations for the Calculation of 29Si
NMR Chemical Shifts

Overall, the performance of 25 conventional DFAs, 11 (meta-)GGA, 10 (meta-)hybrid, and
four double-hybrid functionals was assessed. Further, the two composite methods HF-
3c and PBEh-3c as well as the Hartree-Fock theory were tested. All DFAs were applied
in conjunction with either the def2-TZVP or pcSseg-2 basis sets with ECPs, and explicit
relativistic ZORA treatment was evaluated.

The Light Atom Subset SiS-L

As for def2-TZVP and pcSseg-2 with ECPs, very similar trends and qualitative results are
observed, and only the def2-TZVP values will be discussed in the following. For both basis
sets, no typical “Jacob’s ladder”100,281 behavior (better performance with increased theoret-
ical level) is observed. In fact, the lower level (meta-)GGA class functionals yield better
results (class mean absolute deviation, MADGGA = 10.9 ppm) than the tested (meta-)hybrid
(MADhybrid = 16.7 ppm) functionals (Figure A.2, Table A.2). Specifically, the GGA type
B97-D3 (MAD = 7.2 ppm, R2 = 0.993) and HCTH407 (MAD = 8.1 ppm, R2 = 0.991)
functionals show good results for the SiS-L subset. The KT2 functional that was specifically
designed for NMR chemical shielding calculations also performs well with an MAD of
8.8 ppm and R2 = 0.989. KT2 already yielded good results for 29Si NMR chemical shifts
in previous studies for a smaller set of molecules.282 For B97-D3/def2-TZVP, bad results
are obtained for [(Idipp)(Me)Si Si(Idipp)]+283 (45, Idipp = C[N(C6H3-2,6-iPr2)CH]2) with a
deviation of 28.9 ppm for the silicon atom (shift 89; exp. shift = 115.2 ppm) in the formal
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Figure A.2: Box plots for all assessed composite/HF, (meta-GGA), and hybrid DFAs applying the
def2-TZVP (a) or pcSseg-2 (b) basis set (except for composite methods that use specialized basis sets)
for the SiS-L subset. The central black line represents the median value, and the whiskers represent
the most distant points within 1.5 times the interquartile range. Black dots represent outliers outside
this threshold.

oxidation state of II. In this case the 29Si NMR chemical shift may be quite sensitive to
deviations in the double bond length from the effective one in solution. Further, partly
dynamic hyperconjugative effects involving the methyl ligand may influence the chemical
shift of the respective silicon atom. The largest deviation is observed for the silylene silicon
atom in Kira’s cyclosilylene 2,2,5,5-tetrakis(trimethylsilyl)silacyclopentane-1,1-diyl284 (49)
with a deviation of 66.6 ppm (shift 94; exp. shift = 567.4 ppm) which may also correspond
to deviations of the silylene bond angle compared to an effective angle in the experiment. In
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Table A.2: Mean deviation (MD), Mean absolute deviation (MAD), linear scaled MAD (MADscaled) in
ppm, and determination coefficient R2 for all tested methods with the def2-TZVP and pcSseg-2 basis
sets on the SiS-L subset.

SiS-L def2-TZVP pcSseg-2

MD MAD R2 MADscaled
a MD MAD R2 MADscaled

HF 4.46 14.34 0.986 9.62 4.68 14.17 0.985 9.69
HF-3cb −8.39 45.07 0.863 34.56 – – – –
PBEh-3cc 10.49 12.95 0.986 10.25 – – – –

PBE −1.77 10.33 0.991 7.13 −1.54 9.26 0.991 7.06
revPBE −2.86 9.70 0.991 7.06 −2.74 8.82 0.991 7.02
OLYP −3.59 8.36 0.992 6.94 −3.68 7.98 0.992 7.01
BP86 0.25 9.49 0.992 6.57 0.66 8.45 0.992 6.60
B97-D3 1.31 7.19 0.993 6.24 1.88 6.89 0.993 6.43
TPSS −7.17 10.77 0.989 8.34 −5.41 9.23 0.991 7.49
revTPSS −10.71 13.78 0.986 9.86 −9.16 12.27 0.989 8.75
M06-L −11.86 14.58 0.980 12.26 −7.18 10.91 0.986 9.90
KT2 −2.68 8.80 0.989 8.05 −1.92 8.14 0.989 7.96
SCAN −16.01 18.81 0.975 14.07 −8.48 11.51 0.987 9.54
HCTH407 −2.94 8.09 0.991 7.32 −2.94 7.80 0.991 7.41

PBE0 0.35 12.05 0.992 7.21 0.61 11.14 0.992 7.14
B3LYP 4.94 11.33 0.993 6.41 5.17 10.84 0.993 6.51
CAM-B3LYP 7.93 16.49 0.990 8.62 8.18 15.63 0.990 8.48
BHLYP 6.24 13.34 0.992 7.65 6.52 12.78 0.992 7.59
BMK 13.78 22.45 0.982 11.58 12.77 21.35 0.984 10.96
ωB97X-D3 4.72 16.70 0.988 9.32 5.00 15.86 0.988 9.24
PW6B95 9.20 13.61 0.990 8.15 4.25 11.87 0.991 6.92
TPSSh −5.90 10.30 0.990 7.98 −4.38 8.99 0.992 7.30
M06 13.43 18.80 0.989 8.88 9.07 15.43 0.992 7.51
M06-2X 26.25 32.03 0.966 16.65 17.26 25.67 0.979 12.51
a The linear scaling approach principally yields MD = 0 and does not influence the R2 values.
b MINIX basis.
c def2-mSVP basis.

both cases, the discussed 29Si NMR chemical shifts seem to be problematic for a majority
of the tested methods. The generally worst performing GGA is SCAN with an MAD of
18.8 ppm and R2 = 0.975. From the (meta-)hybrid class of functionals, TPSSh performs best
(MAD = 10.3 ppm, R2 = 0.990) but still significantly worse than B97-D3. M06-2X yields
by far the worst results in this class with a very poor MAD of 32.0 ppm (R2 = 0.966). The
popular B3LYP and PBE0 functionals yield reasonable MADs of 11.3 (R2 = 0.993) and 12.1
ppm (R2 = 0.992), respectively. For the SiS-L subset, the pcSseg-2 basis set generally yields
slightly improved results compared to def2-TZVP. The most remarkable improvement is
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obtained for SCAN, decreasing the MAD from 18.8 to 11.5 ppm and increasing R2 to 0.987.
Double-hybrid density functional approximations (DH DFAs) that were shown to perform

well for the calculation of 1H, 13C, and 31P NMR properties were also tested. Unfortunately,
the drastically increased memory demand of the calculations proved problematic, specifically
for the larger structures included in the SiS146. Nevertheless, they only yield no to small
improvement over the well performing (meta-)GGA DFAs, even though a direct comparison
should be made with care considering the smaller number of data points. For the SiS-L subset
the best DH DFA (DSD-BLYP) yields an MAD of 8.3 ppm (R2 = 0.992), and mPW2PLYP as
the worst yields an MAD of 11.5 ppm (R2 = 0.961). All data for the DH DFAs can be found
in the Supporting information and is not further discussed.

Linear Scaling

Based on a sufficiently large data set, an empirical, linear scaling approach can be applied
to derive method dependent scaling parameters α and β that represent the slope and the
intercept of the linear best fit with respect to the experimental data. As shown in previous
works,32,37,285–287 α and β can be applied according to eq (A.2) to correct for systematic errors.

δcalc,scaled =
(δcalc − β)

α
(A.2)

We applied this approach to all tested functionals on the SiS-L subset. Overall, the MAD
can be reduced by 0.8 ppm (8%, KT2) to 15.4 ppm (53%, M06-2X) with 31% improvement on
average for the def2-TZVP basis set (Table A.2). The effect of linear scaling for B97-D3 and
M06-2X is depicted in Figure A.3.

Basis Set Dependence

As the choice of the applied basis set always inherits the question of efficiency and applica-
bility, we investigated the basis set dependence of the chemical shifts on the SiS-L subset
with the Ahlrichs def2-X (X = SVP, mSVP, TZVP, mTZVP, TZVPP, QZVP, QZVPP), Jensen’s
polarization-consistent pcSseg-n and pc-n (n = 0-3), and Dunning’s correlation-consistent cc-
pVXZ (X = D, T, Q) basis set families for B97-D3. For all tested families, a rapid convergence
is observed regarding the mean absolute deviations and determination coefficients R2 on the
SiS-L subset (Figure A.4). Increasing the basis set beyond triple-ζ quality does not improve
the results significantly and leads to drastically increased computation times. Thus, the
def2-TZVP and pcSseg-2 basis sets can be recommended as both offer a good compromise
between speed and performance. Nevertheless, for pc-n and pcSseg-n basis sets beyond
n = 2, increasing SCF convergence problems were observed. A better performance of
Dunning’s correlation consistent cc-pVXZ(-PP) basis sets compared to def2-X and pcSseg-n
basis sets, as reported for 13C NMR and 1H NMR,35 was not observed. Further, it should be
noted that specifically the pc-n and pcSseg-n basis sets are only available up to Kr (Z = 36),
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and hence for the heavier elements, the corresponding def2-X basis set was applied. The
small MINIX basis set produces large errors and a low determination coefficient of 0.865.
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Figure A.3: Correlation plots with respect to the experimental chemical shifts for B97-D3 (a) and
M06-2X (b) before and after linear scaling correction applying the def2-TZVP basis set on the SiS-L
subset.
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A.3.4 The Heavy Atom Subset SiS-H and Relativistic Effects

The vicinity of the relatively light silicon atom to a heavier atom requires consideration
of relativistic effects on its chemical shift. Generally, such so-called heavy atom effects on
the light atom (HALA) include scalar or spin-free relativistic (SFR) and the often dominant
spin-orbit (SO) HALA effects48,54,288–290 that can have a huge impact on the quality of the
chemical shift calculation.291 Popular treatments to account for HALA effects are (SO-)ECPs
or the widely used (SO-)ZORA129,292 approximation. As ECPs and the scalar-relativistic (SR)
version of ZORA are the most common and easily accessible methods for the calculation of
NMR shielding constants, we herein focus on to what extent scalar-relativistic treatments
can improve the results for 29Si NMR chemical shift calculations. Nevertheless, it must be
stressed that particularly pronounced SO-HALA effects require more sophisticated theory,
and such cases should be assessed individually.

Besides the ECP and SR-ZORA calculations for all tested DFAss we applied the two-
component SO-ZORA for seven GGA and hybrid functionals for the SiS-H subset consisting
of 44 molecules with heavy atoms (Z > 18) in direct neighborhood to the silicon atom as
well as for SiCl4 (Table A.3). Selected structures and calculated 29Si NMR chemical shifts are
depicted in Figure A.5.

For the SiS-H subset, HALA effects are expected to play an important role for the 29Si
NMR chemical shifts. To investigate the HALA effects in more detail, the commonly used SR-
ZORA and SO-ZORA approaches were further evaluated in conjunction with the Slater-type
orbital TZP basis set as implemented in the ADF2019.303 program package245,246 (Table A.3).

For the SiS-H subset, no improvement upon application of scalar relativistic ZORA in con-
junction with the def2-TZVP basis set is observed (Figure A.6a,b). Instead mostly a slightly
increased MAD is observed except for the hybrid DFAs M06, PW6B95, ωB97X-D3, BMK,
and CAM-B3LYP (Table A.3). SR-ZORA with the TZP basis set also yields no clear trend of
improvement, increasing the MAD for KT2 by 5.1 ppm which may be attributed to disturbed
error compensation due to the construction of the KT2 functional being explicitly fitted to
NMR shielding constants.160 For B3LYP on the other hand, an MAD improvement by 3.1 ppm
is observed. While the effect of both SR-ZORA approaches is generally small, the introduc-
tion of SO-ZORA drastically decreases the MADs by 30.1 ppm (71%, KT2) to 36.0 ppm (68%,
B3LYP) with respect to the ECP/def2-TZVP results. Thus, the SO-ZORA treatment is strongly
recommended to obtain reasonable 29Si NMR chemical shifts for compounds with expected
HALA effects. An example with tremendous spin-orbit relativistic effects is tetraiodosilane
(83, SiI4) with an experimental shift of –346.6 ppm. Here ECP and SR-ZORA based PBE0 cal-
culations yield drastically wrong chemical shifts of 91.9 to 105.0 ppm, and only the SO-ZORA
approach yields a good result of –343.1 ppm. Overall, robust GGA DFAs like BP86, revPBE or
OLYP can be recommended for the use with SO-ZORA and a TZP basis set for the calculation
of 29Si NMR chemical shifts of HALA affected silicon atoms (SiS-H MADSO-ZORA-BP86/TZP

= 12.3 ppm, R2 = 0.993). The PBE0 hybrid functional may represent a valuable alternative if
explicit Fock-exchange is needed (SiS-H MADSO-ZORA-PBE0/TZP = 13.6 ppm, R2 = 0.995). For
SO-ZORA-BP86/TZP, the largest remaining deviation on the SiS-H subset is observed for
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Figure A.5: Selected molecules with heavy atoms in the vicinity of the Si atom. Chemical shifts were
calculated with the PBE0 functional. The shift that deviates least from the experimental reference is
marked in blue. Hydrogen atoms attached to carbon are omitted for clarity.

Filippou’s cationic chromio silylene complex [(η5-C5Me5)(CO)3Cr Si(SIdipp)]+ (58, SIdipp =

1,3-bis(2,6-diisopropylphenyl)imidazolidin-2-ylidene)293 with a calculated shift of 775.9 ppm
and a deviation of 52.7 ppm. Further, a relatively large deviation is observed for the iridium
complex [IrIH(biPSi)] (92, biPSi = κ -P,P,Si Si(Me){(CH2)3PPh2}2)294 with a calculated chemi-
cal shift of 70.3 ppm and a deviation of 44.9 ppm. For the SiS-L subset, the effect of SO-ZORA
is much smaller with 1% (KT2) to 25% (BP86) improvement by SO-ZORA compared to the
ECP results (Figure A.6c,d). Thus, nonrelativistic chemical shift calculations on non-HALA
affected silicon atoms should be sufficiently accurate for most purposes. For the SiS-L
subset, a slight deterioration of the results was observed applying the SR-ZORA/def2-TZVP
approach. Even though an empirical linear scaling correction cannot be applied reasonably
to the ECP data due to strong scattering of the data points and very low determination
coefficients (cf. Figure A.6b,d), it can further improve the results of the ZORA relativistic
calculations.
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Table A.3: Mean absolute deviation (MAD) in ppm and determination coefficient (R2) for several
relativistic approaches for the SiS-H subset with expected strong HALA effects.

SiS-H ORCA ADF

ECP/def2-TZVP SR-ZORA/def2-TZVPa SR-ZORA/TZPb SO-ZORA/TZPb

MAD / ppm R2 MAD / ppm R2 MAD / ppm R2 MAD / ppm R2

HF 63.01 0.794 70.75 0.778 – – – –
HF-3cc 80.17 0.827 – – – – – –
PBEh-3cd 52.72 0.840 – – – – – –

PBE 44.32 0.859 46.94 0.858 44.13 0.852 12.10 0.993
revPBE 43.86 0.860 46.80 0.858 44.40 0.851 11.58 0.994
OLYP 43.15 0.859 46.43 0.857 46.09 0.847 12.44 0.994
BP86 45.00 0.859 45.56 0.858 44.45 0.852 12.25 0.993
B97-D3 44.80 0.858 48.63 0.856 – – – –
TPSS 43.87 0.856 48.86 0.863 – – – –
revTPSS 45.87 0.853 47.43 0.862 – – – –
M06-L 50.68 0.844 51.38 0.864 – – – –
KT2 42.39 0.860 47.52 0.859 47.49 0.843 12.30 0.994
SCAN 49.83 0.847 58.13 0.872 – – – –
HCTH407 44.03 0.856 47.68 0.852 – – – –

PBE0 49.25 0.863 51.44 0.860 47.50 0.853 13.60 0.995
B3LYP 52.63 0.861 53.80 0.859 49.56 0.853 16.66 0.997
CAM-B3LYP 63.14 0.862 63.00 0.862 – – – –
BHLYP 61.48 0.861 63.84 0.857 – – – –
BMK 69.85 0.863 67.16 0.861 – – – –
ωB97X-D3 58.73 0.863 57.69 0.863 – – – –
PW6B95 57.80 0.866 56.78 0.838 – – – –
TPSSh 43.97 0.858 48.62 0.864 – – – –
M06 63.93 0.861 58.03 0.839 – – – –
M06-2X 83.79 0.856 84.56 0.820 – – – –
a ZORA-def2-TZVP and/or SARC-def2-TZVP recontracted basis sets within ORCA.
b ZORA/TZP basis set within ADF.
c MINIX basis.
d def2-mSVP basis.

A.3.5 Structure Dependence of 29Si NMR Calculated Chemical Shifts

To estimate the influence of the geometry optimization level on the calculated 29Si NMR
chemical shift, 29Si NMR chemical shifts are calculated for five structures from each, the SiS-L
and SiS-H subsets, that were reoptimized on different theoretical levels (Figure A.7). These
are, B97-3c from the 3c-composite method family, the GFN2-xTB extended tight-binding
method, the GFN-FF28 generic force field, TPSS-D4/def2-TZVP, and B3LYP-D4/def2-SVP.

Overall, the MAD varies only slightly depending on the geometry optimization method
when changing the DFA. The largest deviation in the DFA class is observed on B3LYP-
D4/def2-SVP structures with an MAD change of 1.9 ppm for PBE0 (2.1 ppm for PBE)
compared to the results at the reference PBEh-3c structures. Application of the semiempirical
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Figure A.6: Mean absolute deviations for various relativistic approaches for the a) SiS-H and the
c) SiS-L subsets. Correlation plots of experimentally obtained 29Si NMR chemical shifts and those
calculated with the PBE0 functional combined with different relativistic approaches b) SiS-H and d)
SiS-L.

quantum mechanical (SQM) extended tight-binding method GFN2-xTB for geometry opti-
mization results in significantly increased MADs, i.e., by 15.8 ppm for PBE0 and 11.9 ppm for
PBE, respectively, more than doubling the MAD for the evaluated subset. Even worse results
are obtained for geometries optimized with the GFN-FF generic force field (FF) which mainly
results from deviations in bonding angles of low coordinated silicon atoms. Nevertheless,
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Figure A.7: Deviations for a) PBE and b) PBE0 29Si NMR chemical shifts calculated on differently
optimized geometries for a selection of ten representative structures applying the SO-ZORA treatment
and the TZP basis set. All deviations are in ppm.

the errors introduced by geometry optimization with a low-cost SQM or FF method can be
partly compensated by linear scaling (Figure A.8) which is strongly recommended in this
case. For the SO-ZORA/BP86 DFA applied on GFN-FF structures, the SiS-H subset MAD
can be reduced by 19.8 ppm (47%) resulting in an MADscaled of 22.0 ppm (Figure A.8d). Thus,
even though an optimization at the low-cost DFT level is recommended to obtain the best
results, substitution of the computationally demanding geometry optimization by SQM or
FF methods may be applied in combination with a linear scaling correction to obtain reason-
able results. This approach may be applied to efficiently calculate 29Si NMR chemical shifts
of large structures. Respective scaling parameters for selected, well performing methods
based on the SiS146 set for use on SQM or FF method optimized geometries are provided in
Table A.4. Structures that are chemically destroyed upon optimization with the respective
SQM/FF method were excluded from the evaluation.

A.4 Conclusion

The 29Si NMR spectroscopy is a highly valuable analytical tool for academic and industrial
researchers due to the well-defined 29Si core with a spin of 1/2. It is sensitive to details of the
chemical surroundings, and the high range of observed chemical shifts is suited as a reliable
indicator for chemical coordination and bonding patterns. Thus, an efficient computational
prediction of these chemical shifts is highly desirable. Nevertheless, several previous studies

66



A.4 Conclusion

a b

c d

BP86//GFN-FF
SiS-H

α = 1.226
β = 10.540

BP86//GFN2-xTB
SiS-H

α = 1.094
β = 2.375

BP86//GFN2-xTB
SiS-L

α = 1.082
β = 9.592

BP86//GFN-FF
SiS-L

α = 1.228
β = 10.050

-800

-600

-400

-200

0

200

400

600

800

1000

-800-600-400-20002004006008001000
δ(

29
S

i) c
al

c.
/ p

pm

δ(29Si)exp. / ppm

BP86 (MAD = 25.8 ppm)
BP86scaled (MAD = 18.6 ppm)

-800

-600

-400

-200

0

200

400

600

800

1000

-800-600-400-20002004006008001000

δ(
29

S
i) c

al
c.

/ p
pm

δ(29Si)exp. / ppm

BP86 (MAD = 25.9 ppm)
BP86scaled (MAD = 18.1 ppm)

-800

-600

-400

-200

0

200

400

600

800

1000

-800-600-400-20002004006008001000

δ(
29

S
i) c

al
c.

/ p
pm

δ(29Si)exp. / ppm

BP86 (MAD = 19.1 ppm)
BP86scaled (MAD = 17.3 ppm)

-800

-600

-400

-200

0

200

400

600

800

1000

-800-600-400-20002004006008001000

δ(
29

S
i) c

al
c.

/ p
pm

δ(29Si)exp. / ppm

BP86 (MAD = 41.8 ppm)
BP86scaled (MAD = 22.0 ppm)

Figure A.8: Uncorrected and linear scaling corrected 29Si NMR chemical shifts (SO-ZORA/BP86/TZP)
at GFN2-xTB and GFN-FF structures for the SiS-L and SiS-H subsets. Respective MADs are given in
parentheses.

only covered a narrow range of already well studied structural motifs or only a small number
of methods regarding the calculation of 29Si NMR chemical shifts.

Therefore, a comprehensive benchmark set termed SiS146 containing 146 experimentally
determined 29Si NMR chemical shifts for 100 small to large sized compounds with diverse
bonding situations at the silicon center was composed. For this benchmark set, the perfor-
mance of 26 common DFT based methods with several AO basis sets was tested for the
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Table A.4: Scaling parameters derived from the SiS146 set for 29Si NMR chemical shift calculations on
GFN2-xTB and GFN-FF geometries.

GFN2-xTB GFN-FF

SiS-L MAD MADscaled α β MAD MADscaled α β

BP86/def2-TZVP 20.75 17.17 1.130 11.189 29.33 18.86 1.282 11.249
B97-D3/def2-TZVP 21.00 17.21 1.094 11.754 25.99 17.99 1.234 11.765
PBE0/def2-TZVP 22.18 17.49 1.159 13.667 32.42 20.41 1.323 12.034
B3LYP/def2-TZVP 26.34 18.71 1.183 17.130 32.82 19.95 1.342 16.740
BP86/pcSseg-2 20.57 17.23 1.116 11.244 28.27 18.78 1.267 11.491
B97-D3/pcSseg-2 20.88 17.53 1.080 11.958 25.19 17.90 1.220 12.207
PBE0/pcSseg-2 21.61 17.32 1.145 13.623 31.18 20.39 1.308 12.261
B3LYP/pcSseg-2 26.07 18.85 1.170 17.034 31.86 19.92 1.328 16.950
SO-ZORA-BP86/TZP 19.05 17.25 1.082 9.592 25.92 18.10 1.228 10.050
SO-ZORA-PBE0/TZP 20.33 18.01 1.108 13.261 31.67 22.11 1.227 9.037

GFN2-xTB GFN-FF

SiS-H MAD MADscaled α β MAD MADscaled α β

SO-ZORA-BP86/TZP 25.79 18.59 1.094 2.375 41.78 21.96 1.226 10.540
SO-ZORA-PBE0/TZP 26.50 16.53 1.142 9.087 43.14 26.76 1.250 12.297

calculation of 29Si NMR chemical shifts. It is sectioned into two subsets: the SiS-L contain-
ing only compounds composed of light elements (Z < 18), and the SiS-H subset including
compounds with heavier elements. For the SiS-H subset, the role of explicit treatment
of relativistic effects (SR/SO-ZORA) is evaluated. Further, the basis set convergence and
geometry optimization method dependence are investigated exemplarily.

Overall, the B97-D3 GGA functional performs best (with the def2-TZVP basis set) with an
MAD of 7.2 ppm and a high determination coefficient of 0.993 for the SiS-L subset. Generally,
the tested (meta-)GGA DFAs outperform hybrid functionals with TPSSh producing the
smallest MAD of 10.3 ppm in the hybrid class. These results do not follow a trend of
improved results for higher rungs of Jacob’s ladder that is known for, i.e., thermochemical
calculations but is in agreement with prior studies on other elements.39 The worst results are
obtained with the M06-2X DFA, yielding a high MAD of 32.0 ppm. Application of Jensen’s
pcSseg-2 basis set generally yields slightly smaller (mostly about 1 ppm) MADs compared
to the def2-TZVP basis set but is not generally available for heavier elements. For the worse
methods, a linear scaling approach may be applied to significantly improve the results. For
both the def2-X and the pcSseg-n basis sets, the results proved to be sufficiently converged
with respect to the basis set size at the triple-ζ level (def2-TZVP, pcSseg-2), representing a
good compromise between computational cost and accuracy.

For the SiS-H subset, the application of ECPs proved insufficient due to in part pronounced
HALA effects. While scalar-relativistic ZORA approaches do not yield significant improve-
ments, spin-orbit ZORA improves the calculated 29Si NMR chemical shifts drastically. The
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SO-ZORA treatment reduces the MADs by up to 74%, which corresponds to an MAD de-
crease of, e.g., 32.3 ppm for revPBE compared to the ECP result. Thus, an explicit spin-orbit
relativistic treatment for HALA prone 29Si cores is highly recommended.

The DFT geometry optimization level has only minor influence on the quality of the
results as long as no serious structural issues are observed. For a representative selection of
structures from the SiS146 set, the variations in the MADs compared to those calculated on
PBEh-3c geometries only amount up to about 2 ppm. Geometry optimization by semiempir-
ical or force field methods may be applied in combination with a linear scaling correction
of the shifts to obtain reasonable MADs in combination with a well performing 29Si NMR
chemical shift calculation DFA.

In conclusion, robust GGA methods like B97-D3/def2-TZVP can be used reliably for the
calculation of 29Si NMR chemical shifts based on PBEh-3c geometries. The triple-ζ basis
sets def2-TZVP and pcSseg-2 provide a good cost to accuracy ratio for efficient chemical
shift calculations. For 29Si cores in the vicinity of heavier atoms (Z > 18), explicit spin-orbit
relativistic treatment, e.g., by the SO-ZORA approach, is indispensable to obtain reliable
results. In this context, i.e., the SO-ZORA-BP86/TZP method proved to be a reliable choice
with a relatively small MAD of 12.3 ppm and a high correlation coefficient of 0.993 for the
SiS-H subset. Other GGAs like revPBE perform comparably well. If a hybrid DFA is needed,
SO-ZORA-PBE0/TZP can be used alternatively with an MAD of 13.6 ppm and R2 = 0.995.
The presented SiS146 benchmark set provides a comprehensive, diverse, and robust test set
for further method development and enables computational chemists to make a profound
method choice for calculating 29Si NMR chemical shifts.
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APPENDIX B

Appendix: Benchmark Study on the Calculation
of 119Sn NMR Chemical Shifts

J. B. Stückrath, T. Gasevic, M. Bursch, and S. Grimme, Inorg. Chem. 2022, 61, 3903–3917.
DOI: 10.1021/acs.inorgchem.1c03453.

SnS51

SO-ZORA/PBE0

A comprehensive benchmark set termed SnS51 consisting of 51 experimentally determined 119Sn
NMR chemical shifts is compiled. 15 commonly used density functional approximations and three
relativistic Hamiltonians are assessed for chemical shift computations. Further, the roles of consider-
ing Boltzmann weighted conformer-ensembles and the use of relativistic Hamiltonians for geometry
optimization are demonstrated. Empirical linear scaling is shown to further improve computed 119Sn
NMR chemical shifts.
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Abstract

A new benchmark set termed SnS51 for assessing quantum chemical methods for the
computation of 119Sn NMR chemical shifts is presented. It covers 51 unique 119Sn NMR
chemical shifts for a selection of 50 tin compounds with diverse bonding motifs and ligands.
The experimental reference data are in the spectral range of ±2500 ppm measured in seven
different solvents. 15 common density functional approximations, two scalar- and one spin-
orbit relativistic approach are assessed based on conformer-ensembles generated using the
CREST/CENSO scheme and state-of-the-art semiempirical (GFN2-xTB), force field (GFN-FF),
and composite DFT methods (r2SCAN-3c). Based on the results of this study, the spin-orbit
relativistic method combinations of SO-ZORA with PBE0 or revPBE functionals are generally
recommended. Both yield mean absolute deviations from experimental data below 100 ppm
and excellent linear regression determination coefficients of ≤ 0.99. If spin-orbit calculations
are not affordable, the use of SR-ZORA with B3LYP or X2C with ωB97X or M06 may be
considered to obtain qualitative predictions if no severe spin-orbit effects, for example, due
to heavy nuclei containing ligands, are expected. An empirical linear scaling correction is
demonstrated to be applicable for further improvement, and respective empirical parameters
are given. Conformational effects on chemical shifts are studied in detail but are mostly
found to be small. However, in specific cases when the ligand sphere differs substantially
between conformers, chemical shifts can change by up to several hundred ppm.
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B.1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is of great importance to a large number
of experimental chemists, especially for characterizing newly synthesized compounds. The
NMR chemical shift is very sensitive to the chemical and structural environment of the respec-
tive nucleus which enables the reliable identification of specific structural motifs. Although
the most commonly examined NMR active nuclei are 1H and 13C, other heteronuclei can be
analyzed to yield indications for complex bonding situations in new compounds.168,295,296

In general, inorganic elements form a plethora of diverse and exotic chemical structures,
involving various coordination numbers, bonding motifs, and ligands. Therefore, NMR
spectroscopy of inorganic elements, such as the textsuperscript119Sn nucleus166,167,297, is
of high interest in various fields of structural chemistry. Additionally, for heavy, NMR less
sensitive nuclei, experiments are often challenging and very time-consuming. Further, the
range of possible chemical shifts is large, and thus, computer-aided methods for predicting
chemical shifts of such nuclei reliably are highly desirable.

Kohn-Sham density functional theory (DFT) is a versatile tool for the efficient calculation
of various molecular properties.298 It has also proven as a robust choice for the calculation of
nuclear magnetic shielding tensors30,33,39,41,135,226,299,300 if gauge-including atomic orbitals
(GIAOs)137–139,301 are used. For heavy nuclei, such as tin, electrons close to the nucleus
are susceptible to scalar- and spin-orbit relativistic (SO) effects and respective corrections
become indispensable to correctly describe NMR properties. Some frequently used ap-
proaches to include relativistic effects in DFT are the second-order Douglas-Kroll-Hess
method (DKH2),126,127 the zeroth-order regular approximation (ZORA),128,258 and the exact
transformation of the four-component Dirac equation to two-components (X2C).130–132,302,303

In the context of heavy nuclei, and specifically 119Sn NMR, it has been shown that the
inclusion of a SO treatment can improve the agreement of calculated and experimental
shifts,173 especially when other heavy atoms are in the vicinity of the Sn nucleus.169,304 The
performance of some density functional approximations (DFAs) for the calculation of 119Sn
NMR chemical shifts was assessed previously for simple tetracoordinated tin compounds
without relativistic treatment,305,306 alkynyltin compounds,53 tinhalides,169 aryltin chlorides
and hydrides170 as well as metallostannylenes.171 However, each of these studies is restricted
to either a rather specialized field of tin chemistry or rather small compounds. Further,
none of these studies represents a comprehensive assessment of various quantum chemical
methods and relativistic treatments.

In line with our previous study on 29Si NMR chemical shift calculations,213 we herein
present a newly compiled comprehensive benchmark set featuring 51 119Sn NMR chemi-
cal shifts in various chemical environments of molecular compounds in solution. A wide
range of diverse experimentally determined tin-containing compounds is covered in or-
der to enable a general evaluation of different DFAs and relativistic Hamiltonians. Large
organometallic tin complexes are also represented for which the ligands can affect the struc-
tural environment of the Sn nucleus directly or play a major role in the overall stability.
Their description is important for the chemical shift prediction, therefore reinforcing the
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relevance of explicitly including such cases in this benchmark study. Overall, this work aims
to provide guidance for the choice of a reliable method combination of DFA and relativistic
treatment for the efficient calculation of 119Sn NMR chemical shifts.

B.2 Computational Details

Quantum chemical and force field (FF) calculations were performed with the xTB 6.3.3,247,248

TURBOMOLE 7.5.1307–309 and AMS2020.102245,246 (ADF module) program packages. The
initial structures were obtained from experimentally determined X-ray crystal structures
when available and were preoptimized with the generic force field GFN-FF28 applying the
ALPB118 implicit solvation model for the respective solvent from the NMR measurement. For
a detailed list of references and solvents see the next sections and the Supporting Information
(SI), Table S5. Compounds 5, 7, 18, 45 and 46 were preoptimized with the semiempirical quan-
tum mechanical (SQM) extended tight-binding method GFN2-xTB27. For each compound,
a conformer-rotamer ensemble (CRE) was generated with the CRE sampling tool CREST
2.1125,310 applying GFN-FF or GFN2-xTB if the initial structure is not correctly described
by GFN-FF. The CREs were subsequently refined with the command line energetic sorting
algorithm CENSO 1.0.029,311 and afterward checked for identical conformers to yield final
conformer ensembles, their free energies, and the respective Boltzmann weights. Within this
scheme, geometry optimizations were performed using the efficient r2SCAN-3c172 composite
DFT method and the COSMO114 implicit solvation model. Enhanced numerical integration
grid settings (radsize 10) were used. Thermostatistical free energy contributions were ob-
tained applying the modified rigid-rotor harmonic-oscillator (mRRHO)119 based single-point
Hessian120 approach using GFN2-xTB. Solvation free energies were calculated with COSMO-
RS115,116 using the COSMOtherm 19.0 program package312 (Gsolv option, BP_TZVP_C30_1601
parametrization, T = 298.15 K, p = 1 atm). All structures were verified as minima on the
potential energy surface by the absence of imaginary vibrational frequencies below iω =

–30 cm−1 in the harmonic frequency calculation. All geometry optimizations, single-point
energy, and harmonic frequency calculations in TURBOMOLE were accelerated by the
resolution of the identity (RI) approximation for Coulomb integrals255,313,314 with matching
auxiliary basis sets.

All 119Sn NMR shielding constants were calculated using GIAOs and the COSMO solva-
tion model. In TURBOMOLE, all NMR shielding calculations315,316 were performed with the
scalar-relativistic (SR) exact two-component X2C method317 applying the Gaussian-type or-
bital (GTO) recontracted all-electron basis set x2c-TZVPall-s174,175 and the 5a integration grid.
For the NMR shielding calculations in AMS, the Slater-type orbital (STO) all-electron triple-ζ
ZORA/TZP165 basis set and the COSMO261 solvation model were applied. In AMS, relativis-
tic effects were included by the scalar- and spin-orbit relativistic versions of ZORA.129,318,319

Overall, a total number of 15 different DFAs and their combination with three relativistic
approaches as listed in Table B.1 was assessed if available.

NMR chemical shifts δ were calculated from nuclear magnetic shielding constants σ accord-
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Table B.1: Assessed density functional approximations (DFAs) and scalar- (SR) and spin-orbit (SO)
relativistic approaches for 119Sn NMR shielding calculations in the SnS51 benchmark set (TM =
TURBOMOLE, AMS = ADF module in AMS2020).

relativistic treatment

X2C (TM) ZORA (AMS)

class DFA SR SR SO

(meta-)GGA PBE101 ✓ ✓ ✓
revPBE177 ✓ ✓ ✓
OLYP262 ✓ ✓ ✓
BP86102,103 ✓ ✓ ✓
B97-D157 ✓
TPSS104 ✓
M06-L176 ✓
KT2160 ✓ ✓ ✓
r2SCAN105,320 ✓

(meta-)hybrid PBE0109 ✓ ✓ ✓
B3LYP106–108 ✓ ✓ ✓
ωB97X269 ✓
TPSSh158,159 ✓
M06161 ✓
M06-2X161 ✓

ing to eq (B.1) with σ(119SnSnMe4
) being the shielding constant of the reference compound

tetramethyltin (SnMe4).

δ(119Sn) = σ(119SnSnMe4
)− σ(119Sn) (B.1)

Thermally averaged chemical shifts from a conformer ensemble were obtained by a Boltzmann-
weighted average of each conformer’s chemical shift according to eq (B.2) with Boltzmann
weights wi of conformer i given by

wi =
exp (−∆Gi/RT)

CRE
∑
j

exp
(
−∆Gj/RT

) (B.2)

with the free energy difference of conformer i to the lowest conformer ∆Gi = Gi − Glowest,
molar gas constant R, and absolute temperature T. If not stated otherwise, the temperature
was set to 298.15 K. For the conformational analysis of compound 46, a temperature range
between 173.15 and 298.15 K was considered.
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For the structure dependence study (see Section B.3.6), the energetically lowest-lying
conformer of each CRE was reoptimized on the TPSS-D4(COSMO)/def2-TZVP104,156,249–251

level with the respective Stuttgart-Dresden def2 effective core potentials (ECPs)254,257 and
the m5 numerical integration grid. Further reoptimizations were performed on the TPSS-
D4(COSMO)/x2c-TZVPall level with SR-X2C in TURBOMOLE321 as well as the TPSS-
D4(COSMO)/TZP level with SR- and SO-ZORA in AMS.322 Furthermore, the structures
were optimized on the semiempirical GFN2-xTB(ALPB) level and with the GFN-FF(ALPB)
force field in xTB. Subsequent NMR shielding calculations were performed with AMS on
the revPBE(COSMO)/TZP and PBE0(COSMO)/TZP levels of theory with SO-ZORA.

B.3 Results and Discussion

B.3.1 General Considerations

The quantum chemical computation of NMR chemical shifts is not trivial. Besides the choice
of a reliable method combination for the geometry optimization, the correct description of
the conformational space for flexible molecules is challenging, yet important. In general,
differently populated conformations can have a crucial impact on the overall NMR chemical
shifts observed in the experiment.25,30 Further, the choice of a reliable level of theory (DFA,
basis set, Hamiltonian, solvation model) for the NMR property calculation is the key for high
accuracy. These methods may also differ from those chosen for geometry optimization in
commonly applied multilevel approaches. Another important aspect is the role of solvation
effects on structures and NMR chemical shifts. Even though implicit solvation models such
as COSMO or PCM112,113 are typically sufficient to cover electrostatic influences caused by
the solvent, in some cases, explicit solvent molecules can influence the structure of the target
compound. As such cases can not be treated in a black-box type approach, in the following,
only cases for which implicit models can be considered sufficient will be discussed.

Usually, several conformers of a molecule in a temperature-dependent equilibrium exist,
each of which individually contributes to the observable. Therefore, a detailed analysis of
energetically favorable conformers is necessary in order to simulate an observable satisfacto-
rily. As a sophisticated conformational sampling is usually prohibitively costly with DFT
methods, recent SQM and FF methods such as GFN2-xTB and GFN-FF are used within the
CREST approach. The initially generated CRE at a lower theory level should be further
refined by calculation of conformational free energies and geometries using efficient com-
posite DFT methods (e.g., PBEh-3c,155 B97-3c279, r2SCAN-3c172) within the CENSO approach.
The recently developed r2SCAN-3c method has proven to yield reasonable structures and
conformational energies at a comparably low computational effort. Based on these refined
conformer ensembles, more advanced, yet more computationally demanding method combi-
nations can be employed. Triple-ζ quality basis sets have proven to be sufficiently converged
for heteronuclei NMR shifts and are therefore used exclusively in this study.213 Nevertheless,
for heavy nuclei the careful choice of the relativistic treatment regarding the Hamiltonian
(non-/scalar-/spin-orbit relativistic) is important and can have a great impact on the results.
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• δexp., X-ray structure input

• CRE generation

• GFN-FF(ALPB) or GFN2-xTB(ALPB)

• Unrefined conformer-rotamer-ensemble

• CRE refinement with r2SCAN-3c(COSMO)

• Free energies and Boltzmann-weighting

• Lowest conformer (ΔG)

• Low free energy conformer ensemble

• AMS2020, TURBOMOLE

• 15 DFAs, 3 relativistic treatments

CREST

X-ray

CENSO

CRE

Assessment

CE lowest

NMR calculation

• Statistical evaluation

Figure B.1: Schematic protocol used for the SnS51 benchmark study.

Initial tests on the application of ECPs at the NMR active nuclei yielded qualitatively wrong
results, which is in line with the expectation due to the removal of all nodes in the core
region and the erroneous shape of the resulting pseudo-orbitals. Therefore, no further
results regarding ECPs at the 119Sn nucleus are discussed in this study. All the mentioned
aspects make a well-founded selection of a suitable method for the prediction of 119Sn NMR
chemical shifts difficult. To provide guidance for a reliable choice, we assess a selection of
different combinations of prominent DFAs and relativistic approaches on a newly compiled
comprehensive benchmark set termed SnS51. Furthermore, the role of relativistic treatments
in the geometry optimization as well as a possible application of SQM- or FF-based geome-
tries are evaluated. The general influence of considering conformer ensembles compared to
a single structure approach based on the lowest identified conformer is also investigated.
The schematic protocol applied to generate the molecular structures used in our benchmark
study is depicted in Figure B.1.
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Figure B.2: Overview of the investigated compounds and their 119Sn NMR chemical shifts in ppm
(referenced to SnMe4).

B.3.2 Benchmark Set

The new SnS51 benchmark set consists of 50 tin-containing compounds (42 neutral, 4
positively, 4 negatively charged; ordered according to their descending experimental 119Sn
NMR chemical shifts). For these compounds, overall 219 unique conformers with various
tin bonding motives including single, double and triple as well as coordinate and aromatic
bonds are evaluated. Tin coordination numbers range from 2 to 7 and molecule sizes
between 4 and 209 atoms. The investigated 119Sn nuclei are bound to light and heavy main
group elements as well as to transition metals. The total number of 51 experimental 119Sn
NMR shifts ranges from 2448 to –2204 ppm that were measured in seven different solvents:
benzene, chloroform, tetrahydrofuran, dichloromethane, acetonitrile, carbon disulfide, or
cyclohexane. An exemplary overview of included compounds is depicted in Figure B.2. All
further compounds are shown in Figure B.3, and their reference data are listed in Table B.2.
More detailed information can be found in Table S5 in the Supporting Information.

The performance of 15 different DFAs is assessed. These include nine (meta-)generalized
gradient approximation (GGA) and six (meta-)hybrid DFAs. All functionals are applied
alongside three different relativistic Hamiltonians if available in the respective quantum
chemistry packages. The assessed relativistic treatments are SR-X2C and SR-ZORA as well
as SO-ZORA (see Table B.1 for a list of all method combinations).

B.3.3 Study of Density Functional Approximations and Relativistic Approaches
for the Calculation of 119Sn NMR Chemical Shifts

Unless otherwise stated, all statistical evaluations are based on NMR chemical shifts calcu-
lated as the Boltzmann weighted average of all conformers populated at room temperature.
The overall performance of the different methods is depicted in Figure B.4, and all statistical
measures are listed in Table B.3.

All DFAs yield systematically too negative 119Sn NMR chemical shifts in combination with
both tested scalar-relativistic Hamiltonians SR-X2C (Figure B.4a) and SR-ZORA (Figure B.4b)
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Figure B.3: Compounds included in the SnS51 benchmark study. Tin atoms are highlighted in blue.
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Table B.2: All compounds in the SnS51 set with their identification number (the corresponding
structures can be found in Figure B.3), the solvent used in the experimental measurement, the
experimental 119Sn NMR chemical shift δexp, and the reference.

No. Solvent δexp (ppm) Ref. No. Solvent δexp (ppm) Ref.

1 benzene 2 448 [323] 27 chloroform −115.5 [324]
2 benzene 2 323 [325] 28 benzene −127 [170]
3 benzene 2 299 [326] 29 benzene −148.6 [170]
4 benzene 2 235 [327] 30 benzene −155 [328]
5 benzene 1 322 [329] 31 benzene −164 [330]
6 benzene 919.4 [331] 32 THF −184 [332]
7 THF 829.7 [333] 33 chloroform −245.5 [334]
8 cyclohexane 723 [335] 34 benzene −253 [336]
9 THF 540 [337] 35 chloroform −270.1 [338]

10 benzene 524.2 [339] 36 Sna
THF −277 [340]

11 benzene 490.7 [341] Snb −464
12 benzene 446.4 [342] 37 dichloromethane −278.2 [343]
13 THF 340.1 [344] 38 benzene −317 [345]
14 benzene 324.5 [346] 39 benzene −345 [170]
15 benzene 319 [347] 40 benzene −388.3 [348]
16 benzene 118.9 [349] 41 benzene −392 [350]
17 benzene 118 [351] 42 chloroform −427.3 [338]
18 benzene 88 [352] 43 THF −435.1 [353]
19 benzene 32.2 [354] 44 benzene −595.8 [355]
20 chloroform 24.3 [356] 45 benzene −669.6 [357]
21 benzene −26 [348] 46 dichloromethane −813 [358]
22 THF −60.3 [353] 47 benzene −955.6 [359]
23 benzene −61 [170] 48 CS2 −1 701 [360]
24 benzene −62.3 [170] 49 benzene −2 124 [361]
25 acetonitrile −82.4 [362] 50 benzene −2 204 [363]
26 benzene −90.5 [170]

(76% of all calculated chemical shifts included in Figure B.4 and Table B.3 are below the
experimental value). Within the group of scalar-relativistic treatments, SR-X2C and SR-
ZORA yield average MADs of MADSR-X2C = 172.1 ppm and MADSR-ZORA = 187.0 ppm,
respectively. For SR-X2C, the M06 hybrid DFA yields the smallest MAD of 130.2 ppm
(R2 = 0.975). The best-performing GGA using SR-X2C is BP86 with an MAD of 158.2 ppm
(R2 = 0.972) closely followed by B97-D with an MAD of 160.4 ppm (R2 = 0.972). For the
DFAs tested in combination with SR-ZORA, the smallest MAD is obtained with the hybrid
B3LYP yielding an MAD of 163.6 ppm (R2 = 0.968). Here, the best-performing GGA is
again BP86 with an MAD of 174.8 ppm (R2 = 0.970). It is to note that within the applied
computational settings and basis sets, the SR-X2C-based method combinations generally
yield better results compared to those calculated with SR-ZORA. Furthermore, the very
different performance of the Minnesota-type DFAs is remarkable. While M06-L and M06-2X
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(54% HF exchange) are the worst-performing GGA and hybrid DFAs applying SR-X2C,
respectively, M06 (27% HF exchange) yields good results with the lowest standard deviation
(SD) of 144.3 ppm. Overall, no general benefit of using hybrid DFT compared to the much
less computationally demanding (meta-)GGAs is observed when using SR-X2C even though
the average class MAD is reduced from MADSR-X2C/GGA = 184.1 ppm to MADSR-X2C/hybrid

= 158.4 ppm. A typical “Jacob’s ladder” behavior100,281 is therefore not observed for the
calculation of 119Sn NMR chemical shifts, which is in line with our findings for 29Si NMR
chemical shifts213 and is also in agreement with previous studies on other nuclei.34,39,41

Nevertheless, all scalar-relativistic approaches yield severe deviations for the iodine bound
tin nuclei in compounds 45 (SnI2(N(SiMe3)2)2)357 and 48 (SnI4, cf. Figure B.5).360

The electrons in the heavy iodine atom experience severe relativistic effects, and fur-
thermore, halogens that are close to the nucleus of interest are known to increase the
s-character of bonding orbitals of the respective nucleus thus evoking strong spin-orbit
coupling effects.144,169,296 This influence is generally known as heavy neighbor atom (HNA)
effect.47,48,54 To allow for an unbiased statistical evaluation, these cases (outliers) are excluded
from the statistics for SR approaches. The importance of explicit inclusion of spin-orbit
effects for these compounds is demonstrated upon application of the SO-ZORA Hamiltonian
(Figure B.4c). Both former outliers are described correctly using any DFA with SO-ZORA
treatment. Furthermore, the average method MAD is greatly reduced by 41% and 46% to
MADSO-ZORA = 101.2 ppm. Moreover, for both assessed hybrid DFAs PBE0 and B3LYP, the
systematic error approaches zero with MDs of –10.4 and –0.6 ppm. The lowest MAD in the
SO-ZORA group is obtained with PBE0 yielding an MAD of 87.6 ppm (R2 = 0.994) and an
excellent determination coefficient of 0.994. In the GGA class, revPBE represents a good
alternative with a low MAD of 96.8 ppm (R2 = 0.990) and a similar SD of 115.1 ppm. For
the SO-ZORA methods, the iodine-containing compounds 45 and 48 still yield deviations
above the average of the tested compounds, but are within a much more narrow range (cf.
Figure B.4, lower outliers) and thus do not severely bias the statistics. For instance, excluding
the two data points also from the SO-ZORA evaluation would yield MADs of 89.6 and
85.1 ppm for revPBE and PBE0, respectively. For lighter nuclei such as 29Si, we found that
the explicit inclusion of SO effects is only necessary when other heavy nuclei are close to
the NMR active one.213 On the contrary, computed 119Sn NMR chemical shifts profit from
application of the SO-ZORA treatment even in the absence of heavy neighbor atoms.

Overall, based on these observations, some recommendations can be given based on
these observations. If available, a SO relativistic approach should be used in general for
the reliable calculation of 119Sn NMR chemical shifts. The SO-ZORA/PBE0 combination
yields good results over the large 119Sn NMR shift scale of almost ±2500 ppm. If the
application of a hybrid DFA is not affordable, the SO-ZORA/revPBE approach represents
an efficient alternative. Even though some SR-X2C-based methods also yield comparably
small MADs, such as M06 or ωB97X, their general use may not be recommended if any
indication for a pronounced role of SO effects is given. This is specifically the case when
HNA effects due to the vicinity of other heavy nuclei or in general an increased s-character
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Figure B.4: Box plots showing the 119Sn NMR shift deviation between calculation and experiment
(∆δ = δcalc − δexp) for all tested density functional approximations in combination with the three
different relativistic approaches SR-X2C (a), SR-ZORA (b), and SO-ZORA (c). The central lines
represent the median values, the boxes the range of 25% to 75% of the data, and the whiskers
all points within 1.5 times the interquartile range. Outliers are depicted by black dots, especially
conspicuous are the compounds 45 and 48 for the scalar-relativistic methods.
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Figure B.5: Selected molecules from the SnS51 set and ensemble-based 119Sn NMR chemical shifts
calculated applying the revPBE DFA. The best matching value is highlighted in blue. Due to the large
deviation of the SR-X2C and SR-ZORA values for compounds 45 and 48, these data points have been
excluded from all statistics of scalar-relativistic approaches.

near the nucleus of interest are expected.296 The following general ranking regarding the best-
performing method combinations from each DFA class by decreasing MAD can be given:
SR-ZORA/BP86 (174.8 ppm) > SR-ZORA/B3LYP (163.6 ppm) > SR-X2C/BP86 (158.2 ppm) >
SR-X2C/M06 (130.2 ppm) ≫ SO-ZORA/revPBE (96.8 ppm) > SO-ZORA/PBE0 (87.6 ppm).

B.3.4 Linear Scaling

Empirical linear scaling was previously used successfully to correct errors of NMR chemical
shifts32,37,285–287 also for 29Si NMR.213 Subsequently, it is applied to derive method-dependent
scaling parameters for the correction of systematic errors in the calculation of 119Sn NMR
chemical shifts. The parameters α and β represent the slope and the intercept of the linear
best fit with respect to experimental reference data and are applied according to eq (B.3).
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Table B.3: Ensemble-based mean deviation (MD), mean absolute deviation (MAD), standard deviation
(SD) of the MD and root mean square deviation (RMSD) from experimental values in ppm as well as
determination coefficient R2 for all DFAs in combination with the three relativistic approaches. Note
that due to the nature of the linear scaling approach, the scaled MD is always zero. The scaled MAD
(MADscaled in ppm) and MAD of only the lowest conformer (MADlowconf in ppm) are discussed in
the following sections.

SR-X2C/x2c-TZVPall-s‡

DFA MD MAD SD RMSD R2 MADscaled MADlowconf

PBE −142.6 170.3 156.7 210.7 0.970 127.1 172.8
revPBE −153.9 178.4 163.3 223.1 0.968 131.7 181.0
OLYP −182.4 199.4 186.8 259.7 0.961 148.2 202.1
BP86 −126.6 158.2 150.8 195.7 0.972 121.2 160.2
B97-D −135.1 160.4 151.8 202.0 0.972 123.0 162.8
TPSS −162.5 186.6 166.7 231.6 0.968 133.8 189.1
M06-L −212.9 219.5 198.6 289.8 0.965 141.2 221.7
KT2 −156.4 181.3 160.7 223.1 0.969 129.0 183.5
r2SCAN −188.0 202.8 180.0 259.0 0.965 141.5 205.3
PBE0 −136.1 166.4 166.4 213.7 0.967 140.5 169.0
B3LYP −113.7 150.4 155.3 191.2 0.971 128.8 153.5
ωB97X −60.4 130.9 151.2 161.4 0.975 120.5 132.4
TPSSh −158.8 183.9 169.9 231.3 0.966 138.2 186.4
M06 −91.6 130.2 144.3 169.6 0.975 113.5 132.6
M06-2X −142.8 188.7 218.8 259.4 0.943 171.7 192.2

SR-ZORA/ZORA/TZP‡

DFA MD MAD SD RMSD R2 MADscaled MADlowconf

PBE −160.7 187.4 165.2 229.3 0.968 132.4 189.4
revPBE −172.7 196.0 174.0 243.9 0.966 137.2 198.2
OLYP −200.3 216.7 199.9 281.5 0.957 155.0 219.0
BP86 −144.4 174.8 156.3 211.6 0.970 126.5 176.7
KT2 −164.4 192.4 169.5 234.9 0.967 134.4 194.4
PBE0 −147.3 178.2 175.5 227.8 0.964 148.2 178.3
B3LYP −127.3 163.6 162.9 205.4 0.968 138.3 165.7

SO-ZORA/ZORA/TZP

DFA MD MAD SD RMSD R2 MADscaled MADlowconf

PBE −51.0 102.5 129.3 137.8 0.990 70.7 103.4
revPBE −63.1 96.8 115.1 130.3 0.990 70.2 97.9
OLYP −89.4 104.2 106.9 138.6 0.989 79.3 106.5
BP86 −33.9 109.1 147.6 150.0 0.991 68.6 109.9
KT2 −59.5 106.1 127.6 139.7 0.988 79.6 107.0
PBE0 −10.4 87.6 115.3 114.6 0.994 55.7 90.2
B3LYP −0.6 102.2 145.6 144.2 0.995 49.6 104.1
‡For all SR methods, compounds 45 and 48 have been excluded from
the statistics.
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δcalc,scaled =
δcalc − β

α
(B.3)

With this equation, a scaled 119Sn NMR chemical shift is obtained for every compound,
and the new MAD (MADscaled) for every computational method is given in Table B.3. It is
observed that the linear scaling approach decreases the mean absolute deviation for every
tested method combination by at least 8% (130.9 to 120.5 ppm with SR-X2C/ωB97X) up to
51% (102.2 to 49.6 ppm with SO-ZORA/B3LYP). In general, this approach can be applied to
improve the results obtained from any method combinations, also including less accurate
methods such as SO-ZORA/BP86 which is the worst-performing SO-ZORA method (37%
improvement, MAD reduction from 109.1 to 68.6 ppm) and SR-X2C/M06-L as the worst-
performing SR-X2C method (36% improvement, MAD reduction from 219.5 to 141.2 ppm).
The linear scaling procedure for these examples is depicted in Figure B.6. Provided that
the underlying data is extensive enough, this approach has a high probability of correcting
a specific calculated chemical shift in the right direction. At this point, it is specifically
important to remove serious outliers such as compounds 45 and 48 for the SR methods to
avoid a strong bias of the scaling parameters. Such severe errors due to the missing physical
description of important effects may not be corrected in a simple empirical linear scaling
approach.
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B.3.5 Conformational Analysis

Up to this point, for all compounds an ensemble of distinctly Boltzmann populated con-
formers was considered. Accordingly, the number of computations and thus the overall
computational demand depends on the number of considered conformers. Therefore, for
the sake of efficiency, it is still questionable whether this approach is necessary and how
well the systems are described by only taking the lowest free energy conformer into account.
If only this conformer is considered in the evaluation, the overall MADs of the assessed
methods increase only slightly (minimum 0.2 ppm for SR-ZORA/PBE0, maximum 3.5 ppm
for SR-X2C/M06-2X), regardless of the applied density functional or relativistic approach
(see Table B.3, last column). As a representative example, Figure B.7 shows the 119Sn NMR
chemical shift deviations with respect to experimental data obtained with SO-ZORA/revPBE
from the ensemble-averaged and lowest-conformer approaches. The majority of the investi-
gated compounds do not show a significant ensemble dependence, and in a few cases, the
description deteriorates by considering only the lowest conformer. This is due to the usually
structurally rigid bonding region around the tin nucleus that is typically buried inside the
first ligand sphere. Therefore, conformational effects may be generally less pronounced
compared to more exposed nuclei such as 1H.

The largest influence of the ensemble on the 119Sn NMR chemical shift (+43.0 ppm) is
observed for compound 46358 featuring a tin center surrounded by one phenyl and three
1,1-dithiolate ligands. The denticity of the latter ones can change, and an equilibrium
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between the monodentate and bidentate bonding motif has been reported. The refined
conformer ensemble of compound 46 consists of seven unique conformers which can be
grouped according to bi- (tin coordination number of 7) and monodentate bonding of the 1,1-
dithiolate ligand (tin coordination number of 6). Two examples for these bonding patterns
are shown in Figure B.8a. When all three 1,1-dithiolate ligands act as bidentates (motif A), a
pseudopentagonal bipyramidal coordination of the tin atom is obtained. Decoordination
of one equatorial 1,1-dithiolate ligand results in the octahedrally coordinated bonding
motif B. Due to the drastic change in the direct coordination sphere of the tin nucleus,
the respective 119Sn NMR chemical shift differs by approximately 300 ppm between the
conformers (see Table S17 in the Supporting Information). Furthermore, the experimental
study of compound 46 includes two NMR measurements yielding –813 ppm at 25 °C and
–888 ppm at –100 °C.358 In order to reproduce this trend, temperature-dependent Boltzmann
populations of the conformers were calculated, and the resulting 119Sn NMR chemical shift
on the SO-ZORA/PBE0 level is shown in Figure B.8b. While at –100 °C the ensemble is
clearly dominated by motif A, its Boltzmann weight decreases with temperature which leads
to an increased (less negative) chemical shift. This is qualitatively in accordance with the
experiment, although we note that the computed temperature effect is much smaller than
the experimentally observed. Nevertheless, it is clear that conformational effects on 119Sn
NMR chemical shifts can be significant for special cases and that our approach enables such
temperature dependent calculations.
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119Sn NMR chemical shift calculated with SO-ZORA/PBE0. The experimental values are δ-100°C =
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B.3.6 Structure Dependence

The accuracy of a calculated NMR chemical shift is generally affected by the molecular
geometry and in particular sensitive to covalent bond lengths.364,365 Therefore, we studied
the influence of different geometry optimization levels for the energetically lowest conformer
of each compound. The focus lies on the one hand on the inclusion of relativistic effects and
on the other hand on the evaluation of the efficient SQM and FF methods GFN2-xTB and
GFN-FF. These methods are specifically valuable when a DFT-based geometry optimization
is not affordable anymore due to the size of the investigated molecule or when molecular
dynamics treatments are required.

Figure B.9 depicts the mean (absolute) deviations of the 119Sn NMR chemical shifts on the
SO-ZORA/revPBE and SO-ZORA/PBE0 levels after reoptimization with different meth-
ods. The TPSS-D4/def2-TZVP geometry optimization level with standard ECPs (MAD of
107.4/86.9 ppm for revPBE/PBE0) shows a very similar performance as r2SCAN-3c (MAD of
97.9/90.2 ppm), which was used by default in the presented study. Comparing all different
variants of including relativistic effects in the TPSS-D4 calculation (SR-X2C as well as SR- and
SO-ZORA), no systematic improvement is observed (MADs of 110.2-113.2/84.5-90.6 ppm
for revPBE/PBE0). Accordingly, applying the computationally more demanding SO-ZORA
for geometry optimization does not yield a systematic improvement of the finally computed
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Figure B.9: MD and MAD for SO-ZORA in combination with (a) revPBE and (b) PBE0 for the lowest-
lying conformer optimized as before (ECP/r2SCAN-3c) and with different relativistic approaches in
combination with TPSS-D4 as well as with the GFN2-xTB semiempirical and the GFN-FF force field
approach. Due to failure in geometry optimization and strong outliers, only 48 instead of 51 119Sn
NMR chemical shifts have been considered for GFN2-xTB, 36/40 (revPBE/PBE0) for GFN-FF, and
50 for ECP/TPSS-D4 with PBE0. The MDred. and MADred. quantities only include compounds with
reliable results for all methods (35/38 data points for revPBE/PBE0).
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119Sn NMR chemical shifts compared to geometry optimization with a fast ECP treatment.
This observation underlines the excellent performance of r2SCAN-3c for geometry optimiza-
tion and in general the robustness of ECP-based geometry optimizations. In line with our
previous study on 29Si NMR chemical shifts, the choice of the method for the NMR chemical
shift calculation has a much larger impact on the result than the geometry optimization
method as long as a reasonably robust DFT approach, such as r2SCAN-3c or TPSS-D4, is
used.

Larger deviations are observed for the use of geometries optimized with GFN2-xTB
(MAD of 161.5/147.4 ppm for revPBE/PBE0) and GFN-FF (MAD of 146.2/178.7 ppm). It
is important to note that not all geometry optimizations using SQM or FF methods were
successful. In some cases, especially the GFN-FF potential energy surface differs severely
from the DFT-based one, resulting in qualitatively wrong structures or large deviations.
Those cases have been excluded from the statistics to avoid an artificial bias. In order to still
provide a fair method comparison, a second evaluation only considers those compounds that
yielded reliable chemical shifts for all methods. In this case, the MADred. is 146.9/139.8 ppm
for GFN2-xTB and 148.2/178.3 ppm for GFN-FF.

The 119Sn NMR chemical shifts calculated with SO-ZORA/PBE0 indicate a similar be-
havior of the deviations as for 29Si NMR chemical shifts, which is a decreasing MAD in
the order GFN-FF > GFN2-xTB > DFT.213 As in the preceding study, a compensating linear
scaling approach can also be applied here. Figure B.10 depicts the respective correlation
plots with scaling parameters α and β for SO-ZORA/PBE0 and geometries on the GFN2-xTB
and GFN-FF levels (the revPBE analogous figure can be found in Figure S1 in the Supporting
Information). Upon application of linear scaling, the MAD decreases from 147.4 to 102.8 ppm
for GFN2-xTB and from 178.7 to 144.0 ppm for GFN-FF. Consequently, the low-cost GFN
methods in combination with a simple linear scaling on the SnS51 set represent a promising
approach for the combination of SQM geometries and DFT chemical shift calculations for
large systems. Such combinations have the potential of reaching similar accuracies as some
of the tested fully DFT-based approaches but at a reduced computational cost.

B.4 Conclusion

The reliable calculation of 119Sn NMR chemical shifts is of great importance to researchers
working with new organotin compounds in order to facilitate the experimental measurement,
signal assignment, and structure elucidation. The presented extensive benchmark study
includes 50 representative tin-containing compounds (51 chemical shifts) with various
bonding situations and provides an overview of the performance of commonly applied
density functional approximations and relativistic approaches with respect to the calculation
of 119Sn NMR chemical shifts. Furthermore, structural influences on this property were
studied via the assessment of conformer ensembles as well as different levels of theory for
the geometry optimizations.

For the computation of 119Sn NMR chemical shifts, no typical performance ordering
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Figure B.10: Linear scaling correction applied to SO-ZORA/PBE0 119Sn NMR chemical shifts on the
lowest-lying conformers optimized with (a) GFN2-xTB and (b) GFN-FF. The uncorrected/corrected
MAD values are 147.4/102.8 ppm for GFN2-xTB and 178.7/144.0 ppm for GFN-FF.

behavior according to “Jacob’s ladder” is observed, meaning that higher-rung hybrid DFAs
do not generally outperform (meta-)GGA type functionals. More importantly, the explicit
inclusion of relativistic effects applying a spin-orbit relativistic Hamiltonian is strongly
recommended, as it leads to a significant improvement over the scalar-relativistic variants of
ZORA and X2C. The application of ECPs yields qualitatively wrong results and should be
avoided in this context. In general, covering spin-orbit effects by, for example, SO-ZORA
is indispensable when heavy atoms such as iodine are bound to the respective tin nucleus.
Especially SO-ZORA/revPBE and SO-ZORA/PBE0 are recommended with small total
MADs of 96.8 and 87.6 ppm, respectively. The robust performance of these approaches
is in line with our previous study on the calculation of 29Si NMR chemical shifts. If the
SO-ZORA approach can not be applied (e.g., because it is computationally unaffordable for
a certain application or it is simply not available in the applied quantum chemistry code), we
recommend to at least use a scalar-relativistic approach like SR-X2C or SR-ZORA with the
respective optimized basis sets. The PBE family of functionals (PBE, revPBE, PBE0) performs
well in all three relativistic categories, whereas further reliable choices are BP86 and B3LYP
for SR-ZORA and BP86, ωB97X, and M06 for SR-X2C. Further, all assessed methods can
be corrected empirically by applying a simple linear scaling approach which is especially
worthwhile for the ones with a low performance. Respective scaling parameters are given in
this study. The findings of the presented work should serve as a guidance for choosing a
quantum chemical treatment that can be applied reliably to diverse tin compounds that go
far beyond the examples tested here (cf. Supporting Information, Section 4.1).

The role of conformer ensembles for the 119Sn NMR chemical shift calculation was investi-
gated in detail. It was found that the effect of including conformers is usually small as most
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structural divergence is found for the outer ligand periphery and not at the bonding site
of the tin atom. Nevertheless, specific systems were found in which the effect of different
bonding motifs near the Sn nucleus significantly influences the results, for example, with
changes of a few hundred ppm for different conformers. This is generally expected for
situations with loosely bound ligands allowing a change in the coordination sphere. In
any case, the applied CREST/CENSO approach generally allows for a reliable sampling of
the conformational space also for inorganic main group elements, and hence, conformer
ensembles in chemical shift calculations can be routinely investigated.

For the geometry optimization, the inclusion of explicit relativistic Hamiltonians did not
lead to a significant improvement in the subsequent chemical shift calculations. The efficient
r2SCAN-3c composite DFT scheme using default ECPs within its modified mTZVPP basis set
is therefore recommended. The application of efficient semiempirical or force field methods
such as GFN2-xTB and GFN-FF causes larger deviations but can still be of great use for more
extended systems when applying a linear scaling of the 119Sn NMR chemical shifts based on
the new SnS51 data set.

In conclusion, the presented comprehensive benchmark study covers a large diversity of
tin compounds and many commonly used computational methods, which makes it a firm
basis for new perceptions about 119Sn NMR chemical shift calculations. The benefit of SO
approaches such as SO-ZORA with efficient density functionals such as PBE0 or revPBE is
demonstrated. With typical errors below 100 ppm, we provide researchers a well-founded
method recommendation and a broad data set for testing future developments.
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Appendix C Appendix: Computation of CCSD(T)-Quality NMR Chemical Shifts via
Δ-Machine Learning from DFT

Abstract

NMR spectroscopy undoubtedly plays a central role in determining molecular structures
across different chemical disciplines, and the accurate computational prediction of NMR pa-
rameters is highly desirable. In this work, a new Δ-machine learning approach is presented
to correct DFT-computed NMR chemical shifts using input features from the calculation
and in addition highly accurate reference data at the CCSD(T)/pcSseg-2 level of theory
with a basis set extrapolation scheme. The model is trained on a data set containing 1000
optimized and geometrically distorted structures of small organic molecules comprising
most elements of the first three periods and containing data for 7090 1H and 4230 13C NMR
chemical shifts. Applied to the PBE0/pcSseg-2 method, the mean absolute deviation (MAD)
on the internal NMR shift test set is reduced by 81% for 1H and 92% for 13C at virtually
no additional computational cost. For twelve different DFT functional and basis set com-
binations, the MAD of the ML-corrected NMR shifts ranges from 0.021 to 0.039 ppm (1H)
and from 0.38 to 1.07 ppm (13C). Importantly, the new method consistently outperforms the
simple and widely used linear regression correction technique. This behavior is reproduced
on three different external benchmark sets, confirming the generality and robustness of the
correction scheme which can easily be applied in DFT-based spectral simulations.

94
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C.1 Introduction

The use of nuclear magnetic resonance (NMR) spectroscopy for structure elucidation is
essential for the everyday life of chemists. The method is as important for the routine study
of small and simple analytes as it is for large, challenging structures in complex environments.
Because of the immense importance of the information obtained from NMR spectroscopy,
the computation of chemical shielding tensors via quantum mechanics (QM)-based methods
is part of the standard repertoire of quantum chemistry codes.

One of the most accurate and still feasible theories for calculating chemical shielding con-
stants of fixed, gas-phase molecular structures is the coupled cluster approach, which should
include at least singles, doubles, and perturbative triples contributions (CCSD(T)).43 Since
the computational cost of such methods is too high for most chemically interesting systems,
density functional theory (DFT) has emerged as an efficient compromise24,220 that has the
potential to achieve reasonable accuracy for 1H and 13C NMR shielding constants,33,41,178

especially when double hybrid density functionals are applied.39 However, the accuracy of
DFT is often too low for reliable spectra predictions.

The field of machine learning (ML) within computational chemistry has grown very
rapidly in the past decade.59 Application examples are found in various areas, such as
molecular property prediction,61 crystal structure determination via NMR chemical shifts,366

prediction of vibrational spectra,367 and a complete general density functional approximation
(DM21)71. Since quantum chemistry-based methods for predicting NMR parameters can
have serious drawbacks, such as insufficient accuracy or high computational cost (depending
on the systems of interest), the use of artificial neural networks (ANN) and machine learning
for this purpose has become increasingly popular in recent years. NMR chemical shift
computations purely via ML approaches have been performed for condensed-phase75,76

and molecular systems for which graph neural networks77,78 or kernel ridge regression, as
implemented in the IMPRESSION79,80 software, can be a suitable choice.

However, quantum chemistry and ML need not be antagonists but can work together in
the concept ofΔ-machine learning, where a QM-calculated value, e.g., from DFT, is corrected
via an ANN. This is particularly advantageous when the targeted deviation is small and
has the benefit of QM-based information being transferred to the ANN. In the context of
NMR, the ANN can be trained to provide the expected deviation (Δ) of the chemical shift
from the DFT approach to the reference data, which can be obtained experimentally90 or by
computations at a higher level of theory.88 As far as the application for NMR chemical shifts
is concerned, the quality of a (Δ)-ML model depends quite significantly on the algorithm
chosen.180 Therefore, various types of machine learning approaches have been investigated,
including graph convolutional networks,181 transfer learning,368 and message passing.182

The use of machine learning for NMR parameters is generally not limited to shielding
constants or chemical shifts but can also help in NMR-based structural assignment84,86 or
analysis of 2D experiments.87

In this work, we present a general Δ-ML model capable of predicting the deviation of 1H
and 13C NMR chemical shift values of an arbitrary low-level (DFT) method to the highly
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accurate CCSD(T) method with a complete basis set extrapolation. In contrast to the use
of experimentally obtained reference values, this allows the straightforward generation of
large amounts of reference data and the disentanglement of electron correlation from other
sources of NMR shift deviations. The workflow is evaluated for a range of DFT levels but
is not limited to those shown in this work. We provide a ready-to-use prelearned model
for each of the DFT levels shown and the infrastructure for rapidly building new model on
other levels of theory.

C.2 Methodology

C.2.1 ML Data Set

To obtain a well-controllable correction model based on a large and reliable database, we
decided to use computed high-level reference data rather than experimentally determined
NMR chemical shifts as the prediction target (for more details, see Section C.2.2). The
systems included in the data set were chosen to be small enough to be calculated on the
high-accuracy CCSD(T) level of theory using a triple-ζ all-electron basis set. Still, they were
chosen to be relatively large to ensure the best possible transferability to larger systems.
Since NMR parameters represent an electronically rather localized property, a system size
of up to 22 atoms (propane dimer, system 72) or 66 electrons (e.g., thymine, system 50) is
considered sufficiently large for this purpose. It can be expected that long-range effects
appearing in practical applications for large systems are covered by the underlying DFT
treatment.

In ML applications in chemistry, the limited amount of training data is often a major
obstacle to a successful model. Since the reference data of the presented model are taken
from calculations rather than experiments, the molecular structure does not necessarily
have to be reasonable, and a nearly infinite space of possible structural candidates is avail-
able. We selected 100 small organic molecular systems that were structurally optimized
at the r2SCAN-3c172 composite DFT level of theory. The systems were selected primarily
to assemble a chemically very diverse data set, containing nearly all elements in the first
three rows of the periodic table. Subsequently, the structure of each molecule was ran-
domly geometrically distorted several times to varying degrees to produce nine different
non-equilibrium structures for each parent molecule (see Figure C.1 for an example; for
more information on the distortion technique, see the Supporting Information, Section 1.1).
The relative energies of these distorted structures were chosen in a range between 1 and a
maximum of 50 kcal·mol-1 above the optimized structure. Suspected chemically equivalent
nuclei were not averaged because they may differ significantly in the distorted structures.
With this approach, the compiled training data set contains a total of 1000 structures (based
on 100 different molecules) including 7090 data points for 1H (only hydrogen atoms bound
to carbon atoms are considered) and 4230 for 13C NMR chemical shifts. The relevant data
discussed in Section refsubsec:ann were obtained directly from the Cartesian structure files
and the DFT calculation output. A detailed list of the systems included can be found in the
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Figure C.1: Example compound (pyrimidine, 014) showing the optimized (left) and a distorted
(+41.7 kcal·mol-1) structure (right) and the respective 1H and 13C NMR chemical shifts in ppm at the
reference CCSD(T)/TZ+ level of theory (see below).

Supporting Information, Table S2.

C.2.2 Reference Level of Theory

Since the actual NMR experiment takes place in a rather complex environment, mainly
involving a solvent and a full ensemble of possible conformations of the analyte molecule at
a finite temperature, the full computational simulation is challenging.

Within the five main sources of error for NMR chemical shift predictions formulated by
Lodewyk et al.24, the electron correlation contribution, captured, e.g., by CCSD(T), is only
one, albeit important, aspect. Further error sources are rotational-vibrational effects (which
are expected to play a minor role when dealing with relative chemical shifts), heavy-atom
effects, and solvation effects. The latter two are not considered in this study (due to the
lack of heavy atoms in the data set and the lack of a solvation model for the CCSD(T)
shielding calculations) but can in principle be added via standard solvation and relativistic
models. The last major error source is conformational flexibility, which is considered, e.g.,
by the CREST25 (conformer-rotamer ensemble sampling tool) approach in combination
with CENSO29 (command-line energetic sorting of conformer-rotamer ensembles) that can
be used to calculate ensemble-based NMR spectra.30 In addition, it has been suggested
that other dynamic effects are of great importance especially for solid state NMR shift
predictions,369 where their contribution to the final value can be larger than the contribution
of the electron correlation.370 In these cases, (path integral) molecular dynamics simulations
can be used to treat the dynamic effects.

However, the presented method does not target dynamic effects or the outcome of the
whole CREST/CENSO workflow, which is the result of many individual calculations for
geometry optimizations, free energy contributions, chemical shielding calculations, etc.
Rather, it aims to improve the quality of the calculated NMR chemical shift for a given
molecular structure to improve the signal position in the resulting spectra, thereby reducing
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the complexity of the problem to a mere chemical shift correction using high-level computed
reference data.

One of the most accurate methods for calculating NMR chemical shielding tensors of
the systems mentioned above is the coupled cluster approach with at least singles and
doubles contributions and perturbative triples correction (CCSD(T)).43,44,46,179 While the
improvement over CCSD from taking into account the triples contributions perturbatively
in CCSD(T) is still significant, the computationally much more demanding step to full triples
or the CCSDT-n methods does not pay off in terms of accuracy and efficiency.43 Therefore,
CCSD(T) is used as an accurate and reliable reference for the presented ML approach.
Unfortunately, its chemical shielding tensor cannot be considered converged to the complete
basis set (CBS) limit when only triple-ζ (TZ) basis sets are used.44,46,179 Therefore, we use a
basis set extrapolation scheme based on the protocol of Kupka et al.371 using extrapolated
DFT values. According to their results, the error in the chemical shielding constant caused
by the basis set incompleteness error (BSIE) is assumed to be the same for each of the 47
methods tested, including many DFAs and CCSD(T). Thus, the chemical shielding constant
at the CCSD(T) level extrapolated to the CBS σCBS

CC results from the CCSD(T)/TZ value σTZ
CC

and the DFT-based extrapolated CBS correction ∆σCBS
DFT as

σCBS
CC = σTZ

CC + ∆σCBS
DFT (C.1)

with
∆σCBS

DFT = σCBS
DFT − σTZ

DFT . (C.2)

The CBS correction is obtained from DFT chemical shielding calculations using the same
TZ basis set σTZ

DFT and the CBS-extrapolated value σCBS
DFT. The total NMR shielding con-

stant calculated at a DFT level can be extrapolated to the complete basis set limit for both
correlation-consistent and polarization-consistent basis sets.372–374 In the approach men-
tioned above,371 the method uses the average of the values of the two functionals B3LYP
and BHandH (both TZ and CBS extrapolated values) to obtain ∆σCBS

DFT. However, the use
of these explicit functionals is stated to be somehow arbitrary, and in principle, the use of
one single functional can be considered sufficient and saves computational effort. The CBS
extrapolation at the DFT level in this work was performed via a two-parameter fit to the
inverse cubic function375

σx
DFT =

A
x3 + B , (C.3)

where σx
DFT is the shielding constant calculated at basis set level x with parameters A

and B = σCBS
DFT. For the DFT/CBS approach of the chosen reference method, (only) the

BHLYP/pcSseg-n106,107,136 density functional approximation was chosen to stay close to the
original method.371 The shielding constants were extrapolated via the pcSseg-n (n = 2, 3, 4)
basis sets with triple-ζ, quadruple-ζ (QZ), and pentuple-ζ (5Z) quality and – to be consistent
with the literature for polarization-consistent basis sets371 – the corresponding basis set levels
were chosen to be x = 4, 5, 6, respectively.376 Considering the high amount of Hartree-Fock
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exchange in BHLYP (50%) and the use of the pcSseg-n basis sets, the presented approximation
to CCSD(T)/CBS is similar to a composite scheme proposed in 2015 by Reid et al.377

Moreover, the presented extrapolation scheme proved to be robust in an internal test with
canonical CCSD(T)/CBS(pcSseg-3/4) reference values calculated for a small test set based
on the study of Teale et al.178 In the following, the reference method will be abbreviated as
CCSD(T)/TZ+ to indicate that, especially for the 1H NMR shielding, it should be considered
a CCSD(T)/TZ approach with an additional CBS correction rather than a true CCSD(T)
method in the complete basis set limit.

C.2.3 Neural Network Architecture and Input Feature Vector

The presented artificial neural network was built as a multilayer perceptron within the
framework of TensorFlow 2.7.0 and designed to be easily fine-tunable concerning the key
hyperparameters. However, the model was chosen to consist of two hidden layers, and a
grid search was carried out to determine the most efficient settings. Thus, the default model
has 120 or 80 nodes (for 1H and 13C, respectively) in the first and eight in the second layer, a
dropout rate of 0.15 (first layer), and uses the adam optimizer with the mean absolute devia-
tion (MAD) as loss function and the softmax activation function in both layers. These settings
were used throughout this work unless stated otherwise. The implementation in a Python
framework and the data set are available at https://github.com/grimme-lab/ml4nmr.

The goal of the ML model is to learn and predict the deviation ∆δ of an NMR chemical
shift δlow computed at a low computational level of theory (i.e., DFT with a triple-ζ basis
set) and the high-level reference δhigh computed with the CCSD(T)/TZ+ approach presented
above. For the use as target, the calculated NMR shielding constant σ is converted into a
chemical shift δ using a reference compound calculated at the same level of theory (which
is tetramethylsilane (TMS), if not stated otherwise). In the context of the model, each
atom represents an individual data point that is affected by its environment but does
not explicitly depend on the molecule to which it belongs (no explicit molecule-specific
information is included). All available information is collected in the input feature vector,
whose dimensionality depends on the nature of the nucleus of interest. Besides the reference
value, each data point contains 24 variables in the case of 1H and 31 variables for 13C NMR
shifts.

In general, input variables can be divided into three categories: geometric, electronic,
and magnetic properties (a complete list of all included information can be found in the
Supporting Information, Table S1). The information grouped under geometric properties
contains the coordination number CN(A) of each atom as introduced in the D3 dispersion
correction model378 which is defined as

CN(A) =
Nat

∑
B ̸=A

1

1 + exp
(
−k1

(
k2Rcov

AB
RAB

− 1
)) (C.4)

with the number of atoms in the molecule Nat, the distance RAB between atoms A and B,
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the sum of the covalent radii Rcov
AB = Rcov

A + Rcov
B , and the parameters k1 = 16 and k2 = 4

3 .
The covalent radii were taken from Ref. [378] and slightly modified by –0.15 Å for Li and
–0.05 Å for C, respectively. Also included are the bond length of a given hydrogen atom
to its neighboring carbon atom and the number of hydrogen, carbon, nitrogen, or oxygen
atoms bonded directly to the atom in question or to all neighbors of the atom in question.
Further, the use of more sophisticated geometry-based descriptors from atom-centered
symmetry functions (ACSF)379 and the smooth overlap of atomic positions (SOAP)380 has
been considered. Since these input features did not lead to a generally improved performance
of the Δ-ML model, they are not included here. Detailed information and the tests can
be found in the Supporting Information, Section 4.1. It should be noted that geometric
information is also indirectly included by some of the electronic and magnetic descriptors that
strongly depend on the three-dimensional structure of a compound.

The idea of including electronic properties is to implicitly consider the converged density
matrix from the preceding DFT calculation. This is achieved by using descriptors that
depend on the density matrix, such as atomic charges. Besides (Mulliken and Löwdin)
charges, atom-resolved shell populations are also considered, in particular for the s-, p-,
and d-orbitals as well as the standard deviation of the three components of the p-orbital
populations. In addition, the bond orders (Löwdin and Mayer models) are considered as the
sum and/or average of all neighboring atoms as well as Mayer’s total valence quantity.

The magnetic properties mainly contain information about the chemical shielding tensor,
which is calculated as a second-order property subsequent to the low-level energy calculation.
Since the quantities derived from the shielding tensor are not uniformly defined in the
literature,381,382 the quantities used in the present work are given in Table S1 with the total
NMR shielding tensor σ defined as

σ =

σ11 σ12 σ13
σ21 σ22 σ23
σ31 σ32 σ33

 (C.5)

with
σ11 ≤ σ22 ≤ σ33 . (C.6)

The total isotropic shielding constant σiso is 1/3 the trace of the shielding tensor:

σiso =
σ11 + σ22 + σ33

3
. (C.7)

The span Ω, skew κ, asymmetry η, and anisotropy ∆ result from σ and σiso as defined in
Table S1. Incidentally, the total isotropic shielding tensor results from the combination of its
dia- and paramagnetic parts σiso,dia and σiso,para, which are also included in the input vector.
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C.2.4 Computational Details

Most of the compounds in the data set were created manually, then a conformer ensemble
was generated with the conformer-rotamer ensemble sampling tool (CREST),25,310 version
2.11.2, using the GFN-FF28 force field and the GFN2-xTB27 semiempirical tight-binding
method. The ensembles were refined using the command-line energetic sorting of conformer-
rotamer ensembles (CENSO)29,311 algorithm, version 1.1.2. Some of the structures were taken
from external sources;383,384 in these cases, the ensemble sampling step was skipped. Further
details are provided in the Supporting Information, Table S2. The conformer with the lowest
free energy of the ensemble or a special other selected structure was then reoptimized with
the TURBOMOLE 7.5.1307–309 program package using the r2SCAN-3c172 density functional
composite method that is based on the r2SCAN105 meta-GGA functional and uses the
modified mTZVPP basis set. The m4 grid and radial grid size 10 and the resolution of
the identity scheme for Coulomb integrals (RIJ)255 were used throughout these geometry
optimizations without making use of a solvation model.

All NMR shielding constant calculations have been performed using the gauge-including
atomic orbital (GIAO)137,138 method that has been adapted for both DFT139 and coupled
cluster theory.179,385,386 The DFT shielding calculations have been performed with the
ORCA 5.0.3243,244,387 program package applying the PBE,101 KT2,160 revTPSS,104,263 PBE0,109

BHLYP,106,107 M06,161 r2SCAN0,105,198 LC-BLYP,388 and ωB97X-V389 density functional ap-
proximations in different combinations with the Karlsruhe-type def2-TZVP,156 the correlation-
consistent cc-pVTZ,163,390 and Jensen’s polarization-consistent segmented contracted pcSseg-
n (n = 1, 2, 3, 4) basis sets.136 Different resolution of the identity (RI) acceleration ap-
proaches were applied, namely RIJ255 (Coulomb integrals, applied for PBE, KT2, revTPSS),
RIJK228,391 (Coulomb and exchange integrals, applied for PBE0, BHLYP, M06, r2SCAN0),
and RIJCOSX228,392 (chain-of-spheres algorithm for exchange, applied for LC-BLYP), no RI
approximation was applied for ωB97X-V. The RIJK approximation was in general preferred
over RIJCOSX because it was found to be more robust and efficient for very small systems393

such as those included in the data set. Auxiliary basis sets were generated automatically by
the AutoAux algorithm.394 NMR chemical shielding calculations on the CCSD(T)97,179,395,396

level were performed with the CFOUR397,398 program package version 2.1 applying the
triple-ζ pcSseg-2 basis set136 (the basis set files were downloaded from the basis set exchange
library399).

C.3 Results and Discussion

C.3.1 Correction of 1H NMR Chemical Shifts

As a first step, the performance of the Δ-ML model is investigated for the 1H nucleus
with the low-level method being PBE0/pcSseg-2. The structures contained in the data set
described in Section C.2.1 are divided into a training set (87.5% of the data points) and a
test set (12.5% of the data points), which is unknown to the neural network and used to
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Figure C.2: Comparison of 1H NMR chemical shifts calculated at the PBE0/pcSseg-2 level to the
CCSD(T)/TZ+ reference: (a) Deviations ∆δ of the uncorrected and corrected method, (b) distribution
of errors (test set, 12.5% of the data points, ∆δDFT = δDFT − δCCSD(T), bar width: 0.01 ppm).

evaluate its performance. The deviations in chemical shift from the original and corrected
calculations are plotted against the reference values in Figure C.2(a). A clear reduction of the
respective deviation is observed throughout the entire range of typical 1H NMR chemical
shifts (≈ –2 to +10 ppm). The mean absolute deviation (MAD) of the uncorrected chemical
shifts of the test set calculated with PBE0/pcSseg-2 compared to CCSD(T)/TZ+ is 0.130 ppm
and is reduced by 81% to 0.025 ppm by applying the Δ-ML correction. Furthermore, as can
be seen in Figure C.2(b), the error spread of the predicted NMR chemical shifts is much
more narrow and Gaussian-shaped with the Δ-ML correction (standard deviation (SD):
0.034 ppm). Without the correction, the low-level DFT method has a larger error range while
it strongly overestimates the chemical shift (SD: 0.121 ppm).

However, it must be stated that the Δ-ML model is not purely deterministic but contains
some randomness in building up the model. In addition, the shuffling of the data set before
the division is done randomly and will have an impact on the final result. These technical
influences are discussed in the following.

Technical Influences Lead to Fluctuations

Randomness included in setting the initial weights on the nodes while building the ML
model introduces fluctuations to its performance. To account for this, the results (e.g., the
MAD of the test data set) shown further on (and the ones shown above) represent the
statistical mean of ten prediction runs with different random seeds in the model building
procedure. For the examples in Figures C.2 and C.3, the random seed was fixed to the
value of 0. Another bias in the ML model arises from the arrangement of the data between
the training and test data sets, which is discussed in detail in the Supporting Information,
Section 3.3. It is guaranteed that each chemical shift in a structure is only assigned to the
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training or the test data set.
So far, the performance of the Δ-ML model has only been evaluated on the test data set

(12.5% of the total data set), which is unknown to the model during the training process.
This needs to be compared to the performance on the training data set to estimate the bias
of the trained model. An overfitted model performs much better on the training than on
the test set, indicating that it is not sufficiently generalized. In the example given above,
the MAD of the 1H chemical shifts in the training data set calculated with PBE0/pcSseg-2
is 0.145 ppm and is reduced by 84% to 0.023 ppm. This represents a slight but generally
acceptable deterioration of the model on the test data set (MAD reduction of 81%).

Comparison to Linear Regression

To set the performance of the developed Δ-ML approach in comparison to another common
method for correcting errors in chemical shielding calculations, a simple scaling approach
was applied using the same training and test set. In this approach, the training data is fitted
to a linear function with parameters α and β

δlow = α · δhigh + β . (C.8)

The approach has been used in past studies24,32,285,287,400,401 for the correction and im-
provement of 1H and 13C NMR chemical shifts. Furthermore, the procedure seems to be
general as it was also used in a study on 31P NMR shifts37 as well as in our studies of the
29Si213 and 119Sn199 nuclei. In the example of PBE0/pcSseg-2 as the low-level method shown
above, the MAD evaluated on the test set was reduced from 0.130 to 0.025 ppm (–81%)
by applying the Δ-ML correction. Performing a linear regression (LR) on the training set
(α = 1.0307, β = 0.0496 ppm, R2 = 0.9981) and applying it to shift the calculated results of
the test set leads to an MAD of 0.077 ppm (–41%). For the error spread, the trend is even
more pronounced, as the SD with the LR-correction is 0.100 ppm (no correction: 0.121 ppm,
Δ-ML: 0.034 ppm). Thus, the simple regression model proves to be helpful also on the
presented data set for 1H NMR shifts but is clearly outperformed by the more sophisticated
Δ-ML model.

C.3.2 Correction of 13C NMR Chemical Shifts

The focus of this study lies on the two most commonly measured nuclei, which are 1H
and 13C. All evaluations that have been shown for hydrogen have also been performed for
carbon to compare the performance of the presented Δ-ML approach for the two different
experiments. The deviations of all data points in the test data set for the original DFT and
the corrected chemical shifts are plotted against the high-level reference values, which lie
in the typical 13C NMR chemical shift range of ≈ –50 to +250 ppm and are presented in
Figure C.3(a). Compared to 1H, the clear overestimation of the chemical shift by DFT is
again prominent but much more pronounced and in general, the deviations ∆δDFT grow
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Figure C.3: Comparison of 13C NMR chemical shifts calculated at the PBE0/pcSseg-2 level to the
CCSD(T)/TZ+ reference: (a) Deviations ∆δ of the uncorrected and corrected method, (b) distribution
of errors (test set, 12.5% of the data points, ∆δDFT = δDFT − δCCSD(T), bar width: 0.25 ppm).

systematically with the chemical shift. This is corrected by the Δ-ML model, reducing the
original MAD of 5.39 ppm obtained by evaluating PBE0/pcSseg-2 on the test data set to
0.42 ppm (–92%, mean of ten runs, SD: reduced from 4.69 to 0.66 ppm). A linear regression
was also performed for the 13C data (α = 1.0768, β = –0.3088 ppm, R2 = 0.9983) and
achieves a reduction of the test set MAD to 1.48 ppm (–73%, SD: 2.11 ppm). Although a
near-linear dependence of the error of the chemical shift on its reference value is apparent
(cf. Figure C.3(a)), the neural network is able to adapt more efficiently to the systematic
dependencies in the underlying data.

Furthermore, the error spread reduced by the Δ-ML model is depicted in Figure C.3(b)
and underpins the quality of the correction approach. The standard deviation of errors in
the test set is 4.69 ppm for the uncorrected DFT results and is reduced to 0.66 ppm for the
Δ-ML corrected values.

Analogously to hydrogen, the performance of theΔ-ML model on the actual training data
set is investigated. For this, the MAD obtained by the uncorrected PBE0/pcSseg-2 method is
5.84 ppm, and the correction gives a reduction to 0.42 ppm (–93%). Since this is almost the
same relative error reduction as for the test set, the model is well-generalized and does not
seem to suffer from overfitting.

The overall improvement of the calculated 13C NMR chemical shift by the Δ-ML method
is larger than it is for 1H NMR (this will also become apparent in Section C.3.3). These
findings are a result of the nuclear magnetic shielding phenomenon of the 1H nucleus being
more complex than for 13C, which is more shielded from its environment and thus less
prone to small deviations in, for instance, the surrounding electronic structure. The better
performance of theΔ-ML model for 13C than for 1H is thus a marker for the overall physical
complexity that makes it hard to address all relevant influences and their interconnections,
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“even” for a machine learning approach.

C.3.3 Methodological Influences

Evaluation of Different Low-Level DFT Methods

The technical procedure of the presented Δ-ML correction approach was chosen such that
it is in principle applicable to any low-level DFT method. For technical reasons, the desired
low-level functional currently has to be available in the ORCA 5.0.3 program package. For any
particular combination of density functional approximation (DFA) and basis set, the whole
set of structures has to be calculated once to build up the data set that is needed to train the
Δ-ML model. A small number of different DFAs and basis sets was exemplarily evaluated
for this purpose. The chosen DFAs include the PBE and KT2 generalized gradient approxi-
mations (GGA), the revTPSS meta-GGA (performed well on the NMRH148 benchmark34),
and the LC-BLYP long-range corrected GGA (particularly good performance on a thorough
13C NMR study35) as well as the PBE0, M06, r2SCAN0, and ωB97X-V (range-separated)
hybrid functionals in combination with the pcSseg-2 basis sets. In addition to pcSseg-2, the
triple-ζ basis sets def2-TZVP and cc-pVTZ as well as the double-ζ pcSseg-1 and quadruple-ζ
pcSseg-3 basis sets were tested for PBE0. Figure C.4 shows the performance of the presented
Δ-ML approach based on the different method combinations chosen as low-level methods
compared to the CCSD(T)/TZ+ reference values for both 1H and 13C NMR chemical shifts.

Throughout all investigated classes of DFAs, the Δ-ML correction reduces the mean
absolute deviation on the test set drastically without any significant impairment for large
initial errors. Thus, after applying the correction, all tested methods are roughly on the same
performance level. The different applied triple-ζ basis sets do not show significant differences
in the overall behavior for the 1H nucleus. However, while the MAD on the test data set
of the PBE0 functional decreases slightly by changing from pcSseg-2 to pcSseg-1 (0.130 to
0.106 ppm), the accuracy gain by the correction decreases both for the linear regression
as well as for the Δ-ML method (–41% to –10% for LR and –81% to –63% for Δ-ML). This
indicates that applying the smaller pcSseg-1 basis benefits from error compensation, which is
not systematic and thus more difficult to correct for, independent from the kind of regression
model. Interestingly, for the small organic molecules in this study, the basis set completeness
of the pcSseg-n series seems to be converged at the triple-ζ level, as no significant difference
is observed for pcSseg-3. In the case of the 13C nucleus, the initial errors of using the
conventional def2-TZVP and cc-pVTZ basis sets are smaller than with pcSseg-2, but both
correction schemes achieve roughly the same final level of deviations for all basis sets. Thus,
the relative error reduction is smaller, but the final result is somehow independent of the
starting low-level basis set.

Compared to the different tested basis sets, the error range caused by the use of different
density functionals (with the pcSseg-2 basis set) is larger with a much broader distribution
of uncorrected MADs for 13C (from 2.94 ppm (KT2) to 10.08 ppm (M06)) than for 1H (from
0.110 ppm (ωB97X-V) to 0.195 ppm (PBE)). For both nuclei, the KT2 and revTPSS functionals
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Figure C.4: Mean absolute deviations (MADs) of 1H and 13C NMR chemical shifts with different
low-level method combinations compared to PBE0/pcSseg-2 (left). For each method, the plain DFT
results (gray) are compared to applying a simple linear regression correction (LR, blue) and the
presented Δ-ML approach (yellow, mean MAD of 10 runs, the error bars reflect the minimum and
maximum values).

exhibit a similar yet less pronounced behavior as the pcSseg-1 basis set mentioned before,
again indicating significant amounts of error compensation from which these DFAs in the
pcSseg-2 basis set achieve generally high accuracy. After correction with the Δ-ML method,
all 1H NMR MADs are in a similar range from 0.023 ppm (ωB97X-V) to 0.038 ppm (KT2). For
13C, the M06 functional seems to be an outlier with an MAD of 1.07 ppm, while the other
DFAs are in the range of 0.38 ppm (r2SCAN0) to 0.60 ppm (PBE).

Although the error range of the different functionals is small after applying the Δ-ML
correction, the functional with the best final result for 1H NMR is ωB97X-V and r2SCAN0 for
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13C NMR. The overall best results for 1H NMR are achieved with PBE0/pcSseg-3 serving
as the low-level method (MAD of 0.021 ppm), while for 13C, no other tested combination
outperforms r2SCAN0/pcSseg-2 (MAD of 0.38 ppm; 0.41 ppm for PBE0/pcSseg-3). At least
as far as the basis set completeness is concerned, this indicates that the presented Δ-ML
correction improves with improved input features, bringing the initial chemical shift already
closer to the CCSD(T)/TZ+ reference. The dependence on the quality of the initial density
functional is less clear. However, when the relative improvement by the Δ-ML method is
addressed, the correction is especially valuable for low-level methods with large deviations
such as LC-BLYP or M06. However, the latter is somehow special in the case of 13C NMR. It is
a highly parametrized DFA that was optimized for organometallic (thermo)chemistry161 but
not for the calculation of NMR chemical shielding constants. Although the Δ-ML correction
does work here, it produces highly fluctuating MADs (ranging from 0.58 to 1.72 ppm within
ten runs) caused by variations in the generated Δ-ML models. This behavior shows that
the 13C input features generated with M06/pcSseg-2 are not optimal and raises awareness
for the problem of non-determinism in ML approaches. It is suggested to always check the
reliability of a trained model before using it in relevant applications.

Role of the Input Features

The importance of the input features on the performance of the Δ-ML model for both
1H and 13C NMR is investigated by systematically omitting the groups of features that
were introduced in Section C.2.3 in the training and prediction process. The results of this
investigation are summarized in Table C.1.

The best results are obtained when all available descriptors are used in the framework of
the Δ-ML model, which means that there is little redundant information fed into the model
that could cause problems related to overfitting. For the 1H nucleus, there is virtually no
preference for the descriptor categories if only one of them is omitted. The MAD of the
corrected values of the test set increases slightly from 0.025 to 0.032/0.033 ppm. This indicates
that large influences might come from few descriptors, as omitting a whole category only
causes a small loss of accuracy. Still, the effect is significant so that all descriptors contribute
to the overall performance of the model. The same conclusions can be drawn for the 13C
chemical shift model, where the decrease in accuracy is also slight and in the same region
for each descriptor category (MAD on the test set rises from 0.42 to 0.50-0.53 ppm).

If, by implication, only one group of input features is used for the model, the response of
the model for the two investigated nuclei is different. Both nuclei now show opposing trends
regarding the importance of the descriptor categories. For the 1H nucleus, the electronic
information seems to be of lower importance compared to the other categories, as the model
shows the lowest accuracy when only these input features are used. The accuracy is higher
when only geometric or magnetic features describe the model. In contrast, the model used
for correcting 13C NMR shifts reaches the best performance if only the electronic descriptors
are included and the largest decrease in accuracy occurs, when only geometric descriptors
are used. The electronic descriptor category contains atomic charges, shell populations, and
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Table C.1: MAD (test data set) of the NMR chemical shifts obtained from PBE0/pcSseg-2 calculations
and subsequent correction with the Δ-ML model. Every line only contains a certain subset of
the descriptor categories mentioned above (linear regression-corrected and uncorrected values for
comparison). The ML-based values are obtained as the statistical mean of ten runs with different
random seeds.

Descriptor category included? MAD [ppm]
Geometric Electronic Magnetic 1H 13C

yes yes yes 0.025 0.42

no yes yes 0.032 0.50
yes no yes 0.033 0.52
yes yes no 0.033 0.53

yes no no 0.051 1.21
no yes no 0.057 0.76
no no yes 0.049 1.08

no no no 0.086 3.64

linear regression correction 0.077 1.48
uncorrected 0.130 5.39

bond orders. The amount of possible populations and bond orders of a carbon atom is much
more diverse than for hydrogen. This and the higher number of descriptors included for 13C
results in an overall higher importance of the electronic input features for 13C than for 1H
NMR.

Using no descriptors at all still shows a significant improvement compared to the uncor-
rected method, which can be interpreted as a much simpler fit comparable to the mentioned
linear regression approach, yet being less accurate. The overall trend shows improved
performance for every additional class of descriptors. This emphasizes the importance of
the initial DFT calculation and the information it provides about the electronic structure
and the magnetic shielding tensor. The presented Δ-ML model benefits strongly from this
information rather than merely using input data that is derived from the three-dimensional
structure of the molecule of interest.

C.3.4 Performance for External Systems

A fair evaluation of the presented NMR correction method on unknown, large, and realistic
molecular systems is not straightforward. Since the model is trained to predict calculated
CCSD(T) values, a comparison to experimental data is prone to all sources of error mentioned
earlier apart from electron correlation. To ensure an appropriate assessment of the Δ-ML
approach, it should thus be compared to values obtained with the CCSD(T)/TZ+ method or
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to other high-level computed chemical shifts rather than experimental values. Unfortunately,
this limits the investigated systems to sizes not larger than the ones included in the data
set presented above. In the following, the performance of the new method applied to the
PBE0/pcSseg-2 DFT level of theory is evaluated on three different benchmark sets for 1H
and 13C NMR chemical shifts that contain molecules that mostly differ from those included
in the training data set (some duplications are coincidental). As a reference, the presented
CCSD(T)/TZ+ method as well as other CCSD(T)/quadruple-ζ levels and experimental
values are used. For more information on the benchmark studies, see the Supporting
Information, Section 4.2.

Benchmark Set of Flaig et al.

A benchmark study for 1H and 13C NMR chemical shifts was published in 2014 by Flaig
et al.33 and provides data calculated at the CCSD(T)/cc-pVQZ level of theory. 39 1H and
39 13C NMR chemical shifts are evaluated here, originating from molecules that are mostly
smaller in size than the ones in the training set, making the benchmark study still suitable
for comparison.

The performance of the Δ-ML method and the linear regression approach (Figure C.5,
first row) is comparable to the performance on the data set presented above for both 1H
and 13C NMR. The MAD is reduced by 77/87% for 1H/13C resulting in the final values of
0.046/1.00 ppm. This slightly larger deviation compared to the test data set is expected and
exhibits the small bias of the trained model toward its training data. To exclude another bias
toward the reference method that the model is trained to predict, the chemical shifts are
furthermore evaluated against the calculated reference data given in the benchmark study
(CCSD(T)/cc-pVQZ). In doing so, a very similar trend is observed with an MAD reduction
of 79/86% to 0.041/1.10 ppm by applying the Δ-ML correction, showing that the accuracy
gain does work generally also toward other computed high-level reference data. In every
test case, the correction by the linear regression (LR) approach is significantly outperformed
by Δ-ML.

It is interesting to note that the reference method CCSD(T)/TZ+ still differs slightly
(0.023/0.51 ppm) from the reference given in the benchmark study, and it remains uncertain
which method is closer to the true basis set limit. This means that any hypothetical perfect
correction model trained on the same data would not be able to achieve better accuracy. In
the above example, the Δ-ML model is therefore 0.018 ppm above the best possible MAD
for 1H and 0.59 ppm for 13C.

NS372 Benchmark Set

The NS372 benchmark set compiled by Schattenberg et al.41 contains 117 molecules that are
mostly smaller than those in the training and test data set. A total number of 70 1H and 93
13C NMR chemical shifts will be evaluated below.

Figure C.6 again shows the performance of theΔ-ML and the linear regression approaches
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Figure C.5: Performance of the Δ-ML correction model on the benchmark of Flaig et al. with
PBE0/pcSseg-2 as the low-level method. Comparison against the 1H and 13C reference values calcu-
lated with the CCSD(T)/TZ+ approach and with the level of theory used in the original literature,33

which is CCSD(T)/cc-pVQZ.

with respect to the two reference methods. Although Δ-ML still reduces the mean absolute
deviation significantly, this improvement is weaker compared to the benchmark study of
Flaig et al. presented in Figure C.5 (MAD reduction to 0.075/2.37 ppm (–67/–76%) for
1H/13C). Furthermore, the LR correction is less clearly outperformed by theΔ-ML approach.
This indicates that both models are less suitable to describe the chemical structures in the
NS372 benchmark set because the large majority of these compounds are considerably
smaller in size than those in the training data set. The NS372 set further contains structural
characteristics that are completely absent in the training data such as charged molecules and
compounds without C–H bonds. When those systems are excluded from the benchmark
study, the performance of both LR andΔ-ML correction improves slightly yet systematically
(see Supporting Information, Tables S9 and S10). Conversely, this means, as was to be
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Figure C.6: Performance of theΔ-ML correction model on the NS372 benchmark with PBE0/pcSseg-2
as the low-level method. Comparison against the 1H and 13C reference values calculated with the
CCSD(T)/TZ+ approach and with the level of theory used in the original literature,41 which is
CCSD(T)/pcSseg-3.

expected, that the model will improve if the training data is extended to better represent
the test molecules. The presented workflow uses a sufficiently general pretrained Δ-ML
model and still provides the flexibility to adjust it to specialized problems by optimizing the
training data set, which “only” requires the calculation of chemical shielding constants on
the CCSD(T)/TZ+ reference level of theory for new compounds.

Note that the deviation of chemical shifts calculated at the CCSD(T)/TZ+ level and the
literature’s reference method CCSD(T)/pcSseg-3 is larger (0.037/1.47 ppm) than in the study
of Flaig et al., showing that the NS372 set contains some cases that are challenging for the
basis set extrapolation scheme. As a matter of course, any empirical correction model can
only work if the reference values are reliable.
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NMRH148 Benchmark Set

The NMRH148 data set from de Oliveira et al.34 consists of 72 small organic compounds, for
which experimental 1H NMR reference data is available. A total number of 143 1H and 179
13C NMR chemical shifts are evaluated hereinafter.

The correction of both the LR and the Δ-ML approaches (Figure C.7, left and middle)
function as expected and seen before with a performance similar to the one obtained in
the study of the benchmark set of Flaig et al. (MAD reduction to 0.037/0.66 ppm (–78/–
89%) for 1H/13C). The better outcome compared to the evaluation of the NS372 set can
be explained by the better representation of the compounds of the NMRH148 set due to
larger structural similarities with the training data. Omitting all chemical shifts of the 18
compounds that overlap with the training data set only leads to a slight increase in the
deviation of the corrected chemical shifts (final MAD of 0.046/0.83 ppm, reduction by
71/86%, see Supporting Information, Table S11 for details). The Δ-ML model is therefore
adequately generalized to successfully predict NMR chemical shift predictions of similar
compounds.

As mentioned before, a direct comparison of the presented method with experimentally
obtained NMR chemical shifts is difficult due to the missing consideration of solvation
effects and conformational flexibility. However, comparing the different 1H NMR chemical
shift prediction approaches in the gas phase to the experiment (Figure C.7, right) reveals a
systematic error reduction toward a theoretical minimum obtained by exact NMR shielding
calculations. This behavior is promising and allows for error decomposition into a part
related to the electronic structure method and other parts beyond the static, isolated molecule
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Figure C.7: Performance of the Δ-ML correction model on the NMRH148 benchmark with
PBE0/pcSseg-2 as the low-level method. Comparison against the 1H and 13C reference values calcu-
lated with the CCSD(T)/TZ+ approach and against the experimental 1H NMR chemical shifts.
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approximation. Since the compounds in the NMRH148 set are expected to be mostly rather
rigid, the solvation treatment might be a major missing part in this example.

NMR Spectrum of Butadiene

The presented Δ-ML approach can be used to correct fully quantum chemically calculated
NMR spectra as well. In fact, the original motivation for this work was to develop a method
that improves NMR spectra that are generated with the CREST and CENSO workflows.29

A conformer ensemble generated with this tool for which NMR chemical shifts and spin-
spin coupling constants have been calculated can be used to automatically construct a full
NMR spectrum.30 There are a few literature examples of gas-phase NMR spectra,402 and
the butadiene molecule was chosen as a showcase. The compound is similar to those in the
training data set but is not a part of it. As the molecule is relatively rigid, there is only one
relevant conformer obtained from a CENSO run with the final PBE0/pcSseg-2//r2SCAN-3c
level of theory. Its corresponding NMR spectrum is shown in Figure C.8 and compared to
the experimental spectrum published by Zuschneid et al.403

Since butadiene only exhibits three distinct signals in the 1H NMR spectrum, it is rather
clear. The calculated coupling pattern matches the experimental one very well and is in this
case not influenced by the correction of the chemical shift. The Δ-ML correction shifts all

experimental

Ha' Hb'

Hc'

Hc

HaHb

a,a'c,c' b,b'

4.74.84.955.15.25.35.45.55.65.75.85.966.16.26.36.46.56.66.76.86.97

-0.32
-0.40

-0.41

PBE0/pcSseg-2

ppm

uncorrected
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Figure C.8: Experimental gas-phase spectrum of butadiene (top, taken from Zuschneid et al.403)
and a fully coupled 1H NMR spectrum resulting from chemical shielding and spin-spin coupling
calculations (bottom).
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signals in the right direction such that the signals of nuclei a and b are very well reproduced
and the signal c experiences a significant error reduction. In conclusion, this showcases the
use of the presented Δ-ML correction for application in NMR spectra simulation, which will
be even more useful with an additional solvent correction.

C.3.5 Computational Demands

Considering the computational resources that are consumed by a CCSD(T)/pcSseg-2 nuclear
shielding calculation, the presentedΔ-ML correction comes at negligible extra computational
cost. A comparison of the computation times of every step necessary for this study is
presented in Figure C.9.

The CCSD(T)/pcSseg-2 calculation is by far the most demanding in the entire procedure
and therefore the limiting factor for the considerable system size. The BHLYP/pcSseg-n
(n = 2, 3, 4) calculations needed for the basis set extrapolation come at considerably high
costs for DFT methods, but these and the CCSD(T) calculations have to be performed only
once per structure independent from the low-level method and are given for 1000 structures
in the presented data set. Given that the Δ-ML model is used to correct DFT-based chemical
shifts that can be obtained in minutes, the correction step of a few seconds on a usual laptop
is negligible. If a new model is to be trained using another low-level method, the whole
data set has to be calculated using that desired method. Subsequent training of the model
will take a few minutes on a usual laptop. The disadvantage of the relatively small data
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Figure C.9: Timings for serial NMR shielding calculations of fluorobenzene (structure 060_00) on
an Intel® Xeon® CPU E3-1270 v5 @ 3.60 GHz (values over the bars in minutes; the ML procedures
(green) were done on a usual laptop PC). DFT calculations have been performed with ORCA 5.0.3
and the CCSD(T) calculation with CFOUR 2.1.
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set thus becomes an advantage, because it makes the method practically free of additional
computational costs.

C.4 Conclusion

The efficient and accurate calculation of NMR parameters is a great challenge in the field of
computational chemistry. The presented new method aims at combining the efficiency of
DFT with the accuracy of coupled cluster theory by predicting their respective deviations
using a machine learning approach. The newly compiled data set contains 1000 optimized
and distorted structures of a variety of small molecules built from carbon, hydrogen, and
most elements of the first three periods resulting in a total number of 7090 1H and 4230 13C
NMR nuclei. For all data points, the target chemical shift value has been calculated with
the CCSD(T)/pcSseg-2 level of theory with a complete basis set extrapolation correction,
termed CCSD(T)/TZ+. The Δ-ML model has been constructed such that it provides the
maximum generality and flexibility, with the possibility to be optimized toward special
applications through extensions of the data set. It is applicable to any desired density
functional approximation and basis set that are able to provide NMR chemical shielding
constants and the necessary electronic and magnetic descriptors.

When using PBE0/pcSseg-2 as the low-level DFA to be corrected, theΔ-ML model achieves
a reduction of the mean absolute deviation evaluated on the test data set of 81% for 1H
and 92% for 13C NMR chemical shifts accompanied by a drastically narrower error spread.
The computational demands are not noticeably increased in this process. Throughout all
tested DFA and basis set combinations, final MADs lie in a range of 0.021-0.039 ppm (1H)
and 0.38-1.07 ppm (13C). The much less sophisticated correction by linear regression is
significantly outperformed in all cases.

The evaluation of the new correction method for realistic systems and experimental
data is not straightforward, since only high-level calculated data can serve as a consistent
reference. Still, the chemical shift correction performance for PBE0/pcSseg-2 was tested in
three benchmark studies with different individual challenges. The Δ-ML correction shows a
consistent and substantial improvement in the quality of the predicted chemical shifts in
all tests and surpasses the linear regression correction as well. The representation of the
tested set of compounds by the molecules in the training data set affects the prediction
performance of the method and limits its applicability. However, no outliers are produced
by the proposed ML model indicating sufficient robustness in practical applications (cf.
Figures C.2 and C.3). Nevertheless, the prediction accuracy can be improved by extending
the data set with respective structures and it is possible to estimate the quality of the model
by analyzing the conformity of the data sets used for training and testing.

With the new approach, fully simulated NMR spectra can be corrected in a physically
reasonable way by reducing the error caused by missing electron correlation. We aim at
incorporating the correction into the CENSO29 program, where the calculated chemical shifts
of every conformer in a given ensemble are corrected to obtain the corrected Boltzmann-
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averaged NMR spectrum. However, the method can also be used in combination with
other techniques that include dynamic effects such as molecular dynamics simulations.
Contributions to the shielding constant due to solvation or relativistic effects can be added
to the ML-corrected value regardless of the correction procedure.

It is important to note that this work presents a general workflow rather than a completed
method. In subsequent work, the applicability can and will be enhanced by extending the
training data set, fine-tuning the ML architecture, allowing other software and non-DFT
methods (e.g., HF, MP2) for feature generation, and extending the scope to other NMR-
relevant nuclei. Furthermore, the search for suitable input features is not finished especially
as they may not be the same for all nuclei. The 13C NMR chemical shift showed some
correlation with information derived from the DFT density matrix, which might hold true
for other heavy nuclei.

In conclusion, the presented Δ-ML correction for DFT-based NMR chemical shifts toward
coupled cluster quality has the potential to significantly improve simulated NMR data
obtained from standard DFT calculations. Although being an empirical ML-based correction
employing a rather small number of training data points, it proved to be general and roust
also on external data indicating that the method will improve as the underlying data and
knowledge basis grows.
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APPENDIX D

Appendix: Machine Learning-Based Correction
for Spin-Orbit Coupling Effects in NMR
Chemical Shift Calculations

J. B. Kleine Büning, S. Grimme, and M. Bursch, Phys. Chem. Chem. Phys. 2024, Advance
Article. DOI: 10.1039/d3cp05556f.
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δnon-rel δSO

The relativistic spin-orbit contributions to 13C and 1H NMR chemical shifts in the vicinity of heavy
atoms are computed using a novel Δ-machine learning approach at virtually no extra computational
cost.
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Abstract

As one of the most powerful analytical methods for molecular and solid-state structure
elucidation, NMR spectroscopy is an integral part of chemical laboratories associated with
a great research interest in its computational simulation. Particularly when heavy atoms
are present, a relativistic treatment is essential in the calculations as these influence also the
nearby light atoms. In this work, we present a Δ-machine learning method that approxi-
mates the contribution to 13C and 1H NMR chemical shifts that stems from spin-orbit (SO)
coupling effects. It is built on computed reference data at the spin-orbit zeroth-order regular
approximation (ZORA) DFT level for a set of 6388 structures with 38740 13C and 64436
1H NMR chemical shifts. The scope of the methods covers the 17 most important heavy
p-block elements that exhibit heavy atom on the light atom (HALA) effects to covalently
bound carbon or hydrogen atoms. Evaluated on the test data set, the approach is able to
recover roughly 85% of the SO contribution for 13C and 70% for 1H from a scalar-relativistic
PBE0/ZORA-def2-TZVP calculation at virtually no extra computational costs. Moreover, the
method is transferable to other baseline DFT methods even without retraining the model and
performs well for realistic organotin and -lead compounds. Finally, we show that using a
combination of the new approach with our previous Δ-ML method for correlation contribu-
tions to NMR chemical shifts, the mean absolute NMR shift deviations from non-relativistic
DFT calculations to experimental values can be halved.
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D.1 Introduction

Nuclear magnetic resonance (NMR) spectroscopy is a highly valuable analytic tool for struc-
ture elucidation and has become a standard method that is used on a daily basis throughout
various chemical disciplines.7,404,405 Besides experimental analysis, the computation of NMR
parameters can further yield detailed insight into chemical phenomena and complex bond-
ing situations. In particular, density functional theory (DFT) has proven to be a reliable and
efficient choice for the calculation of NMR parameters.33,39,41,42,178,199,213,227,298 Nevertheless,
the complex physical relationship between these parameters, the electronic structure, and
the chemical environment of the investigated compound remains challenging for quantum
chemical methods.24,406,407

There are five main sources of error in quantum chemical NMR prediction as claimed by
Lodewyk et al.,24 which are electron correlation, solvation effects, conformational flexibility,
rotational-vibrational, and relativistic effects. The latter become specifically relevant when
NMR properties of heavy elements (which we refer to as having an atomic number larger
than 18 and including Cl) are computed or if such elements are present in close vicinity to
the nucleus under consideration. Heavy elements can play major roles in various application
areas, including catalysis,183–185 batteries,186,187 and optoelectronics.188,189 Furthermore, there
is a great research interest in biology and biochemistry due to the toxicity of some heavy
elements (e.g., Ni, Cd, Hg, Pb)190 or their essential role in biochemical processes, as for
Zn191–193 and Se.194–196

The most crucial relativistic effects originate from spin-orbit (SO) coupling and can be
essential even for qualitative modeling of the heavy atom (HA) itself,53,199,408 but also for
the adjacent lighter atoms by the heavy atom on the light atom (HALA) effect.48,54,213 There
are several physics-based methods to incorporate relativistic effects into quantum chemical
calculations such as the Douglas-Kroll-Hess (DKH)126,127 method, the exact transformation
of the four-component Dirac equation to two components (X2C),130–132 and the zeroth-order
regular approximation (ZORA).128,129 However, the spin-orbit variants of these methods
in combination with NMR shielding tensor calculations typically become computationally
unfeasible for larger compounds due to their high computational demand. Further, such
methods are not available in many chemical software packages. Accordingly, more efficient
and easily accessible methods to include SO-relativistic effects in the calculation of NMR
parameters are highly desirable. Such effects are typically neglected in most low-cost
approaches, as done in a recently published correction scheme for efficient NMR chemical
shielding prediction409 and a study on halogenated natural products.410

One approach to solve this issue and fill this methodological gap can be an empirical
model based on machine learning (ML). The field of ML in chemistry has evolved rapidly in
the past decade and besides approaches that tackle the complete electronic structure of a
quantum chemical system,72,411,412 several techniques for the calculation of NMR chemical
shifts have been developed.81,413,414 Especially for NMR-aided structure assignment, the
popular DP4 method415 was improved with an ML approach called DP4-AI85 and an ML-
based technique for structure assignment from two-dimensional NMR spectra has been
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proposed.87 ML approaches can exploit their full potential for highly accurate predictions
if they are combined with DFT and use features from a converged electronic structure as
input (Δ-ML). This has been shown to yield highly accurate electronic energies416 and NMR
chemical shifts88–90,197 at costs not significantly higher than for the underlying low-level
method.

There is evidence that in order to achieve a good prediction quality for 13C NMR chemical
shifts of carbon atoms attached to heavy atoms, it is important to account for both correlation
and heavy atom effects.24,417,418 In a test on the o-bromochlorobenzene molecule,419 the
pragmatic combination of a non-relativistic second-order Møller-Plesset perturbation theory
(MP2) calculation and a SO contribution calculated with DFT yielded the best results com-
pared to experimental data and was the only tested method to achieve a qualitatively correct
chemical shift ordering of the six 13C nuclei. We are therefore confident that a combination
of separate correlation and spin-orbit corrections will be beneficial for the efficient compu-
tation of reasonably accurate NMR chemical shifts. We previously proposed an ML-based
correction method that obtains the (beyond DFT) correlation contribution to NMR chemical
shifts based on coupled cluster (CCSD(T)) reference data,197 which we now call Δcorr-ML.
In this work, we present an efficient and highly transferable approach called ΔSO-ML to
compute the spin-orbit relativistic contribution to 13C and 1H NMR chemical shifts. This
new approach is validated for a large number of unique chemical shifts computed at the SO-
ZORA-DFT level and is exemplarily applied to 13C NMR chemical shifts in experimentally
accessible organotin and -lead compounds and in a set of heavy metal-organic compounds
with experimental reference data.

D.2 Methods

D.2.1 Machine Learning Data Set

As in our previous work on the correction of 1H and 13C NMR chemical shifts using machine
learning,197 quantum chemical ab initio data serve as target for the model presented herein.
The use of experimental data would increase the overall complexity thus making the data
set less suitable for applying an ML correction procedure. Furthermore, the target was
chosen such that it keeps an unadulterated focus on one specific component of the chemical
shielding constant calculation, spin-orbit coupling. A clear distinction of SO effects from
various other error sources in experimental data would be impossible and such an approach
would prevent a targeted elimination of the SO error.

The data set is one of the central parts in every ML model and is often particularly
challenging to compile for ML applications in chemistry when reference data is sparse. Since
it is largely responsible for the performance of the model, we focus on the most common
bonding situations in classical (metal-)organic compounds. Further, a focus is set on heavy
non-radioactive elements of groups 12 to 17. This includes most p-block elements except for
noble gasses and group 12 transition metals as their chemistry is comparably dominated by
p-orbitals.48 As NMR parameters tend to be spatially local, the reference molecules can be
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Figure D.1: Key specifications of the data set. Included heavy elements are marked in yellow followed
by the number of structures hat contain them.

chosen rather small (3-46 atoms). This allows for the inclusion of many different bonding
motifs, covering a wide chemical space with a sufficiently large amount of samples. The
data set consists of 1597 unique molecules, in which at least one heavy atom (Z ≥ 17) is
covalently bound to a carbon atom. These molecules were created manually, starting with
the methyl compounds mentioned in Section D.3.3, and subsequent substitution of the
ligands with larger aliphatic, aromatic, and functional residues that are typically found
in compounds of the respective heavy element. Analogous structures are included for all
elements within the same group and some more complex compounds were added. The
structures were selected such that they are chemically reasonable, yet they do not have to
be accessible in an experimental setting. To enrich the data, three geometrically distorted
structures, one out of each energy window of 2.5-5.0 kcal·mol-1, 10.0-15.0 kcal·mol-1, and 30.0-
40.0 kcal·mol-1 above the optimized structures (at the r2SCAN-3c172 level) were added (for
more information on the distortion procedure, see ref. [197] and the Supporting Information).
The overall 6388 structures include data points for 38740 13C and 64436 1H NMR chemical
shifts, which is illustrated in Figure D.1. The set includes 2264 structures containing Cl,
Br, or I; 1440 structures containing Se or Te; 1260 structures containing As, Sb, or Bi; 1680
structures containing Ge, Sn, or Pb; 804 structures containing Ga, In, or Tl; and 868 structures
containing Zn, Cd, or Hg.

D.2.2 Reference Level of Theory

The target of the ΔSO-ML approach presented here is the contribution to the chemical
shielding constant that originates from the inclusion of spin-orbit relativistic effects with a
suitable computational method. Scalar-relativistic approaches that either employ effective
core potentials (ECPs) or explicitly use a scalar-relativistic (SR) Hamiltonian are available in
many quantum chemical program packages such as ORCA. As all-electron approaches with
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SR-Hamiltonian can be regarded the more general and reliable choice for the calculation of
properties with relevant nucleus effects, we chose an efficient all-electron SR-DFT calculation
as origin of the ML input features to predict the additive spin-orbit (SO) correction with
our ΔSO-ML model. This contribution ∆SOδ is calculated from chemical shifts δ obtained by
including the different levels of relativity:

∆SOδ = δSO − δSR . (D.1)

In this work, we determine the target ∆SOδ from two-component SR/SO-ZORA (zeroth-
order regular approximation) calculations at the PBE0109,420 hybrid DFT level of theory with
the Slater-type triple-ζ TZ2P165 basis set. Note that the performance of an ML approach is
directly influenced and limited by the quality – especially the noisiness – of the reference
data.150 PBE0 is a generally robust functional that usually yields good NMR properties
and especially the SO-relativistic variant has proven reliable performance in our previous
studies on 29Si213 and 119Sn199 NMR chemical shifts. Furthermore, in contrast to full four-
component relativistic methods, SO-ZORA-PBE0 is still feasible for the medium-sized
(>40 atoms) molecules included in the data set. The transferability of our approach based
on the PBE0/TZ2P data to other density functionals and basis sets is further discussed in
Section D.3.3.

To make it easily accessible, the presented method is built onto a scalar-relativistic baseline
level of theory calculated using Gaussian-type orbitals with the ORCA program package
(although it is in principle not limited to it). The SR-PBE0/ZORA-def2-TZVP level of theory
serves as low-level method for most evaluations shown below.

D.2.3 Neural Network Architecture and Input Feature Vector

With the data set and the target values ∆SOδ at hand, an ML model can be constructed. For
this purpose, the data set is randomly divided into a training set to build the model and a test
set that serves as basis for all evaluations made in Section D.3. The data is processed in an
atom-wise fashion but it is ensured that all atoms from an individual structure are attributed
to the same data set (shuffling mode structures, see Supporting Information, Section 2.2 for
details). Data from a sample molecule and its low-level NMR shielding calculation (currently
only possible via the ORCA 5 program package) can finally be used to predict ∆SOδ. The
complete workflow is illustrated in Figure D.2.

The regression artificial neural network used herein is similar to the one used for our
previous Δcorr-ML model for correlation contributions of the chemical shift.197 The same
multilayer perceptron architecture with two hidden layers was used in TensorFlow 2.12
and the input feature vector was modified to adapt it to the SO contribution problem. After
initial testing, the hyperparameters were set to 300/12 nodes for the first/second hidden
layer for 13C (384/80 for 1H) with a dropout rate of 0.1 for the first layer for 13C (0.15 on
first and 0.1 on second layer for 1H) and the adam optimizer. The activation function on
all layers was set to GELU (Gaussian Error Linear Unit) for 13C and the sigmoid function
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Figure D.2: Workflow of the ΔSO-ML method used in this work. A set of organic molecules with
heavy elements is structurally optimized and geometrically distorted structures are created. For
these, reference and low-level data are calculated, from which input features are extracted that make
up the data set. 7/8 of the data set are used to train the ML model, 1/8 for validation. For a sample
molecule, ∆SOδ can then be predicted by the model from the low-level data.

was used for 1H. The distribution of the SO contribution values to the chemical shift in the
data set is very heterogeneous. Most of the atoms are not in direct vicinity to a heavy atom,
so ∆SOδ is small but few atoms exhibit a very large value. To make the model focus on the
important large values while not placing too much weight on unaffected atoms, the root
mean squared deviation (RMSD) was chosen as loss function and showed to be superior to
the mean absolute deviation (MAD) and the mean squared deviation (MSD). For the same
reason, the RMSD is suited better than the MAD for the evaluations below.

The information included as input is of central importance for the quality and performance
of the ML model.150 In the case of ΔSO-ML, the input feature vector is constructed such that
it contains information about the geometric (solely from the three-dimensional structure),
electronic (from the converged density matrix of the DFT single-point calculation), and
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magnetic (from the DFT NMR shielding constant calculation) surrounding of each atom of
interest. The majority of the descriptors of these categories was taken from the Δcorr-ML
model and some were omitted. A set of atom-centered symmetry functions379 (ACSF) was
further added.

Furthermore, a new range of descriptors was added that contains geometric and electronic
information about heavy atoms in the vicinity of the atom of interest. These include:

• the total number of heavy atoms bound to the nucleus of interest via one to five
covalent bonds,

• the average atomic mass of all atoms within one to five covalent bonds,

• the atomic number of the heavy atom(s),

• the coordination number (from the D3 model) of the heavy atom(s), and

• the atomic, and s-, p-, and d-orbital Mulliken populations of the heavy atom.

The latter ones are arranged in sets of five descriptors per heavy atom in the first covalent
bond shell. The inclusion of the atomic charge and the s- and p-orbital populations was
motivated by the findings of Vícha et al. on the spin-orbit heavy-atom (HA) effect on the
light atom (LA).48 These suggest that for most heavy elements the chemical shift contribution
originating from spin-orbit coupling has a fixed sign. Accordingly, the HA effect on the LA
is always shielding or deshielding (this information is covered by the atomic number of the
HA). The cause of this trend lies in the electronic configuration, as formally empty valences
shells of the HA (e.g., p0, d0) typically lead to a deshielding mechanism whereas partially
filled subshells (e.g., p2, p4) result in a shielding effect. In some cases, however, different
contributions occur simultaneously with comparable magnitudes so that the sign of ∆SOδ

may vary, e.g., depending on the oxidation state of the HA. Therefore, the atomic charge and
orbital populations of the HA are included as descriptors. A detailed list of the complete
input feature vector is provided in the Supporting Information, Table S2.

D.2.4 Computational Details

The compounds in the data set were chosen and created manually and a selected struc-
ture was pre-optimized at the semiempirical tight-binding GFN2-xTB27 level using the
xTB 6.6.0247 program package. Subsequent geometry optimizations where performed with
the TURBOMOLE 7.7.1307–309 program package using the r2SCAN-3c105,172,249 composite DFT
method. Throughout the geometry optimizations, the resolution of the identity approach
for Coulomb integrals (RIJ)255 was applied and the m4 grid and a radial grid size of 10 were
used. For the tests on the experimentally accessible structures in Section D.3.4, conformer en-
sembles were generated using the conformer-rotamer ensemble sampling tool (CREST),25,310

version 2.12, using the GFN-FF28 force field and GFN2-xTB with the ALPB118 solvation
model (solvent as in the experimental measurement). The ensembles were further refined
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with the command-line energetic sorting (CENSO)29,311 algorithm, version 1.2.0, at the
final level r2SCAN-3c+Gsolv(COSMO-RS)115,116,312+GmRRHO(GFN2-xTB)119,120,421//r2SCAN-
3c(DCOSMO-RS).422

All NMR shielding constant calculations in this study were performed via the gauge-
including atomic orbital (GIAO)137–139 approach using the ORCA 5.0.4243,244,387 program
package for calculations with Gaussian-type orbital (GTO) basis sets and the ADF module
of the AMS 2022.103246 program package for Slater-type orbital (STO) basis sets. For the
low-level shielding calculations (ORCA), the Hamiltonian of the scalar-relativistic (SR) zeroth-
order regular approximation (ZORA)128,258 was used in combination with the PBE101 general
gradient approximation (GGA) and the PBE0109 and r2SCAN0198 hybrid density functionals,
together with the GTO triple-ζ ZORA-def2-TZVP156,423 basis set for all atoms with Z ≤ 36
and the SARC-ZORA-TZVP259,260,424 basis set for all atoms with Z > 36. For PBE0, the
calculations were also done without ZORA applying the def2-TZVP156 basis set with the def2
effective core potentials (ECP).254,257 For the NMR shielding calculations in Section D.3.4, the
CPCM112 implicit solvation model was used. All calculations applied the RI scheme with the
chain-of-spheres approximation for the exchange (RIJCOSX)228,392 in combination with the
auxiliary SARC/J basis set. The defgrid3 grid and the tightscf convergence settings were
used throughout. For the high-level reference values (ADF), the NMR shielding calculations
were performed each with the scalar (SR) and spin-orbit (SO) variant of ZORA129,318,319 and
the PBE0 functional using the STO polarized triple-ζ ZORA/TZ2P165 basis set (the “ZORA/”
prefix for the basis set is from now assumed for all calculations with ADF and omitted
for clarity). The numerical grid quality was set to verygood. For the compounds of the
methyl subset, the same calculation settings were applied, but with using the DZ, DZP, TZP,
and QZ4P basis sets165 and the PBE, BLYP,102,106 mPW,425 B3LYP,106,108 and mPW1PW425

functionals.
In the ML training, prediction, and evaluation procedures mentioned in the following,

statistical fluctuations are to be expected that originate from the randomized weight initial-
ization when the model is build. All statistics presented for the performance of the ΔSO-ML
model are therefore obtained as the mean value of ten training runs if not stated otherwise.

D.3 Results

D.3.1 Prediction of ∆SOδ for 13C NMR

Before focusing on the new ΔSO-ML correction, it is worth investigating the data set itself
with the computed low-level SR NMR shifts and the reference ∆SOδ values. As a rather
short-range effect, the SO contribution is expected to be small for many C/H atoms, but can
be extreme in direct vicinity of a heavy atom. The complete data for the 13C NMR shifts is
depicted in Figure D.3(b) including information about the chemical distance (= number of
covalent bonds) of each nucleus to the next heavy atom. Thus, 13C nuclei that are directly
bound to a HA experience by far the largest spin-orbit coupling effects and these values
are most scattered over a wide range of chemical shifts. Still, the SO effect of a HA can
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Figure D.3: (a) Example molecule (part of the data set) showing the division of the 13C data set into
three distance categories with one (blue), two (yellow), and three or more (gray) bonds between the
HA and the 13C nucleus (H atoms are white). (b) Complete data set with 38740 13C NMR chemical
shifts showing the relation between the purely scalar-relativistic NMR shift δSR calculated with the
low-level PBE0/ZORA-def2-TZVP method and the relativistic reference δSO = δSR + ∆SOδ with the
SO contribution calculated at the PBE0/TZ2P level.

propagate which can have significant consequences for the 13C nuclei even three covalent
bonds away. Although the nuclei closest to the HA have the potential to lead to the largest
errors in a calculation, the proposed ML model should not only be capable of reproducing
the rough magnitude of the effect, but should consequently predict a small ∆SOδ value for
the weakly affected nuclei.

As mentioned earlier, the PBE0/ZORA-def2-TZVP method applying scalar-relativistic
SR-ZORA is chosen as low-level method for the following investigations. Several metrics
demonstrating the performance of the ΔSO-ML model evaluated for the test data set (12.5%
of the data points) for 13C and 1H (discussed in the next section) nuclei are listed in Table D.1.
The data for one of the runs is exemplarily shown in Figure D.4 in more detail.

The ΔSO-ML correction clearly succeeds to predict the SO contribution to the 13C NMR
chemical shifts with good accuracy. The mean absolute deviation (MAD) from 4843 chemical
shifts in the test data set (unknown to the ML model while training) is reduced by 85%
from 7.26 to 1.07 ppm and the mean (signed) deviation (MD), which is slightly positive
when only SR is applied, essentially reaches zero. More importantly, the root mean square
deviation (RMSD), which emphasizes large deviations, is equally reduced (87%, from 21.88 to
2.76 ppm). Thus, it can be concluded that roughly 85% of the SO contribution is recovered
by the ML model. Analysis of one of the training runs in Figure D.4(a) shows that accuracy
is maintained even for the extreme cases of spin-orbit coupling effects on 13C nuclei directly
bound to HAs. The large negative values of ∆SOδ occur especially when several heavy
halogen atoms are present, such as in a CI3 moiety.

Furthermore, extremely large errors can be avoided with the ΔSO-ML correction as the
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Figure D.4: Comparison of the ML-predicted SO contributions to the reference (SR/SO)-ZORA-
PBE0/TZ2P ones for the 13C NMR test set. (a) Values of ∆SOδ, color-coded according to their distance
to the next heavy atom (see Figure D.3(a)). (b) Total chemical shift δ neglecting SO coupling (gray)
and adding the ML-predicted ∆SOδ (blue).

maximum negative and positive errors are reduced drastically from –179.07/+298.32 to
–56.34/+87.55 ppm. This is promising because in this way the ML correction reduces the
probability of a complete qualitative failure of a chemical shift prediction. The overall chance
for outliers is therefore reduced significantly as underpinned by Figure D.4(b).

It is important to note that an empirical prediction method for spin-orbit effects to NMR
chemical shifts is not a straightforward task. It is indeed a rather systematic phenomenon as

Table D.1: Statistics of the test data set before and after applying the ΔSO-ML correction to the
scalar-relativistic (SR) baseline SR-PBE0/def2-TZVP values in ppm (MSD in ppm2), reference: SO-
PBE0/TZ2P. Mean over ten training runs, more details on the metrics are given in the Supporting
Information.

13C 1H

Error metric only SR SR+ML only SR SR+ML

MAX (< 0) −179.07 −56.34 −19.569 −4.772
MAX (> 0) 298.32 87.55 6.042 10.825
MD 2.84 −0.05 −0.185 −0.005
MAD 7.26 1.07 0.281 0.090
MSD 478.82 7.60 0.645 0.056
RMSD 21.88 2.76 0.803 0.236
SD 21.67 2.75 0.782 0.236
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it strongly depends on the type and the atomic number of the HA as well as the periodic
table main group it belongs to. So, when the underlying data only features a certain
chemical subgroup of molecules, a simple linear regression approach, which is often used
to correct calculated NMR chemical shifts and which we used to compare the performance
of the Δcorr-ML model to, can be used to approximate the SO contribution to 13C NMR
chemical shifts.426,427 However, this is only possible if all molecules in the data set contain
the same number and type of heavy toms.24 Conversely, in the data set presented here,
many different HAs and amounts of HAs are present and therefore, there is not even a
slight linear connection between the computed scalar-relativistic chemical shift value and
the missing SO contribution (see the Supporting Information, Figures S3 to S5). Hence, a
linear regression correction approach fails for the SO contribution, as it predicts ∆SOδ ≈ 0 in
most cases. However, the additional computational costs of a prediction of ∆SOδ by the a
pre-trained ML model is – as for the linear regression approach – negligible (few seconds).
This consolidates the significance of the ΔSO-ML model as a general low-cost method to
predict the SO contribution of NMR chemical shifts.

D.3.2 Prediction of ∆SOδ for 1H NMR

The focus of this work lies on the prediction of SO contributions to 13C NMR chemical shifts
since in organic compounds, usually the carbon atoms are connected to heavy heteroatoms.
However, the 1H nucleus can experience SO contributions from even further HAs as it
is more prone to environmental changes and thus can be affected by propagation of the
SO contribution via more than three covalent bonds. Compared to heavier elements, the
hydrogen atom only comprises a very thin electron shell and the 1H nucleus is thus less
shielded from electronic and magnetic fields in its surroundings. This complicates especially
the theoretical description of core properties such as NMR parameters. Achieving the same
accuracy for 1H NMR as for 13C NMR is therefore difficult, which we already observed for
theΔcorr-ML correction and there is no reason to assume that this behavior is different in the
case of ΔSO-ML. This is even exacerbated by the fact that the hydrogen atoms are usually
further away from the HA than carbon atoms meaning that the ∆SOδ values are smaller
and can be less systematic. The data set for 1H NMR SO contributions shows a significant
number of large values not only for very close 1H nuclei, but also for those bound to a
HA via three covalent bonds (see Supporting Information, Figure S2). Hence, the distance
criterion is weaker for 1H than it is for 13C, representing a bigger challenge for the ΔSO-ML
model.

The greater complexity compared to 13C NMR is confirmed by the somewhat weaker
performance of the ΔSO-ML approach applied to the low-level method SR-PBE0/ZORA-
def2-TZVP for 1H NMR indicated by the metrics in Table D.1 and the detailed analysis of a
training run in Figure D.5. Compared to the 13C data, the performance of the ML approach
for 1H NMR is indeed worse, but the functionality is still retained. The ΔSO-ML method
predicts qualitatively correct values within the whole data range even in the extreme regions
(Figure D.5(a)) and scattering of the data including the ML-predicted SO contributions is
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Figure D.5: Comparison of the ML-predicted SO contributions to the reference (SR/SO)-ZORA-
PBE0/TZ2P ones for the 1H NMR test set. (a) Values of ∆SOδ, color-coding: 1H bound to a HA
directly or via two (blue), three (yellow), or four or more (gray) covalent bonds. (b) Total chemical
shift δ neglecting SO coupling (gray) and adding the ML-predicted ∆SOδ (blue).

reduced significantly compared to the purely SR values (Figure D.5(b)). It is noticeable that
the data of nuclei in close and medium vicinity to a HA is spread over the whole data range,
only the 1H nuclei at least four bonds away from the HA are loosely restricted to a region
of small ∆SOδ values and small prediction errors. The overall improvement achieved by
the correction is also substantiated by the metrics in Table D.1. That is, the MAD resulting
from the 8055 data points in the test set is reduced by 68% from 0.281 to 0.090 ppm and
the overall chance for large errors is reduced, too, as indicated by the 71% decrease of the
RMSD from 0.803 to 0.236 ppm. In contrast to the 13C NMR case, the MD for the purely
SR 1H NMR chemical shifts is slightly negative, but it is nevertheless basically eliminated.
Unfortunately, there is at least one large outlier in the predicted ∆SOδ values leading to an
increased positive maximum error of 10.825 ppm. Taking into account the overall reduced
error spread and range (reduced from 26.611 to 15.597 ppm) as well as the small RMSD, this
can be considered an artifact that occurs only very rarely.

The fundamental non-linear correlation between the scalar-relativistic NMR chemical
shift and its missing spin-orbit coupling contribution seems to be general and can at least
be transferred form 13C to 1H NMR (see Supporting Information, Figures S6 to S8). The
linear regression technique is therefore unusable also for the 1H NMR case. To conclude,
despite the lower performance of the ΔSO-ML approach for 1H compared to 13C NMR, it
still accomplishes a decent improvement, especially if the negligible extra computational
expenses and efforts are considered.
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D.3.3 Generalizability of the Model

Method Dependence of ∆SOδ

Since the presented prediction method is supposed to be generally valid, it would be
beneficial if the spin-orbit contribution to the chemical shift ∆SOδ calculated with DFT does
not depend strongly on the functional and basis set that are used for its computation. This
can be expected due to the “doubly relative” nature of ∆SOδ (δ: difference between two
shielding constants, ∆: difference between SR and SO). To test this dependence, a small test
set called methyl subset, which is also included in the ML data set, has been investigated
with different DFT levels of theory. It contains compounds of all heavy atoms saturated
with methyl groups (except for the halogens), more precisely, the molecules CH3AI, CHAI

3,
(CH3)2AII, (CH3)3AIII, and (CH3)4AIV (with AI = Cl, Br, I; AII = Zn, Cd, Hg, Se, Te; AIII = Ga,
In, Tl, As, Sb, Bi; AIV = Ge, Sn, Pb). As mentioned earlier, the PBE0/TZ2P level of theory
was chosen for the calculation of the reference ∆SOδ values. The average deviations of those
from other functionals and basis sets are summarized in Table D.2. In all test molecules, all
carbon nuclei are in direct vicinity to the HA, and all hydrogen nuclei are connected to the
HA via two covalent bonds.

Variation of the basis set size is found to have an almost negligible effect on ∆SOδ when
still a triple- or quadruple-ζ size is sustained with maximum mean absolute deviations of
0.40 ppm for 13C (TZP) and 0.013 ppm for 1H (QZ4P). These values lie below the typically
expected errors for density functional approximations (DFA) of roughly 3-8 ppm for 13C
NMR and 0.1-0.3 ppm for 1H NMR.33 When the basis set size is reduced to double-ζ (DZ,
DZP), significantly larger deviations are observed. Therefore, TZ2P is considered a well-

Table D.2: Deviation in ppm of ∆SOδ calculated with various functional/basis set combinations
evaluated to the reference level of theory PBE0/TZ2P on the methyl subset of compounds. M(A)D =
Mean (absolute) deviation.

13C 1H

Functional Basis set MD MAD MD MAD

PBE0 DZ −1.28 1.28 0.022 0.045
PBE0 DZP −0.60 0.64 0.016 0.025
PBE0 TZP −0.28 0.40 0.006 0.012
PBE0 QZ4P 0.11 0.30 0.003 0.013

PBE TZ2P −0.82 0.84 0.004 0.053
BLYP TZ2P −1.74 1.98 0.012 0.065
mPW TZ2P −0.94 0.94 0.000 0.063
B3LYP TZ2P −1.05 1.51 0.010 0.019
mPW1PW TZ2P −0.12 0.26 −0.003 0.006

PBE0 TZ2P 0.00 0.00 0.000 0.000
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balanced and reasonably large basis set for the purpose of this work. The use of different
DFAs exhibits a more pronounced effect on the value of ∆SOδ. While for 13C, no dependence
on the functional class (GGA/hybrid) is observed, in the 1H case, the deviation from the
hybrid PBE0 to the GGAs is larger than for the hybrids DFAs. Nevertheless, even when
BLYP is used, which has the largest MAD compared to PBE0 (1.98 ppm for 13C, 0.65 ppm for
1H), the functional differences are still very low. According to these data, the SO prediction
method is expected to be generalizable to methods other than PBE0/TZ2P with a small
residual method inconsistency error.

Transferability of the ∆SO-ML Method

The claim made earlier, that the reference ∆SOδ contribution can basically be predicted
via any low-level DFT method, has yet to be proven. Therefore, three other example DFT
levels of theory were investigated regarding their use as baseline methods for the ΔSO-ML
approach. These include SR-ZORA in conjunction with PBE as the GGA variant in the same
functional family as PBE0 and r2SCAN0 as a different hybrid DFA that performed well for
both 1H and 13C NMR chemical shifts with respect to canonical CCSD(T) evaluated on the
data set of the Δcorr-ML model.197 Furthermore, an approach without the explicit treatment
of scalar-relativistic effects is investigated, namely PBE0/def2-TZVP, which uses the def2
effective core potentials (ECP) for elements with Z > 36 and thus implicitly comprises some
amount of relativity. Furthermore, the question arises whether it is necessary to recompute
all chemical shifts of the data set and retrain the ΔSO-ML model if methods other than
SR-PBE0 are used.

Answers to these questions can be obtained from analyzing the performance differences
of the mentioned methods for the test data set depicted in Figure D.6. First, the previously
examined performance using the SR-PBE0 method is clearly visible when compared to the
uncorrected data (without any SO contribution) and the prediction qualities for all other
tested methods are of equal dimension. By taking a closer look, it is surprising to find that
in the case of 13C NMR, the performance of the ΔSO-ML method is not reduced noticeably
when SR-PBE or SR-r2SCAN0 are used as low-level methods. This means that the electronic
and magnetic input features obtained from PBE and r2SCAN0 chemical shielding calculations
closely resemble those from a PBE0 calculation (all geometric descriptors are identical). A
computationally more affordable level of theory such as PBE can therefore easily be used
to reconstruct the SO contribution to the 13C NMR chemical shift at the PBE0 level without
changing the ML model. Subsequently, it is not surprising that the ΔSO-ML approaches for
PBE and r2SCAN0 retain their performance when the model is trained on data obtained
from these respective DFAs. The situation changes slightly, when not the functional, but the
relativistic approximation is changed. The use of the simpler ECP variant of PBE0/def2-
TZVP and the standard instead of the ZORA Hamiltonian results in a slightly increased
RMSD of 3.67 ppm (compared to 2.76 ppm for SR-PBE0/ZORA-def2-TZVP) and a larger
error spread. This indicates that the input features differ more severely between the ECP
and SR-ZORA approaches than between the different functionals. For some further insights,
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Figure D.6: Comparison of different low-level methods as baseline of the ΔSO-ML approach and
their metrics evaluated for the 13C and 1H test data sets. In all cases, the def2-TZVP basis set in
the scalar-relativistic ZORA (SR) framework or with the def2-ECPs (ECP) has been used with the
respective functional, uncorrected refers to ∆SOδ = 0. Each functional’s data results from using the ML
model trained on SR-PBE0 data, while retrained indicates that the ML model has been recreated using
the training data calculated at the respective level of theory. The horizontal dashed line indicates the
minimum expectable DFT method error.

a selection of six electronic and magnetic 13C descriptors is depicted in Figure D.7 showing
their correlation when obtained from the different calculations via the ECP and the SR-
ZORA approach. In all cases, a more or less strongly pronounced correlation is found
which explains the ability of the ΔSO-ML method to predict reasonable results even without
retraining of the model. Since the correlation has an approximately linear character, the ML
model is capable of adapting to the different data when it is retrained and thus recovers its

132



D.3 Results

δ(low-level) / ppm Average Löwdin bond order

Skew κ

Mulliken p-orbital population of 13C

Mulliken p-orbital population of 1st HAMulliken atomic charge of 1st HA

SR-ZORA-PBE0

E
C
P
-P

B
E
0

(a) (b) (c)

(d) (e) (f)

Figure D.7: Correlation plots of a selection of descriptors in the 13C input feature vector as calculated
at the PBE0 level with the ECP variant (def2-TZVP) against the SR-ZORA variant (ZORA-def2-TZVP).
(a) δ calculated at low-level, (b) average bond order of all bonds of the respective 13C, (c) p-orbital
population at the 13C, (d) skew κ =

3(σiso−σ22)
σ33−σ11

(from shielding tensor σ), (e) atomic charge of the
neighboring HA, (f) p-orbital (valence) population of the neighboring HA.

initial performance (RMSD of 2.83 ppm). The features from the ECP-PBE0 calculation are
therefore not necessarily less suited for use in the ML model.

Analysis of the results for 1H NMR reveals the expected behavior for the more complex
circumstances mentioned above. In contrast to 13C, there are significant performance losses
if other functionals are used to generate the ML input features. While the initial RMSD
of 0.236 ppm for SR-PBE0/ZORA-def2-TZVP is only slightly increased to 0.272 ppm for
SR-r2SCAN0, the loss is more drastic for SR-PBE with an RMSD of 0.387 ppm, which is even
higher than the RMSD of ECP-PBE0 (0.341 ppm). Apparently, the 1H nucleus is more prone
to differences in the input features and the variations between data from different functionals
is larger than for 13C NMR. This might, to some extent, originate from the much smaller
typical chemical shift range for 1H NMR (about 0-12 ppm) for which deviations of a few
tenths of ppm are already substantial. Nonetheless, also for 1H NMR the performance of the
original SR-PBE0 method can be recovered when the model is trained on the corresponding
data. Thus, RMSDs of 0.240, 0.243, and 0.241 ppm can be achieved for SR-PBE, SR-r2SCAN0,
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and ECP-PBE0, respectively. Despite the limited number of investigated DFT levels of theory,
we feel confident that the presented behaviour of the ΔSO-ML method is of general nature,
making it a powerful tool for the low-cost assessment of SO contributions to computed
NMR chemical shifts. Even when the base method SR-PBE0 cannot be applied, the ∆SOδ

values predicted from lower-level DFT methods are reliable enough for a rough estimation
and can serve as diagnostic tool to detect possible severe SO contributions and avoid large
computational errors.

D.3.4 Performance for External Test Systems

To evaluate the ΔSO-ML method in real-world applications, it was tested on three different
sets that are independent from the data set used for training and testing described herein.
These are the SnS51199 set containing various organotin compounds and its successor for
organolead chemistry200. In addition, a new set has been compiled for HALA effects on 13C
nuclei comprising experimental 13C NMR chemical shifts from structures with all 17 heavy
elements included in the training data of theΔSO-ML method, which we call 17HAC. Finally,
the particularly difficult example of a bismabenzene compound is showcased in more detail.

Performance for Organotin and Organolead Compounds

In comprehensive benchmark studies, we investigated various DFT methods regarding their
ability to predict 119Sn and 207Pb NMR NMR chemical shifts. Most of the compounds from
these studies were now used to investigate the HALA effect caused by the presence of Sn/Pb
atoms and the predictive power of the ΔSO-ML approach on this quantity. For this purpose,
the conformers lowest in Gibbs free energy from both benchmark sets were recalculated at
the reference level of theory used herein (SO-ZORA-PBE0/TZ2P) for a purely computational
evaluation (for more technical details, see the Supporting Information, Section 3.2.1). Thus,
a data set containing 817 13C NMR chemical shifts in Sn-containing compounds and 1415 in
Pb-containing compounds (for 1H NMR: 1170 and 2059, respectively) was analyzed.

The results for 13C NMR are shown in Figure D.8 and segmented into subgroups of atoms
with different distances between the heavy and the light atom. It is obvious that in both cases
(Sn and Pb), the (virtually costless) ΔSO-ML prediction helps to reduce the relativity-related
errors drastically. It stands out that this is especially significant for 13C nuclei directly bound
to the HA, which is the clear strength of the method. In the case of organolead compounds,
this category undergoes the by far most pronounced HALA effects (RMSD of 29.55 ppm if
no SO contribution is included). For 13C nuclei connected to Pb via more than one bond,
the initial errors are much smaller due to a notably smaller SO contribution making it more
difficult to cover the effect by the correction method. For a distance of three or more bonds,
ΔSO-ML does not yield a useful prediction anymore, which, in practice, would not stand out
as the average SO contibution of this category (MAD of 2.21 ppm) is below the typical error
of DFT in general. The analysis of the organotin compounds suggests a very similar behavior
with the main difference that the SO contribution form Sn as HA is generally smaller. Still,
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Figure D.8: Comparison of 13C NMR metrics for the (a) C Sn and (b) C Pb test structures without
any SO contribution (PBE0/ZORA-def2-TZVP, full colors) and with the ML-predicted ∆SOδ values
(brighter colors). The data is averaged over 13C nuclei bound to a HA via one (C HA), two
(C X HA), and three or more bonds (C X X HA) and over the full data (all).

the ΔSO-ML method predicts large SO contributions reasonably well and also improved
the overall statistics, but the generally smaller ∆SOδ values are lost in the DFT-related noise
sooner.

Similar trends are observed for the 1H NMR data, whereas a more pronounced HALA
effect on nuclei connected to Sn/Pb via two and three bonds was noticed (see Figure S9 in
the Supporting Information). However, the overall SO contributions are again significantly
smaller so that the ΔSO-ML correction will be less important than the choice of an appro-
priate density functional in these cases. Nevertheless, it succeeds in predicting large SO
contributions in 1H nuclei close to Pb atoms.

Performance on the 17HAC Test Set

When heavy elements are involved, it is obvious that any inclusion of SO contributions
to chemical shifts should reduce the deviation to experimental data. However, we have
so far only tested the ΔSO-ML approach with respect to theoretical reference data. As it is
important to validate the method against experimental data, too, a new benchmark set was
constructed that consists of 63 mostly organic molecules featuring all 17 HAs (at least three
molecules per heavy element) included in the training data set. In total, 236 experimental
13C NMR shifts were collected from nuclei in different distances form the HA and with
different degrees of SO effects to the 13C nucleus (more details are given in the Supporting
Information, Section 3.2.2). To systematically address all typical sources of error mentioned
in the beginning, the following workflow was applied for all compounds. First, a conformer
search was performed as described in Section D.2.4 to integrate the conformational flexibility
of the systems. The plain DFT results were then obtained as the Boltzmann-average of
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the 13C NMR chemical shifts calculated with PBE0/ZORA-def2-TZVP with the implicit
CPCM solvent model to incorporate solvent effects. Subsequently, in order to tackle the
electron correlation and relativistic effects to the NMR shifts, the ΔSO-ML and Δcorr-ML
(retrained on low-level PBE0/ZORA-def2-TZVP data) corrections were applied to calculations
without a solvent model and the contributions were added. The last main error source –
the rotational-vibrational effects – are expected to mostly cancel when chemical shifts are
calculated relative to a reference compound.44 Some exemplary results from this workflow
are shown in Figure D.9 and the final statistics are given in Table D.3.

The analysis in Table D.3 shows that the two Δ-ML corrections tackle different quantities.
Upon including the SO effects via ΔSO-ML, the RMSD is reduced drastically, because the
focus of the correction lies in detecting large SO-HALA effects which leads to a clear decrease
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Figure D.9: Four example molecules from the 17HAC test set (showing the lowest-energy conformer)
and selected 13C NMR chemical shifts calculated with the low-level DFT method PBE0/ZORA-
def2-TZVP before (SR) and after addition of the Δ-ML contributions (SR+ML) and compared to
experimental values.
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Table D.3: Statistics for the 17HAC benchmark set evaluated with the baseline PBE0/ZORA-def2-
TZVP(CPCM) level (SR) and with systematic addition of the ML-predicted spin-orbit and/or correla-
tion contributions.

Error metric SR +ΔSO-ML +Δcorr-ML +both

MAX (< 0) −37.32 −15.75 −50.38 −18.47
MAX (> 0) 112.62 73.11 104.58 61.54
MD 9.99 8.59 6.33 4.94
MAD 11.41 8.93 8.81 5.73
RMSD 20.81 12.48 18.80 9.37

of the large errors in these cases. On the other hand, the Δcorr-ML corrects for a rather
systematic correlation-related error which is usually not as large for single cases, but smaller,
yet significant, for the majority of the 13C nuclei. Therefore, the RMSD is only slightly
reduced, but the MAD is smaller than when only ΔSO-ML is used. Nevertheless, the best
results are achieved when both corrections are applied, yielding a roughly halved value
for all statistical quantities (MAD reduced by 50%, RMSD by 55%). Hence, a systematic
treatment of the typical error sources in the computation of NMR chemical shifts does lead
to a systematic decrease of the deviation to experimental data.

Showcase: Bismabenzene

For the majority of the test cases shown so far, the nuclei (especially 13C) closest to the HA
were affected most by spin-orbit effects. However, the effect is able to propagate48 and in
rare cases, it can even be much larger for atoms further away. This seems to be the case in
bismabenzene, where the Bi 13C effect is largest in the para position. We therefore studied a
bismabenzene derivative that could be synthesized201 in order to test the ΔSO-ML method
for a representative extreme case with only little similar data available for training. As
before, a conformer ensemble was generated and refined at the r2SCAN-3c level of theory
and solvation was included applying CPCM (chloroform). The reference SO contributions
are depicted in Figure D.10 and the results are listed in Table D.4.

Most importantly, the extreme ∆SOδ value of the para-13C needs to be included in order
to achieve a qualitative agreement with the experiment (i.e., δ(13C, meta) < δ(13C, para)).
Furthermore, despite being visibly too low for para-13C, the predicted ∆SOδ values are in
qualitative agreement with the reference method. Including both ML contributions (SO
and corr) does not recover the correct ordering of the chemical shifts, but significantly
approaches the experimental results. A similar behavior is observed for 1H NMR with the
meta-1H being affected most. Since a satisfying agreeing is not achieved even with including
both the true SO contribution and the ML-predicted correlation correction, we attribute
the major part of the remaining error to solvation and dynamic effects. Nevertheless,
the example of the bismabenzene compound shows that the ΔSO-ML method provides
reasonable approximations to the SO contribution to NMR chemical shifts even in potentially
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Figure D.10: Lowest conformer of the investigated bismabenzene derivative and ∆SOδ values given
in ppm for the aromatic 13C and 1H nuclei as calculated at the SO-ZORA-PBE0/TZ2P level of
theory (true, black) or predicted via the ΔSO-ML method (blue) and Boltzmann-weighted over all
conformers.

unexpected cases.
For the lowest-energy conformer of the bismabenzene derivative, timing evaluations were

performed at different theory levels (see Figure D.11). While several hours are required
using the all-electron SR low-level methods (e.g., PBE0/ZORA-def2-TZVP), the SO reference
calculation takes multiple days. In contrast, the training of the ΔSO-ML model lasts a few
minutes (for ten training runs for statistical averaging) and the prediction of ∆SOδ is done in

Table D.4: Chemical shift data for the investigated bismabenzene derivative calculated with the
low-level method (SR-PBE0/ZORA-def2-TZVP) and the spin-orbit (SO) and correlation (corr) contri-
butions resulting in total values with both contributions predicted with ML (ML/ML) or using the
true SO contribution (true/ML). All chemical shift values are Boltzmann-averaged and include a
solvation contribution from CPCM.

13C 1H

ortho meta para meta para

Low-level 241.5 147.3 121.9 8.93 7.57
∆SOδ (ML) 7.5 2.5 18.8 1.25 0.24
∆SOδ (true) 4.0 0.8 36.5 3.17 0.53
∆corrδ (ML) −13.7 −2.9 −4.4 −0.25 −0.15

Total (ML/ML) 235.2 147.0 136.3 9.93 7.66
Total (true/ML) 231.8 145.2 153.9 11.85 7.95

Experiment 222.4 136.5 153.5 11.62 7.68
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Figure D.11: Timings for NMR shielding calculations of the bismabenzene derivative at different DFT
levels (ORCA) compared with SR and SO calculations (ADF) and the time required by theΔSO-ML
model. Calculations were performed in parallel on four cores of an Intel® Xeon® CPU E3-1270 v5 @
3.60 GHz. Values in hours:min; the ML evaluations were performed on a usual desktop PC.

seconds on a usual desktop computer. The speed advantage of the presented method is thus
evident and it is emphasized that using an ECP-based low-level method has the potential of
an even larger speedup with a comparable performance of the ΔSO-ML method.

D.4 Conclusion

The consideration of relativistic spin-orbit effects for molecules containing heavy atoms
is vital for the reliable simulation of their 13C and 1H NMR spectra. This treatment is
computationally much more demanding than a non-relativistic calculation and requires
non-standard procedures and software, making it less accessible for non-expert users and
unsuitable for screening purposes. We presented a machine learning regression-based
approach called ΔSO-ML to approximate the SO contribution in 13C and 1H NMR chemical
shifts. The underlying data set contains 6388 structures with 17 of the most important
heavy elements from group 12 to 17 and NMR calculations at a hybrid DFT level including
SO-relativistic treatment via the ZORA technique for 38740 13C and 64436 1H NMR chemical
shifts. Moreover, the data set can easily be extended by including more diverse structures,
e.g., with total charges or further heavy atoms. We showed that the method recovers
about 85% of the SO contribution for 13C (70% for 1H) on the test data subset. It is further
transferable for use with other density functionals than the base method PBE0 and other
approaches for including scalar-relativistic effects, such as ECPs. Since the SO contribution
∆SOδ depends only slightly on the DFA and basis set as shown for heavy atom methyl
compounds, the generalizability of the ΔSO-ML method renders it broadly applicable for a
wide range of DFT methods with a fairly good accuracy even without retraining the model
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for other low-level methods. In principle, it is not even limited to DFT, but only needs a
method that can provide the required input features. This might be correlated methods such
as coupled cluster or semiempirical approaches. Predicting ∆SOδ is done in a few seconds
and only requires the converged low-level NMR shielding calculation and the pre-trained ML
model, making it superior to other low-cost methods, such as linear regression techniques,
that are only applicable to special problems.

Off its training and test data set, the method proved powerful for the prediction of SO con-
tributions caused by nearby Sn and Pb atoms in realistic systems. Moreover, a workflow that
systematically addresses all main error sources in NMR parameter computation significantly
reduces the deviations to experimental data throughout all 17 HAs resulting in an average
error reduction by about 50% when both the ΔSO- and Δcorr-ML corrections are applied. If
the computational resources allow an explicit treatment of the SO-relativistic effects, the
ΔSO-ML method can function as a diagnostic prescreening tool to identify systems with
potentially large SO contributions that are subsequently treated on a higher level of theory
only if necessary. The potential fields of application of the ΔSO-ML method lie in high-
throughput workflows such as structure assignment methods that can be improved when
a higher level of theory is used428 and as an additional ingredient in low-cost composite
method approaches that rarely include any relativistic treatment.220 To conclude, the new
ΔSO-ML method is able to robustly predict SO contributions to NMR chemical shifts for
large systems and delivers its full potential when used together with theΔcorr-ML correction
in low-cost NMR prediction schemes.
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APPENDIX E

Appendix: Modular Bicyclophane-Based
Molecular Platforms

D. Kalle, J. Bahr, T. J. Keller, J. B. Kleine Büning, S. Grimme, M. Bursch, S.-S. Jester, and S.
Höger, Chem. Eur. J. 2023, 29, e202302662. DOI: 10.1002/chem.202302662.

Bicyclophane-based molecular platforms form extended 2D crystalline monolayers after adsorption
from solution onto HOPG and contain orthogonal pillars that point towards the supernatant solution
phase.
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Abstract

The modular synthesis of a series of nanoscale phenylene bicyclophanes with an intraannular
orthogonal pillar is described. The compounds are obtained by a Suzuki cross-coupling
condensation and are characterized by mass spectrometry and NMR spectroscopy as well as
in situ scanning tunneling microscopy at the solid/liquid interface of highly ordered pyrolytic
graphite. In addition, their structures and conformations are supported by quantum chemical
calculations, also after adsorption to the substrate. A set of two alkyl chain substitution
patterns as well as a combination of both were investigated with respect to their ability
to form extended 2D-crystalline superstructures on graphite. It shows that not the most
densely packed surface coverage gives the most stable structure, but the largest number of
alkyl chains per molecule determines the structural robustness to alterations at the pillar
functionality.
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E.1 Introduction

The molecular platform approach allows the decoration of surfaces with specific function-
alities at a specific distance to the floor.202–206 To do so, a pillar is mounted to the platform,
with the latter having the tendency to adsorb flat on the surface. The pillar then points up-
wards, perpendicular to the surface, and carries at its end the functional group or molecular
functionality. Their elevation from the surface is given by the length of the pillar and their
spatial separation from each other by the lateral extension of the platform. Both values are
to a certain extent freely adjustable. In addition, coadsorption with platform molecules that
contain no or even other functional groups, either in form of a regular cocrystal or on random
lattice sites, allows a further dilution of the specific functionalities in the nanopattern.207

Method of choice to investigate these structures is scanning tunneling microscopy (STM)
which can be applied in situ at the solid/liquid interface between highly oriented pyrolytic
graphite (HOPG) and a low volatile solvent in which the platform molecules are dissolved.
For HOPG, it is rather easy to prepare an area with atomically flat layers having extensions
of several hundred nanometers.

In order to keep the large platform molecules processable, generally flexible side chains
are attached to the aromatic backbone. The decoration with long alkyl chains increases
the compound solubility and lowers their melting point, where branched alkyl chains are
usually superior to linear chains.208,209 Contrary, linear chains play an active role in the
pattern formation when the molecules are adsorbed from solution onto HOPG. They usually
align along one of the HOPG main axes and tend to interact with each other by forming
close van der Waals contacts.429–433

Recently, we described a molecular platform based on a spoked wheel structure in which
the central hub carries additionally a pillar with a molecular functionality at its end.210 With
a flexible connection, e.g., an alkyl chain, the functionality can tumble around the pillar or
even adsorb at the graphite, as shown for a phenyl-C61-butyric acid ester. Contrary, if the
functionality is mounted to the pillar via a rigid connector, as shown for an aryelene dye at
the end of a phenylene-ethynylene pillar, a decoupling from the surface is achieved and the
dye points about 3 nm out of the graphite plane. The spoked wheel forms in that case such a
robust pattern on the surface that the 2D-lattice is not influenced by the kind of functionality
at the end of the pillar.

E.2 Results and Discussion

In our present work, we describe a systematic study on phenylene-based bicyclophanes
as platforms for the attachment of functional groups.211,212 They contain an intraannular
1,3-arylene dibenzylether moiety to which a pillar is mounted at its 5-position.434 Due to
steric constraints, this points into the solvent reservoir after the molecules self-assemble from
solution onto the HOPG. At the end of the pillar, we investigated a TIPS-protected acetylene,
a benzyl triazole, and a phenyl terpyridyl as model systems of different sizes with different
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Figure E.1: Structures of the reference bicyclophanes (1a, 2a, 3a) and the bicyclophanes with intraan-
nular pillars that are oriented orthogonally to the molecular planes (1b, 2b–d, 3b–d).

ways of their introduction (click chemistry and Sonogashira coupling). Bicyclophanes
without the central functional groups serve as reference compounds to investigate whether
the pillar and its functionalization influence the adsorption behavior, the lattice geometry
and parameters. The structures of the compounds described here are shown in Figure E.1
and stand for a systematic study on the number and position of long alkyl/alkoxy side chains
attached to a backbone of certain size and shape. Specifically, we investigate individual alkyl
side chains attached to the bicyclophane backbone at the “west/east” positions and 3,4,5-
trialkoxybenzyl substituents at the “north/south” positions,435–438 as well as a combination
of both substitution patterns.

The final steps of the syntheses of the bicyclophanes 1a and 1b are shown in Figure E.2;
for all other products and intermediates experimental details can be found in the Supporting
Information (SI). Fourfold Suzuki coupling of the respective tetraiodides (4) or bromides
(6) with two equivalents of diboronate 5 gave the bicyclophanes in 49% (1a) and 11% (1b)
yield, respectively. The 5-position of the central aromatics can be widely varied allowing

146



E.2 Results and Discussion

Figure E.2: Synthesis of 1a and 1b: a) Pd(PPh3)4, Na2CO3, Aliquat 336, water, toluene (49%); b)
Pd(PPh3)4, Na2CO3, Aliquat 336, water, toluene (11%).

the preparation of different functionalities to point into the volume phase after adsorption
of the molecules onto graphite. After the formation of 1b, the 1H NMR signals for the
central aromatic that contains the pillar and the signal for the m-terphenylene unit are
strongly shifted compared to the open precursor 6. Such a shift is not observed while
forming 1a from 4. Therefore, model compounds 7 and 8 were prepared where the same
NMR signal shift upon bicyclophane formation was observed (Figure E.3), as similar also
for the bicyclophanes 2b and 3b (see SI). After bicyclophane formation, the signal (s) at
the central m-terphenylene aromatics shifts by 0.23 ppm downfield (from 7.51 ppm to
7.74 ppm). Even more pronounced is the signal shift of the central phenylene unit with
0.38 ppm for d (from 6.29 ppm to 6.67 ppm) and remarkable 1.59 ppm for t (from 5.87 ppm
to 7.46 ppm). Consequently, compounds 7 and 8 were further investigated by quantum
chemical calculations22,247,307,308,387 to elucidate the dominant structural motif and the origin
of the extraordinary chemical shifts of the discussed 1H NMR signals.

Conformational sampling was conducted at the GFN2-xTB[ALPB]27,118 level using the
CREST25 algorithm. The obtained conformer ensembles were further refined at the
r2SCAN-3c+Gsolv(COSMO-RS)+GmRRHO(SPH)//r2SCAN-3c[COSMO]114,115,172,421 level us-
ing the CENSO29 program. For the open compound 7, the most favorable conformers are
found to have a dominant structural motif of the central phenyl ring being sandwiched
between phenyl rings of the m-terphenylene unit. This results in close contact of the pro-
tons s, d, and t with the ring current anisotropy regions of the m-terphenylene subunits
explaining the pronounced shielding effects in the NMR spectrum (Figure E.3). The origin
of this shielding is further supported by nucleus independent chemical shielding (NICS)439

calculations at the r2SCAN0/def2-TZVPP112,156,198 level. The NICS calculations were per-
formed for a model system of the lowest conformer with removed central phenyl unit to
allow additional NICS evaluation at the actual position of protons d and t (Figure E.4, for
further information see the SI). The NICS values amount to –3.1 ppm at the position of t and
–1.2 ppm averaged at d being in qualitative agreement with the observed shifts compared to
the closed compound 8. In compound 8, the ring current anisotropy effect on the respective
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protons vanishes as no close proximity of them to the now-fused m-terphenylene units is
observed. Even though, the relative shifts of the strongly shifted protons going from 7 to
8 is explained qualitatively, NMR chemical shift calculations of the Boltzmann averaged
conformer ensembles of both compounds indicate a significant overestimation of this effect,
specifically for t. To verify the r2SCAN0[CPCM112,156,198]/def2-TZVPP chemical shifts, a
novel machine learning (ML) correction197 to reproduce CCSD(T) quality NMR chemical
shifts was applied. The ML correction yields only small corrections to the original relative
r2SCAN0 shifts. As the discrepancy between experimental and computed chemical shifts is
not solved by inclusion of Boltzmann averaged conformer ensembles, molecular dynamics
simulations at the GFN2-xTB[ALPB] were performed starting from the lowest conformer
to investigate the dynamical effects that are expected to be important for the non-covalent
proton· · ·phenyl contacts. Accordingly, averaged ML-corrected NMR chemical shifts were
calculated for 50 equidistant structure snapshots from the MD simulation. The resulting rela-
tive shifts of +0.35 (s), +0.39 (d), and +1.72 ppm (t) (+0.38, +0.47, and +1.68 ppm, respectively,
if the ML correction is applied) are in excellent agreement with the experimental results
even though the absolute chemical shifts deviate in an expected error range of 0.1-0.3 ppm.33

The QM calculations explain not only the observed chemical shift changes upon cyclization,
they also support the proposed chemical structures of 7 and 8, and therefore indirectly also
the other structures described in this paper. Moreover, they substantiate the orthogonal
arrangement of the pillar with respect to the bicyclophane backbone in solution.

Figure E.3: Model compounds 7 and 8 and shifts of the 1H NMR signals of the respective hydrogen
atoms upon cyclization. Calculated, MD simulation averaged, ML-corrected 1H NMR chemical shifts
of protons t, s, and d (Note: t and d are not resolved in the spectra).
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Figure E.4: a) Lowest (free energy) conformer of 7 at the level given below and b) NICS values at the
positions of t and d; c) overlay of the 50 lowest (free energy) conformers of 8. Conformer free energies
computed at the r2SCAN-3c+Gsolv(COSMO-RS)+GmRRHO(SPH)//r2SCAN-3c[COSMO]; NICS values
at the r2SCAN0[CPCM]/def2-TZVPP//r2SCAN-3c[COSMO] level.

As seen by STM (Figure E.5a), 1a packs densely to form a two-dimensionally (2D) crys-
talline self-assembled monolayer (SAM) at the solid/liquid interface of HOPG and a 10−4 M

solution of the compound in 1-phenyloctane (PHO).∗ Rows of the aromatic backbones (that
assemble along unit cell vector b) appear in bright color. These are separated by aliphatic
regions that appear darker and are resolved down to the level of individual methylene units,
arranged in the conformer with their carbon atoms parallel to the HOPG substrate.429–433

Two pairs of octadecyl side chains, located at the “west” and “east” positions of the bi-
cyclophane backbones, respectively, are oriented along one of the main axis directions of
the underlying HOPG substrate, d, and interdigitate with alkyl chains of the neighboring
backbones, thus defining the row distance, a/2. The backbones of adjacent rows are oriented
along c1 and c2 with γ(b, c1) = γ(b, c2) = (37 ± 5)°. To this packing, a rectangular unit cell
with parameters a = (7.5 ± 0.2) nm, b = (1.8 ± 0.2) nm, γ(a, b) = (90 ± 2)°, and an orienta-
tion of γ(a, d) = (4 ± 2)°, incorporating a total of two molecules, is indexed. Unexpectedly,
the molecule design of 1a does not allow for an exchange of the intraannular phenylene
group with regard to the ability to adsorb on the HOPG surface. With a pillar-like unit (car-
rying a triisopropylsilyl(TIPS)-protected acetylene group) attached at the backbone interior,
1b could not be observed forming SAMs in the same manner as shown for 1a. Therefore,
while the reference compound 1a forms a regular 2D pattern, the platform molecule 1b
does not behave alike. We conclude that the limited number of only four alkyl chains per
molecule allows the pattern formation of flat 1a, but analog structures with a TIPS-acetylene
substituted pillar that expands into the volume phase are not robust enough to be visualized
∗ As a routine procedure and unless otherwise noted, all samples were prepared by applying 0.2 µL of a

solution of the respective compound in PHO onto HOPG at an elevated temperature of 80 °C, keeping it at this
temperature for 20 s, and allowing it to cool to room temperature before performing the STM measurement
with the tip immersed into the solution. This thermal annealing procedure was done to overcome possible
kinetic energy barriers, avoiding amorphous regions, and promoting the annealing of possible defects by
reorientation. See, e.g., Refs. [440, 441].

149



Appendix E Appendix: Modular Bicyclophane-Based Molecular Platforms

under STM conditions, if it is formed at all. At present, although highly speculative, we
ascribed this behavior to the increased solubility of 1b in relation to the number and length
of linear alkyl chains that mediate the surface adsorption.

Figure E.5: STM images, proposed supramolecular model, and schematic representation of the
SAM of a) 1a, b) 2b, and c) 3d at the solid/liquid interface between HOPG and a solution of the
respective compound in PHO. All samples thermally annealed for 20 s at 80 °C. a) c(1a) = 10−4 M,
16.6 × 16.6 nm2, VS = –0.36 V, It = 12 pA; unit cell parameters: a = (7.5 ± 0.2) nm, b = (1.8 ±
0.2) nm, γ(a, b) = (90 ± 2)°, γ(a, d) = (4 ± 2)°, γ(b, c1) = γ(b, c2) = (37 ± 5)°. b) c(2b) = 10−4 M,
20.0 × 20.0 nm2, VS = 0.8 V, It = 15 pA; unit cell parameters: a = (7.6 ± 0.2) nm, b = (5.9 ±
0.2) nm, γ(a, b) = (86 ± 2)°, γ(a, d) = (7 ± 2)°, γ(b, c1) = γ(b, c2) = (25 ± 5)°. c) c(3d) = 10−5 M,
20.0 × 20.0 nm2, VS = 1.0 V, It = 11 pA; unit cell parameters: a = (3.7 ± 0.2) nm, b = (3.5 ± 0.2) nm,
γ(a, b) = (82 ± 2)°, γ(b, d) = (8 ± 2)°, γ(a, c) = (20 ± 5)°. Red lines indicate the unit cell. White and
black lines, respectively, indicate the HOPG main axis directions. Blue arrows indicate the orientation
of the molecular backbones.
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As such, an adapted architecture 2a-d was designed, carrying six alkyl chains per molecule
via two tris(hexadecyloxy)benzyloxy units attached at the “north” and “south” corners of
the bicyclophane (instead of the four octadecyl chains at the “west” and “east” positions
in 1a and b). With this, the structure 2b, containing a TIPS-protected pillar unit, adsorbs
on the HOPG surface and forms a 2D periodic SAM observable via STM (Figure E.5b).
Again, aromatic and aliphatic areas are distinguishable by their contrast. The brightest
image regions are attributed to the pillar units in the centers of the aromatic backbones,
and medium-bright features aligned pairwise are indexed to the “north/south” axes of the
backbones. These pairs are alternately oriented along c1 and c2 with γ(b, c2) = γ(b, c2) =

(25± 5)°. To the nanopattern, an oblique unit cell containing a total number of four molecules
with parameters a = (7.6 ± 0.2) nm, b = (5.9 ± 0.2) nm, γ(a, b) = (86 ± 2)°, and a relative
orientation to the HOPG main axis direction, d, of γ(a, d) = (7 ± 2)° is indexed. The surface
periphery surrounding each backbone pair is covered with the attached alkoxy side chains,
following d. More precisely, of each pair of 3,4,5-tris(hexadecyloxy)benzyl units (of both
“north” and “south” corners), five chains point into one direction and one chain points into
the opposite direction, although this requires a bending of some chains. Intermediate gaps
are most probably covered by PHO (solvent) molecules. The pillar-pillar distance between
the dimers of 2b is with (1.6 ± 0.2) nm (Figure S34b) slightly shorter than the molecule
centers within the rows of 1a ((1.8 ± 0.2) nm), showing that steric reason for the absence of a
stable 2D structure of 1b can be excluded. The overall packing, however, is noticeably less
dense than that of 1a as not the complete surface in the unit cell is covered by alkyl chains
or backbones. For 2a, with the same perimeter but without a central pillar unit, the same
pattern with an analogous unit cell is formed (see Figure S34a), showing that the adapted
design based on 3,4,5-tris(hexadecyloxy)benzyl units is able to accommodate some level of
structural change of the interior without changing the overall packing concept.

The molecular structure of 2b on a graphene sheet was modelled at the GFN2-xTB level
(with methoxy groups instead of 3,4,5-tris(hexadecyloxy)benzyloxy substituents, Figure E.6).
The bicyclic backbone flattens upon adsorption, thus maximizing its contact with the
graphene. The structure shows quite convincingly that the pillar is in an upright con-
formation pointing with its end to the solution phase and that no tendency of the pillar unit
to bend towards the graphene sheet was observed. In the same manner, 2c with the p-tolyl
pillar unit adheres to the same surface pattern design as 2a and 2b with an alike unit cell
(see Figure S34c). Thus, platform molecule 2b as well as the reference compound 2a form
the same 2D pattern, and also a further transformation at the end substituted of the pillar is
possible and does not change the pattern formation behavior, as 2c demonstrates.

However, with a considerably larger functional unit at the end of the pillar, as in 2d, the
surface pattern changes and leads to a completely different unit cell with an arrangement of
the molecules in rows (see Figure S34d). The structure model of 2d hypothetically organized
in the same way as 2a–c (Figure S35) shows that although the substituents at the pillar are
not in close contact to each other there is not enough space for solvation shells. Contrary,
the new organization in rows results now in shortest pillar-pillar distances between the
molecules of (2.3 ± 0.2) nm (Figure S34d). This shows that six alkoxy chains per backbone

151



Appendix E Appendix: Modular Bicyclophane-Based Molecular Platforms

Figure E.6: Molecular structure of 2b (3,4,5-trialkoxybenzyl substituents replaced by methyl groups)
optimized on a graphene sheet at the GFN2-xTB level a) top view, b) side view.

stabilize the pattern such that minor changes at the pillar end are tolerated and keep the 2D
pattern unaltered, but larger modifications with more bulky substituents are not allowed.

Based on these results, a third molecule architecture regarding the chain periphery was
designed. 3d contains the alkoxy chains of the tris(hexadecyloxy)benzyloxy units at the
“north/south” positions of the bicyclophane as well as alkyl chains at the “east/west” corners
of the aromatic backbone (“all four directions”). The goal of this combination of both
previous structures was a stabilization of the formed surface pattern by increasing the
surface adsorption energy and by keeping the pillars of the molecules so far apart that even
the large terpyridyl groups do not sterically interfere with each other. The resulting SAM
is shown in Figure E.5c. 3d contains the same large substituent at the end of the pillar as
2d, and all compounds (3a to d) organize similarly and form the same surface patterns
with alike unit cells (see Figure S36). All ten alkyl/alkoxy chains per molecule are able to
adsorb to the surface. The oblique unit cell contains one molecule, meaning all backbones are
oriented in the same direction and are equivalent to one another. This results in a pattern of
individual bicyclophanes, organized in rows and separated by their chain periphery in which
all chains are aligned along one of the HOPG main axes. 3a–d are decorated with the largest
number of alkyl chains per molecule (out of the three designs presented here) and form a
2D structure with very small unoccupied surface areas, thereby resulting in the most stable
pattern with regard to changes of the actual structure of the interior. This packing allows for
large pillar-to-pillar distances of (3.7 ± 0.2) nm, enough to allow a functionalization of the
pillars with sterically more demanding substituents and keeping the 2D structure constant.
A comparison of the three alkyl chain substitution patterns (“east/west”, “north/south”,
and all four directions) shows that a structural motif that is robust against variations at the
end of the pillar is obtained when a large number of alkyl chains per molecule positioned at
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all four directions of the molecule keep the pillars spatially separated and guarantees a high
adsorption tendency.

E.3 Conclusions

We have synthesized a series of bicyclophane-based molecular platforms with orthogonal
pillars. The structures were characterized by NMR spectroscopy and mass spectrometry.
The NMR data were fully supported by state-of-the-art quantum mechanical calculations.
In addition, a conformational analysis shows that in solution the pillars are orthogonal to
the bicyclophane backbones. When adsorbed from solution onto HOPG, the compounds
form extended 2D crystalline monolayers which were studied in situ at the solid/liquid
interface by means of STM. The images show the orthogonal pillar orientation, which is in
agreement with theoretical calculations of a model compound on a graphene sheet. The
distance between the adsorbed pillars is to some extent adjustable by the number of attached
alkyl groups adsorbed along the HOPG main axes, and their interdigitation is the driving
force for the pattern formation. However, large functional groups at the pillar ends can
influence the pattern to such an extent that either no 2D adsorbate or a different crystal
structure was observed. With increasing the number of alkyl side chains per molecule at
all four sites of the molecule, a stable pattern was created in which the pillars are spatially
separated and which is robust enough to withstand different pillar functionalizations.
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R. Dervişoğlu, R. Puttreddy, C. Bolm, and T. Wiegand.
“Disentangling the Effect of Pressure and Mixing on a Mechanochemical
Bromination Reaction by Solid-State NMR Spectroscopy.”
Chem. Eur. J. 2023, 29, e202203466. DOI: 10.1002/chem.202203466.

[11] M. Pellecchia, D. S. Sem, and K. Wüthrich. “NMR in drug discovery.”
Nat. Rev. Drug Discov. 2002, 1, 211–219. DOI: 10.1038/nrd748.

[12] H.-Y.-Y. Yao, J.-Q. Wang, J.-Y. Yin, S.-P. Nie, and M.-Y. Xie.
“A review of NMR analysis in polysaccharide structure and conformation: Progress,
challenge and perspective.” Food Res. Int. 2021, 143, 110290.
DOI: 10.1016/j.foodres.2021.110290.

[13] Y. Chen, S. R. Smock, A. H. Flintgruber, F. A. Perras, R. L. Brutchey, and A. J. Rossini.
“Surface Termination of CsPbBr3 Perovskite Quantum Dots Determined by
Solid-State NMR Spectroscopy.” J. Am. Chem. Soc. 2020, 142, 6117–6127.
DOI: 10.1021/jacs.9b13396.

[14] D. J. Kubicki, D. Prochowicz, E. Salager, A. Rakhmatullin, C. P. Grey, L. Emsley, and
S. D. Stranks.
“Local Structure and Dynamics in Methylammonium, Formamidinium, and Cesium
Tin(II) Mixed-Halide Perovskites from 119Sn Solid-State NMR.”
J. Am. Chem. Soc. 2020, 142, 7813–7826. DOI: 10.1021/jacs.0c00647.

[15] I. Ojima. “Exploration of Fluorine Chemistry at the Multidisciplinary Interface of
Chemistry and Biology.” J. Org. Chem. 2013, 78, 6358–6383. DOI: 10.1021/jo400301u.

[16] G.-N. W. Gomes, M. Krzeminski, A. Namini, E. W. Martin, T. Mittag,
T. Head-Gordon, J. D. Forman-Kay, and C. C. Gradinaru.
“Conformational Ensembles of an Intrinsically Disordered Protein Consistent with
NMR, SAXS, and Single-Molecule FRET.” J. Am. Chem. Soc. 2020, 142, 15697–15710.
DOI: 10.1021/jacs.0c02088.

[17] Y. Hu, K. Cheng, L. He, X. Zhang, B. Jiang, L. Jiang, C. Li, G. Wang, Y. Yang, and
M. Liu. “NMR-Based Methods for Protein Analysis.” Anal. Chem. 2021, 93, 1866–1879.
DOI: 10.1021/acs.analchem.0c03830.

[18] Y. Xiang, G. Zheng, Z. Liang, Y. Jin, X. Liu, S. Chen, K. Zhou, J. Zhu, M. Lin, H. He,
J. Wan, S. Yu, G. Zhong, R. Fu, Y. Li, and Y. Yang.
“Visualizing the growth process of sodium microstructures in sodium batteries by
in-situ 23Na MRI and NMR spectroscopy.” Nat. Nanotechnol. 2020, 15, 883–890.
DOI: 10.1038/s41565-020-0749-7.

156

https://doi.org/10.1002/anie.202106323
https://doi.org/10.1002/chem.202203466
https://doi.org/10.1038/nrd748
https://doi.org/10.1016/j.foodres.2021.110290
https://doi.org/10.1021/jacs.9b13396
https://doi.org/10.1021/jacs.0c00647
https://doi.org/10.1021/jo400301u
https://doi.org/10.1021/jacs.0c02088
https://doi.org/10.1021/acs.analchem.0c03830
https://doi.org/10.1038/s41565-020-0749-7


[19] P. Sormanni, D. Piovesan, G. T. Heller, M. Bonomi, P. Kukic, C. Camilloni,
M. Fuxreiter, Z. Dosztanyi, R. V. Pappu, M. M. Babu, S. Longhi, P. Tompa,
A. K. Dunker, V. N. Uversky, S. C. E. Tosatto, and M. Vendruscolo.
“Simultaneous quantification of protein order and disorder.”
Nat. Chem. Biol. 2017, 13, 339–342. DOI: 10.1038/nchembio.2331.

[20] W. Zhao, L. D. Fernando, A. Kirui, F. Deligey, and T. Wang.
“Solid-state NMR of plant and fungal cell walls: A critical review.”
Solid State Nucl. Magn. Reson. 2020, 107, 101660.
DOI: 10.1016/j.ssnmr.2020.101660.

[21] A. Wacker, J. E. Weigand et al. “Secondary structure determination of conserved
SARS-CoV-2 RNA elements by NMR spectroscopy.”
Nucleic Acids Res. 2020, 48, 12415–12435. DOI: 10.1093/nar/gkaa1013.

[22] M. Bursch, J.-M. Mewes, A. Hansen, and S. Grimme.
“Best-Practice DFT Protocols for Basic Molecular Computational Chemistry.”
Angew. Chem. Int. Ed. 2022, 61, e202205735. DOI: 10.1002/anie.202205735.

[23] P. Pyykkö. “Perspective on Norman Ramsey’s theories of NMR chemical shifts and
nuclear spin–spin coupling.” Theor. Chem. Acc. 2000, 103, 214–216.
DOI: 10.1007/s002149900011.

[24] M. W. Lodewyk, M. R. Siebert, and D. J. Tantillo.
“Computational Prediction of 1H and 13C Chemical Shifts: A Useful Tool for Natural
Product, Mechanistic, and Synthetic Organic Chemistry.”
Chem. Rev. 2012, 112, 1839–1862. DOI: 10.1021/cr200106v.

[25] P. Pracht, F. Bohle, and S. Grimme. “Automated exploration of the low-energy
chemical space with fast quantum chemical methods.”
Phys. Chem. Chem. Phys. 2020, 22, 7169–7192. DOI: 10.1039/c9cp06869d.

[26] S. Grimme, C. Bannwarth, and P. Shushkov.
“A Robust and Accurate Tight-Binding Quantum Chemical Method for Structures,
Vibrational Frequencies, and Noncovalent Interactions of Large Molecular Systems
Parametrized for All spd-Block Elements (Z = 1–86).”
J. Chem. Theory Comput. 2017, 13, 1989–2009. DOI: 10.1021/acs.jctc.7b00118.

[27] C. Bannwarth, S. Ehlert, and S. Grimme. “GFN2-xTB – An Accurate and Broadly
Parametrized Self-Consistent Tight-Binding Quantum Chemical Method with
Multipole Electrostatics and Density-Dependent Dispersion Contributions.”
J. Chem. Theory Comput. 2019, 15, 1652–1671. DOI: 10.1021/acs.jctc.8b01176.

[28] S. Spicher and S. Grimme. “Robust Atomistic Modeling of Materials, Organometallic,
and Biochemical Systems.” Angew. Chem. Int. Ed. 2020, 59, 15665–15673.
DOI: 10.1002/anie.202004239.

157

https://doi.org/10.1038/nchembio.2331
https://doi.org/10.1016/j.ssnmr.2020.101660
https://doi.org/10.1093/nar/gkaa1013
https://doi.org/10.1002/anie.202205735
https://doi.org/10.1007/s002149900011
https://doi.org/10.1021/cr200106v
https://doi.org/10.1039/c9cp06869d
https://doi.org/10.1021/acs.jctc.7b00118
https://doi.org/10.1021/acs.jctc.8b01176
https://doi.org/10.1002/anie.202004239


Bibliography

[29] S. Grimme, F. Bohle, A. Hansen, P. Pracht, S. Spicher, and M. Stahn.
“Efficient Quantum Chemical Calculation of Structure Ensembles and Free Energies
for Nonrigid Molecules.” J. Phys. Chem. A 2021, 125, 4039–4054.
DOI: 10.1021/acs.jpca.1c00971.

[30] S. Grimme, C. Bannwarth, S. Dohm, A. Hansen, J. Pisarek, P. Pracht, J. Seibert, and
F. Neese. “Fully Automated Quantum-Chemistry-Based Computation of
Spin–Spin-Coupled Nuclear Magnetic Resonance Spectra.”
Angew. Chem. Int. Ed. 2017, 56, 14763–14769. DOI: 10.1002/anie.201708266.

[31] F. Bohle, J. Seibert, and S. Grimme. “Automated Quantum Chemistry-Based
Calculation of Optical Rotation for Large Flexible Molecules.”
J. Org. Chem. 2021, 86, 15522–15531. DOI: 10.1021/acs.joc.1c02008.

[32] R. Jain, T. Bally, and P. R. Rablen. “Calculating Accurate Proton Chemical Shifts of
Organic Molecules with Density Functional Methods and Modest Basis Sets.”
J. Org. Chem. 2009, 74, 4017–4023. DOI: 10.1021/jo900482q.

[33] D. Flaig, M. Maurer, M. Hanni, K. Braunger, L. Kick, M. Thubauville, and
C. Ochsenfeld. “Benchmarking Hydrogen and Carbon NMR Chemical Shifts at HF,
DFT, and MP2 Levels.” J. Chem. Theory Comput. 2014, 10, 572–578.
DOI: 10.1021/ct400780f.

[34] M. T. de Oliveira, J. M. A. Alves, A. A. C. Braga, D. J. D. Wilson, and C. A. Barboza.
“Do Double-Hybrid Exchange–Correlation Functionals Provide Accurate Chemical
Shifts? A Benchmark Assessment for Proton NMR.”
J. Chem. Theory Comput. 2021, 17, 6876–6885. DOI: 10.1021/acs.jctc.1c00604.

[35] M. A. Iron. “Evaluation of the Factors Impacting the Accuracy of 13C NMR Chemical
Shift Predictions using Density Functional Theory – The Advantage of Long-Range
Corrected Functionals.” J. Chem. Theory Comput. 2017, 13, 5798–5819.
DOI: 10.1021/acs.jctc.7b00772.

[36] P. Gao, J. Zhang, and H. Chen. “A systematic benchmarking of 31P and 19F NMR
chemical shift predictions using different DFT/GIAO methods and applying linear
regression to improve the prediction accuracy.”
Int. J. Quantum Chem. 2021, 121, e26482. DOI: 10.1002/qua.26482.

[37] S. K. Latypov, F. M. Polyancev, D. G. Yakhvarov, and O. G. Sinyashin.
“Quantum chemical calculations of 31P NMR chemical shifts: scopes and limitations.”
Phys. Chem. Chem. Phys. 2015, 17, 6976–6987. DOI: 10.1039/C5CP00240K.

[38] L. B. Krivdin. “Recent advances in computational 31P NMR: Part 1. Chemical shifts.”
Magn. Reson. Chem. 2020, 58, 478–499. DOI: 10.1002/mrc.4965.

[39] G. L. Stoychev, A. A. Auer, and F. Neese.
“Efficient and Accurate Prediction of Nuclear Magnetic Resonance Shielding Tensors
with Double-Hybrid Density Functional Theory.”
J. Chem. Theory Comput. 2018, 14, 4756–4771. DOI: 10.1021/acs.jctc.8b00624.

158

https://doi.org/10.1021/acs.jpca.1c00971
https://doi.org/10.1002/anie.201708266
https://doi.org/10.1021/acs.joc.1c02008
https://doi.org/10.1021/jo900482q
https://doi.org/10.1021/ct400780f
https://doi.org/10.1021/acs.jctc.1c00604
https://doi.org/10.1021/acs.jctc.7b00772
https://doi.org/10.1002/qua.26482
https://doi.org/10.1039/C5CP00240K
https://doi.org/10.1002/mrc.4965
https://doi.org/10.1021/acs.jctc.8b00624


[40] D. Sethio, G. Raggi, R. Lindh, and M. Erdélyi. “Halogen Bond of Halonium Ions:
Benchmarking DFT Methods for the Description of NMR Chemical Shifts.”
J. Chem. Theory Comput. 2020, 16, 7690–7701. DOI: 10.1021/acs.jctc.0c00860.

[41] C. J. Schattenberg and M. Kaupp.
“Extended Benchmark Set of Main-Group Nuclear Shielding Constants and NMR
Chemical Shifts and Its Use to Evaluate Modern DFT Methods.”
J. Chem. Theory Comput. 2021, 17, 7602–7621. DOI: 10.1021/acs.jctc.1c00919.

[42] C. J. Schattenberg, M. Lehmann, M. Bühl, and M. Kaupp.
“Systematic Evaluation of Modern Density Functional Methods for the Computation
of NMR Shifts of 3d Transition-Metal Nuclei.”
J. Chem. Theory Comput. 2022, 18, 273–292. DOI: 10.1021/acs.jctc.1c00964.

[43] J. Gauss.
“Analytic second derivatives for the full coupled-cluster singles, doubles, and triples
model: Nuclear magnetic shielding constants for BH, HF, CO, N2, N2O, and O3.”
J. Chem. Phys. 2002, 116, 4773–4776. DOI: 10.1063/1.1462612.

[44] A. A. Auer, J. Gauss, and J. F. Stanton.
“Quantitative prediction of gas-phase 13C nuclear magnetic shielding constants.”
J. Chem. Phys. 2003, 118, 10407–10417. DOI: 10.1063/1.1574314.

[45] M. E. Harding, J. Gauss, and P. von Ragué Schleyer.
“Why Benchmark-Quality Computations Are Needed To Reproduce 1-Adamantyl
Cation NMR Chemical Shifts Accurately.” J. Phys. Chem. A 2011, 115, 2340–2344.
DOI: 10.1021/jp1103356.
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