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1. Introduction Intro

Life before death.

Strength before weakness.

Journey before destination.

The Stormlight Archive

by Brandon Sanderson

Mathematics has long served as a guiding tool in theoretical physics. Symmetries, mathematical

’beauty’ and the notion of ’naturalness’ have long been successfully used to predict new phenomena

in physics to be verified experimentally later. Although we may never know whether the universe

actually cares about our funny intuitions, in the lack of empirical evidence to the contrary we tend

to stick to such approaches. Arguably in the infinite space of mathematical avenues physics could

express itself, this may be considered an application of Occam’s razor to physics. In a sense it un-

derlines the intersection between philosophy, mathematics and physics and indicates that the term

’philosophy of nature’ is not actually wholly inapplicable to modern physics. And so we arrive at

one of our current representations of this in the form of an angle 𝜃 in quantum chromodynamics.

Measurements seem to indicate this angle is essentially zero. However, we tend to reject the idea

that our universe simply is such that 𝜃 happens to be close to zero. Instead we derive the simplest

explanations as to why this might be the case. And who can blame us when the result of accepting

𝜃 = 0 by naturewould lead us precisely nowhere? Finding an explanation spawns a newhypothetical

friend in our zoo of particles, the axion. The point of this thesis is to continue the search for this zoo

member by way of staring into the core of the Sun. With the help of a very large number of virtual

photons we will attempt to entice some axions to become real X-rays, directly detectable by us. And

if we fail in this quest, we can put our philosopher’s hat back on andmuse about how little our axion

friends want to dance with our virtual photons.

After a short side note about this thesis as a document in chapter 2, we introduce the theoretical

foundation of axion physics in chapter 3. Froma historical standpoint as towhy axionswere invented

in the first place to the avenues of detection and related, the expected (model dependent) solar axion

flux. We will see that the Sun acts as a strong source of axions in the soft X-ray energy range.
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This leads to chapter 4, which fully introduces the concept of an axion helioscope as a way to

potentially detect axions of a solar origin. A large magnet is used as a solar telescope in an attempt

to reconvert solar axions into photons, X-rays. In particular it introduces the CERN Axion Solar

Telescope (CAST) as the experiment at the center of this thesis. Its successor, the International AXion

Observatory (IAXO) will also be introduced.

With an understanding of possible detection mechanisms for axions, we will focus next on the

required hardware to actually measure axions indirectly. That is, via gaseous detectors for X-ray

detection thanks to the axion energy spectrum from the Sun. In chapter 5 we cover the relevant

physics related to X-ray interactions with matter and gaseous detector physics.

Next we introduce the detector used in this thesis, the ’Septemboard’ 7-GridPix detector, in chapter

6. Here we first introduce the concept of a ’Micromegas detector’, which our GridPix detectors are

a type of. We will motivate the different detector features this 7-GridPix detector has over the single

GridPix detector used previously.

From the hardware of the detector the reader may optionally go over to the data acquisition soft-

ware and the monitoring tools used during the CAST data taking campaign, in appendix A.

With a fully operational detector in mind, we then introduce the software to reconstruct and ana-

lyze data taken with this detector in chapter 8. We discuss cluster finding in the GridPix data, calcu-

lation of geometric properties of clusters and reconstruction of FADC spectra.

Then it is finally time to show the installation of the Septemboard detector at the CAST experiment

in chapter 9, talk about potential issues encountered which affect data quality and summarize the

total data taken, which will later be used for a limit calculation.

Data taken at CAST still needs to be processed and further calibrated to be useful, done in chapter

10. This includes mitigating effects of slight detector instabilities and calibrating the data in energy.

At that point we have everything ready to try and filter the entire dataset to themost X-ray like clus-

ters. When applied to the background dataset this yields our irreducible background rate of events

that are either real X-rays due to non-axion sources or other type of X-ray like data. Applied to the

axion-sensitive solar tracking dataset the same techniques yield a set of axion candidates. The differ-

ent classification techniques and how all detector features are used for this purpose is explained in

chapter 11.

This finally brings us to chapter 12, in which we introduce our method to evaluate our axion-

sensitive solar tracking dataset against our background dataset. This is done using a Bayesian ex-

tended likelihood approach. We will mainly compute a limit on the axion-electron coupling con-

stant 𝑔𝑎𝑒. But secondarily, we will also consider the axion-photon coupling constant 𝑔𝑎𝛾 and the

chameleon-photon coupling 𝛽𝛾, a separate hypothetical particle. We will compare each obtained

limit with the current best limits.

As a concluding outlook we will discuss potential improvements on different levels possible for
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future detectors and physics searches in chapter 13. The lessons learned in this thesis will be sum-

marized to give ideas about which aspects should be emphasized more for future data taking cam-

paigns and which techniques might be worthwhile to investigate for possible improvements to the

background rate and similar. This will be placed into context for a potential Timepix3 based detector

in the future.

We finally summarize the results and conclude in chapter 14.

13





2. About this thesis Intro

If you are reading this as a printed thesis, it is likely a shortened version of the full document it is

part of. To conform to the expectations of a PhD thesis many parts are removed that are irrelevant

for the basic presentation of the work done during the thesis.

However, a fellow researcher who wishes to understand all the details, in particular in terms of

reproducibility of the results, the full document should be read instead. If possible, a PhD thesis

should be a tome of knowledge about the topic that allows the interested reader to absorb as much

of the authors knowledge as possible to help with the continuation of the research. Crucially, this

includes details about how results were obtained and access to results in numerical formats, which

is both commonly lacking in regular PhD theses.

For this reason the idea of an extended thesis was born, found at 1

https://phd.vindaar.de.

There you will not only find a PDF of the thesis you are likely reading right now, but also:

• a PDF version of the extended document,

• an HTML version of the extended document,

• the raw Org document of the thesis 2,

• a link to the repository of the thesis,

• a link to a repository of the entire raw datasets used in the thesis (plus reconstructed data)

following the FAIR [227] guiding principles,

• a large amount of additional documents of notes taken during research and development.

The extended document contains many additional subsections tagged ’extended’, similar to the

’Intro’ tag (see the top right of the page) of this chapter. These either contain personal thoughts about

why certain decisions were taken or additional research done that either lead nowhere or simply is

not very relevant for the thesis. Maybe most importantly, you will find a subsection for every single
1The actual thesis will be found there once the thesis has been published. Links to data, figures and other resources are

available before though.
2The thesis is not written directly in LATEX, but in Emacs Org mode. From there it is exported to different targets.
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2. About this thesis Intro

plot and table included in this thesis (that was created by me) with the commands or code snippets

to produce them! In addition, the linked git repository of the thesis not only contains all the figures

included in the thesis as vector graphics, but also a CSV file for every plot. 3 Use them freely under

the only condition to reference this thesis when you do so.

In essence the idea is to provide a fully reproducible thesis.

Furthermore, every thesis, especially those relying on large pieces of software, contains mistakes,

bugs, wrong assumptions and more. Most of these are not known to the researcher, in case of wrong

assumptions possibly due to lack of knowledge in a specific topic. Other times shortcomings are

known, but left out for convenience. In this thesis I try to be transparent about known shortcomings.

There are almost certainly bugs in the referenced code that I’m not aware of, bad assumptions about

certain things, etc. Where I am aware of sketchy choices andmistakes, I will highlight themhonestly.

During thework of myPhD Ihavewritten and contributed to a large number of free software / open

source projects. The TimepixAnalysis 4 project – the code base at the heart of all data reconstruction

and analysis for this thesis – is just onemore such project. What thismeans is that I have no intention

of abandoning it in the future, even if I leave academia. As long as there is demand for it (for example

for a GridPix3 detector used at BabyIAXO), I’ll be happy to maintain and extend it as needed. Future

reader, don’t let ”last updated N years ago” scare you! Just open an issue on Github 5.

Note that I’m always available for questions about my work or this thesis either via Matrix (@vin-

daar:matrix.org) or on other channels (Twitter / Discord / Github @vindaar) or plainly by email

phd@vindaar.de. Please do not hesitate to contact me, even if it is several years since this thesis was

initially released.

3CSV is not a great format (it’s not even standardized after all), but it is convenient for such a purpose.
4https://github.com/Vindaar/TimepixAnalysis
5Or whatever is the go-to in the year you currently reside. I’ll be sure to update the link on my website if we move host.
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3. Theory of axions Theory
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3.1. Useful reading material optional . . . . . . . . . . . 19
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3.5. Chameleons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 28

3.6. Current bounds on coupling constants . . . . . . . . . . . . . . . . . . . . . 29

3.6.1. Potential solar axion hints . . . . . . . . . . . . . . . . . . . . . . . . . 32

A deep understanding of the axion requires a diverse set of knowledge of different aspects of the

theoretical foundations of modern physics. The Standard Model of particle physics (SM), quantum

field theory (QFT) and quantum chromodynamics (QCD). TheCPT invariance of the SM and related

CP violation 1 of the weak force. The common algebraic structure of the weak and strong force via

SU(2) and SU(3). Anomalies in QFT, in particular the Adler-Bell-Jackiw anomaly. The structure of

the QCD vacuum and the related U(1) problem, which is solved by instantons and the concepts of

Goldstone’s theorem. To do justice to all these aspects in the context of a non-theory PhD thesis is

not possible 2. As such, the theory part of this thesis will be kept short and instead a focus is placed

on referencing useful material for an interested reader, in particular see sec. 3.1.

At low energies the Standard Model can be described by a combination of three different forces,

the electromagnetic, the weak and the strong force. These can be represented mathematically by an

internal group structure ofU(1)×SU(2)×SU(3), respectively. 3 Theweak force, represented by SU(2),

1𝐶 refers to the discrete transformation of charge conjugation and 𝑃 for parity transformation. Both refer to the idea of

studying a physical system with either (or both) of these transformations applied. A CP conserving theory (or system)

would behave exactly the same under the combined transformation. The Standard Model is mathematically CPT in-

variant (𝑇 being time reversal). As such, if a system exhibits different behavior under time reversal it implies a violation

of CP to achieve a combined CPT invariance.
2At least for me.
3U(1) refers to the ”circle group”, i.e. the group that describes rotations on a unit circle (consider a phase shift on the

complex plane). The group operation as such can be considered as multiplication by a complex phase. SU(𝑛) is the
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3. Theory of axions Theory

has long since been known to exhibit a CP violation 1. Due to the similar group structure between

the weak and the strong force (SU(2) vs. SU(3)) many parallels exist between the mathematical

descriptions of the two forces in the Standard Model. In particular, the following term, 4

ℒ𝜃 = 𝜃
𝑔2𝑠
32𝜋2𝐺

𝜇𝜈
𝑎 ̃𝐺𝑎𝜇𝜈,

is allowedunder the requirements for a StandardModel conform term (i.e. gauge invariant, Lorentz

invariant and so on). Here, 𝜃 is an angle, 𝑔2𝑠 is the strong coupling constant and 𝐺
𝜇𝜈
𝛼 the gluon field

strength tensor. As a matter of fact, this term is even required if the instanton solution to the U(1)

problem is considered [110, 165] and is a result of the complex vacuum structure of QCD [1]. This

term violates P and T transformations and as a result of CPT symmetry also violates CP . Peculiarly,

any effect expected from this CP violation has still not been observed. One such effect is an expected

electric dipole moment of the neutron [69, 70, 33]. Such a dipole moment may naively be expected

plainly from the fact that the constituent quarks of a neutron are charged after all. However, very

stringent limits place an extremely low upper bound on it at [32, 168]

𝑑NEDM ≤ 3 × 10−26 𝑒 cm,

where 𝑒 is the electron charge. Nature’s deviation from our expectation in this context is coined

the strong CP problem of particle physics. One possible solution to the strong CP problem would be

a massless up or down quark, in which case the QCD Lagrangian would feature a global U(1) axial

shift symmetry, which could shift 𝜃 ↦ 0. Even in the late 1980’s this was not entirely ruled out,

despite the already understood mass ratio 𝑚ᵆ/𝑚𝑑 = 5/9 [222], due to 2nd order chiral effects [126].

However, nowadays based on lattice QCD calculations this has been ruled out [63, 80, 94].

While it is possible that our universe is simply one in which the effect of the strong CP violation is

suppressed (or even exactly zero) ”by chance”, HelenQuinn and Roberto Peccei realized in 1977 [163,

164] that this behavior can be explained in the presence of an additional scalar field. Shortly after

both Weinberg and Wilczek [221, 226] realized the implication of such an additional field, namely

a pseudo Nambu-Goldstone boson. Wilczek named it the axion, after a washing detergent, as it

”washes the StandardModel clean” of the strongCP problem. Themost straightforward axionmodel

based on the work by Wilczek and Weinberg yields a coupling of the axion to matter that is already

excluded, because they associate the spontaneous symmetry breaking with the electroweak scale.

special unitary group, which means the group of unitary matrices of rank 𝑛 with determinant 1, where the group

operation is matrix multiplication of these matrices (for SU(2) the Pauli matrices multiplied by 𝑖

2
are a possible set of

infinitesimal generators for example).
4The parameter 𝜃 as written in the equation is actually a compound of a pure 𝜃 from the QCD 𝜃 vacuum and an elec-

troweak contribution. A chiral transformation is required to go to the physical mass eigenstates to diagonalize the

quark mass matrix. This adds a term to 𝜃, 𝜃 = 𝜃 + arg det𝑀. We simply drop the bar over 𝜃.
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3.1. Useful reading material optional

Models for an ’invisible axion’ manage to unify the solution to the strong CP problem with the

current lack of experimental evidence for an axion-like particle. There are two main models for

the invisible axion, the KSVZ (Kim-Shifman-Vainshtein-Zakharov) [127, 204] and the DFSZ (Dine-

Fischler-Srednicki-Zhitnitskii) [81, 234] models.

For the most comprehensive modern overview of the theory of axions, different models, best

bounds on different axion couplings and a general axion reference, make sure to look into the aptly

named ”landscape of QCD axion models” [79]!

From here we will first say a few more words about the two invisible axion models in sec. 3.2.

Then we will look at the implications an effective axion Lagrangian has on axion interactions. We

will sketch the derivation of the axion-photon conversion probability in sec. 3.3. This conversion

probability leads to a discussion of the expected solar axion fluxes in sec. 3.4. At this point a very

succinct interlude will introduce the chameleon particle, sec. 3.5. Finally, we will briefly go over the

current relevant bounds on different axion couplings in sec. 3.6.

3.1. Useful reading material optional

The following is a list of materials I would recommend, if someone wishes to understand the theory

underlying axions better. The focus here is on things not already mentioned in the rest of the text.

Your mileage may vary, of course.

First of all, at least have a short look at the original papers by Roberto Peccei and Helen Quinn

[163, 164], as well as the ’responses’ by Wilczek andWeinberg [226, 221].

If your interest is in understanding the reasoning behind the origin of the strongCPproblemvia the

QCD vacuum structure and theU(1) problem, it may be worthwhile to look at (some of) the original

papers. SeeWeinberg’s paper introducing it [223] and ’t Hooft’s paper on symmetry breaking via the

Adler-Bell-Jackiw anomaly [1] as the next logical step. In [110] ’t Hooft then shows how instantons

solve the U(1) problem. In 1999 ’t Hooft also wrote a ’historical review’ [109] about renormalization

of gauge theories, which touches on the U(1) problem as well. It may be easier to follow (as these

things so often are in hindsight).

In the vein of review papers, Roberto Peccei wrote a nice review paper in 2008 [166] covering

the connection between the U(1) problem, the QCD vacuum structure, the strong CP problem and

axions. Similarly, Jihn Kim (the K in the KSVZmodel) wrote another very nice review in 2010 [128].

I would probably recommend to read these two for a good overview. They give enough references to

dive deeper, if desired.

On the side of axion detection, you should of course look into the two papers by Pierre Sikivie,

introducing all our modern axion detection experiment techniques [208, 207]. Sikivie wrote another

review in 2020 [209] covering search methods for invisible axions.
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Another great overview, covering both theory and experimental parts of the axion, are Igor Iras-

torza’s notes here: [119]. And there is also the text book ’Axions’ [136], which may be worth a look

as a summary of different aspects of axion physics.

If you only want to look into a single document covering all aspects of axions, from theory to ex-

perimental searches, look no further than the ’landscape of QCD axionmodels’ [79], also mentioned

in the main text.

Finally, in my master thesis [192] I attempted to introduce the relevant physics for the axion (and

chameleon) to a level satisfactory to me at the time. Whether I succeeded or not, you can be the

judge. This may (or may not) be a good introduction if you are a student, for whom courses in QFT

are fresh in their mind.

3.2. Invisible axion models and axion couplings

Kim-Shifman-Vainshtein-Zakharov model The so called KSVZ model [127, 204] is the simplest

invisible axion model. It adds a scalar field 𝜎 and a superheavy quark 𝑄, which 𝜎 couples to

via a Yukawa coupling. The main problem with the standard axion is that its energy scale is

the electroweak scale 𝑣𝐹 ≈ 250GeV resulting in too strong interactions. The KSVZ model

effectively achieves a symmetry breaking scale 𝑓𝑎 ≫ 𝑣𝐹 and thus results in an ’invisible axion’.

It contains a tree-level axion-photon coupling 𝑔𝑎𝛾, but no axion-electron couplings. The latter

can be found at one-loop level [210].

Dine-Fischler-Srednicki-Zhitnitskii model TheDFZS axionmodel [81, 234] is another axionmodel,

in which the scalar field 𝜎 couples to two Higgs doublet fields, 𝐻ᵆ and 𝐻𝑑. It does not require

an extra superheavy quark, in this case the coupling of the scalar to the doublets achieves the

decoupling of the axion symmetry breaking scale 𝑓𝑎 from the electroweak scale 𝑣𝐹. The end

result is the same, an ’invisible axion’ which is very light and has only light interactions with

other matter. However, in contrast to the KSVZ model axion-lepton couplings appear at tree

level!

Generalizations Further generalizations of axion models over the KSVZ and DFSZ models are pos-

sible, resulting in more flexible couplings. From a practical standpoint of an axion experiment

it is usually better to consider axion interactions via effective couplings, as the limiting factor

is detecting something rather than determining its properties. In particular because the two

models above yield very small expected coupling constants in regions of axion masses easily

accessible via laboratory experiments. Therefore, an effective Lagrangian like the following

ℒ𝑎,eff =
1
2𝜕

𝜇𝑎𝜕𝜇𝑎 −
1
2𝑚

2
𝑎𝑎2 −

𝑔𝑎𝛾
4 𝐹𝜇𝜈𝐹𝜇𝜈𝑎 − 𝑔𝑎𝑒

𝜕𝜇𝑎
2𝑚𝑒

𝜓𝑒𝛾
5𝛾𝜇𝜓𝑒, (3.1)
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3.3. Implications for axion interactions - conversion probability

which contains an axion-photon coupling 𝑔𝑎𝛾 and an axion-electron coupling 𝑔𝑎𝑒 is useful for

experimental searches. Limits given on one of these parameters can always be converted to the

specific couplings of one of the existing models if needed.

In principle other couplings exist, for example the axion-nucleon coupling 𝑔𝑁. For brevity we

ignore these as they are not relevant in the context of this thesis. Future helioscopes like IAXO

may be able to be sensitive to at least 𝑔𝑁 though [147].

3.3. Implications for axion interactions - conversion probability

Starting with the Lagrangian in eq. 3.1 and extending it by the Lagrangian for a free photon 𝐴𝜈,

ℒ = ℒ𝑎,eff + ℒ𝛾 = ℒ𝑎,eff −
1
4𝐹𝜇𝜈𝐹

𝜇𝜈,

where 𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇 is the electromagnetic field strength tensor. And noting that the axion

interaction term of eq. 3.1 can be rewritten as,

ℒ𝑎𝛾 =
1
4𝑔𝑎𝛾

̃𝐹𝜇𝜈𝐹𝜇𝜈𝑎 = −𝑔𝑎𝛾𝑎 ⃗𝐸 · ⃗𝐵,

we can apply the Euler Lagrange equations to both the axion 𝑎 and photon𝐴𝜈 to derive a modified

Klein-Gordon equation for the axion,

(� +𝑚2
𝑎) 𝑎 =

1
4𝑔𝑎𝛾𝐹𝜇𝜈

̃𝐹𝜇𝜈,

which has a photon source term. Similarly, for the photon equation of motion we derive the ho-

mogeneous Maxwell equations with an axion source term,

𝜕𝜇𝐹𝜇𝜈 = 𝑔𝑎𝛾(𝜕𝜇𝑎) ̃𝐹𝜇𝜈.

Without going into too much detail, let’s shortly sketch how one derives the axion-photon conver-

sion probability from here.

By choosing a suitable gauge and specifying directions of electric and magnetic fields in a suitable

coordinate system, we can then derive the mixing between photon and axion states. For example if

the propagation of particles is along the 𝑧 axis and we fix the two degrees of freedom of 𝐴𝜈 by the

Lorenz gauge (𝜕𝜇𝐴𝜇 = 0) and Coulomb gauge (∇⃗ · ⃗𝐴 = 0) we can derive a single equation of motion

for the axion and 𝐴𝜈 field by starting with a plane wave approach. We obtain

[(𝜔2 + 𝜕2𝑧)1 −M]
⎛
⎜
⎜
⎜
⎝

𝐴⟂(𝑧)

𝐴∥(𝑧)

0

⎞
⎟
⎟
⎟
⎠

= 0,
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3. Theory of axions Theory

with the parallel and orthogonal polarization of the photon𝐴∥ and𝐴⟂, respectively andmatrixM:

M =
⎛
⎜
⎜
⎜
⎝

𝑚2
𝛾 0 0

0 𝑚2
𝛾 −𝜔𝑔𝑎𝛾𝐵𝑇

0 −𝜔𝑔𝑎𝛾𝐵𝑇 𝑚2
𝑎

⎞
⎟
⎟
⎟
⎠

where𝑚2
𝛾 = 𝜔2𝑝.

Here effects of quantum electrodynamic (QED) vacuumpolarization and other polarization effects

are ignored. 𝜔𝑝 refers to the plasma frequency, 𝜔𝑝 = 4𝜋𝛼𝑛𝑒/𝑚𝑒, where 𝑛𝑒 the electron density and

𝑚𝑒 the electron mass. The mass𝑚𝛾 refers to an effective photon mass that can appear in media, 𝜔 is

the frequency and 𝐵𝑇 the transverse magnetic field. The constant magnetic field 𝐵𝑇 appears, because

we assume for our purpose the magnetic field is constant along 𝑧, the propagation direction of the

photon.

By recognizing that the orthogonal component 𝐴⟂ is decoupled from the other two, the problem

reduces to a 2 dimensional equation. Note that a side effect of this decoupling is that photons pro-

duced from an incoming axion in a magnetic field are always linearly polarized in the direction of

the external magnetic field! Further, this equation can be linearized in the ultra relativistic limit

𝑚2
𝛾 ≪ 𝜔2 to

[(𝜔 + 𝑖𝜕𝑧) 1 −
M
2𝜔] (

𝐴∥(𝑧)

𝑎(𝑧)
) = 0.

As the mass matrix M is non diagonal, the fields 𝐴∥ and 𝑎 are interaction eigenstates and not

propagation eigenstates. If we wish to compute the axion to photon conversion probability, we need

the propagation eigenstates however. Transforming fromone to the other is done by a regular rotation

matrix R, which diagonalizesM/2𝜔. In the basis of the propagation eigenstates the fields 𝐴′∥ and 𝑎′

are then decoupled and can be easily solved by a plane wave solution. The fields we can measure in

an experiment are those of the interaction eigenstates of course. 5

The interaction eigenstates after a distance 𝑧 can therefore be expressed by

(
𝐴∥(𝑧)

𝑎(𝑧)
) = R−1MdiagR(

𝐴∥(0)

𝑎(0)
) ,

5For all practical purposes the terms interaction eigenstates and propagation eigenstates (the latter often also called mass

eigenstates) are a convenient tool to work with. A field 𝑋 in the interaction eigenstate corresponds to the field we can

actually measure in an experiment. However, if fields interact, say with another field 𝑌, then along their space and

time evolution theymaymix. Therefore, it is useful (and convenient) to introduce a propagation eigenstate𝑋′ in which

that new field (which is different from the physical field𝑋!) propagates without any interaction. The nature of the field

interactions have been absorbed into the time and space evolution of the field itself – it is a superposition of the𝑋 and

𝑌 interaction eigenstates. In the simplest case a field𝑋′ in the propagation state may just be oscillating between𝑋 and

𝑌, for example.
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3.3. Implications for axion interactions - conversion probability

whereMdiag is the diagonalized mass matrix,

(
𝑒−𝑖𝜆+𝑧 0

0 𝑒−𝜆−𝑧
) ,

where 𝜆+,− are its eigenvalues and coefficients in the exponential of the plane wave solutions of

the propagation eigenstate fields 𝐴′∥ and 𝑎′ given by

𝜆+,− = ± 1
4𝜔√(𝜔2𝑃 −𝑚2

𝑎)
2 + (2𝜔𝑔𝑎𝛾𝐵𝑇)

2.

Then finally, one can compute the conversion probability by starting from initial conditions where

no electromagnetic field is present, 𝐴∥(0) = 0, 𝑎(0) = 1. Computing the resulting 𝐴∥(𝑧) with these

conditions yields the expression which needs to be squared for the probability to measure a photon

at distance 𝑧 when starting purely from axions in an external, transverse magnetic field 𝐵𝑇

𝑃𝑎↦𝛾(𝑧) = |𝐴∥(𝑧)|2 = (
𝑔𝑎𝛾𝐵𝑇𝑧

2 )
2

(
sin (𝑞𝑧

2
)

𝑞𝑧

2

)

2

, (3.2)

with 𝑞 = 𝑚2
𝛾−𝑚2

𝑎

2𝜔
and we dropped additional terms ∝ 𝑔𝑎𝛾𝐵𝑇 as arguments to sinc = sin(𝑥)/𝑥,

because they are extremely small compared to 𝑞𝑧 for reasonable axion masses, magnetic fields and

coupling constants.

If further the coherence condition 𝑞𝐿 < 𝜋 is such that 𝑞𝐿 ≪ 𝜋, the sinc term approaches 1 and the

relevant conversion probability is finally:

𝑃𝑎↦𝛾,vacuum = (
𝑔𝑎𝛾𝐵𝐿
2 )

2

, (3.3)

where we dropped the 𝑇 suffix for the transverse magnetic field and replaced 𝑧 by the more apt

𝐿 for the length of a magnet. This is the case for long magnets and/or low axion masses, which is

generally applicable in this thesis. The point at which this condition does not strictly hold anymore

is the axion mass at which helioscope experiments start to lose sensitivity.

Note that the above conversion probability is given in natural units, specifically Lorentz-Heaviside

units, 𝑐 = ℏ = 𝜀0 = 1 (meaning 𝛼 = 𝑒2/4𝜋 ≈ 1/137). Arguments (𝐵, 𝐿) need either be converted to

natural units as well or the missing factors need to be added. The same equation in SI units is given

by:

𝑃𝑎↦𝛾,vacuum = 𝜀0ℏ𝑐3 (
𝑔𝑎𝛾𝐵𝐿
2 )

2

.

A detailed derivation for the above can be found in [150]. 6 An initial derivation for the first axion
6There is a more detailed derivation written by Biljana Lakić and Krešimir Jakovčić available internally in the IAXO

collaboration. If you don’t have access to it, reach out!
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helioscope prototype is found in [43] based on [174]. Sikivie gives expected rates in his groundbreak-

ing papers about axion experiments, [208, 207] but is extremely short on details. Another source in

the form of [175] in which G. Raffelt covers a very large number of topics relevant to axion searches.

3.3.1. Effects of a buffer gas

As seen in the conversion probability above, there is a term for an effective photon mass 𝑚𝛾 as part

of 𝑞. And indeed, 𝑞 becomes zero if 𝑚𝛾 = 𝑚𝑎, which means the suppression effect of the sinc term

disappears. This is something that can be used to increase the conversion probability inside of a

magnet, by filling it with a buffer gas (for example helium), as introduced in [174, 43]. However,

one also needs to account for the attenuation effect of the gas on the produced X-rays. As such the

derivation above needs to include this as part of the evolution of the field ⃗𝐴 7. By doing this and

following the rest of the derivation, the conversion probability in the presence of a buffer gas comes

out to:

𝑃𝑎→𝛾 = (
𝑔𝑎𝛾𝐵
2 )

2 1
𝑞2 + Γ2/4 [1 + 𝑒−Γ𝐿 − 2𝑒−

Γ𝐿
2 cos(𝑞𝐿)] , (3.4)

where Γ is the inverse absorption length for photons (or attenuation length), 𝐵 the transverse mag-

netic field, 𝐿 the length of the magnetic field and 𝑞 the axion-photon momentum transfer given by:

𝑞 =
|
|
|
𝑚2
𝛾 −𝑚2

𝑎

2𝐸𝑎

|
|
|

One can easily see that this reduces to the vacuum case we discussed before, where the attenuation

length Γ and effective photon mass𝑚𝛾 are zero.

Filling the magnet with a buffer gas to induce an effective photonmass and thus minimizing 𝑞 has

been done at CAST with He4 and He3 fillings, as we will mention in chapter 4.1.

Note: for a potential buffer gas run in BabyIAXO I did some calculations about the re-

quired gas pressure steps and the effect of different possible filling configurations. These

are not really relevant for this thesis, but can be found in 8 both as a PDF as well as the

original Org file plus the tangled source code.

7This can be done easily by treating the buffer gas as a refractive medium with complex refractive index 𝑛𝛾 = 1 −

𝑚2
𝛾/(2𝜔2) − 𝑖Γ/2𝜔, which then produces attenuation via the Γ attenuation term. This is useful to know as it relates

to the X-ray properties as discussed later in sec. 5.1.1 and sec. 5.1.2.
8http://phd.vindaar.de/docs/bufferGasIAXO/v1/index.html contains the axionMass.pdf, axionMass.nim and fi-

nally axionMass.org, the document from which both other files are generated.
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3.4. Solar axion flux

3.4. Solar axion flux

The effective Lagrangian as shown in eq. 3.1 allows for multiple different axion interactions, which

result in the production of axions in the Sun. For KSVZ-like axion models (models with only 𝑔𝑎𝛾)

the only interaction allowing for axion production in the Sun is the Primakoff effect 9 for axions. For

DFSZ models with an axion-electron coupling 𝑔𝑎𝑒 multiple other production channels are viable.

One of the first papers to look at the implications of the axion in terms of astrophysical phenomena

is [153] by K. Mikaelian. G. Raffelt expanded on this later in [176] with calculations for the Compton

and Bremsstrahlung production rates for DFSZ axion models. In [177] he further calculates the pro-

duction rate for the Primakoff effect (and later reviews the physics [175]). J. Redondo combined all

production processes in [178] to compute a full solar axion flux based on the axion-electron coupling

𝑔𝑎𝑒 using numerical calculations of the expected metallicity contents at different points in the Sun.

This is done by making use of the opacities for different elements at different pressures and temper-

atures as tabulated by the ’Opacity Project’ [213, 113, 200, 202, 29, 201], based on the values provided

by the numerical AGSS09 [25] solar model. All these considered axion production channels are:

• (𝑃) Primakoff production via 𝑔𝑎𝛾 in both KSVZ and DFSZ axion models

𝛾 + 𝛾 ↦ 𝑎

• (ff) electron ion bremsstrahlung (in radio astronomy low energetic cases with photons are also

called free-free radiation)

𝑒 + 𝑍 ⟶ 𝑒 + 𝑍 + 𝑎

• (𝑒𝑒) electron electron bremsstrahlung [176],

𝑒 + 𝑒⟶ 𝑒 + 𝑒 + 𝑎

• (fb) electron capture (also called recombination or free-bound electron transitions)

𝑒 + 𝑍 ⟶ 𝑎+ 𝑍−

• (𝐶) Compton scattering [176]

𝑒 + 𝛾⟶ 𝑒 + 𝑎

• (bb) and de-excitation (bound-bound electron transitions) via an axion

𝑍∗ ⟶𝑍+ 𝑎
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Figure 3.1.: Feynman diagrams of all contributing axion production channels in the Sun for non-hadronic

models. In hadronic models only the Primakoff interaction has meaningful contributions, because axion-

electron couplings only arise at loop level. Taken from [178].

See fig. 3.1 for the corresponding Feynman diagrams.

With these production channels we can write down the expected axion flux on Earth, based on the

production rate per volume in the Sun as the integral

𝑑Φ𝑎
𝑑𝜔 = 1

4𝜋𝑅2Earth
∫
Sun

d𝑉 4𝜋𝜔2

(2𝜋)3
Γ𝑎(𝜔). (3.5)

where

Γ𝑎(𝜔) = Γff𝑎 + Γfb𝑎 + Γbb𝑎 + Γ𝐶𝑎 + Γ𝑒𝑒𝑎 + Γ𝑃𝑎 (3.6)

are all contributing axion production channels. The superscripts correspond to the bullet points

above. Most important without going into the details of how each Γ can be expressed, is that they

scale with the coupling constant squared. 𝑔2𝑎𝛾 for Γ𝑃𝑒 and 𝑔2𝑎𝑒 for the others. In [178] these production

rates are expressed by relating them to the corresponding photon production rates for these processes,

which are well known.

For a detailed look, see [178] and the master thesis of Johanna von Oy [158] in which she – among

other things – reproduced the calculations done by Redondo. Her work is used as part of this thesis

to compute the axion production as required for the expected axion flux in the limit calculation (and

provides the data for the plots in this section). The code responsible for computing the emission

rates for different axion models is [159], in particular the readOpacityFile program. It also uses the

Opacity Project as the basis to compute the opacities for different elements.
9The Primakoff effect – named after Henry Primakoff – is the production of neutral pions in the presence of an atomic

nucleus. Due to the pseudoscalar nature and coupling to photons of both neutral pions and axions the equivalent

process is allowed for axions.

26



3.4. Solar axion flux

Fig. 3.2(a) shows the differential axion flux arriving on Earth based on the different contributing

interactions, in this case using 𝑔𝑎𝑒 = 10−13, 𝑔𝑎𝛾 = 10−12GeV⁻¹. We see that the total flux (blue line)

peaks at roughly 1 keV, with the small spikes from atomic interactions visible. The Primakoff flux has

been amplified by a factor of 100 here to make it more visible, as for this choice of coupling constants

its contribution is negligible.

As a result of the expected extremely low mass of the axion, the expected solar axion spectrum

for Primakoff only models is essentially a blackbody spectrum corresponding to the temperatures

near the core of the Sun,𝒪(15 × 106K), see fig 3.2(b) and compare it to the Primakoff flux on the left
10. Partially for this reason, in many cases analytical expressions are given to describe the Primakoff

axion flux, which are solutions obtained for specific solar models. One such recent result is from

[73],

dΦ𝑎
d𝐸𝑎

= Φ𝑃10 (
𝑔𝑎𝛾

10−10GeV⁻¹
)
2 𝐸2.481𝑎

𝑒𝐸𝑎/1.205 keV
(3.7)

where Φ𝑃10 = 6.02 × 1010 keV⁻¹ cm⁻² s⁻¹ and 𝐸𝑎 the energy of the axion in keV. [73] also contains

analytic expressions for the Compton and Bremsstrahlungs components. For the atomic processes

this is not possible.
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Figure 3.2.: (a)Differential solar axion flux based on the different interaction types using 𝑔𝑎𝑒 = 10−13, 𝑔𝑎𝛾 =

10−12GeV−1. The Primakoff contribution was scaled up by a factor 100 to make it visible, as at these cou-

pling constants the 𝑔𝑎𝑒 contributions dominate. (b) shows a blackbody spectrum corresponding to 15 × 106K,

roughly the temperature at the solar core. Up to a scaling factor it is essentially the Primakoff flux.

Fig. 3.3(a) shows how the solar axion flux (for DFSZ models) depends both on the energy and the

relative radius in the Sun. We can see clearly that themajor part of the axion flux comes from a region

between 7.5 to 17.5% of the solar radius. The reason is the cubic scaling of the associated volumes
10The difference of the peak position of the blackbody spectrum and the Primakoff flux is due to the axion production

being dominantly from 7.5 to 17.5% of the solar radius (compare fig. 3.3) where temperatures on average are closer to

∼ 12 × 106K.
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per radius on the lower end and dropping temperatures and densities at the upper end. Interesting

substructure due to the details of the axion-electron coupling is visible. The radial component alone

comparing it to KSVZ models is seen in fig. 3.3(b), where we can see that the DFSZ flux drops off

significantly at a specific radius resulting in the net flux from slightly smaller radii.

Flux by energy and fraction of solar radius
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Figure 3.3.: (a)Solar axion flux for DFSZ models showing the flux dependence on both the energy and relative

solar radius. Dominant contribution below 0.3𝑅⊙. (b)Difference in the radial contributions of axion flux for

KSVZ models against DFSZ models. DFSZ model production is constrained to slightly smaller radii.

The used solar model is an important part of the input for the calculation of the emission rate and

thus differential flux. [107] conclude – based on a similar code [108] – that the statistical uncertainty

of the solar models is 𝒪(1%), while the systematic uncertainty can reach up to 𝒪(5%). This is an

important consideration for the systematic uncertainties later on.

3.5. Chameleons

Chameleons are a different type of hypothetical particle. A scalar particle arising from extensions

to general relativity, which acts as a ”fifth force” and can be used to model dark energy. We will

not go into detail about the underlying theory here. Refer to [220] for an in-depth introduction to

chameleon gravity and [51] on how they differ from other modified gravity models.

Suffice it to say, chameleonic theory also yields a coupling to photons, 𝛽𝛾, which can be utilized

for conversion into X-rays in transverse magnetic fields. Similarly, they can therefore be produced

in the Sun. However, the chameleon field has a peculiar property in that its mass is dependent on

the density of the surrounding medium. This means chameleons cannot be produced in the solar

core and escape. A suitable location to produce chameleons, is the solar tachocline region. A region

of differential rotation at the boundary between the inner radiative zone and outer convective zone,

at around 0.7 · 𝑅⊙ in the Sun. This leads to strong magnetic fields at low enough densities. Due to

the much lower temperatures present in the solar tachocline compared to the solar core, the peak
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of the solar chameleon spectrum is below 1 keV. See [52] and [9] for details about the chameleon

production in the tachocline region and resulting spectrum.

Their possible detection with CAST was proposed in 2012 [52], with actual searches being per-

formed initially with a Silicon Drift Detector (SDD) [9] and later with a GridPix detector using data

taken in 2014/15 [134, 8]. In addition, the KWISP (Kinetic WISP) detector [71, 31] was deployed at

CAST, attempting search for the chameleon via their chameleon-matter coupling 𝛽𝑚, which should

lead to a chameleons interacting with a force sensor (without conversion to X-rays in the CASTmag-

net).

As the chameleon flux is highly dependent on details of solar physics that are understood to a

much lesser extent than the temperature and composition in the solar core (required for axions),

uncertainty on chameleon results is much larger. See also [233] for a discussion of chameleon fields

in the context of solar physics.

The conversion probability for back conversion into X-rays in a magnetic field, assuming coherent

conversion, is given by [52]:

𝑃𝑐↦𝛾 = (
𝛽𝛾𝐵𝐿
2𝑚pl

)
2

. (3.8)

Here,𝑚pl is the reduced Planck mass,

𝑚pl =
𝑀pl

√8𝜋
=√

ℏ𝑐
8𝜋𝐺,

i.e. using natural units with 𝐺 = 1

8𝜋
instead of 𝐺 = 1, used in cosmology because it removes the

8𝜋 term from the Einstein field equations. Similar to the axion-photon conversion probability, it is

in natural units and 𝐵 and 𝐿 should be converted or the missing constants reinserted. The equation

is valid in the chameleon-matter coupling range 1 ≤ 𝛽𝑚 ≤ 106, which corresponds to non-resonant

production in the Sun as well as evades significant chameleon interaction with materials on its path

to the CAST magnet.

Note that in many cases𝑀𝛾 =
𝑚pl

𝛽𝛾
is introduced. If however, one defines its inverse, 𝑔𝛽𝛾 =

𝛽𝛾
𝑚pl

, eq.

3.8 takes the form of eq. 3.3 for the axion, including an effective coupling constant of units GeV⁻¹.

3.6. Current bounds on coupling constants

The field of axion searches is expanding rapidly in recent years, especially in haloscope experiments.

A thorough overview of all the different possible ways to constrain axion couplings and best limits in

each of them is not in the scope of this thesis. We will give a succinct overview of the general ideas

and reference the best current limits on the relevant coupling constants in the regions of interest for
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this thesis. A great, frequently updated overview of the current best axion limits is maintained by

CiaranO’Hare, available here [157]. Generally, axion couplings can be probed by threemain avenues:

Pure, indirect astrophysical constraints Different astrophysical phenomena can be used to study

and constrain axion couplings. One example is the cooling rate of stars. If axions were pro-

duced inside of stars and generally manage to leave the star without interaction, they carry

energy away. Similar to neutrinos they would therefore contribute to stellar cooling. From ob-

served cooling rates and knowledge of solar models, constraints can be set on potential axion

contributions. Many other astrophysical sources can be probed in similar ways. In all cases

these constraints are indirect in nature. Which coupling can be constrained depends on the

physical processes considered.

Direct astrophysical constraints Certain types of laboratory experiments attempt to measure ax-

ions directly and produce constraints due to non-detection. Solar helioscopes attempt to di-

rectlymeasure axions produced in the Sun; more on these in chapter 4. Haloscope experiments

utilize microwave cavities in an attempt to tune to the frequency resonant with the axion mass

of cold axions part of the dark matter halo. While relying on astrophysically produced axions,

the intent is direct detection. Recent interest in axions also means data from WIMP experi-

ments like the XENON collaboration [21] is being analyzed for axion signatures. Haloscopes

and helioscopes depend on the axion-photon coupling 𝑔𝑎𝛾, whileWIMP experiments may con-

sider the axion-electron 𝑔𝑎𝑒 or axion-nucleon 𝑔𝑎𝑁 couplings. For the astrophysical production

mechanism an additional dependency on the coupling producing the axion source is added,

which may result in only being able to give constraints on products of different couplings.

Direct production constraints The final approach is full laboratory experiments, which both at-

tempt to first produce axions and then detect them. This idea is commonly done in so called

’light shining through the wall’ (LSW) experiments like the ALPS experiment at DESY [30].

Here, a laser cavity in a magnetic field is intended as an axion production facility. These pro-

duced axions would leave the cavities, propagate through some kind of wall (e.g. lead) and

enter a second set of equivalent cavities, just without an active laser. Produced axions could

convert back into photons in the second set of cavities. The disadvantage is that one deals with

the 𝑔𝑎𝛾 coupling both in production and reconversion. 11

The bounds of interest for this thesis are the axion-photon coupling 𝑔𝑎𝛾 for masses below around

11While astrophysical sources of course also introduce an additional 𝑔2 from their production (resulting in all experiments

depending on 𝑔4 effectively), the advantage is that in absolute terms an astrophysical source produces orders of mag-

nitude more axion flux than a LSW experiment. In that sense LSW experiments deal with a squared suppression over

those depending on astrophysical sources.
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100meV 12 and the product of the axion-photon and axion-electron couplings 𝑔𝑎𝑒 ·𝑔𝑎𝛾 in similarmass

ranges. The latter for the case of dominant axion-electron production 𝑔𝑎𝑒 in the Sun and detection

via 𝑔𝑎𝛾 in the CAST magnet.

The current best limit on the axion-photon coupling from laboratory experiments is from theCAST

Nature paper in 2017 [64], providing a bound of

𝑔𝑎𝛾,Nature < 6.6 × 10−11GeV−1 at 95% CL.

Similarly, for the product on the axion-electron and axion-photon couplings, the best limit from a

helioscope experiment is also from CAST in 2013 [37]. This limit is

𝑔𝑎𝑒 · 𝑔𝑎𝛾 ≲ 8.1 × 10−23GeV−1 for𝑚𝑎 ≤ 10meV

and acts as the main comparison to the the results presented in this thesis.

From astrophysical processes the brightness of the tip of the red-giant branch (TRGB) stars is the

most stringent way to restrict the axion-electron coupling 𝑔𝑎𝑒 alone. This is because axion production

would induce more cooling, which would lead to a larger core mass at helium burning ignition,

resulting in brighter TRGB stars. [57] calculate a limit of 𝑔𝑎𝑒 = 1.3 × 10−13 at 95% CL. A similar limit

is obtained in [211]. [40] compute a comparable limit from the White Dwarf luminosity function.

However, for purely astrophysical coupling constraints the strong assumptions needing to be made

about the underlying physical processes imply these limits are by themselves not sufficient. In fact

there is reason to believe at least some of the current astrohpysical bounds are overestimated. In

[76] the authors use a machine learning (ML) model to predict the brightness of TRGB stars to allow

for much faster simulations of the parameter space relevant for such bounds. Using Markov Chain

Monte Carlo models based on theML output, they show values up to 𝑔𝑎𝑒 = 5 × 10−13 are not actually

excluded if the full uncertainty of stellar parameters is included. As their calculations only went up

to such values, even larger couplings may still be allowed.

Finally, observations from X-ray telescope can also be used for limits on the product of 𝑔𝑎𝑒 · 𝑔𝑎𝛾.

This has been done in [78] based on data from the Suzaku mission and followed up on by the same

authors in [77] using data from the Chandra mission. In the latter they compute an exceptionally

strong limit of

𝑔𝑎𝑒 · 𝑔𝑎𝛾 < 1.3 × 10−25GeV−1 at 95% CL,

valid for axion masses below𝑚𝑎 ≲ 5 × 10−6 eV.

12100meV is the range in which the CAST experiment is not in the fully coherent regime of the sinc term of the conversion

probability anymore, resulting in significant sensitivity loss.

31



3. Theory of axions Theory

Chameleons The current best bound on the chameleon-photon coupling was obtained using a pre-

vious GridPix detector with data taken at CAST in 2014/15. The observed limit obtained by C.

Krieger in [134, 8] is

𝛽𝛾,Krieger = 5.74 × 1010 at 95% CL.

3.6.1. Potential solar axion hints

For completeness a fewwords about previous results which do not actually provide a limit, but rather

show small hints of possible axion signals.

One of the first credible hints of such a solar axion signal comes from the XMMNewton telescope.

Seasonal variation in the X-ray flux at a level of 11𝜎 is observed. The explanation provided in [85] is

axion reconversion into X-rays in Earth’s magnetic field. While criticism exists [183], there is anyhow

recent interest in this signal [90], this time due to axion quark nuggets (AQN). An AQN explanation

would produce a signal up to 100 keV outside the XMMNewton sensitive range. The authors propose

to check archival data of the Nuclear Spectroscopic Telescope Array (NuSTAR) or the Gamma-Ray

Burst Monitor of the FERMI telescope for such seasonal variations.

Further, while the CAST Nature result [64] provides the current best limit on the axion-photon

coupling, its axion candidate dataset actually shows a signal excess at 3 keV at a 3𝜎 level. Statistical

effects or possibly not perfectly accounted for systematic variation resulting in slightly more argon

fluorescence during tracking data is more likely.

In 2020 the XENON collaboration announced having seen an excess in their electron recoil counts

at energies compatible with a solar axion signal [19]. A possible explanation not requiring solar

axions was given as trace amounts of tritium below their sensitivity threshold. This garnered a lot of

attention, because while only of 3.4𝜎 significance it was the first hint of a potential solar axion signal

published by a large collaboration as such. However, combining the resulting axion coupling with

astrophysical results indicates amore likely non axion origin for the signal [26, 148]. With the release

the first XENONnT results in 2022 [20] about new physics in which no excess is visible, the old result

is ruled out. Add to that, the LUX-ZEPLIN collaboration, a similar xenon filled experiment, recently

published their results on new physics. Although not as sensitive as XENONnT, but more sensitive

than XENON1T, no excess was observed there either [2].
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As discussed in the previous chapter in section 3.4, stars are strong axion factories. In 1983 Pierre

Sikivie proposed [208, 207] multiple methods to potentially detect axions, one of these making use of

this solar axion production. The fundamental realization is that a transversemagnetic field can act as

a means to reconvert axions back into photons, as discussed in sec. 3.3. This allows to design a kind

of telescope consisting of a magnet, which tracks the Sun. One expects a small fraction of the axions

produced in the Sun to reconvert to photons inside of the magnetic field via the inverse Primakoff

effect. These photons will carry the energy of the original particles that produced the axions, namely

the energy corresponding to the temperature in the solar core. Somekind of X-ray detector is installed

behind the magnet. Ideally, an X-ray telescope can be added to focus any potential X-rays from the

full magnet volume onto a smaller area of the detector to massively increase the signal-to-noise ratio.

The first implementation of the helioscope idea was the Rochester-Brookhaven-Florida experi-

ment [43, 139]. It was followed by the SUMICO experiment in Tokyo [155, 117, 116]. The third and

latest helioscope is the CERN Axion Solar Telescope (CAST), which we will present in more detail

in section 4.1. In the final section we will introduce the next generation of axion helioscopes, the

International AXion Observatory (IAXO), section 4.2.

4.1. CERN Axion Solar Telescope (CAST)

The CERNAxion Solar Telescope (CAST) was proposed in 1999 [235] and started data taking in 2003

[236]. Fig. 4.1 shows a panorama view of the experiment in its final year of data taking during some

maintenance work.
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Figure 4.1.: Panorama view of the CAST experiment during some maintenance work.

Using a 9.26m long LargeHadron Collider (LHC) prototype dipolemagnet that was available from

the developments for the LHC, CAST features an 8.8 T 1 strong transverse magnetic field for axion-

photon conversion produced by a current of 13 kA in the superconducting NbTi wires [48] at 1.8K

[47]. It is placed on a movable platform that allows for solar tracking both during sunrise as well as

sunset. The vertical range of movement is about ∼ ±8 °, but practically within ∼ −7 to 7.7 ° 2. This

range of motion allows for solar tracking of approximately 90min each during sunrise and sunset

per day, the exact duration depending on time of the year. Due to the incredibly feeble interactions

of axions, solar tracking can already start before sunrise and stop after sunset as they easily traverse

through large distances of Earth’s mantle.

An LHC dipole magnet has two bores for the two proton beams running in reverse order. Being

a prototype magnet it is not bent to the curvature required by the LHC. These two bores have a

diameter of 4.3 cm. 3 In total then, two bores on each side allow for 4 experiments to be installed at

CAST, two for data taking during sunrise and two during sunset.

The first data taking period (often referred to as ’phase I’) took place in 2003 for 6 months between

May and November and was a pure vacuum run with 3 different detectors. On the side observing

during sunset was a Time Projection Chamber (TPC) that covered both bores. On the ’sunrise’ side a

Micromegas detector (Micromesh Gaseous Detector) and a Charged Coupled Device (CCD) detector

were installed. The CCD was further behind a still in place X-ray telescope originally designed as a

1The magnetic field of 8.8 T corresponds to the actual field at which the magnet was operated at CAST, as taken from the

magnet slow control data.
2These numbers are from CAST’s slow control logs. See the extended thesis.
3There is some confusion about the diameter and length of the magnet. The original CAST proposal [235] talks about

the prototype dipole magnets as having a bore diameter of 42.5mm and a length of 9.25m. However, every CAST pub-

lication afterwards uses the numbers 43mm and 9.26m. Digging into references about the prototype dipole magnets

is inconclusive. For better compatibility with all other CAST related publications, we will use the same 43mm and

9.26m values in this thesis. Furthermore, measurements were done indicating values around 43mm.
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spare for the ABRIXAS X-ray space telescope [179, 86]. [236]

The full first phase I data taking period comprises of data taken in 2003 and 2004 and achieved a

best limit of 𝑔𝑎𝛾 < 8.8 × 10−11GeV−1 [11].

In what is typically referred to as ’phase II’ of the CAST data taking, the magnet was filled with

helium as a buffer gas to increase the sensitivity for higher axion masses by inducing an effective

photon mass (as mentioned in sec. 3.3.1). First between late 2005 and early 2007 with 4He. From

March 2008 a run with 3He was started, which ran until 2011 [22, 23]. 160 steps of different gas

pressures were used to optimize sensitivity against time per step. In 2012 another 4He data run took

place [23].

From 2013 on the CAST experiment has only run under vacuum configuration [64]. Further, the

physics scope has been extended to include searches for chameleons [134, 8, 9, 31, 71] and axions in

the galactic halo via cavity experiments [72, 151, 149, 3].

A video showing the CAST magnet during a typical solar tracking can be found under the link in

this 4 footnote.

4.1.1. CAST X-ray optics

The first X-ray telescope used at CAST as a focusing optics for the expected axion induced X-ray

flux was a Wolter I type X-ray telescope [230] originally built for a proposed German space based

X-ray telescope mission, ABRIXAS [179, 86]. The telescope consists of 27 gold coated parabolic and

hyperbolic shells and has a focal length of 1.6m. Due to the small size of the dipole magnet’s bores

of only 43mm only a single section of the telescope can be exposed. The telescope is thus placed

off-axis from the magnet bore to expose a single mirror section. An image of the mirror system with

a rough indication of the exposed section is shown in fig. 4.2(b).

The telescope is owned by the ’Max Planck Institut für extraterrestrische Physik’ in Garching. For

that reason it will often be referred to as the ’MPE telescope’ in the context of CAST.

The efficiency of the telescope reaches about 48% as the peak at around 1.5 keV, drops sharply at

around 2.3 keV to only about 30% up to about 7 keV. From there it continues to drop until about

5% efficiency at 10 keV. The efficiency is shown in a comparison with another telescope in the next

section 4.1.2 in fig. 4.5.

A picture of the telescope installed at CAST behind the magnet on the ’sunrise’ side of the magnet

is shown in fig. 4.2(a). 5 This telescope was used for the data taking campaign in 2014 and 2015

using a GridPix based detector discussed in [134] and serves as a comparison for certain aspects in

this thesis.

4https://www.youtube.com/watch?v=XY2lFDXz8aQ
5See appendix section D.1 for a schematic of the common terminology like ’sunrise’ used at CAST.
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(a) Side view (b) Mirrors

Figure 4.2.: (a): Image of the ABRIXAS telescope installed at CAST on the ’sunrise’ side. The image is taken

from [135] as it provides a relatively clear image of the telescope, which is hard to take nowadays.(b): Image

of the ABRIXAS telescope mirror system. The different shells of theWolter I type telescope system are visible.

One section is exposed to the magnet bore, the white line indicating roughly the extent of the bore. The sproke

like structure is the support for the mirror shells. Image taken from [135].

4.1.2. Lawrence Livermore National Laboratory (LLNL) telescope

Up to 2014 therewas only a single X-ray telescope in use at CAST. InAugust 2014 a secondX-ray optic

was installed on the second bore next to the ABRIXAS telescope. This telescope, using technologies

originally developed for the space based NuSTAR telescope by NASA [102, 101, 131, 67, 99], was

purpose built for axion searches and in particular the CAST experiment. Contrary to the ABRIXAS

telescope only a single telescope section of 30 ° wide mirrors of the telescope was built as the small

bore cannot expose more area anyway. It uses a cone approximation to aWolter I optic, meaning the

hyperbolic and parabolic mirrors are replaced by cone sections [169]. A side view and rear view of

the open telescope after decommissioning at CAST are seen in fig. 4.3. It consists of 13 platinum /

carbon coated glass shells in each telescope section, for a total of 26 mirrors. Each mirror uses one

of four different depth gradedmultilayer (see sec. 5.1.2) coating recipes to improve reflectivity over a

larger energy and angle range. Further, the focal lengthwas shortened to 1.5m. The telescope section

is rotated such that the focal point is pointing away from the other magnet bore to make more space

for two detectors side by side. 6 This can be seen in the render of the 2017/18 detector setup in fig.

4.4, seen from the top. The development process of the telescope is documented in the PhD thesis by

6Because this telescope only consists of one section, its focal point is ’parallel’ to the magnet bore. In a full Wolter I like

optic the focal point is exactly behind the center of the optic. With only a portion of a telescope this implies an offset.

Further, the telescope is not actually rotated exactly 90 ° to move the focal spot perfectly parallel to the two bores, but

only about 76 °.
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A. Jakobsen [120]. [28] gives an overview and shows preliminary results from CAST. The telescope

was characterized and calibrated at the PANTER X-ray test facility in Munich.

(a) Side view (b) Rear view

Figure 4.3.: (a): Image of the LLNL telescope outside its housing after decommissioning at CAST. Entrance

side towards themagnet on the right with the largest shell radii. Both sets of mirror shells are clearly seperated

in the middle.(b): View of the telescope shells as seen from the detector side. Installed at CAST the telescope

was rotated by about 76 ° counter clockwise from this view. Both images courtesy of CristinaMargalejo Blasco.

This telescope achieves a significantly higher effective area than the ABRIXAS telescope in the

energy range between 2 to 3 keV fig. 4.5 (relevant for axion searches, compare with fig. 3.2(a)). But

outside this range the efficiency is comparable or lower.

The precise understanding of the position, size and shape of the focal point as well as the effective

area is essential for the limit calculation later in the thesis. In appendix R we discuss a raytracing

simulation of this telescope. The aim is to simulate the expected distribution of axions from the Sun.

4.1.3. Best limits set by CAST

In the many years of data taking and countless detectors taking data at the CAST experiment, it has

put the most stringent limits on different coupling constants over the years.

Specifically, CAST sets the current best helioscope limits on the:

• Axion-photon coupling 𝑔𝑎𝛾

• Axion-electron coupling 𝑔𝑎𝑒

• Chameleon-photon coupling 𝛽𝛾

For the axion-photon coupling the best limit is from [64] in 2017 based on the full Micromegas

dataset including the data behind theLLNL telescope and constricts the coupling to 𝑔𝑎𝛾 < 6.6 × 10−11GeV−1.

For the axion-electron coupling the best limit is still from 2013 in [37] using the theoretical cal-

culations for an expected solar axion flux done by J. Redondo in [178] for a limit on the product of
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Figure 4.4.: Render of the setup of the GridPix septemboard detector in 2017/18 showing the LLNL telescope

on the left side. The diversion away from the extension of the bore is visible, to have more space for detector

installation. The lead shielding and veto scintillator are not shown in the render. Render created by Tobias

Schiffer.
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Figure 4.5.: Comparison of the efficiency between the two telescopes, the MPE (ABRIXAS) as the original

CAST telescope and the LLNL telescope purpose built for axion searches. The LLNL telescope has superior

efficiency in the energy range where the axion flux is assumed to dominate, but falls off sharper at high ener-

gies. The data for the LLNL telescope is extracted from fig. 3 in [28], whereas for the ABRIXAS telescope it is

extracted from the red line in fig. 4 of [135].
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the axion-electron and axion-photon coupling of 𝑔𝑎𝑒 · 𝑔𝑎𝛾 < 8.1 × 10−23GeV−1. The limit calculation

was based on data taken in CAST phase I in 2003 - 2005 with a pn-CCD detector behind the MPE

telescope.

CAST was also used to set a limit on the hypothetical chameleon particle. The best current limit

on the chameleon-photon coupling 𝛽𝛾 is based on a single GridPix based detector with data taken in

2014 and 2015 by C. Krieger in [134, 8], limiting the coupling to 𝛽𝛾 < 5.74 × 1010, which is the first

limit below the solar luminosity bound.

4.2. International AXion Observatory (IAXO)

Barring a revolution in detector development or a lucky find of a non QCD axion, the CAST exper-

iment was unlikely to detect any signals. A fourth generation axion helioscope to possibly reach

towards the QCD band in the mass-coupling constant phase space is a natural idea.

The first proposal for a next generation axion helioscope was published in 2011 [118], with the

name International AXion Observatory (IAXO) first appearing in 2013 [218]. A conceptual design

report (CDR) was further published in 2014 [24].

The proposed experiment is supposed to have a totalmagnet length of 25m lengthwith eight 60 cm

bores with an average transverse magnetic field of 2.5 T 7. With a cryostat and magnet design specif-

ically built for the experiment, much larger tilting angles of the magnet of about ±25 ° are proposed

to allow for solar tracking for 12 h per day for a 1:1 data split between tracking and background data.

[24]

In [118] a ’figure of merit’ (FOM) is introduced to quantify the improvements possible by IAXO

over CAST, defined by

𝑓 = 𝑓𝑀𝑓DO𝑓𝑇 = (𝐵2𝐿2𝐴)𝑀 (
𝜀𝑑𝜀𝑜
√𝑏𝑎

)
DO

(√𝜀𝑡𝑡)𝑇

which is split into individual FOMs for the magnet 𝑓𝑀, the detector and optics 𝑓DO and the to-

tal tracking time 𝑓𝑇 (𝐵: magnetic field, 𝐿: magnet length, 𝐴: total bore area of all bores, 𝜀𝑑: de-

tector efficiency, 𝜀𝑜: X-ray optic efficiency, 𝑏: background in counts per area and time, 𝑎: area of

the X-ray optic focal spot, 𝜀𝑡: data taking efficiency, 𝑡: total solar tracking time). The biggest im-

provements would come from the magnet FOM (MFOM), due to the much larger magnet volume.

Compared to the CASTMFOM 𝑓𝑀,CAST = 19.3 T2m4 IAXO would achieve a relative improvement of

𝑓𝑀,CAST/𝑓𝑀,IAXO ≈ 300with its 𝑓𝑀,IAXO = 5654.9 T2m4. As the number of expected counts in a helio-

7Due to the envisioned toroidal magnet design and much larger diameter, the magnetic field inside such a bore would

not be as homogeneous as in the LHC dipole magnets. The peak field would be about 5.4 T. This also means a correct

𝑓𝑀 calculation for IAXO must take into account the actual magnetic field map.
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scope scales with 𝑔4 8, the figure of merit directly relates possible limits of a helioscope in case of a

non-detection. The aspirational target for IAXO would be a full 𝑓CAST/𝑓IAXO > 10 000 for a possible

improvement on 𝑔 bounds by an order of magnitude.

A schematic of the proposed design can be seen in fig. 4.6(a). Given the comparatively large

budget requirements for such an experiment, a compromise was envisioned to prove the required

technologies, in particular the magnet design. This intermediate experiment called BabyIAXO will

be discussed in the next section, 4.2.1.

(a) IAXO (b) BabyIAXO

Figure 4.6.: (a)An annotated schematic of a potential IAXO design with 8 magnet bores. Taken from the IAXO

CDR [24]. (b)An annotated schematic of the current BabyIAXO design, showing the two bores. One bore

intended for an XMM-Newton optic of 7.5m focal length, and a shorter 5m focal length custom optic behind

the other bore. Taken from [180].

4.2.1. BabyIAXO

The major difference between full grown IAXO and BabyIAXO is restricting the setup to 2 bores

instead of 8 with a magnet length of only 10m to prove the magnet design works, before building a

larger version of said design. Since the first conceptual design of IAXO [24] the bore diameter for the

two bores of BabyIAXO has increased from 60 cm to 70 cm. [65]

The BabyIAXO design was approved by the ’Deutsches Elektronen-Synchrotron’ (DESY) for con-

struction onsite. The project has suffered multiple delays most notably due to the magnet construc-

tion. First COVID19 due to its severe effects on supply chains and in 2022 the horrific Russian inva-

sion of Ukraine have caused multi year delays. The latter in particular was problematic as the only

two companies being able to supply the type of superconducting cable needed for the magnet are

from Russia. The magnet situation is still in flow as of writing this thesis.

For the two bores two different X-ray telescopes are planned to be operated. One bore will be
8𝑔4 is a placeholder for 𝑔4𝑎𝛾 or 𝑔2𝑎𝛾 · 𝑔2𝑎𝑒. The flux scales with this product as explained in sec. 3.6 due to axion production

and reconversion happening via 𝑔2 each.
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used with a flight spare of the XMM-Newton X-ray satellite mission with a focal length of 7.5m. The

second borewould receive a custom built X-ray optic based on a hybrid design of a NuSTAR-like optic

for the inner part – similar to the LLNL telescope introduced in sec. 4.1.2 (just as a full telescope)

– and a cold slumped glass design following [62] for the outer part. This optic would have a focal

length of only 5m.

An annotaded schematic of the BabyIAXO design can be seen in fig. 4.6(b). The magnet figure

of merit for BabyIAXO is aimed at being at least a factor 10 higher than for CAST, with [65] listing

values between 232 to 326 T2m4 depending on how it is calculated.
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As we have seen in the previous two chapters, solar axions should produce photons in the soft X-

ray energy range. In experiments like CAST, gaseous detectors – like the one used in this thesis – are

therefore a common and suitable choice for the detection of the X-rays focused by the X-ray optics.

In order to give a guiding reference for the relevant physics associated with the detection of particles

at CAST, we will now cover each aspect that we make use of in explanations or calculations. The

focus will be on aspects either not commonly discussed (for example depth graded multilayers for

X-ray telescopes) or essential for explanation (gas diffusion).

We start with a section on particle interactions with matter, sec. 5.1, where we discuss X-ray in-

teractions as well as charged particles in gases. Next in sec. 5.2 follows a short section about cosmic
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radiation, in particular the expected muon flux as it serves as a dominant source of background in

experiments like CAST. Finally, in sec. 5.3 we cover concepts of gaseous detector physics that we

depend on.

5.1. Particle interactions with matter

On the one hand we will discuss how X-rays interact with matter. Both in terms of solids as well as

gases, focused on their attenuation, because this is required to describe signal attenuation due to –

for example – a detector window of a gaseous detector or the absorption of X-rays in the detector gas.

In addition, X-ray reflectivity will be discussed as it is of interest for the behavior of X-ray telescopes.

On the other hand the interaction of highly energetic charged particles with matter will be discussed

and its relation to cosmic radiation as a source of background. Finally, X-ray fluorescence will be

covered as well. As a source of background in an axion helioscope experiment it is indistinguishable
1 from axion-induced X-rays.

For a detailed overview of the interaction of X-rays with matter, see the X-ray data booklet [228].

5.1.1. X-rays in solid matter & gases

Lambert-Beer’s law [49, 137, 38]

𝐼(𝑧) = 𝐼0𝑒−𝜇𝑧, (5.1)

gives the intensity of radiation 𝐼(𝑧) after traversing through a medium with constant attenuation

𝜇 of length 𝑧, given a starting intensity of 𝐼0. Directly related is of course the absorption length

𝑙abs = 1/𝜇 (ormean free path), which is a useful propertywhen considering typical absorption depths.

This law is of vital importance for the behavior of X-rays traversing throughmatter, which is needed

to compute the efficiency of a gaseous detector with an entrance window. In addition, it is also

related to themean free path of X-rays in a gas, which is an important parameter in gaseous detectors

to understand the absorption efficiency of X-rays at different energies and the resulting expected

diffusion.

In the context of X-rays the factor 𝜇 is typically rewritten via the ’mass attenuation coefficient’

𝜇𝑚 = 𝜇 · 𝜌 with 𝜌 the density of the material, commonly in g cm−3. 𝜇𝑚 is then defined by

𝜇𝑚 = 𝑁𝐴
𝑀 𝜎𝐴,

where 𝑁𝐴 is Avogadro’s number,𝑀 the molar mass of the medium in units of g/mol and 𝜎𝐴 is the

photoabsorption cross section in units of cm2. Thus, themass attenuation coefficient is usually given
1Outside of vetoes to tag muons that cause fluorescence for example.

44



5.1. Particle interactions with matter

in cm2 g−1 such that 𝜇 = 𝜇𝑚 · 𝜌 is of inverse length as expected. This directly yields the definition of

the absorption length,

𝑙abs =
1
𝜇.

Further, the photoabsorption cross section can be described via the atomic scattering factor 𝑓2

𝜎𝐴 = 2𝑟𝑒𝜆𝑓2,

where 𝑟𝑒 is the classical electron radius and 𝜆 the wavelength of the X-ray. 𝑓2 is the imaginary part

of the forward scattering factor 𝑓

𝑓 = 𝑓1 − 𝑖𝑓2

which itself is the simplification of the general atomic scattering factor that describes the atom

specific part of the scattering cross section.

Thisway of expressing it has the nice property of relying on awell tabulated parameter𝑓2. Together

with 𝑓1 these tabulated values can be used to compute everything from the refractive index at a spe-

cific X-ray energy of a compound to the attenuation coefficient and even reflectivity of a multi-layer

substrate. It generalizes from single element to compounds easily by

𝜇𝑚 = 𝑁𝐴
𝑀𝑐

∑
𝑖
𝑛𝑖𝜎𝐴,𝑖,

with𝑀𝑐 themolar weight of the compound and 𝑛𝑖 the number of atoms of kind 𝑖. X-ray absorption

and transmission properties can be calculated from this only requiring the atomic scattering factors,

which can be found tabulated for different elements, for example by NIST and Henke.

There is an online calculator for calculations of X-ray transmission found under 2 [105], as well as

a library implementation developed during the course of this thesis under 3 [195] for this purpose.

Fig. 5.1 shows an example of X-ray transmission through a 300 nm thick layer of Si3N4 as well

as transmission through 3 cm of argon at normal temperature and pressure (NTP), 1 atm, 20 °C. All

information about the absorption lines and general transmission is encoded in 𝑓2.

5.1.2. X-ray reflectivity & scattering

The same atomic scattering factors 𝑓1 and 𝑓2 introduced in section 5.1.1 for the attenuation can also

be used to compute the reflectivity of X-rays under shallow angles. A great overview of the relevant

2https://henke.lbl.gov/optical_constants/
3https://github.com/SciNim/xrayAttenuation
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Transmission examples of 300 nm Si3N4 and 3 cm Argon at NTP
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Figure 5.1.: X-ray transmission through a 300 nm thick layer of Si3N4 and 3 cm of argon calculated with [195].

Calculation of the transmission based on tabulated scattering form factors.

physics for X-ray reflectivity is found in [229], which introduces the IMD program for the simulation

of multilayer coatings for X-rays.

By defining the combined scattering factor

𝑓(𝐸) = 𝑓1(𝐸) + 𝑖𝑓2(𝐸)

at energy 𝐸, the refractive index 𝑛 of a medium can be computed using

𝑛(𝐸) = 1 − 𝑟𝑒
𝜆2
2𝜋 ∑

𝑖
𝑛𝑎𝑖𝑓𝑖(𝐸)

where 𝑛𝑎𝑖 is the number density of the 𝑖-th compound of the medium. By expressing the refractive

index for X-rays in this fashion, reflectivity can be expressed using the Fresnel equations, just like for

visible light. The reflectivity for s-polarization is calculated by

𝑟𝑠𝑖𝑘 =
𝑛𝑖 · cos(𝜃𝑖) − 𝑛𝑘 · cos(𝜃𝑘)
𝑛𝑖 · cos(𝜃𝑖) + 𝑛𝑘 · cos(𝜃𝑘)

(5.2)

while for p-polarization it is done via

𝑟𝑝𝑖𝑘 =
𝑛𝑖 · cos(𝜃𝑘) − 𝑛𝑘 · cos(𝜃𝑖)
𝑛𝑖 · cos(𝜃𝑘) + 𝑛𝑘 · cos(𝜃𝑖)

. (5.3)

Here 𝜃𝑖, 𝜃𝑘 are the incident and refracted angles and 𝑛𝑖, 𝑛𝑘 the refractive indices on the incident

and outgoing side 𝑖 and 𝑘, respectively.
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The total reflected energy, the reflectance 𝑅, is expressed as

𝑅 = 1
2 (|𝑟

𝑠|2 + |𝑟𝑝|2)

for unpolarized light. This can be generalized to multiple layers of material on a substrate and

including a surface roughness. Combined, these provide the essence for a realistic computation of

the efficiency of an X-ray telescope mirror shell.

This is also implemented in 3 [195] and 2 [105] also provides an online calculator for such reflec-

tivities.

Depth graded multilayers One particular kind of surface, the depth graded multilayer, is used in

certain kinds of modern X-ray telescopes, for example the LLNL telescope at CAST following

the NuSTAR design. In such a multilayer, repeating layers of a low atomic number 𝑍material

and a high 𝑍material are stacked at decreasing thicknesses.

A depth-graded multilayer is described by the equation:

𝑑𝑖 =
𝑎

(𝑏 + 𝑖)𝑐

where 𝑑𝑖 is the depth of layer 𝑖 (out of 𝑁 layers),

𝑎 = 𝑑min(𝑏 + 𝑁)𝑐

and

𝑏 = 1 − 𝑁𝑘
𝑘 − 1

with

𝑘 = (
𝑑min
𝑑max

)
1
𝑐

where 𝑑min and 𝑑max are the thickness of the bottom and top most layers, respectively.

For example for the the LLNL telescope a Pt/C depth graded multilayer is used, in which a top

layer of carbon is stacked on top of a platinum layer. Between 2 to 5 repetitions of decreasing

thickness are stacked with a ratio of 40 to 45% carbon to platinum in thickness. More details

on this will be discussed in appendix R, as it is of vital importance to calculate the axion image

required for the limit calculation correctly.

The reflectivity for a depth-graded multilayer is computed recursively from the bottom of the

stack to the top layer using

𝑟𝑖 =
𝑟𝑖𝑘 + 𝑟𝑘 exp(2𝑖𝛽𝑖)
1 + 𝑟𝑖𝑘𝑟𝑘 exp(2𝑖𝛽𝑖)

with
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𝛽𝑖 = 2𝜋 · 𝑑𝑖 ·
cos(𝜃𝑖)
𝜆 ,

where 𝜃𝑖 as seen from the normal axis and with the wavelength of the incoming X-rays 𝜆. The

𝑟𝑖𝑘 values are computed following equations 5.2 and 5.3. Such multilayers work by summing

the reflecting contributions from the different layer transitions. Different thicknesses of the

different multilayers mean X-rays at different energies and angles are best reflected from dif-

ferent layers. Thus, a much improved overall reflectivity over a wider energy and angle range

can be achieved compared to a normal single layer on a substrate (e.g. a gold coating as used

for the XMM-Newton or ABRIXAS optics).

5.1.3. Bethe-Bloch equation

Another relevant aspect for gaseous detectors is the energy deposition of charged particles. In par-

ticular for experiments that sit near Earth’s surface, a major source of background is due to cosmic

radiation, with cosmic muons making up more than 95% [237] of radiation (aside from neutrinos)

at the surface, see sec. 5.2.

The energy loss of such muons can be calculated with the Bethe-Bloch equation, which describes

the average energy loss per distance for a charged particle with charge 𝑧 in a homogeneous medium

with charge carriers 𝑍. [237] 4

⟨−d𝐸d𝑥⟩ = 𝐾𝑧2 𝑍𝐴
1
𝛽2 [

1
2 ln

2𝑚𝑒𝑐2𝛽2𝛾2𝑊max
𝐼2 − 𝛽2 −

𝛿(𝛽𝛾)
2 ] (5.4)

where the different variables are as follows:

• 𝐾 = 4𝜋𝑁𝐴𝑟2𝑒𝑚𝑒𝑐2 = 0.307 075MeVmol−1 cm2

• 𝑊max: maximum possible energy transfer to an electron in a single interaction

• 𝐼: mean excitation energy of the absorber material in eV

• 𝛿(𝛽𝛾): density-effect correction to energy loss

• and 𝑟𝑒 = 𝑒2

4𝜋𝜀0𝑚𝑒𝑐2
the classical electron radius, 𝑁𝐴 Avogadro’s number, 𝑚𝑒 electron mass, 𝑐

speed of light in vacuum, 𝑧 charge number of incident particle, 𝑍 atomic number of absorber

material, 𝐴 atomic mass of absorber material, 𝛽 = 𝑣/𝑐 speed of incident particle, 𝛾 Lorentz

factor

This interaction behavior of muons leads to a specific, expected energy loss per distance. Com-

monly they are ’minimum ionizing particles’ (MIPs), as their energies lies between 0.1 to 100GeV,
4Note that there are different common parametrizations of the Bethe-Bloch equation.
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the large ’valley’ in which the Bethe equation is applicable 5. For argon gas at normal conditions this

is shown in fig. 5.2.

As the Bethe formula was derived from quantum mechanical perturbation theory, higher order

corrections can be computed. For our purposes here the leading order is enough. It is important to

keep in mind that the Bethe-Bloch equation gives the mean energy per distance. When considering

short distances as typically encountered in particle detectors, thismean is skewed by rare interactions

that deposit large amounts of energy (towards 𝑊max). The energy deposition along short distances

is typically described by a Landau-Vavilov distribution (similar, but different from a normal Landau

distribution) [237, 44]. The most probable energy loss is often a more appropriate number to look at.

It can be expressed as

Δ𝑝 = 𝜉 [ln
2𝑚𝑒𝑐2𝛽2𝛾2

𝐼 + ln
𝜉
𝐼 + 𝑗 − 𝛽2 − 𝛿(𝛽𝛾)] , (5.5)

where 𝜉 is

𝜉 = 1
2𝐾𝑧

2 ⟨𝑍𝐴⟩
𝑥
𝛽2 MeV,

for a detector in which the material column the particle travels through is expressed as 𝑥 = 𝑑 · 𝜌

of a distance 𝑑 in g cm−2. 𝑗 = 0.200 is an empirical constant [237, 45]. Further, ⟨𝑍/𝐴⟩ is simply the

average 𝑍/𝐴 for a material compound ⟨𝑍/𝐴⟩ = ∑𝑖𝑤𝑖𝑍𝑖/𝐴𝑖.

The large difference typically encountered between the most probable and the mean value for the

energy loss in particle detectors, makes studying the expected signals a complicated topic. For a

detailed description relevant for thin gaseous detectors, see especially [44].

Fig. 5.2 shows the comparison of the most probable energy loss via equation 5.5 and the mean

energy loss via the Bethe-Bloch equation 5.4 for muons of different energies traversing 3 cm of argon

gas.

5.1.4. X-ray fluorescence

Cosmic muons in their interactions with matter can ionize atoms, leading to the possible emission of

X-rays if the removed electron is part of an inner shell, mostly K (and some L) shell electrons. This

leads to a form of background based on real X-rays and thus represents a kind of background that

is impossible to distinguish from any kind of axion signal unless external scintillator based vetoes

are used. Of course, to be relevant as a form of detector background the material must be close to

the detector, as the X-rays will otherwise be absorbed. This makes the detector material, the gas

5Energies of muons detected near Earth’s surface are in this range precisely because they are MIPs. Below and above the

much stronger interactions result either in stopping and decay or loss until they are in the MIP range.
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Energy loss of Muons in 3 cm Ar at CAST conditions
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Figure 5.2.: Mean energy loss via Bethe-Bloch (purple) equation of muons in 3 cm of argon at conditions in

use in GridPix detector at CAST. 1050mbar of chamber pressure at room temperature. Note that the mean

is skewed by events that transfer a large amount of energy, but are very rare! As such care must be taken

interpreting the numbers. Green shows the most probable energy loss, based on the peak of the Landau-

Vavilov distribution underlying the Bethe-Bloch mean value.
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itself and all material in the direction of the detectors’ sensitivity a candidate for X-ray fluorescence

background.

Table 5.1 lists the X-ray fluorescence lines for elements one commonly encounters in the context

of gaseous detectors for a helioscope experiment. Table 5.2 lists the atomic binding energies of the

same elements. This is intended as a useful reference to understand possible lines in background,

potential targets for an X-ray tube for reference X-ray data and understand the absorption edges for

materials.

The difference between the binding energy and the energies of the most likely fluorescence lines

is the explanation for why commonly a material is more transparent for a fluorescence X-ray than

energies slightly above it. This (among other effects) explains the ’escape peak’ seen in many types

of gaseous detectors. For example see fig. 5.1 for the argon transmission. The argon 𝐾1𝑠 binding

energy of 3.2 keV is visible in the form of the sudden drop in transmission (which is of course directly

proportional to the absorption length!). At the same time anX-ray produced by an ionized argon atom

from the 𝐾1𝑠 electron via the Kα line yields an X-ray of only 2.95 keV and thus argon gas is extremely

transparent for such X-rays (this is the cause of so called ’escape photons’, see sec. 5.3.8).

5.2. Cosmic rays

Cosmic rays, or cosmic radiation refers to two aspects of a related phenomenon. Primary cosmic

radiation is the radiation arriving at Earth from the Sun, galactic and extragalactic sources. Themain

contribution are highly energetic protons, but other long lived elementary particles and nuclei also

contribute to a lesser extent. Cosmic rays are isotropic at most energies, because of the influence of

galactic magnetic fields. Their energies range from 109 eV up to 1021 eV. It is generally assumed that

particles below 1018 eV are of mainly galactic origin, whereas the above is dominated by extragalactic

sources. The flux of the primary cosmic rays generally follows a power law distribution. Different

contributions follow a generally similar power law (also see [237], chapter on cosmic rays).

When cosmic rays interactwith themolecules of Earth’s atmosphere,mesons are produced,mainly

pions. Neutral pions generate showers of photons and electron-positron pairs. Charged pions on the

other hand decay into muons and anti muon-neutrinos. Muons are produced over electrons in this

case, due to chirality. As they are more massive than electrons they have a larger component of

the opposite chirality to the neutrino, which is necessary for this ’forbidden’ decay due to angular

momentum conservation.

They are produced at an altitude of roughly 15 km. A large fraction of them reaches the surface as

they are highly relativistic. Their spectrum is described by a convolution of the production energy,

their energy loss due to ionization in the atmosphere and possible decay.

Muons are of interest in the context of helioscope experiments, as they present a dominant source
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Z Element Kα1 Kα2 Kβ1 Lα1 Lα2 Lβ1 Lβ2 Lγ1 Mα1

6 C 277

7 N 392.4

8 O 524.9

13 Al 1,486.70 1,486.27 1,557.45

14 Si 1,739.98 1,739.38 1,835.94

18 Ar 2,957.70 2,955.63 3,190.5

22 Ti 4,510.84 4,504.86 4,931.81 452.2 452.2 458.4

25 Mn 5,898.75 5,887.65 6,490.45 637.4 637.4 648.8

26 Fe 6,403.84 6,390.84 7,057.98 705.0 705.0 718.5

28 Ni 7,478.15 7,460.89 8,264.66 851.5 851.5 868.8

29 Cu 8,047.78 8,027.83 8,905.29 929.7 929.7 949.8

47 Ag 22,162.92 21,990.3 24,942.4 2,984.31 2,978.21 3,150.94 3,347.81 3,519.59

54 Xe 29,779 29,458 33,624 4,109.9 — — —

78 Pt 66,832 65,112 75,748 9,442.3 9,361.8 11,070.7 11,250.5 12,942.0 2,050.5

79 Au 68,803.7 66,989.5 77,984 9,713.3 9,628.0 11,442.3 11,584.7 13,381.7 2,122.9

82 Pb 74,969.4 72,804.2 84,936 10,551.5 10,449.5 12,613.7 12,622.6 14,764.4 2,345.5

Table 5.1.: Excerpt of X-ray fluorescence energies of K, L and M emission lines for different elements mostly relevant for the context of this thesis in in eV. Taken

from the X-ray data book [228], specifically https://xdb.lbl.gov/Section1/Table_1-2.pdf.
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Z Element K 1s L1 2s L2 2p1/2 L3 2p3/2 M1 3s M2 3p1/2 M3 3p3/2 M4 3d3/2 M5 3d5/2

6 C 284.2

7 N 409.9 37.3

8 O 543.1 41.6

13 Al 1559.6 117.8 72.95 72.55

14 Si 1839 149.7 99.82 99.42

18 Ar 3205.9 326.3 250.6 248.4 29.3 15.9 15.7

22 Ti 4966 560.9 460.2 453.8 58.7 32.6 32.6

25 Mn 6539 769.1 649.9 638.7 82.3 47.2 47.2

26 Fe 7112 844.6 719.9 706.8 91.3 52.7 52.7

28 Ni 8333 1008.6 870.0 852.7 110.8 68.0 66.2

29 Cu 8979 1096.7 952.3 932.7 122.5 77.3 75.1

47 Ag 25514 3806 3524 3351 719.0 603.8 573.0 374.0 368.3

54 Xe 34561 5453 5107 4786 1148.7 1002.1 940.6 689.0 676.4

78 Pt 78395 13880 13273 11564 3296 3027 2645 2202 2122

79 Au 80725 14353 13734 11919 3425 3148 2743 2291 2206

82 Pb 88005 15861 15200 13035 3851 3554 3066 2586 2484 891.8

Z Element N1 4s N2 4p1/2 N3 4p3/2 N4 4d3/2 N5 4d5/2 N6 4f5/2 N7 4f7/2 O1 5s O2 5p1/2 O3 5p3/2

47 Ag 97.0 63.7 58.3

54 Xe 213.2 146.7 145.5 69.5 67.5 — — 23.3 13.4 12.1

78 Pt 725.4 609.1 519.4 331.6 314.6 74.5 71.2 101.7 65.3 51.7

79 Au 762.1 642.7 546.3 353.2 335.1 87.6 84.0 107.2 74.2 57.2

82 Pb 761.9 643.5 434.3 412.2 141.7 136.9 147 106.4 83.3 20.7

Table 5.2.: Excerpt of electron binding energies of elements mostly relevant for the context of this thesis in eV. Taken from the X-ray data book [228], specifically

https://xdb.lbl.gov/Section1/Table_1-1.pdf.
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of background, especially in gaseous detectors (directly and indirectly due to fluorescence). And

because current helioscope experiments are built near Earth’s surface, little attenuation of muon

flux happens. Therefore, a good understanding of the expected muon flux is required.

Above 100GeV muon decay is negligible. At those energies the muon flux at the surface strictly

follows the same power law as the primary cosmic ray flux. Following [88], in this regime it can be

described by

d𝑁𝜇
d𝐸𝜇dΩ

≈
0.14𝐸−2.7𝜇

cm2 s sr GeV
× [ 1

1 + 1.1𝐸𝜇 cos𝜗

115GeV

+ 0.054

1 + 1.1𝐸𝜇 cos𝜗

850GeV

] (5.6)

where the first term in parenthesis is the pion and the second the kaon contribution.

For lower energies, [206] provide a set of fitted functions based on 5.6 with a single power law

𝐼(𝐸, 𝜃) = 𝐼0𝑁(𝐸0 + 𝐸)−𝑛 (1 + 𝐸
𝜀 )

−1
𝐷(𝜃)−(𝑛−1),

where 𝐼0, the intensity under zenith angle 𝜃, and 𝜀 is another fit parameter for the replacement of

the separatemesonmasses in eq. 5.6. 𝐷(𝜃) is the path length through the atmosphere under an angle

𝜃 from the zenith. 𝑁 is a normalization constant given by

𝑁 = (𝑛 − 1)(𝐸0 + 𝐸𝑐)𝑛−1,

where 𝑛 corresponds to the effective power of the cosine behavior and is the final fit parameter. 𝐸0
accounts for the energy loss due to interactions in the atmosphere and 𝐸𝑐 is the lowest energy given

in a data set.

If the Earth is assumed flat, it is 𝐷(𝜃) = 1/ cos 𝜃 (which is often assumed for simplicity and is

a reasonable approximation as long as only angles close to 𝜃 = 0 are considered). To describe a

trajectory through Earth’s curved atmosphere however, 𝐷(𝜃) can be modified to:

𝐷(𝜃) =
√
(𝑅

2

𝑑2 cos
2 𝜃 + 2𝑅𝑑 + 1) − 𝑅

𝑑 cos 𝜃

where 𝑅 is the Earth radius, 𝑑 the vertical path length (i.e. the height at which the muon is created)

and 𝜃 the zenith angle.

While this parametrization is very useful to describe the few specific datasets shown in [206] and

provides a way to fit any measured muon flux at a specific location, it is limited in applicability to

arbitrary locations, altitudes and angles. For that an approach that does not require a fit to a dataset

is preferable, namely by utilizing a combination of the approximation by Gaisser, eq. 5.6, and the

interaction of muons with the atmosphere. As such, wemodify the equation for the intensity 𝐼 to the

following:
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𝐼(𝐸, 𝜃) = 𝐼0(𝑛 − 1)(𝐸𝜃(𝐸, 𝜃) + 𝐸𝑐)𝑛−1(𝐸𝜃(𝐸, 𝜃) + 𝐸)−𝑛 [ 1

1 + 1.1𝐸𝜇 cos𝜗

115GeV

+ 0.054

1 + 1.1𝐸𝜇 cos𝜗

850GeV

]𝐷(𝜃)−(𝑛−1),

where we take 𝑛 = 3 exactly. One could put in the best fit for the general cosine behavior under

zenith angles, 𝑛 = 𝑛fit + 1, but for simplicity we just use 3 here. Take 𝐸𝜃(𝐸, 𝜃) to be the energy of a

muon left from initial energy 𝐸 at generation in the upper atmosphere after transporting it through

the atmosphere under the angle 𝜃. The transportmust take into account the density change using the

barometric height formula of the atmosphere. Transport is done using the Bethe-Bloch equation as

introduced in sec. 5.1.3 assuming an atmospheremade up of nitrogen, oxygen and argon. As suchwe

remove all parameters except an initial intensity 𝐼0, which can be set to the best fit of the integrated

muon flux at the zenith angle at sea level. In the following figures we simply use 𝐼0 = 90m−2 sr−1 s−1.

Figure 5.3 shows the expected differentialmuon flux using these parameters for different angles at sea

level. In 5.3(a) the initial energy of the muons is shown before transporting through the atmosphere.

For each angle the lines cut off at the energy below which the muon would likely be stopped by the

atmosphere according to its energy loss per distance or reaches the surface with less than 300MeV.

On the right we see the final energy of the same muons at the surface. The lines in 5.3(b) are ragged,

because muon decay is simulated using Monte Carlo. 6

These numbers match reasonably well with different datasets for different locations under differ-

ent angles, but they should not be considered as more than a starting point for a general expectation.

However, they are still useful as a reference to consider when evaluatingmuon fluxes under different

angles at CAST.

5.3. Gaseous detector fundamentals

Gaseous detectors consist of a volume filled with gas, usually a noble gas with a small amount of

molecular gas. For low rate, low energy experiments an entrance window allows the particles to be

detected, to enter. An electric field is applied over the gas volume, strong enough to cause electron-ion

pairs created by ionization of the incoming particles to drift to opposite ends of the volume (magnetic

fields may be utilized in addition). At least on the side of the anode (where the electrons arrive), a

6The calculation is a ”hybrid” Monte Carlo approach. We don’t sample a large number of muons and transport them

through the atmosphere. We just compute the loss through the atmosphere and allow the muon to decay randomly,

dropping a single data point. This is for simplicity on the one hand and the fact that there is a very sharp transition of

’most muons traverse’ to ’essentially no muons traverse’ the atmosphere at a given energy. For that reason the flux in

5.3(b) at low energies is to be taken with a grain of salt. The fluxes are literally mappings from data points in 5.3(a) to

the corresponding energy left at the surface (i.e. assuming nomuons decay). Further the 300MeV energy left is already

well inside the energy range where a large number of muons would already decay.
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Figure 5.3.: Differential muon flux at sea level for different zenith angles. (a) shows the initial energy of the

muon. The cutoff corresponds to the lowest energy transported through the atmosphere; muons still arrive at

the surface without decay or stopping. (b) shows the final muon energy at the surface, with the lowest muon

300MeV at the surface.

readout of some form is installed to measure the time of arrival, amount of collected charge and / or

the position of the electrons. Depending on the details, this in principle allows for a 3D reconstruction

of the initial event in the gas volume. The details of choice of detector gas, applied electric fields, gas

volume dimensions and types of readout have a very large impact on the applications a detector is

useful for. In the following we will focus on the physics concepts required for gaseous detectors with

few cm long drift volumes and high spatial resolution readouts.

Note: this section covers the basic fundamentals that will be later referenced in the thesis. For a

much more in-depth understanding of these concepts, see references [186] and [132] and to some

extent the PDG [237] (in particular chapters on particle detectors and passage of particles through

matter; chapter number varies by year).

5.3.1. Gas mixtures and Dalton’s law

Of common interest when dealing with gas mixtures is the notion of partial pressures. In ideal gas

theory, a mixture of gases at a pressure 𝑃 can be considered to be the sum of the ’partial pressures’ of

each gas species

𝑃 = ∑
𝑖
𝑝𝑖,

initially noted by John Dalton in 1802 [74].

The contribution of each gas only depends on the species’ mole fraction. Typically when consid-

ering gas mixtures the fractions of each gas species is given as a percentage. The percentage already

refers to the mole fraction of each species. As such, the partial pressure of a single species can be
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expressed as:

𝑝𝑖 = 𝑛𝑖𝑃

where 𝑛𝑖 is the mole fraction of species 𝑖.

This is an extremely valuable property when computing different interactions of particles with gas

mixtures. For example when computing the absorption of X-rays after propagating through a certain

distance of a gas mixture, as one can compute absorption for each partial pressure independently

and combine the contributions after (whether they be added, multiplied or something else of course

depends on the considered process).

5.3.2. Ionization energy and average energy per electron-ion pair

In order to understand the signals detected by a gaseous detector, the average number of electrons

liberated by an incident particle should be known. This can be calculated given the energy loss in a

gas required to produce a single electron-ion pair, called the𝑊-value,

𝑊 = 𝐼
⟨𝑁⟩

.

Here, 𝐼 is the mean ionization energy of the gas and ⟨𝑁⟩ the average number of electron-ion pairs

generated per interaction. ⟨𝑁⟩ is usually smaller than one, 0.6 to 0.7 for noble gases and even below

0.5 for molecular gases. Not all energy of the incoming particle is always deposited in the form of

generation of, for example, a photoelectron. Other forms of energy loss are possible. In molecular

gases vibrational and rotational modes offer even more possibilities, resulting in the smaller values.

The mean excitation energy 𝐼 of an element is the weighted combination of the most likely energy

levels the element is ionized from. The exact values are dependent on the specific element and tabu-

lated values like fromNIST [112] exist. Above some𝑍 (roughly argon, 𝑍 = 18) a rough approximation

of 𝐼 = 10 eV · 𝑍 can be substituted [237], developed by Bloch [46].

The precise number for𝑊 strongly depends on the used gas mixture and typically requires exper-

imental measurements to determine. Monte Carlo based simulations can be used as a rough guide,

but care must be taken interpreting the results as significant uncertainty can remain. Tools for such

Monte Carlo simulations include GEANT4 [5] 7 andMCNelectron [173] 8. These are based on atomic

excitation cross sections, which are well tabulated in projects like ENDF [54] (citation for the latest

data release) 9 and LXCat [160, 171, 58] 10.

7https://geant4.cern.web.ch
8http://web.vu.lt/ff/a.poskus/mcnelectron/
9https://www.nndc.bnl.gov/endf-b8.0/index.html
10https://lxcat.net
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5.3.3. Mean free path

While we have already discussed the mean free path for X-rays in sec. 5.1.1, we should revisit it

quickly for electrons in a gas. It is a necessary concept when trying to understand other gaseous

detector physics concepts, in particular for the gas amplification. 11

The mean free path of an electron in a gas can be described by

𝜆 = 1
𝑛𝜎 (5.7)

where𝑛 = 𝑁/𝑉 is the number density (atoms ormolecules per unit volume) of the gas particles and

𝜎 the cross section of electrons interacting with them. Such cross sections are tabulated for different

elements, for example again see LXCat [160, 171, 58].

Based on the ideal gas law, we can express it as a function of pressure 𝑝 and temperature 𝑇 to

𝑝𝑉 = 𝑁𝑘𝐵𝑇 ⇔ 𝑝 = 𝑛𝑘𝐵𝑇,

with the Boltzmann constant 𝑘𝐵. Inserting this via 𝑛 into eq. 5.7 yields

𝜆 = 𝑘𝐵𝑇
𝑝𝜎 . (5.8)

5.3.4. Diffusion

Diffusion in the context of gaseous detectors is the process of the random walk of electrons either

in longitudinal or transverse (to the electric field) direction they exhibit, when drifting towards the

readout. Depending on the specific detector technology, some transverse diffusion may be a desired

property. For long drift distances, magnetic fields can be used to significantly reduce the transverse

diffusion.

For an overview of themathematics of diffusion as a randomwalk process, see [39]. In the context

of gaseous detectors see for example any of [186, 132, 106] In general, for precise numbers measure-

ments must be taken. Monte Carlo simulations using tools like Magboltz [42] or PyBoltz [27] can be

used as a general reference if no measurements are available.

The mean distance 𝜎𝑡 from a starting point after a certain amount of time 𝑡 is given by

𝜎𝑡 = √2𝑁𝐷𝑡

for a randomwalk in 𝑁 dimensions, where 𝐷 is a diffusion coefficient specifying the movement in

distance squared per time. For example for a point like source of multiple electrons, after diffusion
11Its usefulness depends on the angle fromwhich different aspects are discussed of course. Wemainly use it to understand

the gas amplification later.
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of some distance a 2 dimensional gaussian distribution will be expected with a standard deviation of

𝜎𝑡. By relating the time to the drift velocity 𝑣 along an axis and introducing the diffusion constant 𝐷𝑡

𝐷𝑡 =√
2𝑁𝐷
𝑣

we can further express 𝜎𝑡 as

𝜎𝑡 = 𝐷𝑡 · √𝑥, (5.9)

which is often practically useful to estimate the expected diffusion after a certain drift length.

Note that the terminology of ”diffusion constant”, ”diffusion coefficient” and similar is often used

ambiguously as to whether they refer to 𝐷 or 𝐷𝑡 (or sometimes even 𝜎𝑡). Nor is the considered di-

mensionality 𝑁 always clearly indicated. Keeping 𝑁 = 1 and handling multiple dimensions as in-

dependent random walks is a practical approach to take (as long as it is valid in the application).
12

5.3.5. Drift velocity

The drift velocity is the average speed at which electrons move towards the anode in a gaseous detec-

tor under the influence of an electric field. It is required to understand how recorded time informa-

tion relates to longitudinal shape information of recorded data. Based on the so called ’friction force

model’ an analytical expression for the drift velocity in an electromagnetic field can be written to:

⃗𝑣 = 𝑒
𝑚𝑒

𝜏
1 + 𝜔2𝜏2 (

⃗𝐸 + 𝜔𝜏
𝐵 ( ⃗𝐸 × ⃗𝐵) + 𝜔2𝜏2

𝐵2 ( ⃗𝐸 · ⃗𝐵) ⃗𝐵)

with the electron charge 𝑒 andmass𝑚𝑒, in an electric field ⃗𝐸 andmagnetic field ⃗𝐵, given the Lamor

frequency 𝜔 = 𝑒𝐵/𝑚𝑒 and the mean collision time 𝜏. [237]

For detectors without a magnetic field 𝐵 = 0, 𝜔 = 0 and a constant, homogeneous electric field 𝐸,

this reduces to the Townsend expression:

𝑣 = 𝑒𝐸𝜏
𝑚𝑒

.

If measurements are not available, these can also be computed by Magboltz [42] or PyBoltz [27],

which solve the underlying transport equation, the Boltzmann equation.

12Later in chapter 11.4.2 we will discuss Monte Carlo event generation, which use the diffusion coefficient as an input to

generate clusters after drift. Distance 𝑥 and 𝑦 are each sampled individually according to eq. 5.9 and combined to a

radial distance from the cluster center.
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5.3.6. Gas amplification

In order to turn the individual electrons into ameasurable signal, gaseous detectors use some form of

gas amplification. Details vary, but it is usually a region in the gas volume close to the readout with a

very strong electric field (multiple kV cm−1) such that each electron causes many secondary ioniza-

tions, leading to an avalanche effect. In case of the detectors described in this thesis, amplification

factors between 2000 to 4500 are desired.

An electron in a strong electric field ⃗𝐸will gain enough energy to ionize an atom of the gas after a

distance

𝑙 ≥ 𝐼
| ⃗𝐸|

with the ionization potential of the gas, 𝐼. This needs to be put into relation with the mean free

path, eq. 5.8. If 𝑙 ≪ 𝜆 no secondary ionization takes place and if 𝑙 ≫ 𝜆 every interaction leads to

ionization, likely resulting in a breakdown causing an arc (see also Paschen’s law [161], not covered

here). In the intermediate range some interactions cause secondary ionization, some does not.

We can make the statistical argument that

𝒩 = 𝑒−𝑙/𝜆

is the relative number of collisions with 𝑙 > 𝜆. This allows to define the probability of finding a

number of ionizations per unit length to be

𝑃(𝑙) = 1
𝜆𝑒

−𝑙/𝜆 = 𝛼,

wherewe introduce the definition of the ’first Townsend coefficient’, 𝛼. We can insert the definition

of the mean free path, eq. 5.8, and 𝑙 into this equation to obtain

𝛼(𝑇) =
𝑝𝜎
𝑘𝑇 exp (−

𝐼
| ⃗𝐸|

𝑝𝜎
𝑘𝑇) . (5.10)

With thiswehave an expression for the temperature andpressure dependency of the firstTownsend

coefficient. 13 This derivation followed [187] based on [82], but see [18] for amore general treatment.

Similarly to diffusion and drift parameters, the first Townsend coefficient can be computed numeri-

cally using tools like Magboltz.

Note that [186] introduces the Townsend coefficient as 𝛼 = 1

𝜆
, introducing a specific 𝜆 and 𝜎

referring to the ionization mean free path and ionizing cross sections. This can be misleading as it

makes it seem as if the Townsend coefficient is inversely proportional to the temperature. This is of

course only the case in the regime where each interaction actually causes another ionization.
13This will be a useful reference later when discussing possible temperature effects of the detector operated at CAST.
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The first Townsend coefficient can be used to express the multiplication factor – or gas amplifica-

tion – used in a detector,

𝐺 = 𝑒𝛼𝑥

as the number increases by 𝛼 after each step d𝑥.

The statistical distribution describing the number of electrons after gas amplification is the Pólya

distribution

𝑝(𝑥) = 𝑁
𝐺
(1 + 𝜃)1+𝜃

Γ(1 + 𝜃) ( 𝑥𝐺)
𝜃
exp [−(1 + 𝜃)𝑥

𝐺 ] (5.11)

where 𝑁 is a normalization constant, 𝜃 is another parameter performing shaping of the distribu-

tion and 𝐺 is the effective gas gain. Γ refers to the gamma function. It is to note that the term ”polya

distribution” in this context is different from other mathematical definitions, in which polya distri-

bution usually means a negative binomial distribution. The above definition goes back to Alkhazov

[6] and in slight variations is commonly used. Due to the complexity of this definition, care needs to

be taken when performing numerical fits to data with this function (using bounded parameters and

preferring more general non-linear optimization routines instead of a normal Levenberg-Marquardt

non-linear least squares approach).

Based on eq. 5.10 the largest impacts on the expected gas amplification have the electric field, the

choice of gas and the temperature of the gas. While the former two parameters are comparatively

easy to control, the temperature in the amplification regionmay vary and is hard tomeasure. As such

depending on the detector details and application, gas gain variations are expected and corrections

based on a running gas gain value may be necessary.

As the large number of interactions in the amplification region can excite many atoms of the (typ-

ically) noble gas, UV photons can be produced. Their mean free path is comparatively long relative

to the size of the amplification region. They can start further avalanches, potentially away from the

location of the initial avalanche start, lowering spatial resolution and increasing apparent primary

electron counts. Molecular gases are added – often only in small fractions – to the gas mixture to

provide rotational or vibrational modes to dissipate energy without emitting UV photons. In this

context the molecular additions are called ’quencher gases’.

5.3.7. Energy resolution

Because of the statistical processes associated with the full detection method used in gaseous detec-

tors, even a perfect delta like signal in energy, will lead to a natural spread of the measured signal.

The convolution of different ionization yields, potential losses and gas gain variation all contribute

to such a spread.
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As such a typical measure of interest for gaseous detectors is the energy resolution, which is com-

monly defined by

Δ𝐸 = 𝜎
𝐸

where 𝜎 is the standard deviation of the normal distribution associated with the resolved peak in

the detectors data, assuming a – for practical purposes – delta peak as the input spectrum. Sometimes

definitions using the full width at half maximum (FWHM) are also used in place of 𝜎. Typical values

for the energy resolution defined like this are smaller than 15%.

If the absolute magnitude of the 𝜎 at a given energy is constant, which at least is partially reason-

able as the width is not fully due to energy dependent effects, the energy resolution is proportional

to 1/𝐸.

The Fano factor [84], defined by the variance over the mean of a distribution 𝐹 = 𝜎2/𝜇 (typically

within some timewindow), improves the ideal energy resolution. It arises in the associated statistical

processes, because there are a finite number of possible interaction states. For X-rays an additional

aspect is due to the maximum energy transferable into the gas due to the X-rays energy. In practice

though the energy resolution of gaseous detectors is usually limited by other effects.

5.3.8. Escape photons and peaks | 55Fe as a typical calibration source

Finally, gaseous detectors need to be calibrated, monitored and tested. This is commonly done with

a 55Fe source. 55Fe is a radioactive isotope of iron, which decays under inverse beta decay to 55Mn.

Due to the required restructuring of the electronic shells, the manganese is in an excited state. While

the emission of an Auger electron with 5.19 keV dominates with a probability of 60%, as an X-ray

source the Kα₁ and Kα₂ lines with combined energies of about 5.9 keV are of note.

When using such a 55Fe source as a calibration source for an argon filled gaseous detector, the

5.9 keV photons will produce a photoelectron in argon. Mostly an inner shell electron will be liber-

ated, producing a photoelectron of around 2.7 keV. The excited argon atom can now emit an Auger

electron in about 85% of cases, which will fully deposit its remaining energy into the surrounding

gas via further ionizations, resulting in the ’photopeak’ at around 5.9 keV.

If however another photon is produced with an energy below the 𝐾1𝑠 energy of argon (3.2 keV) –

for example via Kα₁ or Kα₂ fluorescence of argon, both at about 2.95 keV – such a photon has a very

long absorption length in the gas volume, about 𝑙abs = 3.5 cm (cf. fig. 5.1). This can cause it to easily

escape the active detection region, especially if the sensitive region of the detector is comparatively

small. The result is a measured signal of 𝐸𝑖 − 𝐸𝑘 = 5.9 keV − 2.95 keV ≈ 2.9 keV, called the ’escape

peak’. [186, 132, 112]

Such an additional escape peak is useful as a calibration tool, as it gives two distinct peaks in a

62



5.3. Gaseous detector fundamentals

55Fe calibration spectrum, which can be utilized for an energy calibration. One important consider-

ation of such an escape peak is however, that this escape peak of about 3 keV is not equivalent to a

real 3 keV X-ray. As the original X-ray is still the 5.9 keV photon with its distinct absorption length,

the geometric properties of ensembles of escape peak events and real 3 keV photons is different. This

will be important later in sec. 11.4.7.
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With the theoretical aspects of gaseous detectors out of the way, in sec. 6.1 we will introduce the

’Micromegas’ type of gaseous detector. Micromegas can be read out in different ways. One option is

the Timepix ASIC, sec. 6.2, by way of the ’GridPix’, sec. 6.3.

The GridPix detector in use in the 2014 / 2015 CAST data taking campaign, to be presented in

section 6.4, had a few significant drawbacks for more sensitive searches. In particular for searches

at low energies ≲ 2 keV and searches requiring low backgrounds over larger areas on the chip (for

example the chameleon search done in [134]). For this reason a new detector was built in an attempt

to improve each shortcoming of the detector.

We introduce the ’Septemboard’ detector with a basic overview in section 6.5. From there we

continue looking at each of the newdetector featuresmotivating their addition. All detector upgrades

were done to alleviate one or more of the old detector’s drawbacks. For each new detector feature we

will highlight the aspects it is intended to improve on.
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Section 6.7 introduces two new scintillators as vetoes. These require the addition of an external

shutter for theTimepix, which is realized by usage of a flashADC (FADC), see section 6.8. Further, an

independent but extremely important addition is the replacement of the Mylar window by a silicon

nitride window, section 6.9. Another aspect is the addition of 6 GridPixes around the central GridPix,

the ’Septemboard’ introduced in section 6.10. Due to the additional heat produced by 6moreGridPix,

a water cooling system is used, sec. 6.11. Lastly, in sec. 6.12 we will also discuss the combined

detection efficiency of this detector.

6.1. Micromegas working principle

MicroMeshGaseousStructures (Micromegas) are a kind ofMicropatternGaseousDetectors (MPGDs)

first introduced in 1996 [92, 91]. The modern Micromegas is the Microbulk Micromegas [12].

Interestingly, the name Micromegas is based on the novella Micromégas by Voltaire published in

1752 [219], an early example of a science fiction story. [92]

These detectors are – as the name implies – gaseous detectors containing a ’micro mesh’. In the

most basic form they are amade of a closed detector volume that is filled with a suitable gas, allowing

for ionization (often argon based gas mixtures are used; xenon based detectors for axion helioscopes

are in the prototype phase). The volume is split into two different sections, a large drift volume

typically 𝒪(few cm) and an amplification region, sized 𝒪(50 to 100 μm). At the top of the volume is

a cathode to apply an electric field. Below the mesh is the readout area at the bottom of the volume.

In standard Micromegas detectors, strips or pads are used as a readout. The electric field in the

drift region is strong enough to avoid recombination of the created electron-ion pairs and to provide

reasonably fast drift velocities𝒪(cmμs⁻¹). The amplification gap on the other hand is precisely used

to multiply the primary electrons using an avalanche effect. Thus, the electric field reaches values

of 𝒪(50 kV cm⁻¹). These drift and amplification volumes are achieved by an electric field between a

cathode and the mesh as well as the mesh and the readout area.

Fig. 6.1 shows a schematic for the general working principle of such detectors

6.2. Timepix ASIC

The Timepix ASIC (Application Specific Integrated Circuit) is a 256×256 pixel ASIC with each pixel

55 · 55 μm2 in size. It is based on the Medipix ASIC, developed for medical imaging applications by

the Medipix Collaboration [141]. The pixels are distributed over an active area of 1.41 × 1.41 cm2.

Each pixel contains a charge sensitive amplifier, a single threshold discriminator and a 14 bit pseudo

random counting logic. It requires use of an external clock, in the range of 10 to 150MHz, with

40MHz being the clock frequency used for the applications in this thesis. [145, 142, 143] A good
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photon

    

micromesh

strips / pads
amplification gap

conversion gap

Ar / isobutane:

vacuum

HV 1

HV 2

window

Figure 6.1.: Working principle of a general Micromegas detector. Specific distances and gas mixture are exem-

plary. An ionizing photon enters through the detector window into the gas-filled detector body. After a certain

distance it produces a photoelectron, which ionizes further gas molecules for a specific number of primary

electrons (depending on the incoming photon’s energy) and gas mixture. The primary electrons drift towards

the micromesh due to the drift voltage, thereby experiencing diffusion. In the much higher voltage in the am-

plification gap an avalanche of electrons is produced, enough to trigger the readout electronics (strips or pads).
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overview of the Timepix is also given in [146]. A picture of a Timepix ASIC is shown in fig. 6.2(a).

The Timepix uses a shutter based readout, either with a fixed shutter time or using an external

trigger to close a frame. After the shutter is closed in the Timepix, the readout is performed during

which the detector is insensitive. Each pixel further can work in four different modes:

hit counting mode / single hit mode simply counts the number of times the threshold of a pixel

was crossed (or whether a pixel was activated once in single hit mode).

Time over Threshold (ToT) In theToTmode the counter of a pixel will count the number of clock

cycles that the charge on the pixel exceeds the set threshold, which is set by an 8 bit Digital to

Analog Converter (DAC) while the shutter is open. ToT is equivalent to the collected charge of

each pixel.

Time of Arrival (ToA) The ToA mode records the number of clock cycles from the first time the

pixel’s threshold is exceeded to the end of the shutter window. Thus, it allows to calculate the

time at which the pixel first crossed the threshold.

In the context of this thesis only the ToT mode was used.

6.2.1. Timepix3

The Timepix3 is the successor of the Timepix. [172, 144] It is generally similar to the Timepix, but

would provide 3 important advantages if used in a gaseous detector for the applications in this thesis:

• clock rates of up to 300MHz for higher possible data rates (less interesting for data taking in

an axion helioscope)

• a stream based data readout. This means no fixed shutter times and no dead time during read-

out. Instead data is sent out when it is recorded in parallel.

• each pixel can record ToT and ToA information at the same time. This allows to record the

charge recorded by a pixel as well as the time it was activated, yielding 3D event reconstruction

with precise charge information.

An open source readout was developed by the University of Bonn and is available under [97] 1. A

gaseous detector based on this is currently in the prototyping phase, see the upcoming [188].

1https://github.com/SiLab-Bonn/tpx3-daq
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6.3. GridPix

6.3. GridPix

First experiments of combining a Micromegas with a Timepix readout were done in 2005 [56] by us-

ing classical approaches to place a micromesh on top of the Timepix, at the time still called TimePix-

Grid. While this worked in principle, it showed a Moiré pattern, due to slight misalignment between

the holes of the micromesh and the pixels of the Timepix. Shortly after, an approach based on pho-

tolithographic post-processing was developed to perfectly align the Timepix pixels each with a hole

of a micromesh [59], called the InGrid (integrated grid). The commonly used name for a gaseous

detector using an InGrid is GridPix. For an overview of the process to produce InGrids nowadays,

see [187].

The InGrid consists of a 1 μm thick aluminum grid, resting on small pillars 50 μm above the

Timepix. A silicon-nitride Si𝑥N𝑦
2 layer protects the Timepix from direct exposure to the amplifi-

cation processes. The main advantage over previous Micromegas technologies of the GridPix is its

ability to detect single electrons. As long as the diffusion distance is long enough to avoid multi-

ple electrons entering a single hole of the InGrid, each primary electron produced during the initial

ionization event is recorded. Fig. 6.2(b) shows an image of such an InGrid.

(a) Timepix ASIC (b) InGrid

Figure 6.2.: (a) Picture of a bare Timepix ASIC. (b) Image of an InGrid, which was partially cut for inspection

under an electron microscope. The pillars support the micromesh and have a height of 50 μm. Each hole is

perfectly aligned with a pixel of the Timepix below. Typical voltages applied between the grid and the Timepix

are shown.

2The 𝑥, 𝑦 notation is sometimes encountered when the exact material composition is not known. Silicon-nitride is a term

used for a range of silicon to nitride ratios. Most commonly Si3N4.
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6.4. 2014 / 2015 GridPix detector for CAST

In the course of [134] a first GridPix based detector for usage at an axion helioscope, CAST, was

developed. While the main result was on the coupling constant of the chameleon particle, an axion-

electron coupling result was computed in [192].

The detector consists of a single GridPix in a 78mm diameter gas volume and a drift distance of

3 cm. The detector has a 2 μm thick Mylar (C10H8O4) entrance window for X-rays. This detector

serves as the foundation the detector used in the course of this thesis was built on. See fig. 6.3 for

an exploded schematic of the detector. Further, fig. 6.4 shows the achieved background rate of this

detector in the center 5 × 5mm2 region of the detector. The background rate shows the copper Kα

line near 8 keV, possibly overlaid with a muon contribution as well as the expected argon Kα lines

at 3 keV. Below 2 keV the background rises the lower the energy becomes, likely due to background-

and signal-like events being less geometrically different at low energies (fewer pixels). The average

background rate in the range from 0 to 8 keV is ∼ 2.9 × 10−5 keV−1 cm−2 s−1.

6.5. Septemboard detector overview

Generally, the detector follows the same design as the old detector shown in sec. 6.4, mainly so

that mounting it inside of the lead shielding and to the vacuum pipes at CAST is possible without

significant changes. An exploded view of the full detector can be seen in fig. 6.5.

At the center of the new detector is the ’septemboard’, 7 GridPixes replace the single GridPix on

the carrier board, sec. 6.10. Analogue signals induced by the amplified charges on the center Grid-

Pix are now read out using a flash ADC (FADC), sec. 6.8. The housing with an inner diameter of

78mm is again made of acrylic glass, same as in the old detector. The detector entrance window is

replaced by a 300 nm Si3N4 window (sec. 6.9), which also acts as part of the detector cathode. The

copper anode slots in right above the septemboard. The carrier board sits on the intermediate board.

Below the intermediate board is a bespoke water cooling made of oxygen-free copper to cool the heat

emitted by the additional 6 GridPixes, sec. 6.11. On the underside of the intermediate board is a new

small silicone photomultiplier (SiPM), sec. 6.7. Finally, a large veto scintillator is installed above the

detector setup at CAST, also sec. 6.7.

During developments multiple septemboards were built and tested. The septemboard used in the

final detector is septemboard ’H’. The GridPixes of the final board are listed in tab. 6.1.
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6.5. Septemboard detector overview

Figure 6.3.: Exploded view of the GridPix detector used during the 2014/15 data taking campaign at CAST.

Consists of a 3 cm drift volume with a 78mm inner diameter and a single GridPix at the center.
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Background rate in center 5·5 mm² for GridPix 2014/15 CAST data
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Figure 6.4.: Background rate in the center 5 × 5mm2 for the GridPix used in 2014/15 at CAST. It corresponds

to a background rate of ∼ 2.9 × 10−5 keV−1 cm−2 s−1 in the range from 0 to 8 keV.

Chip Number

E 6W69 0

K 6W69 1

H 9W69 2

H10W69 3

G10W69 4

D 9W69 5

L 8W69 6

Table 6.1.: Overview of the different chips on septemboard H. The first part of the name corresponds to the

position on the wafer and W69 is Timepix wafer number 69.
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6.5. Septemboard detector overview

Figure 6.5.: Exploded view of the main GridPix septemboard detector. The FADC and large veto scintillator

paddle are not shown for obvious reasons. At the center of the detector is the ’septemboard’, 7 GridPixes on

a carrier board. The housing is made of acrylic glass, same as in the old detector. The top shows the 300 nm

Si3N4 window. Below the intermediate board is the water cooling made of pure copper. At the bottom, the

SiPM veto scintillator can be seen.
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6.6. Detector readout system

The detector is operated by a XilinxVirtex-6 FieldProgrammableGateArray (FPGA) in the form of a

Virtex-6ML605 evaluation board. 3 It is connected to the intermediate board via twoHigh-Definition

Multimedia Interface (HDMI) cables. The Virtex-6 contains the firmware controlling the Timepix

ASICs and correlating the scintillator and FADC signals (see appendix sec. A.1), the Timepix Op-

erating Firmware (TOF). The high voltage (HV) supply both for the septemboard as well as for the

scintillators sit inside a VME crate, which also houses the FADC. A USB connection is used to read

out and control the FADC and HV supply via the computer running the data acquisition and control

software (see sec. A.2), the Timepix Operating Software (TOS). A schematic of this setup is shown in

fig. 6.6, which leaves out the SiPM and temperature readout.

Figure 6.6.: Flowchart of the whole detector and readout system

6.7. Scintillator vetoes

The first general improvement is the addition of two scintillators for veto purposes. While both have

slightly different goals, each is there to help with the removal of muon signals or muon induced

events (for example X-ray fluorescence) in the detector. Given that cosmic muons (ref. section 5.2)

dominate the background by flux, statistically there is a high chance of muons creating X-ray like

3https://www.xilinx.com/products/boards-and-kits/ek-v6-ml605-g.html (visited 2022/10/17)
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6.7. Scintillator vetoes

signatures in the detector. By tagging muons before they interact near the detector, these can be

correlated with events seen on the GridPix and thus possibly be vetoed if precise time information is

available.

The first scintillator is a large ’paddle’ installed above the detector and beamline, aiming to tag a

large fraction of cosmicmuons traversing in the area around the detector. It has a Canberra 2007 base

and the photomultiplier tube (PMT) is a Bicron Corp. 31.49x15.74M2BC408/2-X (first two numbers:

dimensions in inches). The full outer dimensions of the scintillator paddle are closer to 42 cm×82 cm.

It is the same scintillator paddle used during theMicromegas data taking behind the LLNL telescope

prior and after the data taking campaign with the detector described in this thesis.

For this scintillator, muons which traverse through it and the gaseous detector volume are not

the main use case. They can be easily identified by the geometric properties of the induced tracks

(their zenith angles are relatively small, resulting in track like signatures as the GridPix readout is

orthogonal to the zenith angle). There is a small chance however that a muon can ionize an atom

of the detector material, which may emit an X-ray upon recombination. One particular source of

background can be attributed to the presence of copper whose Kα lines are at ∼ 8.04 keV as well as

fluorescence of the argon gas with its Kα lines at ∼ 2.95 keV (see. table 5.1 in sec. 5.1.4 and sec.

5.1.4).

Fig. 6.7(a) shows a schematic of a side view of the detector chamber with the scintillator paddle on

top. When a muon traverses the scintillator, a counter 𝑡Veto starts on the FPGA. Two different cases

are shown. In the extreme, a muon may traverse close to the cathode or close to the anode / readout

plane. This changes the time of the total drift time and therefore the time difference between the

trigger time 𝑡Veto and the readout time, which in the readout is precisely the value of the counter on

the FPGA.The drift velocity of ∼ 2 cmμs⁻¹ and height of the detector chamber (3 cm) therefore allow

to set an upper limit on the maximum time between a veto paddle trigger and the GridPix readout

of about 1.5 μs. At a clock speed of 40MHz this corresponds to 60 clock cycles, a number we will

later try to see in the data (see sec. 11.5.1]]). As the location at which the muon traverses through

the detector is random and homogeneous throughout the detection volume, we expect to see a flat

distribution up to the maximum possible time and then a sharp drop (equivalent to muons at the

cathode).

The second scintillator is a small silicon photomultiplier (SiPM) installed on the underside of the

PCB on which the septemboard is installed. This scintillator was calibrated and set up as part of

[196]. We are interested in tagging precisely those muons, which enter the detector orthogonally to

the readout plane. This implies zenith angles of almost 90 ° such that the elongation in the transverse

direction of themuon track is small enough to result in a small eccentricity. From the Bethe equation

the mean energy loss of muons in the used gas mixture is about 8 keV along the 3 cm of drift volume

in the detector (see fig. 5.2 for the energy loss). This coincides with the copper Kα lines and should
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lead to another source of background in this energy range. Although the muon background will

have a much wider energy distribution than the copper lines, which are dominated by the energy

resolution of the detector. In a similar manner to the veto paddle we can make an estimate on the

typical time scales associated from the time of the scintillator trigger to the GridPix detection. A

muon that traverses orthogonally trough the detector can be taken to leave an instant ionization

track and trigger the SiPM at the same time (𝒪(100 ps) ≪ 25 ns for one clock cycle). As such, the

relevant time scale is the drift time until enough charge has drifted towards the grid as to pass the

activation threshold.

Ionization of a muon is a statistical process, as indicated in fig. 6.7(b). Depending on the density

of the charge cloud for muons orthogonal to readout plane, time to accumulate enough charge to

trigger FADC differs. With an average energy deposition of a muon in argon gas of ∼ 2.67 keV cm−1,

and drift velocity again of 2 cmμs⁻¹ the accumulation time can be estimated. For example assuming

an FADC activation threshold of 1.5 keV the necessary charge is accumulated on 0.56 cm, which

takes about 280 ns ≈ 11 clock cycles to accumulate. Different tracks will have deposited different

amounts of energy. Therefore, we expect a peak at relatively low clock cycles with a tail up to the

same 60 clock cycles (in case the full 3 cm track needs to be accumulated to activate the FADC).

tVeto, µ1 tVeto, µ2

tDrift, µ1

tDrift, µ2

Drift towards readout

tFADC, µ1tFADC, µ2

Drift velocity: ~2 cm / µs

Veto 
scintillator

SiPM

Septemboard

(a) Veto paddle

tSiPM, µ1

tSiPM, µ2

tDrift, µ1

tDrift, µ2

Amount of charge 
required to trigger FADC

Drift velocity: ~2 cm / µs

Average energy deposited by muon: ~2.67 keV / cm

Veto 
scintillator

SiPM

Septemboard

(b) SiPM

Figure 6.7.: (a)Schematic of expected signals for different muons from the zenith passing through scintillator

paddle and detector. 𝑡Vetomarks beginning of a counter. Where themuon traverses changes drift time and thus

time difference between two times. (b)Ionization of a muon is a statistical process. Depending on the density

of the charge cloud formuons orthogonal to readout plane, time to accumulate enough charge to trigger FADC

differs.
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6.8. FADC

As the Timepix is read out in a shutter based fashion and typical shutter lengths for low rate ex-

periments are long compared to the rate of cosmic muons, the scintillators introduced in previous

section require an external trigger to close the Timepix shutter early if a signal is measured on the

Timepix. This is one the main purposes of the flash analog to digital converter (FADC) that is part

of the detector. This is done by decoupling the induced analogue signals from the grid of the center

GridPix.

The specific FADCused for the detector is aCaenV1792a. It runs at an internal 50MHzor 100MHz

clock and utilizes virtual frequency multiplication to achieve sampling rates of 1GHz or 2GHz, re-

spectively. It has 4 channels, each with a cyclic register of 2560 channels. At an operating clock

frequency of 1GHz that means each channel covers the last ∼ 2.5 µs at any time. [55]

The raw signal decoupled from the grid is first fed into an Ortec 142 B pre-amplifier and then feeds

into anOrtec 474 shaping amplifier, which integrates and shapes the signal as well as amplifies it. For

a detailed introduction to this FADC system, see the thesis of A. Deisting [75] and [192] for further

work integrating it into this detector. In addition see the FADCmanual [55] 4 for a deep explanation

of the working principle of this FADC.

The analogue signal of the center grid is decoupled via a small 𝐶dec = 10 nF capacitor in parallel

to the high voltage line. For a schematic of the circuit see fig. 6.8. When a primary electron traverses

through a hole in the grid and is amplified, the back flowing ions induce a small voltage spike on top

of the constant high voltage applied to the grid. The parallel capacitor filters out the constant high

voltage and only transmits the time varying induced signals. Such signals – the envelope of possibly

many primary electrons – are measured by the FADC.

This signal can be used for three distinct things:

1. it may be used as a trigger to close the shutter of the ongoing event. Ideally, we want to only

measure a single physical eventwithin one shutterwindow. A long shutter time can statistically

result in multiple events happening, which the FADC trigger helps to alleviate. This allows

us to reduce the number of events with multiple physical events and acts as a trigger for the

scintillators. This in turn means possible muon induced X-ray fluorescence can be vetoed.

2. By nature of the signal production and drift properties of the primary electrons before they

reach the grid, the signal shape can theoretically be used to determine a rough longitudinal

shape of the event. The length of the FADC event should be proportional to the size of the

primary electron cloud distribution along the ’vertical’ detector axis. This potentially allows to

differentiate between a muon traversing orthogonally through the readout plane and an X-ray

4https://archive.org/details/manualzilla-id-5646050/
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Figure 6.8.: Schematic of the setup to decouple signals induced on the grid of the InGrid. The signal is decou-

pled in the sense that the capacitor essentially acts as a low pass filter, thus removing the constant HV. Only

the high frequency components of the induced signals on top of the HV pass into the branch leading to the

FADC. In the detector of this thesis, a capacitance of 10 nF was used instead. The decoupling is implemented

on the intermediate board. Schematic taken from [75].

due to their longitudinal shape difference, see sec. 11.5.2.

3. Finally, it provides an independent measure of the collected charge on the center chip. This

will prove useful in understanding the detector behavior over time later in sec. 10.2.1.

The working principle of how the FADC and the scintillators can be used together to remove cer-

tain types of background, by correlating events in the scintillators, the FADC and the GridPix, is

shown in fig. 6.9.

6.9. SiN window

Next up, a major limitation of the previous detector was its limited combined efficiency below 2 keV,

due to its 2 μmMylar window. Therefore, the next improvement for the new detector is an ultra-thin

silicon nitride Si3N4 window of 300 nm thickness and 14mm diameter, developed by Norcada 5. A

strongback support structure consisting of 4 lines of 200 μm thick and 500 μm wide Si3N4, helps to

support a pressure difference of up to 1.5 bar. On the outer side a 20 nm thin layer of aluminum is

coated to allow the window to be part of the detector cathode. The strongback occludes about 17%

of the full window area. In reality it is slightly more, as the strongbacks become somewhat wider

towards the edges. In the centermost region they are straight and in the center 5× 5mm² area, they

occlude 22.2%.

5https://www.norcada.com/
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Figure 6.9.: Schematic showing how the FADC and scintillators are used together to tag possible coincidence

events and close the shutter early to reduce the likelihood of multi-hit events. If the scintillator triggers when

the shutter is open, a clock starts counting up to 4096 clock cycles. On every new trigger this clock is reset. If the

FADC triggers, the scintillator clock values are read out and can be used to correlate events in the scintillator

with FADC and GridPix information. Further, the FADC trigger is used to close the Timepix shutter 5 μs after

the trigger.

Fig. 6.10(a) shows the idealized strongback structure without a widening towards the edges of the

window. Fig. 6.10(b) shows an image of one such window under testing conditions in the laboratory,

as it withstands a pressure difference of 1.5 bar.

As the main purpose is the increase of transmission at low energies, fig. 6.11 shows the transmis-

sion of the mylar window of the old detector and the new Si3N4 window in the energy range below

3 keV. The Si3N4 window shows a significant increase in transmission below 2 keV, which is very

important for the sensitivity in solar axion-electron and chameleon searches, which both peak near

1 keV in their solar flux. The window alone significantly increases the signal to noise ratio of these

physics searches.

6.10. Septemboard - 6 GridPixes around a center one

Themainmotivation for extending the readout area from a single chip to a 7 chip readout is to reduce

background towards the outer sides of the chip, in particular in the corners. Against common intu-

ition however, it also plays a role for events which have cluster centers near the center of the readout.

The latter is, because diffusion can produce quite large clusters even at low energies. In particular in

lower energy events, tracks may have gaps in them large enough to avoid being detected as a single

79



6. Septemboard detector Detector

Idealized layout, strongback in purple
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Figure 6.10.: (a)shows an idealized schematic of the window strongback based on a simple MC simulation.

22.2% of the area inside the inner 5× 5mm2 area (black square) are occluded.(b)shows an image of one such

window while testing in the laboratory, if it holds 1.5 bar. Image courtesy of Christoph Krieger.
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Figure 6.11.: Comparison of the transmission of a 2 μm Mylar window and a 300 nm Si3N4 window. The ef-

ficiency gains become more and more pronounced the lower the energy is, aside from the absorption edge of

carbon at around 250 eV and above about 1.75 keV. In the interesting range around 1 keV significant trans-

mission gains are achieved.
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cluster for standard radii in cluster searching algorithms. This is particularly of interest as different

searches produce an ’image’ at different positions and sizes on the detector. While the center chip is

large enough to fully cover the image for essentially all models, it may not be in the regions of lowest

background. Hence, improvements to larger areas are needed.

The septemboard is implemented in such a way to optimize the loss of active area due to bonding

requirements and general manufacturing realities. As the Timepix ASIC is a 16.1mm by 14.1mm

large chip (the bonding area adding 2mm on one side), the upper two rows are installed such that

they are inverted to another. The bonding area is above the upper row and below the center row.

The bottom row again has its bonding area below. This way the top two rows are as close together as

realistically possible, with a decent gap on the order of 2mm between the middle and bottom row.

Any gap is potentially problematic as it implies loss of signal in that area, complicating the possible

reconstruction methods. The layout can be seen in fig. 6.14 in the next section.

All 7 GridPix are connected in a daisy-chained way. This means that in particular for data readout,

all chips are read out in serial order. The dead time for readouts therefore is approximately 7 times

the readout time of a single Timepix. A single Timepix has a readout time of ∼ 25ms at a clock

frequency of 40MHz (the frequency used for this detector). This leads to an expected readout time

of the full septemboard of 175ms. 6 Such a long readout time leads to a strong restriction of the

possible applications for such a detector. Fortunately, for the use cases in a very low rate experiment

such as CAST, long shutter times are possible, mitigating the effect on the fractional dead time to a

large extent.

Fig. 6.12 shows a heatmap of all cluster centers during roughly 2000 h of background data after

passing these clusters through a likelihood based cut method aiming to filter out non X-ray like clus-

ters (details of this follow later in sec. 11.1). It is clearly visible that the further a cluster center is

towards the chip edges, and especially the corners, the more likely it is to be considered an X-ray like

cluster. This has an easy geometric explanation. Consider a perfect track traversing over the whole

chip. In this case it is very eccentric. Move the same track such that its center is in one of the corners

and rotate it by 45 ° and suddenly the majority of the track won’t be detected on the chip anymore.

Instead something roughly circular remains visible, ’fooling’ the likelihoodmethod. For a schematic

illustrating this, see fig. 6.13.

The septemboard therefore is expected to significantly reduce the background over the whole cen-

ter chip, with the biggest effect in the regions with the most amount of background.

6The ideal readout time for one chip is 𝑡 = 917 504 bits · 25 ns = 22.9942ms [146], but this does not take into account

overhead from the FPGA, sending data to the computer and processing in TOS. We will later see that the practical

readout time of the final detector is closer to almost 500ms under high rate conditions (e.g. 55Fe calibration runs) and

∼ 200ms for low rate background conditions.
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2000 h background data, lnL cut applied. # clusters = 50993
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Figure 6.12.: Cluster centers left after likelihood cut applied to about 2000 h of background data. Background

increasing dramatically towards edges and corners.
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Figure 6.13.: Illustration of the basic idea behind the GridPix veto ring. If a cluster on the center chip is X-ray

like and near the corners, checking the outer chips close to the corner for a track containing the center cluster

can overrule the X-ray like definition of the center chip only.
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6.11. Water cooling and temperature readout for the septemboard

6.11. Water cooling and temperature readout for the septemboard

During development of the septemboard one particular set of problems manifested. While testing

a prototype board with 5 active GridPix in a gaseous detector, the readout was plagued by excessive

noise problems. The detector exhibited a large number of frames with more than 4096 active pixels

(the limit for a zero suppressed readout) and common pixel values of 11 810 indicating overrun ToT

counters. On an occupancy (sum of all active pixels) of the individual chips, it is quite visible the

data is clearly not due to cosmic background. Fig. 6.14 shows such an occupancy with the color scale

topping out at the 80th percentile of the counts for each chip individually. The chip in the bottom

left shows a large number of sparks (overlapping half ellipses pointing downwards) at the top end.

Especially the center chip in the top row shows highly structured activity, which is in contrast to the

expectation of a homogeneous occupancy for a normal background run. In addition, on all chips

some level of general noise on certain pixels is visible (some being clearly more active than others

resulting in a scatter of ’points’).

The intermediate board and carrier board used during these tests were the first boards equipped

with two PT1000 temperature sensors. One on the bottom side of the carrier board and another

on the intermediate board. Each is read out using a MAX31685 micro controllers. Both of which

are communicated with via a MCP2210 USB-to-SPI micro controllers over a single USB port on the

intermediate board. The single MCP2210 communicates with both temperature sensors via the Serial

Peripheral Interface (SPI) (see sec. A.2.4 for more information about the temperature logging and

readout). In the run shown in fig. 6.14 the temperature sensorswere not functional yet, as the readout

software was not written. The required logic was added to the Timepix Operating Software (TOS), the

readout software of the detector, motivated by this noise activity to monitor the temperature before

and during a data taking period. The temperature on the carrier board indicated temperatures of

∼ 75 °C in background runs similar to the one of fig. 6.14. One way to get a measure for the noise-

like activity seen on the detector is to look at the rate of active pixels over time. With valueswell above

numbers expected due to background, excess temperature seemed a possible cause for the issues. As

no proper cooling mechanism was available, a regular desk fan was placed pointing at the detector

when it was run without any kind of shielding. This saw the temperature under the carrier board

drop from 76 °C down to 68 °C. As a result the majority of noise disappeared as can be seen in fig.

6.15(b) with the temperature curve during the full run in fig. 6.15(a). 7 , 8

The features visible in the occupancy plots are thus likely multiple different artifacts due to too

7See the full thesis version for the occupancy of the runwith temperature readout in the subsection after this if interested.
8The realization that the issues are purely due to temperature effects was only after several months of eliminating many

other options, both on the software as well as the hardware side. In particular power supply instabilities were long

considered to be a source of problems. While they possibly also had an impact, better power supplies were built with

larger capacitors to better deal with large variations in required power.

83



6. Septemboard detector Detector

Figure 6.14.: Occupancy of a testing background run with 𝒪(1 s) long frames using septemboard F during

development without any kind of cooling. This also shows the layout of the full septemboard with realistic

spacing.
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6.12. Detector efficiency

high temperatures. A mixture of real sparks (bottom left chip in fig. 6.14) and possible instabilities

that possibly affect voltages for the pixels (and thus change the thresholds of each pixel). As the

temperature is measured on the bottom side of the carrier board, temperatures in the amplification

region are likely higher.
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Figure 6.15.: (a) shows the temperature on the bottom side of the carrier board (’septem’) and intermediate

board (’IMB’) during the background run. The point at which the desk fan is placed next to the detector is

clearly visible by the 8 °C drop in temperature from about 76 °C to 68 °C. (b) shows the mean hit rate of each

of the 5 chips installed on the carrier board at the time during the same run. The placement of the desk fan is

easily visible as a reduction in mean rate on all chips.

Following this a bespoke water cooling was designed by T. Schiffer, made from oxygen-free copper

with 3mm channels for water to circulate through the copper body. [188] The body has the same

diameter as the intermediate board and is installed right below. The water circulation is handled by

an off-the-shelf pump and radiator from Alphacool 9 intended for water cooling setups for desktop

computers. The pump manages a water flow rate of about 0.3 Lmin−1 through the 3mm channels

in the copper. In common operation the temperatures on the carrier board are between 45 to 50 °C

and noise free operation is possible.

6.12. Detector efficiency

For the applications at CAST, the detector is filled with Ar / iC4H10 : 97.7 %/2.3% gas. Combined

with its 300 nm Si3N4 window, the combined detection efficiency can be computed, if the 20 nm Al

coating for the detector cathode is included by computing the product of the different efficiencies.

The efficiency of the window and coating are the transmissions of X-rays at different energies for

each material 𝑡𝑖. For the gas, the absorption probability of the gas 𝑎𝑖 is needed. As such

9https://www.alphacool.com/
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6. Septemboard detector Detector

𝜀tot = 𝑡Si3N4 · 𝑡Al · 𝑎Ar/iC4H10

describes the full detector efficiency assuming the parts of the detector, which are not obstructed

by the window strongbacks. For a statistical measure of detection efficiency the occlusion of the

window needs to be taken into account. Because it is position (and thus area) dependent, the need

to include it is decided on a case by case basis. For the absorption of a gas mixture, we can use

Dalton’s law and compute the absorption of the individual gases according to their mole fractions

(their percentage as indicated by the gas mixture) and then compute it for each partial pressure

𝑎𝑖 = Absorption(𝑃total · 𝑓𝑖)

where 𝑃total is the total pressure of the gas mixture (in this case 1050mbar) and 𝑓𝑖 is the fraction of

the gas 𝑖. ’Absorption’ simply refers to the generic function computing the absorption for a gas at a

given pressure (see sec. 5.3.1 and sec. 5.1.1).

The full combined efficiency as presented here is shown in fig. 6.16. Different aspects dominate the

combined efficiency (purple line) in different energy ranges. At energies above 5 keV the probability

of X-rays to not generate a photoelectron within the 3 cm of drift distance becomes the major factor

for a loss in efficiency. This means the combined efficiency at 10 keV is slightly below 30%. The best

combined efficiency of about 95% is reached at about 3.75 keV where both the absorption is likely

and the energy is high enough to transmit well through the window. The argon 𝐾1𝑠 absorption edge

is clearly visible at around 3.2 keV. At energies below the mean free path of X-rays is significantly

longer as the 𝐾1𝑠 absorption is a significant factor in the possible generation of a photoelectron. The

window leads to a similar, but inverse, effect namely due to the 𝐾1𝑠 line of Si at around 1.84 keV.

Because transmission is desired through the window material, the efficiency increases once we go

below that energy. Finally, the nitrogen 𝐾1𝑠 line also contributes to an increase in efficiency once

we cross below about 400 eV. The average efficiencies in the energy ranges between 0 to 3 keV and

0 to 10 keV are 73.42% and 67.84%, respectively.

The improvement in efficiency at energies below 3 keV in comparison to the mylar window used

in the 2014/15 detector (see sec. 6.9) leads to a significant improvement in possible signal detection

at those energies, which is especially important for searches with peak fluxes around 1 to 2 keV as is

the case for the axion-electron coupling or a possible chameleon coupling.

6.13. Data acquisition and detector monitoring

The data acquisition software used for the Septemboard detector, the Timepix Operating Software

(TOS), is not of direct importance for the thesis. But a longer section about it can be found in appendix
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6.13. Data acquisition and detector monitoring

Transmission (absorption for gases) of relevant detector materials and combined
detection efficiency of the Septemboard detector
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Figure 6.16.: Combined detection efficiency for the full detector, taking into account the gas filling of 1050mbar

Ar / iC4H10, the 300 nm Si3N4 window and its 20 nm Al coating.

A. It includes discussions about how the software works internally, how it is used, what the data

format produced looks like and its configuration files. Further, it goes over the temperature readout

functionality and finally presents the software used for detector monitoring, in the form of an event

display used at CAST.
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This chapter introduces the calibrations required to get the Septemboard detector into a usable

state for data taking at an experiment, in particular to interpret the data taken with it, sec. 7.1.

Those calibrations purely related to the Timepix ASIC itself – to work noise free at the lowest possible

thresholds – can be found in appendix C.1. Also the correct working parameters for the FADC are

discussed in sec. 7.2. The scintillators need to be set to their correct discriminator thresholds, see

sec. 7.3.

7.1. Timepix calibrations

As alluded to above, here we will focus on interpreting data taken with a Timepix ASIC. This means

introducing theTimeoverThreshold (ToT) calibrationmethodused to interpretToTvalues as recorded

charges, sec. 7.1.1. Further, based on recorded charge the gas gain can be determined. This is dis-

cussed in sec. 7.1.2.

Important references for theTimepix in general and for the calibration procedures explained below

and in the appendix are [142, 145, 143, 146].
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7. Detector calibration for operation Detector

7.1.1. ToT calibration

The purpose of the ToT (Time overThreshold) calibration is not to perform a calibration for stable op-

eration of a Timepix based detector, but rather to interpret the data received. It is needed to interpret

the ToT values recorded by each pixel as a charge, i.e. a number of recorded electrons.

This is done by injecting charges onto the individual pixels – ’test pulses’. Capacitors are present

to inject very precise voltage bursts onto the pixels. In case of the Timepix 1, each pixel uses a ca-

pacitance of 8 fF [143]. Knowing the capacitance and the voltage induced on them, the number of

injected electrons can be easily calculated from

𝑄 = 𝐶𝑈.

By varying the injected charge and recording the resulting ToT values of the pixels, a relation be-

tween electrons and ToT values is determined:

𝑓(𝑝) = 𝑎𝑝 + 𝑏 − 𝑐
𝑝 − 𝑡

where 𝑎, 𝑏, 𝑐 and 𝑡 are parameters to be determined via a numerical fit and 𝑝 is the test pulse height

in mV.

As such, inverting the relation this can be used to compute a charge for a given ToT value:

𝑓(ToT) = 𝛼
2𝑎 (ToT − (𝑏 − 𝑎𝑡) +√(ToT − (𝑏 − 𝑎𝑡))2 + 4(𝑎𝑏𝑡 + 𝑎𝑐 − 𝑎𝑡ToT))

where ToT is the time over threshold value recorded for a pixel, the constants 𝑎, 𝑏, 𝑐, 𝑡 the fit param-

eters determined above and 𝛼 the conversion factor relating the number of electrons from a pulse

height of 1mV.

An example of a ToT calibration of one chip is shown in fig. 7.1.

7.1.2. Pólya distribution & gas gain

In sec. 5.3.6 we introduced the Pólya distribution to describe the statistical distribution of the gas

amplification stage. In the practical context of the Septemboard detector and the ToT calibration

then, this is the histogram of all charge values recorded by the detector (and related of all ToT values).

As the ToT calibration function is non-linear though, the histogram of the Pólya distribution has

equal bin widths in ToT space, but increasing bin widths in charge space.

Such a histogram can be seen in fig. 7.2, for a 90min slice of background data of the center chip of

the Septemboard. The reasoning behind looking at a fixed time interval for the Pólyawill be explained

in section 10.2.2. The pink line represents the fit of the Pólya distribution following eq. 5.11 to the

data. The dashed part of the line was not used for the fit and is only an extension using the final fit
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ToT calibration of Run2, chip 3
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𝑏 = 50.76  ±  17.23
𝑐 = 2386  ±  1878
𝑡 = −21.28  ±  21.02

Figure 7.1.: Example of a ToT calibration measurement for the chip H10 W69, the center chip of the Septem-

board, as it was done for the CAST data taking period 2.

parameters. At the lower end of charge values, a cutoff due to the chip’s activation threshold is clearly

visible. Note also how the bin widths increase from low to high charge values. The fit determines a

gas gain of 3604.3, compared to the mean of the data yielding 3171.0. Following [134] any number

for the gas gain used in the remainder of the thesis refers to the mean of the data and not the fit

parameter. We use the fit mainly as a verification of the general behavior.

A secondary use case for the Pólya distribution is the determination of the activation threshold via

the seen cutoff. More on this in appendix C.1.4.

7.1.3. Final Septemboard calibrations

The detector was calibrated according to the descriptions of the previous sections and appendix C

prior to both major data taking campaigns at CAST (see sec. 9.6 for a detailed overview of both

campaigns), once in October 2017 and then again in July 2018.

For an overview of all calibration parameters of interest, see the appendix C.2. Tables 7.1 and

7.2 show the THL and THS DAC 1 values used for the Septemboard detector at CAST during the data

taking campaign from October 2017 to March 2018 (Run-2) and October 2018 to December 2018

(Run-3), respectively. The other DACs were all set to the same values for all chips in both data taking

campaigns with the detector, shown in tab. 7.3.
1The THLDAC is the global threshold DAC of all pixels. The THSDAC is responsible for the range in which each pixel can

be adjusted around the global value. See appendix C.1 for more information.
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Polya chip 3, run 267: G = 3171.0, G_fit = 3604.3, χ²/dof = 2.24
idx = 2, interval = 90.0 min, start = 2018-11-08T04:06:42Z
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Figure 7.2.: An example of a Pólya distribution of chip 3 using the calibration of July 2018 based on 90min of

background data. A cutoff at low charges is visible. The pink line represents the fit of the Pólya distribution

to the data. In the dashed region the line was extended using the final fit parameters.

DAC E6W69 K6W69 H9W69 H10W69 G10W69 D9W69 L8W69

THL 435 435 405 450 450 400 470

THS 66 69 66 64 66 65 66

Table 7.1.: The THL and THS DAC values for each of the chips of the Septemboard (board H) detector used at

CAST for the data taking campaign from October 2017 to March 2018 (Run-2).

DAC E6W69 K6W69 H9W69 H10W69 G10W69 D9W69 L8W69

THL 419 386 369 434 439 402 462

THS 68 66 66 65 69 65 64

Table 7.2.: The THL and THS DAC values for each of the chips of the Septemboard (board H) detector used at

CAST for the data taking campaign from October 2018 to December 2018 (Run-3).
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7.1. Timepix calibrations

DAC Value

IKrum 20

Hist 0

GND 80

Coarse 7

CTPR 4294967295

BiasLVDS 128

SenseDAC 1

DACCode 6

RefLVDS 128

Vcas 130

ExtDAC 0

Disc 127

Preamp 255

FBK 128

BuffAnalogA 127

BuffAnalogB 127

Table 7.3.: DAC values and settings that are common between data taking periods and all chips of the Septem-

board for CAST, from the fsr configuration file.

93



7. Detector calibration for operation Detector

7.1.4. High voltage

The high voltage (HV) settings used for the Septemboard detector are shown in tab. 7.4. The target

is a drift field on the order of 500V cm⁻¹ and an amplification field of about 60 kV cm⁻¹. The main

voltages to choose are the grid voltage (to determine the amplification field) and the cathode voltage

(to determine the drift field). The other voltages are computed based on a constant field gradient.

Entries ring 1 and ring 29 are the voltages applied to the field shaping ring running around the de-

tector volume to achieve a more homogeneous field. The HV for the Septemboard is controlled via

an iseg 2 HV module, while the veto scintillator (requiring positive high voltage) is controlled via a

CAEN N470 3.

Description Channel Voltage / V TripCurrent / mA

grid 0 -300 0.050

anode 1 -375 0.050

cathode 2 -1875 0.050

ring 1 3 -415 0.100

ring 29 4 -1830 0.100

veto scinti 5 +1200 2

SiPM 6 -65.6 0.05

Table 7.4.: Table of high voltages in use for the InGrid Mk. IV. Note that the veto scintillator is not controlled

via the iseg module, but by a CAEN N470.

7.2. FADC calibration

The FADC requires care about multiple aspects. First, the settings need to be chosen that configure

both the operating characteristics, data readout and trigger threshold. Next, the Ortec 474 shaping

amplifier has multiple different settings. Finally, in order to interpret the signals received from the

FADC, a so-called ”pedestal run” should be recorded.

FADC settings The FADC settings – more details in the configuration file explanation of appendix

sectionA.2.2 – configure the FADC to run at a frequency of 1GHz as to cover a running time in-

terval of 2.56 μs in each channel. While it could run at up to 2GHz, 1 ns per time bin is accurate

enough given the time scales associated with the amplifier (see below) and a longer interval is

more useful. Further, an external trigger is sent out to TOS if the threshold is exceeded. The
2https://iseg-hv.com/
3https://caen.it/
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7.3. Scintillator calibration

threshold itself is set to −40mV 4. The value was chosen based on trial and error to avoid no

triggers based on baseline noise. Given the range of up to −1V, the relative threshold is pretty

low. Finally, the operation mode and data readout is set, the input channel is chosen and the

pedestal run parameters are configured (see below).

Amplifier settings The 474 Ortec shaping amplifier has 3 settings of note. The absolute gain as

a multiplier and a signal integration as well as differentiation time. The initial settings were

set to an amplification of 6x, an integration time of 50 ns and a differentiation time of 50 ns.

However, these were changed during the data taking campaign, see more on this in section

10.4.1.

Pedestals The 4 · 2560 registers of the FADC are part of 4 separate cyclic registers. Due to hardware

implementation details, the absolute recorded values of each register is arbitrary. In a pedestal

run multiple measurements,𝒪(10) of a certain length (100ms in our case), are performed and

the pedestal values averaged. The resulting values represent a mean value for the typical value

in each register, hence the name ’pedestal’. To interpret a real measured signal, these pedestals

are subtracted from the recorded signal. Each of the 4 FADC channels may have very different

pedestal values, but within a single channel they are usually within ≲ 50 ADC values. Fig. 7.3

shows the pedestals of all 4 FADC channels as they were recorded before CAST data taking

started. The pedestals drift over time, but the associated time scales are long. Alternatively,

the pedestals can be computed from real data by computing a truncated mean in each register,

which we’ll discuss later in sec. 8.5.1.

More details to each of these will be given later where it is of importance.

7.3. Scintillator calibration

The final piece of the detector requiring calibration, are the two scintillators. As both of them are

only used as digital triggers and no analogue signal information is recorded, a suitable discriminator

threshold voltage has to be set.

7.3.1. Large scintillator paddle

The large veto scintillator paddle was calibrated at the RD51 laboratory at CERN prior to the data

taking campaign in March 2017. Using two smaller, calibrated scintillators to create a coincidence

4The trigger threshold DAC is a 12-bit DAC. Its values correspond to −1V at 000 and 1V at FFF. Hence 1966 (seen in the

configuration file) is roughly −40mV.
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FADC register pedestal values, split by channels
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Figure 7.3.: The FADC pedestal run used for CAST data initially, split by each of the 4 FADC channels. Each

channel’s pedestals vary by about𝒪(30) ADC values. The first few registers in each channel are not shown, as

they are outlying by ∼ 100.
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setup of the three scintillators, measurements were taken at different thresholds. Eachmeasurement

was 10min long. An amplifier was installed after the PMT to increase the signal.

The Canberra 2007 base and Bicron Corp. 31.49x15.74M2BC408/2-X PMT require a positive high

voltage. It was supplied with 1200V. Table 7.5 shows the recorded measurements. Based on these a

threshold of −110mV was chosen for the CAST data taking. Fig. 7.4 also shows the data from table.

While the coincidence counts at −110mV are lower than the visible plateau starting at −100mV, this

thresholdwas chosen, because the raw counts were still considered too high compared to expectation

based on cosmic muon rate and the size of the scintillator. 5

Threshold / mV Counts Szinti Counts Coincidence

-59.8 31221 634

-70.0 30132 674

-80.4 28893 635

-90.3 28076 644

-100.5 27012 684

-110.3 25259 566

-120.0 22483 495

-130.3 19314 437

-140.3 16392 356

-150.5 13677 312

-160.0 11866 267

-170.1 10008 243

Table 7.5.: Measurements for the calibration of the large veto scintillator taken at RD51 at CERN with two

smaller, calibrated scintillators in a coincidence. Each measurement was 10min. The thresholds set on the

discriminator for the veto scintillator were originally measured with a 10x scaling and have been rescaled here

to their correct values.

7.3.2. SiPM

The SiPM was calibrated during the bachelor thesis of Jannes Schmitz in 2016 [196] based on a co-

incidence measurement with calibrated scintillators.

5While it is unclear to me now given it’s been over 5 years, I believe at the time of the calibration we wrongly assumed

a muon rate of 100Hzm⁻² sr⁻¹ instead of about 1 cm⁻²min⁻¹. The former number only works out if one integrates it

over the cos2(𝜃) dependence, but only along 𝜃 and not 𝜑! Either way, the number seems problematic. However, it did

misguide us in likely choosing a too low threshold, as using the former number yields an expected number of counts

of ∼ 32 000 compared to only ∼ 20 000 in our naive approach.
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Calibration measurements of 10min each in 3-way coincidence

-180 -160 -140 -120 -100 -80 -60 -40
200

300

400

500

600

700

Threshold [mV]

C
ou
nt
s[
#]

Figure 7.4.: Calibration measurements for the veto scintillator printed in table 7.5. The line is an interconnec-

tion of all data points. The errors represent Poisson-like√𝑁 uncertainties.
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We will now go through the general data reconstruction for data taken with the Septemboard de-

tector. Startingwith a short introduction to the data analysis framework TimepixAnalysis developed

for this thesis, sec. 8.1. Then we cover the data parsing of the ASCII based data format produced by

TOS (see appendix A.2.1 for a description of the data format) in sec. 8.2. At this point we shortly

discuss our expectation of the data properties recorded with the detector, sec. 8.3, as it motivates the

kind of reconstruction that is performed. Fromhere the explanation of the data reconstruction starts,

sec. 8.4, including cluster finding (sec. 8.4.1) and calculation of geometric properties, sec. 8.4.2.

The FADC data reconstruction follows in section 8.5. Finally, the scintillators are mentioned in

section 8.6.

There is an additional long section in the appendix O that goes through the software used for the

data reconstruction intended for people using these tools in the future. And appendix P shows how

the full data reconstruction for all CAST data presented in this thesis is performed.
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8. Data reconstruction Reconstruction

8.1. TimepixAnalysis and Nim

The data reconstruction software handling the processes mentioned in the remainder of this chapter

is the TimepixAnalysis [194] 1 framework. It is only a ”framework” in a loose sense, as it is a set

of programs to parse data from different Timepix (usually GridPix) DAQ software packages, process

and analyze it. In addition, it contains a large number of tools to visualize that data as well as analyze

auxiliary data like lists of data taking runs, CAST log files and more.

The entire code base is written in the Nim programming language [185] 2. Nim is a statically typed,

compiled language with a Python-like whitespace sensitive syntax, taking inspirations from Pascal,

Modula and in particular ideas regarding type safety fromAda. Further, it has a strongmetaprogram-

ming focus with full access to its abstract syntax tree (AST) at compile time, offering Lisp-like macro

functionality. This allows to construct powerful and concise domain specific languages (DSLs). Nim

compiles its code by default first to C code, which can then utilize the decades of compiler optimiza-

tion techniques available via GCC [93] or Clang [138], while allowing to target every single platform

supported by C (which effectively means almost all). As such it also achieves performance on par

with C, while providing high-level features normally associated with languages like Python.

Nimwas selected as the language of choice for TimepixAnalysis, due to its combination of concise

and clean syntax, high-level features for productivity, high performance due to native code genera-

tion, easy interfacing with existing C and C++ code bases and its strong metaprogramming features,

which allow to reduce boilerplate code to a minimum.

Appendix O.1 contains a detailed overview of the important tools part of TimepixAnalysis and

how they are used for the context of the data analysis presented in this thesis. Read it if you wish to

understand how to recreate the results presented in this thesis.

8.2. TOS data parsing

The first part of the GridPix data reconstruction is the parsing of the raw ASCII data files, presented

in A.2.1. This is implemented in the raw_data_manipulation program 3, part of TimepixAnalysis

[194]. Its main purpose is the conversion of the inefficient ASCII data format to the more appropri-

ate and easier to work with HDF5 4 [214] format, a binary file format intended for scientific datasets.

While this data conversion is the main purpose, pixels with ToT or ToA values outside a user defined
1https://github.com/Vindaar/TimepixAnalysis
2https://nim-lang.org
3https://github.com/Vindaar/TimepixAnalysis/blob/master/Analysis/ingrid/raw_data_manipulation.nim
4HDF5 [214] is theHierarchical Data Format of version 5. It is a binary data format intended for scientific datasets, which

uses an in-file layout similar to a virtual file system. Datasets (equivalent to files) are stored in groups (equivalent to

directories). Metadata can be attached to either and linking between datasets, even across files is supported. It supports

a large number of compression filters to reduce the file size of the stored data.
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8.3. Expectation of event shapes

range can be filtered out at this stage 5. Each data taking run is processed separately and will be rep-

resented by one group (similar to a directory on a file system) in the output HDF5 file. See appendix

section O.1.4 for an explanation of the produced data layout.

As the data is being processed anyway, at this timewe already compute an occupancymap for each

chip in the run. This allows for a quick glance at the (otherwise unprocessed) data.

8.3. Expectation of event shapes

Based on the theoretical aspects of a gaseous detector as explained in chapter 5 and the expected

kinds of signal sources at an experiment like CAST (see chapter 9), we can have a good expectation

of the kinds of signals that a GridPix detector records for different types of events.

The signal source we are interested in for an axion helioscope are soft energy X-rays, below 10 keV.

The main goal in later determining a background rate and computing a physics result from data

is to filter out these X-rays from the rest of the data the detector records. The dominant source of

background in any gaseous detector at surface level is due to cosmic muons.

Fortunately, muons and X-rays behave very different in the detector. X-rays generally produce

a single photoelectron, which creates further primary electrons in a local region. These drift un-

der transverse diffusion to the readout plane, which effectively gives them a roughly circular shape.

Muons on the other hand produce electrons (which each produce further local primaries) on a track

along their entire path through the gas volume. Under most angles this implies their shape is very

eccentric, i.e. ’track-like’.

Two example events, one of a∼ 5.9 keV 55Fe X-ray and the other of a typical muon is shown in fig.

8.1.

Given the distinct geometric properties of these different types of events and the fact that a GridPix

provides extremely high spatial resolution and single electron efficiency, the data reconstruction fully

embraces this. Most of the computed properties, which we will introduce in the next sections, are

directly related to geometric properties of the events.

8.4. Data reconstruction

With the data stored in an HDF5 file after processing the raw data with raw_data_manipulation, the

actual data and event reconstruction can begin. This is handled by the reconstruction 6 program.

5These type of cuts are applied at this stage of the processing, because for certain use cases or certain detectors specific

ToT or ToA ranges are of no interest / contain junk data (because of a faulty chip for example). In this case it is useful

to remove such data in this preprocessing stage to lighten the workload for anything after.
6https://github.com/Vindaar/TimepixAnalysis/blob/master/Analysis/ingrid/reconstruction.nim
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Figure 8.1.: Two example events one might see in the detector, left a common background event of a (likely)

muon track, which enters the readout plane (hence the slightly triangular shape) and right a classical 5.9 keV

X-ray from a 55Fe calibration source.

It continues from the HDF5 file created before and proceeds to reconstruct all runs in the given input

file.

For each run, each GridPix chip is processed sequentially, while all events for that chip are then

processed in parallel using multithreading. For each event, the data processing is essentially a two

step process:

1. perform cluster finding, see section 8.4.1.

2. compute geometric properties for each found cluster, see section 8.4.2.

8.4.1. Cluster finding

The cluster finding algorithm splits a single event into possiblymultiple clusters. Clusters are defined

based on a certain notion of distance (the details depend on the clustering algorithm used). The

multiple clusters from a single event are then treated fully equally for the rest of the analysis. The

fact that they originate from the same event has no further relevance (with a slight exception for one

veto technique, which utilizes clustering over multiple chips, more on that in section 11.5.3).

There are two different cluster finding algorithms implemented for use in TimepixAnalysis. The

default one is strictly used for the general cluster finding as part of the reconstruction, the other is

intended to be used for one of the vetoes (again, sec. 11.5.3). The choice is user configurable however.
7

7The clustering logic of TPA is found here: https://github.com/Vindaar/TimepixAnalysis/blob/master/Analysis/

ingrid/private/clustering.nim
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8.4. Data reconstruction

Default The default one is the same clustering algorithm introduced for the data reconstruction of

the 2014/15 GridPix detector in [134]. It defines a cluster by all pixels within the squares of

side length 𝑁 centered around each pixel. It is best thought of as a recursive square neighbor

search around each pixel. For each neighbor in the search square, start another search square.

Once no neighbor finds any neighbors not already part of the cluster, it is finished.

DBSCAN The secondary clustering algorithm is theDensity-based spatial clustering ofapplications

with noise (DBSCAN) [83] algorithm. In contrast to the default algorithm it is – as the name

implies – a density based algorithm. Thismeans it distinguishes pointswhich havemore neigh-

bors (high density) from thosewith fewneighbors (lowdensity). The algorithmhas a parameter

minSamples, which defines the density threshold. If a point has at least minSamples neighbors

within a (euclidean) distance of 𝜀 (the second parameter) it is considered a ”core point”. All

core points build a cluster with all other points in their reach. Those points in reach of a core

point, but do itself not have minSamples neighbors are still part of the cluster. Any point not in

reach of a core point is a ”noise point”. The main advantage of this algorithm over many other

more classical algorithms is the ability to separate clusters close to one another, which are not

separateable by a linear cut. This results in a more humanly ”intuitive” clustering. DBSCAN

is one of the most widely used clustering algorithm in many scientific fields and even in 2017

was still considered highly relevant [197].

Another clustering algorithm (currently not implemented) is CLASSIX [60], which promises fast

clustering based on sorting along the first principal component axis. Based on its properties as pre-

sented in its paper it could be an extremely useful algorithm for our application and should be inves-

tigated in the future.

8.4.2. Calculation of geometric properties

For each individual cluster the geometric event reconstruction is up next. As the basic differentiator

betweenX-rays and commonbackground events is their circularity, most properties are in some sense

related to how eccentric clusters are. Therefore, the first thing to be computed for each cluster, is the

rotation angle 8.

The rotation angle is found via a non linear optimization of

8Note that the absolute value of the rotation angle is of secondary importance. For X-rays the rotation angle is going to be

random, as the definition of a long and short axis in a (theoretically perfect) circle depends on the statistical distribution

of the pixels. However, for pure muons it allows to map the rotation angle to the incidence angle.
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8. Data reconstruction Reconstruction

𝑥′𝑖 = cos(𝜃) (𝑥𝑖 − ̄𝑥) · 𝑃 − sin(𝜃) (𝑦𝑖 − ̄𝑦) · 𝑃

𝑦′𝑖 = sin(𝜃) (𝑥𝑖 − ̄𝑥) · 𝑃 + cos(𝜃) (𝑦𝑖 − ̄𝑦) · 𝑃

where 𝜃 is the rotation angle (in the context of the optimization the parameter to be fitted), 𝑥𝑖, 𝑦𝑖 the

coordinates of the 𝑖-th pixel in the cluster, and ̄𝑥, ̄𝑦 the center coordinates of the cluster. 𝑃 = 55 μm

is the pixel pitch of a Timepix. The resulting variables 𝑥′𝑖, 𝑦′𝑖 define a new rotated coordinate system.

From these coordinates, the RMS 9 of each of these new axes is computed via

𝑥RMS =
√√√

√

1
𝑁 (∑

𝑖
𝑥′2𝑖 ) −

1
𝑁2 (∑

𝑖
𝑥′𝑖)

2

𝑦RMS =
√√√

√

1
𝑁 (∑

𝑖
𝑦′2𝑖 ) −

1
𝑁2 (∑

𝑖
𝑦′𝑖)

2

.

Based on these we then simply redefine

𝜎transverse = min(𝑥RMS, 𝑦RMS)

𝜎longitudinal = max(𝑥RMS, 𝑦RMS),

which then define the eccentricity 𝜀 to (see also fig. 8.2(b))

𝜀 =
𝜎longitudinal
𝜎transverse

,

guaranteeing 𝜀 ≥ 1.

During the non linear optimization, the algorithm attempts to maximize the eccentricity. In a

track like cluster, the maximum eccentricity is found under the rotation angle 𝜃, which points along

the longest axis of the cluster. The resulting rotated coordinate system after the fit has converged, is

illustrated in fig. 8.2(a).

Once the rotation angle and therefore the rotated coordinate system of a cluster is defined, most

other properties follow in a straight forward fashion. In the rotated coordinate system the axis along

the long axis of the cluster is called ”longitudinal” and the short axis ”transverse” in the following.

The higher moments skewness and kurtosis for each axis are computed as well as the length and

width of the cluster based on the biggest spread of pixels along each axis. In addition to the geometric

properties a few other properties like the number of pixels are also computed. Three of the most

important variables are illustrated in fig. 8.2. These enter the likelihood cut definition as we will see

in sec. 11.1.
9The term ’root mean square’ is used although we actually refer to the standard deviation of the sample. We follow [134],

but this ambiguity is often encountered unfortunately.
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Figure 8.2.: Schematic explanation of the basic cluster reconstruction and the three most important geometric

properties. (a) defines the rotated coordinate system found by non-linear optimization of the long and short

cluster axis. Along the long and short axes, (b), the transverse standard deviation 𝜎transverse is computed, which

then defines the eccentricity by this ratio. (c) shows the definition of a less obvious variable: the fraction of

pixels within a circle of one 𝜎transverse radius around the cluster center. Similarly (d) shows the full cluster

length defined by the furthest active pixels in the cluster divided by 𝜎transverse as another variable. These three

variables enter the likelihood cut used for background suppression.
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8. Data reconstruction Reconstruction

The following is a list of all properties of a single cluster computed by the reconstruction tool.

The ig prefix is due to the internal naming convention. All but the likelihood, charge and energy

properties are computed during the first pass of the tool, namely in the context discussed above. 10

igEventNumber The event number the cluster is part of (multiple clustersmay share the same event

number).

igHits The number of pixels in the cluster.

igCenterX / igCenterY The center position of the cluster along the x / y axis of the detector.

igRotationAngle The rotation angle of the long axis of the cluster over the chip coordinate system.

igLength The length of the cluster along the long axis in the rotated coordinate system, defined by

the furthest pixel at each end in that direction.

igWidth The equivalent of igLength for the short axis.

igRmsLongitudinal The root mean square (RMS) along the long axis.

igRmsTransverse The RMS along the short axis.

igSkewnessLongitudinal / igKurtosisLongitudinal The skewness / kurtosis along the long axis.

igSkewnessTransverse / igKurtosisTransverse The skewness / kurtosis along the short axis.

igEccentricity The eccentricity of the cluster, defined by the ratio of the longitudinal RMS over the

transverse RMS.

igLengthDivRmsTrans The length of the cluster divided by the transverse RMS (see fig. 8.2(d)).

igFractionInTransverseRms The fraction of all pixels within a radius of the transverse RMS around

the center (see fig. 8.2(c)).

igTotalCharge The sum of the charge of the ToT calibrated charges of all pixels in the cluster (see

sec. 8.4.3).

igEnergyFromCharge The calibrated energy of the cluster in keV (see sec. 10.1).

igLikelihood The likelihood value of the cluster for the likelihood cut method, explained in detail

in section 11.1.
10In particular all these properties are computed here: https://github.com/Vindaar/TimepixAnalysis/blob/master/

Analysis/ingrid/private/geometry.nim#L331-L391
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8.4. Data reconstruction

After the calculation of all geometric properties for all events and chips, the data is written to an

outputHDF5 file (similar in format to the output of raw_data_manipulation) for each run. This con-

cludes the first pass of reconstruction over the data. See appendix section O.1.5 for an explanation

of the produced data layout.

8.4.3. Data calibration

The next step of the reconstruction is the data calibration. This is a separate pass over the data as it

is optional on the one hand and requires further inputs about each used GridPix than just the raw

data (different calibration files) on the other hand.

There are different calibrations to be performed:

1. the charge calibration via the application of the ToT calibration as introduced in section 7.1.1.

2. the calculation of the gas gain, introduced previously in section 7.1.2 and more in sec. 10.2.2.

3. the energy calibration (see sec. 10.1 and 10.3).

The ToT calibration is in principle performed simply by converting each ToT value to an equivalent

charge in electrons using the calibration as presented in section 7.1.1. For each GridPix used in a

detector, a ToT calibration must be available.

TimepixAnalysis comes with a library and helper program, which manages a simple database

about different GridPixes, their calibrations and their validity (in time and runs they apply to). The

user needs to add the chips for which they wish to perform a ToT calibration to the database before

it can be performed. See appendix O.1.10 for a detailed overview. For any chip part of the database,

the ToT calibration is a single pass over the ToT values of all runs. This generates a calibrated charge

for every pixel of every cluster and a combined property, the totalCharge of the full charge of each

cluster.

Gas gain values are computed in 90min time intervals for each chip. This strikes a good balance

between enough statistics and reduced sensitivity to variation in gas gain due to external effects. As

this deserves its own discussion, more on this in sec. 10.2.2.

Finally, while the energy calibration is also handled by reconstruction, we will cover it in section

10, due to its more complex nature.

8.4.4. Event duration

During the reconstruction of the data, another important parameter is computed, namely the event

duration of each individual event. In principle each event has a fixed length, because the Timepix

uses a shutter based readout, with the shutter length predefined. However, as the FADC is used as
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an external trigger to close the shutter early, if it recorded a signal, all events with an FADC trigger

have a shorter duration.

For the fixed length duration events their length is computed by the shutter length as indicated in

TOS. In appendix A.2.1, listing 2 the shutterTime and shutterMode fields are listed. These define

the absolute length of the shutter opening in (effectively) number of clock cycles. The shutterMode

acts as a modifier to the number of clock cycles:

𝑡clocks(mode, 𝑡) = 256mode · 𝑡

where 𝑡 is the shutterTime and mode corresponds to the shutterMode. The available modes are:

• short: 0

• long: 1

• verylong: 2

In case of the FADC triggering, the clock cycles after shutter opening that were recorded up to the

trigger is also reported in the data files, see appendix sec. A.2.1, listing 3. With the number of clock

cycles the shutter was open, the total event duration can then be computed in either case via:

𝑑(𝑡clocks) =
𝑡clocks · 46

40 · 1 000 000 .

8.5. FADC reconstruction

The data files created from the FADC data sent upon a trigger are essentially memory snapshots

of the circular register of the FADC. We will go through the necessary steps to convert that raw data

into usable signals, given the FADC settings we use and the data TOS generates from it. See appendix

sec. A.2.1 for an overview of the raw FADC data files. For a detailed overview of the FADC readout

process see the FADC manual [55] 11.

In TimepixAnalysis FADC data is automatically parsed from the ASCII data files into HDF5 files

as part of raw_data_manipulation if FADC files are present. The spectrum reconstruction is done

automatically as part of the reconstruction program, but calculation of the baseline, rise and fall

time is an optional step.

11A PDF of the FADC manual is available here: https://archive.org/details/manualzilla-id-5646050/
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8.5. FADC reconstruction

8.5.1. FADC pedestal calculation

As alluded to in sec. 7.2 the pedestal values cannot only be taken from a pedestal run recorded before

data taking, but can also be extracted from real data, under the condition that a decent fraction of

FADC registers in a single FADC event is on the baseline and normally distributed between events.

The idea is to look at an ensemble of values for each register taken from different events and re-

move all those events in each register, in which it was involved in a real signal. Due to the cyclic

nature of the FADC registers, different registers will capture signals in each event. At least in typical

signals recorded with a GridPix the signal lengths are 𝒪(10%) of the window length, leaving plenty

of registers free to recover pedestal information. Regular noise affects things, but is partially taken

care by the truncation and partially cancels out as real noise is normal distributed around the actual

pedestal. This latter approach is the one used in the data analysis by calculating:

𝑝𝑖(𝑟) = mean98th20th({𝑟𝑖}) (8.1)

where𝑝𝑖(𝑟) is the pedestal in register 𝑟𝑖 and themean is taken over all data {𝑟𝑖} in that register within

the 20-th and 98-th percentile. All data refers to a full data run of ∼ 1 day. The highly biased nature

is due to the real signals being negative. Removing the smallest 20% of data guarantees in the vast

majority of events the full physical signal is excluded given the typical signal lengths involved. A

small upper percentile is used to exclude possible significant outliers to the top. While such a biased

estimator will not result in the real mean (and in case of signal and noise free input data thus the real

pedestals), a slight bias is irrelevant, as the baseline is still calculated for each reconstructed signal

which is used to correct any global offset.

8.5.2. FADC spectrum reconstruction

The first step to reconstruct the FADC signals, is to perform the pedestal correction. This is simply

done by subtracting the pedestals register by register from the data file

𝑁𝑖,corr = 𝑁𝑖,raw − 𝑁𝑖,pedestal

with the raw data 𝑁𝑖,raw and the pedestals 𝑁𝑖,pedestal in register 𝑖 (as computed according to eq. 8.1).

With the pedestals removed, the temporal correction is next to unfold the data into the correct

order. This needs to be performed on each of the 2560 registers for each channel separately. The

temporal rotation is performed by shifting all registers by

𝑛rot = (TRIG_REC − POSTTRIG) · 20
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places to the left. The constants TRIG_REC and POSTTRIG are from appendix section A.2.1,

written in each data file in the header.

The final step is to convert the ADC values of each register into voltages in V. Given that the ADC

covers the range of −1 to 1V as the ADC values 0 to 4096 (16384) with 12 (14) bit 12, this means the

conversion from ADC to volts is simply

𝑈𝑖 =
𝑁𝑖,corr − 2048

2048

when using the 12 bit operating mode for each register.

With these corrections applied, the recorded FADC spectrum is recovered, centered around the

trigger position.

8.5.3. Signal baseline, rise time and fall time

Assuming a singular event is recordedwith the FADC, themain properties of interest of the resulting

signal pulse are the signal baseline and based on that the rise and fall time.

Computing the position of the baseline is generally a non trivial problem, as a priori the position,

width and number of signals in the spectrum is unknown. A reasonable expectation though is that

the majority of points in a signal should lie close to the baseline, as the fraction of the FADCwindow

covered by a signal is typically less than a quarter. As such a somewhat empirical way to compute

the baseline 𝐵 was chosen using a biased truncated mean

𝐵 = mean95th30th(𝑆)

between the 30th and 95th percentile of the data. The bias is intended to remove the impact of

the negative signal amplitude and remove the worst positive outliers. An optimal solution would

perform a rigorous peak finding for a signal pulse, remove those points and compute the mean of the

remainder of the points. 13

Once the baseline is defined it can be used to determine both the rise and the fall time. These are

generally computed based on the number of registers between the minimum of the signal and some

threshold slightly below the baseline (compare with fig. 8.3) in order to reduce the effect of local

noise variations. While configurable, the default value of the threshold 𝑐𝐵 (𝐵 for baseline) is

12The FADC can be operated in a 12 or 14-bit mode. We run in the 12-bit mode. Also see A.2.1.
13Aside from performing peak fitting (which is difficult and requires understanding of the expected signal shapes) another

approachmight be a local linear smoothing (e.g. a Savitzky-Golay filterwith polynomial of order 1) in a suitablewindow

range. The result would be amuchmore stable spectrum. This could then be used to compute the numerical derivative

from which all those intervals with a slope smaller than some epsilon provide the dataset from which to compute the

mean. The tricky aspect would be choice of window size and the behavior in very noisy events.
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8.5. FADC reconstruction

𝑐𝐵 = 𝐵 − 0.1 · |𝐵 −min(𝑆)| ,

10% of the difference between the baseline 𝐵 and the minimum value of the spectrum 𝑆 from the

baseline. Similarly, for the end of the rise time / beginning of the fall time a similar offset is used. In

this case the threshold value 𝑐𝑃 (𝑃 for peak) is defined as

𝑐𝑃 = min(𝑆) + 0.025 · |𝐵 −min(𝑆)| ,

so 2.5% of the amplitude above the minimum of the signal 𝑆. The position where either threshold

is crossed in registers is based on where the simple moving average (of window size 5) crosses 𝑐𝐵 and

𝑐𝑃. The number of registers between 𝑐𝐵 and 𝑐𝑃 defines the rise time (left of the peak) and fall time

(right of the peak). 14 At the used clock frequency of 1GHz each register corresponds to 1 ns in time.

A reconstructed FADC spectrum including indications for baseline, rise and fall time as well as

the minimum is shown in fig. 8.3 15, together with the corresponding event on the Septemboard.
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| argMinval: 659.0000 |
| baseline: 0.0030 |
| eventNumber: 1068.0000 |
| fallStop: 1122.0000 |
| fallTime: 453.0000 |
| minVal: -0.1822 |
| noisy: 0.0000 |
| riseStart: 585.0000 |
| riseTime: 57.0000 |
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Figure 8.3.: Example of a fully reconstructed InGrid event and FADC spectrum from a 5.9 keV X-ray recorded

with the Septemboard detector during a calibration run. On the left of each plot are all properties computed

for the data. In the FADC plot the blue line indicates the baseline. Green vertical: rise time from full to dashed

line. Red vertical: point of spectrum minimum. Light red: fall time from dashed to full line. Rise / fall time

stops 2.5% before baseline is reached.

14The naming of the rise and fall time in the context of a negative pulse is slightly confusing. Rise time refers to the

negative rise towards the minimum of the pulse and the fall time to the time to return-to-baseline.
15Excuse the small text for the annotations. They are not important, but may be interesting for some readers!
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8. Data reconstruction Reconstruction

8.6. Scintillator data

For the scintillator signals we only record a trigger flag and the number of clock cycles since the last

scintillator trigger from the moment the FADC triggered. These two pieces of information are part

of the Septemboard data files included in the header. 16 , 17

16Important note for people potentially investigating the raw data from 2017: There was a small bug in the readout soft-

ware during the beginning of the 2017 data taking period, which wrote the scintillator trigger clock cycle values into

subsequent output files even if no FADC trigger was received (and thus no scintillator trigger was actually read out).

However, there is a flag for an FADC trigger. To correctly read the first data runs it is therefore required to not only look

at the scintillator trigger clock cycles, but also at whether the FADC actually triggered. This is handled in the analysis

framework.
17In addition to the above bug, there was unfortunately a more serious bug, which rendered the scintillator counts useless

in the end of 2017 / beginning of 2018 data taking period. The polarity of the signals was inverted in the detector

firmware, resulting in useless ”trigger” information.
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In this chapter we will cover the data taking with the Septemboard detector at the CAST experi-

ment. We will begin with a timeline of the important events and the different data taking periods to

give some reference and put certain things into perspective, sec. 9.1. We continue with the detector

alignment in sec. 9.2, as this is important for the position uncertainty in the limit calculation. Then

we discuss the detector setup behind the LLNL telescope, sec. 9.3. Two sections follow focusing on

where things did not go according to our plans, a window accident in sec. 9.4 and general issues

encountered in each run period in sec. 9.5. We conclude with an overview of the of the total data

taken at CAST, sec. 9.6.

For an overview of the technical aspects of the CAST setup and operation see the appendix D.

It contains details about the operating procedures with respect to the gas supply and vacuum sys-

tem, interlocks and more. As the details of that are not particularly relevant after shutdown of the

experiment, it is not discussed here.
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9.1. Timeline

The Septemboard detector was prepared for data taking at the CAST experiment in July 2017 for

preliminary alignment and fit tests. The detector beamline was prepared behind the LLNL telescope

and aligned with a laser from the opposite side of the magnet using an acrylic glass target on <2017-

07-07 Fri> (see fig. 9.1(a)). Vacuum leak tests were performed and the detector installed on <2017-

07-10 Mon> (see fig. 9.1(b)). In addition, geometer measurements were done for final alignment

and as a reference measurement the day after. An Amptek COOL-X X-ray generator 1 (’X-ray finger’)

was installed on the opposite side of the magnet. A calibration measurement with the X-ray finger

ran from <2017-07-13 Thu> over night. The aim of an X-ray finger run is to roughly verify the focal

spot of the X-ray telescope. After this initial test the detector was dismounted to make space for the

KWISP experiment.

Two months later the detector was remounted between <2017-09-11 Mon> to <2017-09-14 Thu>

with another geometer measurement on the last day. During an attempt to clean the detector water

cooling systemon<2017-09-19Tue>, thewindowof the detectorwas destroyed (see section 9.4). This

required a detector dismount and transport to Bonn for repairs as the detector was electronically dead

after the incident.

Near the end of October <2017-10-23 Mon> the remount of the detector started and was finished

by <2017-10-26 Thu> in time for another geometer measurement and alignment. The next day the

veto paddle scintillator was calibrated using a 3-way coincidence in the RD51 laboratory (see sec.

7.3), followed by the installation of the lead shielding and scintillator installation another day later.

With everything ready, data taking of the first data taking period with the Septemboard detector

started on <2017-10-30 Mon>. During the period until <2017-12-22 Fri> few minor issues were

encountered, see sec. 9.5.1. As CERN is typically closed over Christmas and well into January, data

taking was paused until <2017-02-17 Fri> (further time is necessary to prepare the magnet for data

taking again).

The second part of the first data taking then continued on until <2017-04-17 Mon>, with a few

more small problems encountered, see 9.5.2. After data taking concluded, dismounting of the detec-

tor began the next day by removing the veto scintillator and the lead shielding. On<2018-04-20 Fri>

another X-ray finger run was performed to get a sense of the placement of the detector during its ac-

tual mount as it was during the first data taking period. Afterwards, the detector was fully removed

by <2018-04-26 Thu> to bring it back to Bonn to fix a few problems.

Data taking was initially intended to continue by summer of 2018. The fully repaired detector

was installed between <2018-07-16 Mon> and <2018-07-19 Thu> with a few minor delays due

to a change in mounting of the lead shielding support to accommodate a parallel data taking with

1https://www.amptek.com/internal-products/obsolete-products/cool-x-pyroelectric-x-ray-generator
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9.2. Alignment

KWISP. For alignment another geometer measurement was performed on <2018-07-23 Mon>. Un-

fortunately, external delays pushed the begin of the data taking campaign back into late October. On

<2018-10-20 Sat> the data taking finally begins after a power supply issue was fixed the day before.

The issues encountered during this data taking period, which lasted until <2018-12-20 Thu> are

mentioned in sec. 9.5.3.

With the end of 2018 the data taking campaign of the Septemboard was at an end. The detector

was moved over from CAST to the CAST Detector Lab (CDL) on <2019-02-14 Thu> for a measure-

ment campaign behind an X-ray tube for calibration purposes. Data was taken until <2019-02-21

Thu> with a variety of targets and filters (covered in sec. 11.2 later). Afterwards the detector was

dismounted and taken back to Bonn.

For the results of the different alignments, further see section 9.2.

(a) Laser alignment (b) Detector installed after alignment

Figure 9.1.: (a) Alignment of the telescope side pipes using an acrylic glass flange with a centered grid and a

laser aligned to the magnet bore. The central laser spot is the point on the vertical line extending out from

the center. The other points towards the lower right are further refractions. This was better visible by eye. (b)

Detector installed on the beamline behind the LLNL telescope on <2017-07-10>.

9.2. Alignment

Detector alignment with the X-ray telescope, the magnet and by extension the solar core during solar

tracking is obviously crucial for a helioscope for a good physics result. The alignment procedure used

for the Septemboard detector is a three-fold approach:

1. alignment of the piping up to the detector using an acrylic glass target with amillimeter spaced

cross, as seen in fig. 9.1(a). This target is mounted to the vacuum pipes in the same way the

detector is mounted. A laser is installed on the opposite side of the magnet. With the magnet
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bores fully open the laser is aligned such that it propagates the full bore and is reflected by the

X-ray telescope into the focal spot. This alignment guarantees the focal spot location to be near

the center of the detector. Uncertainty is introduced due to the need to remove the acrylic glass

target and install the detector, as the mounting screws allow for small movements. In addition

the vacuum pipes are also not perfectly fixed.

2. alignment of the fully installed detector using an X-ray finger. The ’X-ray finger’ is a small

electric X-ray generator (in particular an Amptek COOL-X), which is installed in the magnet

bore at the opposite end of the magnet. The generated X-rays must traverse the magnet and

telescope, thereby being focused by the telescope into the focal spot. As the X-ray finger does

not emit parallel light, the resulting distribution of the X-rays on the detector is not a perfect

focal spot, even if the telescope was perfect and the detector placed right in the focus. The close

distance also implies the focal length is slightly different than for an infinite source. The mean

position of the taken data can anyhow be used to determine the likely focal spot position. See

below, fig. 9.2(a), for an example and the resulting position from one of the X-ray finger runs.

3. alignment by the geometer group at CERN. A theodolite is installed in the CAST hall and the

location of many targets on the magnet, telescope, vacuum pipes and the detector itself are

measured up to 0.5mm precision at 1𝜎 level. See fig. 9.2(b) for a picture of such a target. The

initial geometer measurement from <2017-07-11 Tue> mainly serves as a baseline reference.

As the first two alignment procedures provide a good alignment, ameasurement of the existing

position by the geometers can then later be used to re-align the detector after it was removed

relative to the previous baseline position relative to the telescope. This assures the detector

can be remounted and placed in the right location without the need for an additional laser

alignment.

The X-ray finger run taken in April 2018 can be used as a reference for the alignment as used

during the first data taking. The center positions of each cluster can be shown as a heatmap, where

the number of hits each pixel received is colored. Computing the mean position of all those clusters

yields the most likely center position of the focal spot. See fig. 9.2(a) for an example of this. The

position of the center based on the mean of all cluster centers is about 0.4mm away from the center

in both axes.

With this setup after each remounting a geometer measurement was performed to align the de-

tector back to the initial laser alignment. As the second mounting of the detector in September 2017

was not used for any data taking, the associated geometer measurement is irrelevant.

Tab. 9.1 summarizes the values of the geometer alignment results for each of the measurements

using the CenterR and CenterF positions defined based on the initial geometer measurement in July
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X-ray finger clusters of run 189
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(a) X-ray finger clusters (b) Geometer target

Figure 9.2.: (a): Cluster center positions of the X-ray finger run 189 from April 2018. The red cross marks the

center of all cluster centers, which is the most likely position of the focal spot. It is ∼ 0.4mm away from the

chip center in both axes. The two parallel lines with less clusters are the window strongback. The orthogonal

line is a graphite spacer in the center of the LLNL telescope. (b): Image showing the targets on the detector.

The acrylic glass cylinders are the fiducial marks used to hold the actual survey target. The survey target is a

mirror to reflect the laser of the theodolite. Image from [15].

2017. In each case the shifts in X, Y and Z direction is usually significantly less than 1mm.

For a detailed overview of the geometer measurements see the public EDMS links under [15, 16,

17, 14, 13] containing the PDF reports for each measurement.

9.3. Detector setup at CAST

The setup of the full beamline from the magnet end cap to the detector is shown in a render in fig.

9.3. The piping shows a clear kink introduced using a flexible bellow. This setup is used to move

the detector mount further away from the other beamline to provide more space for two setups side-

by-side. At the same time it is an artifact of the LLNL telescope only being a 30 ° portion of a full

telescope resulting in the focal plane not being centered in front of the telescope. Not shown in the

image is the lead shielding installed around the detector as well as the veto scintillator, which covers

the majority of the beamline area. The lead shielding is a 5 to 15 cm thick ’castle’ of lead around the

detector (10 cm on top and behind, 15 cm in front and 5 cm and 10 cm on each side). An annotated

image of the real setup is seen in fig. 9.4, which shows lead shielding, veto scintillator, 55Fe source

manipulator and the LLNL X-ray telescope. The setup is behind the VT3 gate valve of the CAST

magnet.
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Measurement Target ΔX [mm] ΔY [mm] ΔZ [mm] Useful

11.07.2017 yes

14.09.2017 CenterR -0.1 0.3 -0.8 no

CenterF -0.1 0.3 -0.9

26.10.2017 CenterR 0.2 0.6 0.2 yes

CenterF 0.1 0.6 -0.1

24.04.2018 CenterR 0.5 0.5 0.0 yes

CenterF 0.4 0.5 -0.3

23.07.2018 CenterR 1.1 0.5 0.6 yes

CenterF 1.0 0.5 0.3

Table 9.1.: Overview of the results of the different geometer alignment measurements. The first measuremnt

serves as the baseline to define 2 points (CenterR and CenterF) relative to which alignment later is done. The

initial alignment is done both by laser and X-ray finger. The second geometer measurement is not useful, as

no data was taken with it, due to the window rupture accident.

Figure 9.3.: Render of the detector setup up to the magnet end cap as seen from above. The beamline kinks

away from the other beamline (”below” in this image) to provide more space for two detectors at the same

time. Image courtesy of Tobias Schiffer.
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Figure 9.4.: Annotated setup as installed in October 2017 for the first data taking campaign. The detector is

seen in its lead shielding, with the veto scintillator covering a large angular portion above the detector. The
55Fe source manipulator is seen head-on here. On the right towards the magnet we see the housing of the

LLNL X-ray telescope.
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9.3.1. 55Fe source and manipulator

As seen in the previous section the setup includes a 55Fe source. Its purpose is both monitoring of

the detector behavior and it serves as a way to calibrate the energy of events (as mentioned in theory

section 5.3.8). More details on the usage and importance for data analysis will be given in chapter 10.

It is installed on a pneumatic manipulator. Using a compressed air line with about 6 bar pressure the

manipulator can be moved up and down. Under vacuum conditions of the setup the manipulator is

inserted unless the compressed air is used to push it out.

ARaspberry Pi 2 is installed close to themanipulator and connects to the twoFesto 3 control sensors

at the top and bottom end of the manipulator using the general purpose input/output (GPIO) pins.

Two pins are used to read the sensor status from each. Five more pins connect to a 24V relay, which

is used to control the controllers for the compressed air line. The relay is controlled by pulse width

modulation (PWM). The software controlling the GPIO pins of the Raspberry Pi is written in Python.

A client program is running on a computer in the CAST control room and communicates with the

Raspberry Pi using a network connection on which a server process is running. It can receive con-

nections through a socket, allowing for remote and programmatic control of the manipulator via a

set of simple string basedmessages. Further, it provides a REPL (read-evaluate-print loop) to control

it interactively. For more details about the software see the extended version of this thesis.

9.4. Window accident

During the preparations of the detector for data taking, it became clear that the rubber seals of the

quick connectors used for the water cooling system started to disintegrate. The connectors were

replaced by Swagelok connectors, but the water cooling system still contained rubber pieces blocking

the flow. Due to the small diameter and twisted layout of the cooling ducts in the copper body,

the only way at hand to clean them was a compressed air line, normally used for operation of the
55Femanipulator (see sec. 9.3.1). This cleaning process worked very well. Multiple cleaning & water

pumping cycles were needed, as after cleaning the system with compressed air, pumping water the

next time moved some remaining pieces, which blocked it again. After multiple cycles at which no

more clogging happened upon water pumping a final cycle was intended. As the gas supply and the

water cooling system after replacement of the quick connectors now used not only the same tubing,

but also the same connectors, the compressed air line was mistakenly connected to the gas supply

instead of water cooling line byme. Thewindows – tested up to 1.5 bar pressure – could notwithstand

the sudden pressure of the compressed air line of about 6 bar. A sudden and catastrophic window

2https://www.raspberrypi.org/about/
3https://www.festo.com/
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9.4. Window accident

failure broke the vacuum and shot window pieces as well as possible contamination into the vacuum

pipes towards the X-ray optics.

Because the LLNL telescope is an experimental optics there was worry about potential oil contam-

ination coming from dirty air of the compressed air line. A conservative estimate of this given an

upper bound on contamination of the air, volume of the vacuum pipes and the telescope area was

computed. Assuming a flow of compressed air of 5 s, a ISO 8573-1:2010 class 4 compressed air con-

tamination of ppmvoil = 10mgm−3 and all oil in the air sticking to the telescope shells would lead

to a contamination of 𝑐oil = 41.7 ng cm−2. More realistic is about 1% of that due to the telescope

only being less than 1

10
of the full system area and the primary membrane pump likely removing the

majority (> 90%) of the oil in the first place. This puts an upper limit of 𝑐oil = 0.417 ng cm−2, which

is well below anything considered problematic for further data taking.

Further, the 55Fe source manipulator likely caught most of the debris, as it was fully inserted due

to the necessary removal of the compressed air line from it, which is normally needed to keep the

manipulator extruded when the system is under vacuum. For this reason it is unlikely any window

debris could have caused significant scratches in the telescope layers.

After the incident the detector was dismounted and taken to the CAST detector lab. Fig. 9.5(a)

shows the detector from above with the small remaining pieces of the window. Fig. 9.5(b) shows

the detector inside after opening it. A bulge is visible where the gas inlet is and the compressed air

entered. As the detector was electronically dead after the incident, the decision was made to move it

back to Bonn for repairs. It turned out that the Septemboard had become loose from the connector.

(a) Broken window from the inside (b) View into the detector after accident

Figure 9.5.: (a) shows the cathode of the detector from the inside with the broken window. Essentially the full

window directly exposed to vacuum is gone. (b) is the view into the detector without the cathode. A bulge of

the field cage is visible where the compressed air entered.
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9.5. Data taking woes

In this section we will cover the smaller issues encountered during the data taking. These are worth

naming, due to having an impact on the quality of the data as well as affecting certain aspects of data

analysis. In case someone wishes to analyze the data, they should be aware of them. We will cover

each of the effectively three data taking periods one after another.

9.5.1. 2017 Oct - Dec

The first data taking period from <2017-10-30 Mon> to <2017-12-22 Fri> initially had a bug in the

data acquisition software, which failed to reset the veto scintillator values from one event to the next,

if the next one did not have an FADC trigger. In that case in principle the veto scintillators should not

have any values other than 0. However, as there is a flag in the data readout for whether the FADC

triggered at all, this is nowadays handled neatly in the software by only checking the triggers if there

was an FADC trigger in the first place. Unfortunately, it was later found that the scintillator triggers

were nonsensical in this data taking period due to a firmware bug anyway.

Starting from the solar tracking run on <2017-11-29 Wed> the analogue FADC signals showed

significant signs of noise activity. This lead to an effectively extremely high dead time of the detector,

because the FADC triggered pretty much immediately after the Timepix shutter was opened. As I

was on shift during this tracking, I changed the FADC settings to a value, which got rid of the noise

enough to continue normal data taking. The following changes were made:

• differentiation time reduced from 50ns to 20 ns

• coarse gain of the main amplifier increased from 6x to 10x

Evidently this has a direct effect on the shape of the FADC signals, to be discussed in sec. 10.4.1.

On <2017-12-05 Tue> while trying to investigate the noise problem which resurfaced the day

before despite the different settings, a fuse blew in the gas interlock box. This caused a loss of a solar

tracking the next day. The still present FADCnoise leadme to change the amplification settingsmore

drastically on <2017-12-07 Thu 08:00> during the shift:

• integration time from 50ns to 100 ns

The same day in the evening the magnet quenched causing the shift to be missed the next day. In

the evening of <2017-12-08 Fri> the integration time was turned down to 50 ns again, as the noise

issue was gone again.

A week later the integration time was finally changed again to 100 ns. By this time it was clear

that there would be no easy fix to the problem and that it is strongly correlated to the magnet activity

during a shift. For that reason the setting was kept for the remaining data taking periods.
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9.5.2. 2018 Feb - Apr

Two days before the data taking periodwas supposed to start again in 2018, there were issues with the

detector behaviorwith respect to the thresholds and the gain of theGridPixes. During one calibration

run with the 55Fe source the effective gain dropped further and further such that instead of ∼ 220

electrons less than ∼ 100 were recorded. This turned out to be a grounding issue of the detector

relative to the water cooling system.

Further, the temperature readout of the detector did not work anymore. It is unclear what hap-

pened exactly, but the female micro USB connector on the detector had a bad soldering joint as was

found out after the data taking campaign. It is possible that replugging cables to fix the above men-

tioned issue caused an already weak connector to fully break.

The second data taking period finally started on <2018-02-17 Sat> and ran until <2018-04-17

Tue>.

This data taking campaign still ran without functioning scintillators, due to lack of time and alter-

native hardware in Bonn to debug the underlying issue and develop a solution.

9.5.3. 2018 Oct - Dec

Between the spring and final data taking campaign the temperature readout as well as the firmware

were fixed to get the scintillator triggers working correctly, with the installation being done end of

July 2018. By the time of the start of the actual solar tracking data taking campaign at the end of Oc-

tober however, a powering issue had appeared. This time the Phoenix connector on the intermediate

board had a bad soldering joint, which was finally fixed <2018-10-19 Fri>. Data taking started the

day after.

Two runs in mid December showed strong noise on the FADC again. This time no amount of

changing amplifier settings had any effect, which is why 2 runs were done without the FADC. See

runs 298 and 299 in the appendix, tab. E. For the last runs it was activated again and no more noise

issues appeared.

9.5.4. Concluding thoughts about issues

The FADCnoise issuewas inmanyways themost disrupting active issue the detector was plagued by.

In hindsight, the standard LEMO cable used should have been a properly shielded cable. Someone

with more knowledge about RF interference should have assisted in the installation. In a later sec-

tion, 10.4.1, the typical signals recorded by the FADC under noise will be shown as well as mitigation

strategies on the software side. Also how the signals and the FADC activation threshold changed due

to the changed settings will be presented.
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9.6. Summary of CAST data taking

In summary then, the data taken atCASTwith the Septemboard detector can be split into twoperiods.

The first from October 2017 to April 2018 and the second from October 2018 to December 2018. The

former will from here on be called ”Run-2” and the latter ”Run-3”. Run-1 refers to the data taking

campaign with the single GridPix detector in 2014 and 2015. The distinction of run periods is mainly

based on the fact that the detector was dismounted between Run-2 and Run-3 and additionally a full

detector recalibration was performed, meaning the datasets require slightly different parameters for

calibration related aspects.

During Run-2 the scintillator vetoes were not working correctly. The FADCwas partially noisy. In

Run-3 all detector features were working as intended. The feature list is summarized in tab. 9.2.

Feature Run 2 Run 3

Septemboard o o

FADC m o

Veto scinti x o

SiPM x o

Table 9.2.: Overview of working (o), mostly working (m), not working (x) features in each run. FADC was

partially noisy in Run-2.

Run-2 ran with a Timepix shutter time of 2/32 (ref. sec. 8.4.4) resulting in about 2.4 s long frames.

This was changed with the start of 2018 (still in Run-2) to 2/30 (∼ 2.2 s).

In total 115 solar trackings were recorded between Run-2 and Run-3, out of 120 solar trackings

taking place. 4 of the 120 total were missed for detector related reasons and one was aborted after

30 minutes of tracking time. This amounts to about 180 h of tracking data. Further, 3526 h of back-

ground data and 194 h of 55Fe calibration data were recorded. The total active fraction of these times

is about 90% in both run periods. See tab. 9.3 for the precise times and fractions of active data taking.

Two X-ray finger runs were done for alignment purposes (out of which only 1 is directly useful).

Outside the issues mentioned in the previous section 9.5, the detector generally ran very stable.

Certain detector behaviors will be discussed later, which do not affect data quality as they can be

calibrated out.

Table 9.4 provides a comprehensive overview of different statistics of each data taking period, split

by calibration and background / solar tracking data. The appendix E lists the full run list with addi-

tional information about each run. Further, appendix J shows occupancy maps of the Septemboard

for Run-2 and Run-3, showing a mostly homogeneous activity, as one would expect for background

data taking. Fig. L.1 in appendix L shows the raw rate of activity on the center chip over the entire
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9.6. Summary of CAST data taking

Solar tracking [h] Active s. [h] Background [h] Active b. [h] Active [%]

Run-2 106.006 93.3689 2391.16 2144.12 89.65

Run-3 74.2981 67.0066 1124.93 1012.68 90.02

Total 180.3041 160.3755 3516.09 3157.35 89.52

Table 9.3.: Overviewof the total data takenwith the Septemboard detector at CAST in the time betweenOctober

2017 and December 2018. ’Active s’ and ’Active b.’ refers to the total solar tracking and background time

excluding the dead time due to readout of the septemboard. See the table below 9.4 for more details.

CAST data taking period.

125



9. Detector installation & data taking at CAST CAST

Field calib Run-2 calib Run-3 back Run-2 back Run-3

total duration 107.42 h 87.06 h 2497.16 h 1199.22 h

active duration 2.6 h 3.53 h 2238.78 h 1079.6 h

active fraction 2.422 % 4.049 % 89.65 % 90.02 %

# trackings 0 0 68 47

non tracking time 107.42 h 87.06 h 2391.15 h 1124.93 h

active non tracking time 2.6 h 3.53 h 2144.11 h 1012.67 h

tracking time 0 h 0 h 106.01 h 74.3 h

active tracking time 0 h 0 h 93.36 h 67 h

Events

total # events 532 020 415 927 3 758 960 1 837 330

only center chip 472 048 361 244 21 684 10 342

only any outer chip 5 5 1 558 546 744 722

center + outer 59 554 53 499 1 014 651 486 478

center chip 531 602 414 743 1 036 335 496 820

any chip 531 607 414 748 2 594 881 1 241 542

fraction with center 99.92 % 99.72 % 27.57 % 27.04 %

fraction with any 99.92 % 99.72 % 69.03 % 67.57 %

with fadc readouts 531 529 413 853 542 233 211 683

fraction with FADC 99.91 % 99.50 % 14.43 % 11.52 %

with SiPM trigger <4095 1656 20 8585 4304

with veto scinti trigger <4095 0 2888 0 70 016

with any SiPM trigger 531 528 1312 825 460 34 969

with any veto scinti trigger 0 216 170 0 206 025

fraction with any SiPM 99.91 % 0.3154 % 21.96 % 1.903 %

fraction with any veto scinti 0.000 % 51.97 % 0.000 % 11.21 %

Table 9.4.: Overview of the data taken in each of the runs split by calibration data (”calib”) and background

(”back”). First information about the total recorded time and trackings and then event information regarding

general activity and activity split by chips, FADC and scintillators. Note that the scintillator information for

Run-2 is not useful, as the signals recorded were not actually real signals.
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10. Data calibration Calibration
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With the roughly 3500 h of data recorded at CAST it is time to discuss the final calibrations 1 nec-

essary for the calculation of a physics result. On the side of the Septemboard detector this means the

’energy calibration’, sec. 10.1; the calculation of the energy of each event recorded with the Septem-

board detector. This necessarily needs to include a discussion of detector variability both due to

external factors as well as differing detector calibrations and setups, sec. 10.2. Here we provide the

reasoning for the choices leading to the final energy calibration, presented in sec. 10.3. Similarly, for

the FADC the impact of the noise seen during data taking and resulting differing amplifier settings

will be discussed in sec. 10.4.

10.1. Energy calibration - in principle

The reconstructed data from the GridPixes, as described in chapter 8.4 (cluster finding, cluster recon-

struction and charge calibration), still needs to be calibrated in energy. The charge calibration 7.1.1

computes the number of electrons recorded on each GridPix pixel in an event from the ToT counts.

In order to calculate an equivalent energy based on a certain amount of charge –which depends on

the gas gain – the data recorded using the 55Fe calibration source at CAST is used. As the 55Fe spec-

trum (see sec. 5.3.8) has a photopeak at 5.9 keV and an escape peak at 2.9 keV it provides two different
1Note that the term ’calibration’ is a heavily loaded term implying very different things depending on context. This can

at times be confusing. I try to be explicit by fully specifying what calibration is meant when it might be ambiguous.
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10. Data calibration Calibration

lines relating charges to energies for calibration. While the charge calibration for each pixel from ToT

to electrons is non-linear, the relation between energy and recorded charge is linear. The position of

the two peaks in the 55Fe spectrum needs to be determined precisely, which is done using a double

gaussian fit

𝑓(𝑁𝑒, 𝜇𝑒, 𝜎𝑒, 𝑁𝑝, 𝜇𝑝, 𝜎𝑝) = 𝐺esc
K𝛼(𝑁𝑒, 𝜇𝑒, 𝜎𝑒) + 𝐺K𝛼(𝑁𝑝, 𝜇𝑝, 𝜎𝑝), (10.1)

where 𝐺 is a regular gaussian, one for the escape peak 𝐺esc and one for the photopeak 𝐺. An

example spectrum with such a fit can be seen in fig. 10.1(a).
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Figure 10.1.: (a): Fit to a 55Fe calibration run from the CAST data (run 149) using a double gaussian fit. (b):

Linear fit to the escape and photopeak energies to relate charges in electrons to energies in keV.

Then, a linear function without y-offset

𝑄(𝐸) = 𝑚𝑐 · 𝐸

is fitted to the found peak positions of the spectra by charge 𝑄, against the known energies 𝐸 of

the peaks in the 55Fe spectrum. This yields the calibration factor, 𝑎 = 𝑚−1
𝑐 , which can be used to

calibrate all events with the same gas gain. Over the time of data taking at CAST the gas gain varies

by a significant margin, requiring a more complex calibration routine as the calibration factor would

produce too imprecise energy values otherwise (for example if each 55Fe calibration run were used

to deduce one calibration factor 𝑎 = 𝑚−1
𝑐 to be applied to the closest background data in time). An

example for this fit is seen in fig. 10.1(b).

Fortunately, the gas gain can be computed using raw data without evaluating any physical events,

allowing calculation of it also for raw background data. This motivates the idea to map a gas gain

to a calibration factor needed to calibrate events at such gas gains in energy. Taking a certain time

interval in which the detector gas gain is assumed constant, the gas gain of all time slices of this

length is computed for background and calibration data. For all time slices in the calibration data
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10.2. Detector behavior over time

the procedure above – fitting the 55Fe spectrum and calculating the energy calibration – is performed.

A higher gas gain leads to linearly more recorded electrons in the 55Fe spectra. Therefore, all energy

calibration factors determined from different time intervals should be on a slope depending on the

gas gain. As such a final fit

𝑎(𝐺) = 𝑚𝑔 · 𝐺 + 𝑏 (10.2)

is performed to all time intervals of all calibration runs. This yields the energy calibration factor 𝑎

valid for a given gas gain𝐺. Then in order to calibrate the energy of a given cluster in the background

data, the same time slicing is performed and one gas gain calculated for each slice. The gas gain is

inserted into the fit and the resulting calibration factor is used to calibrate the energy of every cluster

in that time slice. We will come back to this fit in sec. 10.3 to finalize the energy calibration.

The remaining question is the stability of the gas gain over time, which we will look at next in the

context of the general detector behavior over time. This allows us to find a suitable time interval to

use for all data and hence perform a temporally stable energy calibration.

10.2. Detector behavior over time

Outside the detector related issues discussed in section 9.5 the detector generally ran very stable

during Run-2 andRun-3 at CAST. This allows and requires to assess the data quality inmore nuanced

ways. Specifically, the stability of the recorded signals over time is of interest, which is one of the

main purposes of the 55Fe calibration runs. A fixed spectrum allows to verify stable operation easily.

In particular of interest for the energy calibration of the data are the detected charge and gas gain of

the detector.

As the charge and gas gain can be computed purely from individual pixel datawithout any physical

interpretation, it serves as a great reference over time. Longer time scale variations of the gas gain

were already evident from the calibration runs during data taking and partially expected due to the

power supply and grounding problems encountered, as well as different sets of calibrations between

Run-2 and Run-3. By binning the data into short intervals of order one hour, significant fluctuations

can be observed even on such time scales. Fig. 10.2 shows the normalized median of the total charge

in events for all CAST data normalized by the datasets (background and calibration). Each data point

represents a 90min time slice. Some data is removed prior to calculation of themedian asmentioned

in the caption. The important takeaway of the figure is the extreme variability of the median charge

(up to 30%!). Fortunately though, the background and calibration data behaves the same, evident

by the strong correlation (purple background, green calibration). While the causes for the variability

are not entirely certain (see sec. 10.2.1), it allows us to take action and calibrate the data accordingly.
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Figure 10.2.: The plot shows the median charge within 90min time windows of both background and cali-

bration data. Some data is removed (only clusters with less than 500 pixels active to remove the worst sparks

and extremely large events) and only events within the inner 4.5mm radius are considered. Each data type

(calibration and background) is normalized to 1 as the median charge is very different in the datasets. The

median is used instead of the mean to further remove effect of very rare, but extreme outliers. Each pane of

the plot shows a portion of data taking with significant time without data between each.
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10.2. Detector behavior over time

10.2.1. Potential causes for the variability

One possible cause for the variability seen in the previous section is the electronics of the detector

readout. Either a floating ground or unstable power supply can result in the activation thresholds

of the pixels moving – as was indeed observed – as mentioned in section 9.5. Lesser versions of the

problems discussed in that section could theoretically explain the variations. Specifically, in regards

to the 55Fe spectra showing variation, the number of pixels and the amount of charge are directly

correlated. Thenumber of pixels is plainly a clamped version of the charge information. If electronics

caused threshold variations, it would both change the effective ToT value as well as the number of

pixels activated in the first place. Fortunately, the center chip also contains the FADC, which allows

for an independent measurement of the effective charge generated below the grid and thus another

indirect measurement of the gas gain. By comparing how the mean position of the 55Fe spectra

behave in the FADC data compared to the GridPix data we can deduce if the GridPix behavior likely

is due to real gas gain changes or due to electronics.

Fig. 10.3 shows the (normalized) position of the 55Fe photopeak based on a fit to the pixel, charge

and FADC spectrum (the latter based on the amplitudes of the FADC signals). Aside from the varia-

tions in the FADC data in the 2017 data (left) due to the changed FADC settings (more on that in sec.

10.4), the ’temporally local’ changes in all three datasets are almost perfectly correlated. This implies

a real physical origin in the observed variation and not an electronic or power supply origin.

A physical change in the gas gain can either be caused by a change in high voltage in the ampli-

fication region, a change in gas composition or gas properties (assuming no change in the physical

size of the amplification gap, which is reasonable at least within Run-2 and Run-3 as the detector

was not touched).

Firstly, the high voltage, while not logged to a file 2, was visually inspected regularly andwas always

kept at the desired voltages by the Iseg HVmodule within the operating window. It is a very unlikely

source of the variability. 3

Secondly, there is no reason to believe the gas composition to be at fault as a) the detector is used

in an open loop at a constant gas flow and b) it would then if anything show up as a sudden change

in detector properties upon a gas bottle change and not a continuous change during operation.

This finally leaves the properties of the gas itself, for which three variables are (partially) known:

2Once again, in hindsight writing a log file of the high voltage values would have been valuable, especially as it could

have been done straight from TOS. However, similar to what lead to losses of the temperature log files, this was simply

not prioritized to implement at the time. The same holds for the gas pressure in the chamber, which should have been

logged using the FlowView software of the Bronkhorst pressure controller used to control it.
3From other Iseg HV modules used in lab course experiments we know that when they are faulty it is very evident. We

have never experienced a module that reads correct values, but actually supplies the wrong voltage. In each faulty case

the desired target voltage was simply not correctly held and this was visible in the read out voltage.
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Figure 10.3.: Normalized photopeak positions in the Run-2 data based on the charge (purple), pixel (green)

and FADC (orange) spectra. The empty range in the middle is the period between Dec 2017 and Feb 2018.

The strong changes in the FADC on the left are due to the different FADC settings. Beyond that the three sets

of data are fully correlated, implying a physical origin in the variation. Compare how local (in time) features

appear identical in each data.
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10.2. Detector behavior over time

1. the gas flow

2. the chamber pressure via the pressure controller on the outlet side

3. the temperature

The gas flow was at a relatively constant 2 L h−1. The absolute value should not be too relevant,

as the flow is small in absolute terms and thus should have no effect on the gas properties in the

chamber as such (via gas flow related effects causing turbulence or similar in the chamber). Its

secondary impact is only one on absolute gas pressure, which is controlled by the pressure controller,

which provides granular control. While also no log files werewritten for the chamber pressure, visual

inspection was also done regularly and the pressure was at a constant 1050mbar at most varying by

1mbar in rare cases, but certainly not in a way correlating to the gas gain variations.

This leaves the temperature inside the chamber and in the amplification region as the final plau-

sible source of the variations. As the temperature log files for the Septemboard were lost due to a

software bug (more on that in appendix sec. A.2.4), there are two other sources of temperature in-

formation. First of all the shift log of each morning shift contains one temperature reading of the

Septemboard, which yields one value for every solar tracking. Second of all the CAST slow control

log files contain multiple different temperature readings in one second intervals. Most notably the

ambient temperature in the CAST hall, which up to an offset (and some variation due to detector load

and cooling efficiency) should be equivalent to the gas temperature. Fig. 10.4 shows the normalized

temperature sensors in the CAST hall (excluding the exterior temperature) during the Run-3 data

taking period together with the normalized peak position of the 55Fe spectra in pixels (black points),

the temperature from the shift logs (blue points) and the gas gain values of each chip (smaller points

using the color scale, based on 90min intervals per point). The blue points of the temperature of the

Septemboard recorded during each solar tracking nicely follow the temperature trend of the ambient

temperature (T_amb) in the hall, as expected. Comparing the 55Fe spectra mean positions with the

shift log temperatures does not allow to draw meaningful conclusions about possible correlations,

due to lack of statistics. But the gas gains of each chip compared to the temperature lines does imply

an (imperfect) inverse correlation between the temperature and the gas gain.

As discussed in theory sec. 5.3.6 the expectation for the gas gain given constant pressure is 𝐺 ∝ 𝑒𝛼

where the first Townsend coefficient 𝛼 scales with temperature by

𝛼 ∝ 1
𝑇 exp (−

1
𝑇) . (10.3)

The combination of the inverse relation to 𝑇 and its negative exponential is a monotonically in-

creasing sublinear function (and not decreasing as 1/𝑇would imply alone) in the relevant parameter

ranges. This should imply an increase in gas gain instead of the apparent decrease we see for in-

133



10. Data calibration Calibration

creasing temperatures. The kind of scaling according to eq. 10.3 was also already experimentally

measured for GridPix detectors by L. Scharenberg in [187]. The implications seem to be that the

assumptions going into the 𝛼 scaling must have been violated. The septemboard detector in its –

essentially open – gas system is a non-trivial thermodynamic system due to the significant heating of

the Timepix ASICs and very small amplification region of 50 μm height enclosing a gas mass, where

gas flow is potentially inhibited.

This is not meant as a definitive statement about the origins of the gas gain variations in the

Septemboard detector data. However, it clearly motivates the need for an evenmore in depth study of

the behavior of these detectors for different gas temperatures at constant pressures (continuing the

work of [187]). More precise logging of temperatures and pressures in future detectors is highly en-

couraged. Further, a significantly improved cooling setup (to more closely approach a region where

temperature changes have a smaller relative impact), or theoretically even a temperature controlled

setup (to avoid temperature changes in the first place) with known inlet gas temperatures might be

useful. This behavior is one of the most problematic from a data analysis point of view and thus it

should be taken seriously for future endeavors.

See appendix F for plots similar to fig. 10.4 for the other periods of CAST data taking and a scatter

plot of the center chip gas gains against the ambient temperature directly.

10.2.2. Gas gain binning

Motivated by the strong variation seen over timescales much shorter than the typical length of a

background run, the gas gain needs to be computed in time slices of a fixed length. This is naturally

a trade-off between assigning accurate gas gains to a time slice and acquiring enough statistics to

compute said gas gain correctly.

To determine a suitable time window the gas gain was computed for a fixed set of different time

intervals and figures similar to fig. 10.2 were considered not only for the median charge, but also

different geometric cluster distributions. Further, by applying the energy calibration based on each

different set of time intervals to the background data (aswill be explained in sec. 10.3), the histograms

of the median cluster energy in the background data was studied. The ideal time interval is one in

which the resulting median energy distribution has low variance and is unimodal approaching a

normal distribution, (background in all slices is equivalent over large enough times) while at the

same time provides enough statistics in the 55Fe spectrum of the slice to perform a good fit.

Unimodality can be quantitatively checked using different goodness of fit tests (Anderson-Darling,

Cramér-vonMises, Kolmogorov-Smirnov). See appendix F.1 for a comparison and further plots com-

paring the intervals. The goodness of fit tests tend to favor shorter intervals, in particular 45min.

However, looking at fig. 10.5 shows that the variance grows significantly below 90min.
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Gas gain interval lengths in minutes, data starting 30/10/2017
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Figure 10.5.: Ridgeline plot of a kernel density estimation (bandwidth based on Silverman’s rule of thumb)

of the median cluster energies split by the used time intervals. The underlying data is the background data

fromOct 2017 to Dec 2017. The overlap of the individual ridges is for easier visual comparison and a KDEwas

selected over a histogram due to strong binning dependence of the resulting histograms. For the dataset and

binning the 90min interval (olive) strikes an acceptable balance between unimodality and variance.
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10.3. Energy calibration dependence on the gas gain

As the different ways to look at the data are not entirely conclusive, the choice was made to choose

an interval length that is not too long, while still providing enough statistics for the 55Fe spectra. As

such 90min was selected as the final interval time. Of course no data taking run is a perfect multiple

of 90min. The last slice smaller than the time interval is either added to the second to last slice

(making it longer than 90min) if it is smaller than some fixed interval or will be kept as a single

shorter interval. This is controlled by an additional parameter that is set to 25min by default. 4

10.3. Energy calibration dependence on the gas gain

With the final choice of time interval for the gas gain binning in place, the actual calibration used for

further analysis can be presented. Fig. 10.6 shows the fits according to the linear relation as explained

in sec. 10.1, eq. 10.2, for the two data taking campaigns, Run-2 in 10.6(a) and Run-3 in 10.6(b).

Each point represents one 90min slice of calibration data for which a 55Fe spectrum was fitted and

then the linear energy calibration performed. The resulting energy calibration factor is then plotted

against the gas gain computed for this time slice. The uncertainty of each point is the uncertainty

extracted from the fit parameter of the calibration factor after error propagation. Calibrations need

to be performed separately for each data taking campaign as the detector behavior changes due to

different detector calibrations. These have an impact on the ToT calibration as well as the activation

threshold. Note that the reduced 𝜒2 values shown in the figure, implies that this calibration does not

perfectly calibrate out the systematic effects of the variability.
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Figure 10.6.: Fit of the gas gain values vs the calculated energy calibration factors for all calibration runs in

Run-2 (a) and Run-3 (b). Each run was further sliced into 90min parts for the gas gain determination and
55Fe fits.

4Both the gas gain time slicing and the minimum length for the last slice in a run to be kept as a shorter slice can be

configured from theTPA configuration file, via the gasGainInterval and minimumGasGainInterval fields, respectively.
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To compare the energy calibration using single gas gain values for each full run against themethod

of time slicing them to 90min chunks, we will look at the median cluster energy in each time slice

for background and calibration data. This is the same idea as behind fig. 10.2 previously, just for

the energy instead of charge. This yields fig. 10.7. The points represent background and crosses

calibration data. Green is the unbinned (full run) approach and purple the binned approach using

90min slices. The effect is a slight, but visible reduction in variance. It represents an important

aspect of increasing data reliability and lowering associated systematic uncertainties. Note that the

variability looks much smaller than in fig. 10.2 due to not being normalized. However, here we wish

to emphasize that the absolute energy calibration yields a flat result and matches our expectation.

As such the final energy calibration works by first deducing the gas gain at the time of an event,

computing the calibration factor required for this gas gain and finally using that factor to convert the

charge into energy.

Median of cluster energy, binned vs. unbinned. 90 min intervals.
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Figure 10.7.: Median of the cluster energy after calibration using two different approaches. Green corresponds

to calculating the energy based on a single gas gain for each run and purple implies calculation based on 90min

time intervals for the gas gain. Both cases use the same 90min intervals to compute a local, temporal median

of all clusters. Each subplot corresponds to a data taking period with significant times between for clarity. The

energies from unbinned gas gains has a wider distribution than the binned data. The latter approaches a flat

distribution of the background energies (points) better than the former. The impact for the calibration data

(crosses) is much smaller, as they are not much longer than the 90min binning anyway.
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10.4. FADC

As touched on multiple times previously, in particular in sec. 9.5, the FADC suffered from noise.

This meant multiple changes to the amplifier settings to mitigate this.

We will now go over what the FADC noise looks like and explain our noise filter used to determine

if an FADC event is noisy (to ignore it), in sec. 10.4.1. Then we check the impact of the different

amplification settings on the FADC data and discuss the impact of the FADC data quality on the rest

of the detector data in sec. 10.4.2.

10.4.1. FADC noise example and detection

An example of the most common type of noise events seen in the FADC data is shown in fig. 10.8.

As the FADC registers effectively correspond to 1 ns time resolution, the periodicity of these noise

events is about 150 ns, corresponding to roughly 6.6MHz frequency. Other types of less common

noise events are events with a noise frequency of about 1.5MHz. 5 A final type of noise events are

events in which the FADC input is fully at a low input voltage (in the tens of mV range), but contains

no real ’activity’. The values though are lower than the threshold in these cases triggering the FADC.

For data analysis purposes, in particular when the FADC data is used in conjunction with the

GridPix data, it is important to not accidentally use an FADC event, which contains noise. While

generally noise events are unlikely to be part of physical ionization events on the center GridPix it is

better to be on the conservative side. The noise analysis is kept very simple 6. The FADC spectrum,

consisting of 2560 registers, is being sliced into 150 register wide intervals. In each interval we check

for the minimum of the signal, 𝑚𝑠. The slice is adjusted around the found minimum to check if

the minimum is contained fully in the slice (if not it is part of the next slice). If that minimum is

below 𝑚𝑠 < 𝐵 − 𝜎, where 𝐵 is the signal baseline and 𝜎 the standard deviation of the full FADC

signal (including the peaks!), it will be counted as a peak. The noise filter detection is then defined

by signals with at least 4 peaks within slices of 150 ns.

10.4.2. Amplifier settings impact and activation threshold

Now let’s look at the impact of the different amplifier settings on the FADC data properties. This

includes differences in the rise time and fall time, but because changing the integration and differ-

entiation times on the amplifier has a direct impact on the absolute amplification on the signal, we

also need to consider the change in activation threshold of the signals.

5The frequencies are on the low end in terms of common radio communication frequencies. The leading assumption has

always been that the source likely points to noise produced by e.g. the motors moving the CAST magnet and similar.
6I started with a simple implementation, intending to replace it later. But it worked well enough that I simply kept it so

far.
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FADC event for run 109, event number 19157 applyAll: true
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| argMinval: 838.0000 |
| baseline: 0.0027 |
| eventNumber: 19157.0000 |
| fallStop: 880.0000 |
| fallTime: 32.0000 |
| minVal: -0.0494 |
| noisy: 1.0000 |
| riseStart: 802.0000 |
| riseTime: 28.0000 |
| skewness: -0.3887 |

Figure 10.8.: Example of the most common type of noise example. Noise has a periodicity of about ∼ 150 ns,

or about 6.6MHz.

As a short reminder, the FADC settings were changed twice during the Run-2 period in 2017.

Starting from 2018, the settings were left unchanged from the end of 2017. An overview of the set-

ting changes is shown in tab. 10.1. Note that the Ortec amplifier has a coarse and a fine gain. Only

the coarse gain was changed. 7 The gain changes were performed to counteract the resulting ampli-

fication changes due to the integration and differentiation setting changes (this is documented as a

side effect in the FADC manual [55]).

Runs Integration [ns] Differentiation [ns] Coarse gain

76 - 100 50 50 6x

101 - 120 50 20 10x

121 - 306 100 20 10x

Table 10.1.: Overview of the different FADC amplifier settings and the associated run numbers.

The 55Fe calibration spectra come in handy for the FADC data, as they also give a known baseline

to compare against for this type of data. To get an idea of the rise and fall times of the FADC for

different settings, we can compute a truncated mean of all rise and fall times in each calibration run.
7At least to my memory and notes, which should otherwise contain that.

140



10.4. FADC

8 This is done in fig. 10.9, which shows the mean rise time for each run in 2017 with the fall time

color coded in each point. The shaded regions indicate the FADC amplifier settings. Changing the

differentiation time from 50 ns down to 20 ns decreased the rise time by about 10 ns. The change in

the fall time is muchmore pronounced. The change of the integration time from 50ns to 100 ns then

brings the rise time back up by about 5 ns with now a drastic extension in the fall time from the mid

200 ns to over 400 ns. Clearly the fall time is much more determined by the amplifier settings.

FADC signal rise times in ⁵⁵Fe data for all runs in run2
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Figure 10.9.: Themean rise time of the FADC signals recorded during the 55Fe data during Run-2 of the FADC.

Again, the FADC amplifier settings are visible as expected. ’∫’: integration time, ’∂’: differentiation time, ’G’:

coarse gain.

A direct scatter plot of the rise times against the fall times is shown in fig. 10.10, where the drastic

changes to the fall time are even more pronounced. Each point once again represents one 55Fe cali-

bration run. The different settings manifest as separate ’islands’ in this space.

The FADC pulses contain a measure of the total charge that was induced on the grid and therefore

an indirect measure of the charge seen on the center GridPix. The 55Fe calibration runs could be

used to fully calibrate the FADC signals in charge if desired. Ideally one would fully (numerically)

integrate the FADC signal for each event to compute an effective charge. As we only use the FADC

signals in the context of this thesis for their sensitivity to longitudinal shape information, this is not

implemented. For 55Fe calibration data the amplitude of the FADC pulse is a direct proxy for the

charge anyway, because the signal shape is (generally) the same for X-rays. 9 For the determination
8We use a truncated mean of all data within the 5th and 95th percentile if the rise and fall time values. This is just to make

the numbers less susceptible to extreme outliers. Alternatively, we could of course also look at the median for example.
9As with everything, this is only an approximation and completely neglects possible nonlinearities in amplitude vs. inte-
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FADC signal rise vs fall times for ⁵⁵Fe data in run2
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Figure 10.10.: The mean rise time of the FADC signals recorded during the 55Fe data against the fall time

during Run-2 at CAST. One point for each calibration run. The different settings create three distinct blobs.

’∫’: integration time, ’∂’: differentiation time, ’G’: coarse gain.

of whether the gas gain variations discussed in sec. 10.2 have a physical origin due to changing gas

gain or are caused by electronic effects, we already included the FADC data in fig. 10.3 of sec. 10.2.1.

Computing the histogram of all amplitudes of the FADC signals in a 55Fe calibration run, yields a
55Fe spectrum like for the center GridPix. The fitted position of the photopeak in these spectra is

then a direct counterpart to those computed for the GridPix. Due to its independence and only being

sensitive to induced charge, it acts as a good validator.

In the context of the FADC amplifier settings it is interesting to see how the photopeak position

changes between runs when computed like that. This is shown in fig. 10.11. We can see that the ini-

tial change in differentiation time resulted in a larger gain decrease than the attempt at compensation

from 6x to 10x on the coarse gain. The final increase in the integration time then caused another drop

in signal amplitudes, implying an even lower absolute gain. In addition though the gas gain variation

within a single setting is very visible (as discussed in sec. 10.2.1).

Finally, we can look at the activation threshold of the FADC. The easiest way to do this is the

following: we read the energies of all events on the center GridPix, then map them to their FADC

events. Although not common in calibration data, some events may not trigger the FADC. By then

computing – for example – the first percentile of the energy data (the absolute lowest value may

be some outlier) we automatically get the lowest equivalent GridPix energy that triggers the FADC.

gral and so on. But it works well for its purpose here.
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Peak position of the ⁵⁵Fe runs in the FADC data
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Figure 10.11.: The peak position in V of the photopeak in the 55Fe calibration runs during Run-2 as seen on

the FADC. The different FADC amplifier settings are clearly visible. ’∫’: integration time, ’∂’: differentiation

time, ’G’: coarse gain.

Doing this leads to yet another similar plot to the previous, fig. 10.12. With the first FADC settings

the activation threshold was at a low ∼ 1.1 keV. Unfortunately, both amplifier settings moved the

threshold further up to about 2.2 keV with the final settings. In hindsight it likely would have been

a better idea to try to run with a lower activation threshold so that the FADC trigger is available for

more events at low energies. However, at the time of the data taking campaign not all information

was available for an educated assessment, nor was there enough time to test and implement other

ideas. Especially because there is a high likelihood that other settings might have run back into noise

problems.
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Activation threshold based on center GridPix energy
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Figure 10.12.: The activation threshold of the FADC for each calibration run in 2017. Computed by the first

percentile of the corresponding energies recorded by the GridPix. ’∫’: integration time, ’∂’: differentiation

time, ’G’: coarse gain.
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With the CAST data fully reconstructed and energy calibrated, it is time to define the methods

used to extract axion candidates and derive a background rate from the data. We first introduce the

likelihood cut method in sec. 11.1 to motivate the need for reference X-ray data from an X-ray tube.

Such data, taken at the CAST Detector Lab (CDL) will be discussed in depth in sec. 11.2. We then

see how the reference data is used in the likelihood method to act as an event classifier in sec. 11.3.

As an alternative to the likelihood cut, we will introduce another classifier in the form of a simple

artificial neural network in sec. 11.4. This is another in depth discussion, as the selection of the

training data and verification is non-trivial. With both classifiers discussed, it is time to include all

other Septemboard detector features as additional vetoes in sec. 11.5. At the very end we will look

at background rates for different cases, sec. 11.6, motivating the approach of our limit calculation in

the next chapter.

Note: The methods discussed in this chapter are generally classifiers that predict how

’signal-like’ a cluster is. Based on this prediction we will usually define a cut value as to

keep a cluster as a potential signal. Thismeans that if we apply themethod to background

data (that is, CAST data taken outside of solar trackings) we recover the ’background

rate’; the irreducible amount of background left (at a certain efficiency), which is signal-

like. If instead we apply the same methods to CAST solar tracking data we get instead

a set of ’axion induced X-ray candidates’. 1 In the context of the chapter we commonly

talk about ”background rates”, but the equivalent meaning in terms of tracking data and

candidates should be kept in mind.

11.1. Likelihood method

The detection principle of the GridPix detector implies physically different kinds of events will have

different geometrical shapes. An example can be seen in fig. 11.1(a), comparing the cluster eccen-

tricity of 55Fe calibration events with background data. This motivates usage of a geometry based

approach to determine likely signal-like or background-like clusters. The method to distinguish the

two types of events is a likelihood cut, based on the one in [134]. It effectively assigns a single value

to each cluster for the likelihood that it is a signal-like event.

1Of course the set of candidates contains background itself. The terminology ’candidate’ intends to communicate that

each candidate may be a background event or potentially a signal due to axions. But that is part of chapter 12.
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Specifically, this likelihood method is based on three different geometric properties (also see sec.

8.4.2):

1. the eccentricity 𝜀 of the cluster, determined by computing the long and short axis of the two

dimensional cluster and then computing the ratio of the RMS of the projected positions of all

active pixels within the cluster along each axis.

2. the fraction of all pixels within a circle of the radius of one transverse RMS from the cluster

center, 𝑓.

3. the length of the cluster (full extension along the long axis) divided by the transverse RMS, 𝑙.

These variables are obviously highly correlated, but still provide a very good separation between

the typical shapes of X-rays and background events. They mainly characterize the ”spherical-ness”

as well as the density near the center of the cluster, which is precisely the intuitive sense in which

these type of events differ. For each of these properties we define a probability density function 𝒫𝑖,

which can then be used to define the likelihood of a cluster with properties (𝜀, 𝑓, 𝑙) to be signal-like:

ℒ(𝜀, 𝑓, 𝑙) = 𝒫𝜀(𝜀) ⋅ 𝒫𝑓(𝑓) ⋅ 𝒫𝑙(𝑙) (11.1)

where the subscript is denoting the individual probability density and the argument corresponds

to the individual value of each property.

This raises the important question of what defines each individual probability density 𝒫𝑖. In prin-

ciple it can be defined by computing a normalized density distribution of a known dataset, which

contains representative signal-like data. The 55Fe calibration data from CAST contains such rep-

resentative data, if not for one problem: the properties used in the likelihood method are energy

dependent, as seen in fig. 11.1(b), a comparison of the eccentricity of X-rays from the photopeak

of the 55Fe calibration source compared to those from the escape peak. The CAST calibration data

can only characterize two different energies, but the expected axion signal is a (model dependent)

continuous spectrum.

For this reason data was taken using an X-ray tube with 8 different target / filter combinations to

provide the needed data to compute likelihood distributions forX-rays of a range of different energies.

The details will be discussed in the next section, 11.2.

11.2. CAST Detector Lab

In this section we will cover the X-ray tube data taken at the CAST Detector Lab (CDL) at CERN.

First, we will show the setup in sec. 11.2.1. Next the different target / filter combinations that were

used will be discussed and the measurements presented in sec. 11.2.2. These measurements then
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Eccentricity of calibration and background data
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Figure 11.1.: (a)Comparison of the eccentricity of clusters from a calibration and a background run. Back-

ground events are clearly much more eccentric on average. (b)The X-ray properties are energy dependent as

can be seen in the comparison between the eccentricity of X-rays from the photopeak compared to those from

the escape peak. A kernel density estimation is used in both figures.

are used to define the probability densities for the likelihood method, see sec. 11.2.5. Further, in

sec. 11.2.6, we cover a fewmore details on a linear interpolation we perform to compute a likelihood

distribution at an arbitrary energy. And finally, they can be used to measure the energy resolution of

the detector at different energies, sec. 11.2.8.

The data presented here was also part of the master thesis of Hendrik Schmick [189]. Further, the

selection of lines and approach follows the ideas used for the single GridPix detector in [134] with

some notable differences. For a reasoning for one particular difference in terms of data treatment,

see appendix H.

Note: in the course of the CDL related sections the term target/filter combination (im-

plicitly including the used high voltage setting) is used interchangeably with the main

fluorescence line (or just ’the fluorescence line’) targeted in a specific measurement. Be

careful while reading about applied high voltages in kV and energies in keV. The pro-

duced fluorescence lines typically have about ’half’ the energy in keV as the applied volt-

age in kV. See tab. 11.3 in sec. 11.2.2 for the precise relation.

11.2.1. CDL setup

The CAST detector lab provides a vacuum test stand, which contains an X-ray tube. A Micromegas-

like detector can easily be mounted to the rear end of the test stand. An X-ray tube uses a filament to

produce free electrons, which are then accelerated with a high voltage of the order of multiple kV.

The main part of the setup is a rotateable wheel inside the vacuum chamber, which contains a set

of 18 different positions with 8 different target materials, as seen in tab. 11.1. The highly energetic
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electrons interacting with the target material generate a continuous Bremsstrahlung spectrum with

characteristic lines depending on the target. A second rotateable wheel contains a set of 11 different

filters, see tab. 11.2. These can be used to filter out undesired parts of the generated spectrum by

choosing a filter that is opaque in the those energy ranges.

As mentioned previously in sec. 9.1, the detector was dismounted from CAST in Feb. 2019 and

installed in the CAST detector lab on<2019-02-14Thu>. Theweek from<2019-02-15 Fri> to<2019-

02-21 Thu> X-ray tube data was taken in the CDL.

Fig. 11.2(a) shows the whole vacuum test stand, which contains the X-ray tube on the front left

end and the Septemboard detector installed on the rear right, visible by the red HV cables and yel-

low HDMI cable. In fig. 11.2(b) we see the whole detector part from above, with the Septemboard

detector installed to the vacuum test stand on the left side. The water cooling system is seen in the

bottom right, with the power supply above that. The copper shielded box slightly right of the center

is the Ortec pre-amplifier of the FADC, which is connected via a heavily shielded LEMO cable to

the Septemboard detector. This cable was available in the CAST detector lab and proved invaluable

for the measurements as it essentially removed any noise visible in the FADC signals (compared to

the significant noise issues encountered at CAST, sec. 9.5.1). Given the activation threshold of the

FADC with CAST amplifier settings (see sec. 10.4.2) at around 2 keV, the amplification needed to

be adjusted in the CDL on a per-target basis. The shielded cable allowed the FADC to even act as a

trigger for 277 eV C𝐾𝛼 X-rays without any noise problems. 2

Target Material Position

Ti 1

Ag 2

Mn 3

C 4

BN 5

Au 6

Al 7 - 11

Cu 12 - 18

Table 11.1.: Table of all available target materials in the CAST detector lab and their respective position on a

rotateable wheel.

2In hindsight it seems obvious that a similarly shielded LEMO cable should have been used for the measurements at

CAST. Unfortunately, due to lack of experience with electromagnetic interference this was not considered before.
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(a) Full setup (b) Detector setup

Figure 11.2.: (a) shows the full vacuum test stand containing the X-ray tube with the Septemboard detector

installed at the rear, visible by the red HV and yellow HDMI cables. (b) is a view of the detector setup from

above. On the left hand side is the detector mounted to the vacuum setup. The water cooling is seen in the

bottom right, connected via the blue tubes. The gas supply is in red tubing and the power supply is visible

on the right above the water cooling (with a green Phoenix connector). The copper shielded cable is a LEMO

cable for the FADC signal going to the pre-amplifier (with the University of Bonn sticker).

Filter material Position

Ni 0.1 mm 1

Al 5 µm 2

PP G12 (EPIC) 3

PP G12 (EPIC) 4

Cu 10 µm 5

Ag 5 µm (99.97%) AG000130/24 6

Fe 50 µm 7

Mn foil 50 µm (98.7% + permanent polyester) 8

Co 50 µm (99.99%) CO0000200 9

Cr 40 µm (99.99% + permanent polyester) 10

Ti 50 µm (99.97%) TI000315 11

Table 11.2.: Table of all available filters in the CAST detector lab and their respective position on a rotateable

wheel.
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11.2.2. CDL measurements

The measurements were performed with 8 different target and filter combinations, with a higher

density towards lower energies due to the nature of the expected solar axion flux. For each target

and filter at least two runs were measured, one with and one without using the FADC as a trigger.

The latter was taken to collect more statistics in a shorter amount of time, as the FADC readout

slows down the data taking speed due to increased dead time. Table 11.3 provides an overview of

all data taking runs, the target, filter and HV setting, the main X-ray fluorescence line targeted and

its energy. Finally, the mean position of the main fluorescence line in the charge spectrum and its

width as determined by a fit is shown. As can be seen the position moves in some cases significantly

between different runs, for example in case of the Cu − Nimeasurements. Also within a single run

some stronger variation can be seen, evident by the much larger line width for example in run 320

compared to 319. See appendix sec. G.2 for all measured spectra (pixel and charge spectra), where

each plot contains all runs for a target / filter combination. For example fig. G.8(b) shows runs 319,

320 and 345 of the Cu − Ni measurements at 15 kV with the strong variation in charge position of

the peak visible between the runs.

The variability both between runs for the same target and filter as well as within a run shows the

detector was undergoing gas gain changes similar to the variations at CAST (sec. 10.2). With an

understanding that the variation is correlated to the temperature this can be explained. The small

laboratory underwent significant temperature changes due to the presence of 3 people, all running

machines and freely opening and closing windows, in particular due to very warm temperatures rel-

ative to a typical February in Geneva. 3 Fig. 11.3 shows the calculated gas gains (based on 90min

intervals) for each run colored by the target/filter combination. It undergoes a strong, almost ex-

ponential change over the course of the data taking campaign. Because of this variation between

runs, each run is treated fully separately in contrast to [134], where all runs for one target / filter

combination were combined.

Fortunately, this significant change of gas gain does not have an impact on the distributions of the

cluster properties. See appendix H.1 for comparisons of the cluster properties of the different runs

(and thus different gas gains) for each target and filter combination.

As the main purpose is to use the CDL data to generate reference distributions for certain cluster

properties, the relevant clusters that correspond to known X-ray energies must be extracted from the

data. This is done in two different ways:

3The measurement campaign at the CDL was done in February. However, the weather was nice and sunny most of

the week, if I remember correctly. The laboratory has windows towards the south-east. With reasonably cold outside

temperatures and sunshinewarming the lab in addition tomachines and people, opening and closingwindows changed

the temperature on short time scales, likely significantly contributing to the detector instability. In the extended version

of this thesis you’ll find a section below this one containing the weather data at the time of the CDL data taking.
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Figure 11.3.: Gas gain of each gas gain slice of 90min in all CDL runs. A significant decrease over the runs

(equivalent to the week of data taking) is visible. Multiple points for the same run correspond to multiple gas

gain time slices as explained in sec. 10.2.2.

1. A set of fixed cuts (one set for each target/filter combination) is applied to each run, as pre-

sented in tab. 11.4. This is the same set as used in [134]. Its main purpose is to remove events

with multiple clusters and potential background contributions.

2. By cutting around the main fluorescence line in the charge spectrum in a 3𝜎 region, for which

the spectrum needs to be fitted with the expected lines, see sec. 11.2.3. This is done on a run-

by-run basis.

The remaining data after both sets of cuts can then be combined for each target/filter combination

to make up the distributions for the cluster properties as needed for the likelihood method.

For a reference of the X-ray fluorescence lines (for more exact values and 𝛼1, 𝛼2 values etc.) see

tab. 5.1. The used EPIC filter refers to a filter developed for the EPIC camera of the XMM-Newton

telescope. It is a bilayer of 1600Å polyimide and 800Å aluminium. For more information about the

EPIC filters see references [212, 216, 34, 35], in particular [35] for an overview of the materials and

production.
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11. Finding signal and defining background | Background rate computation Analysis

Target Filter line HV length RMSTmin RMSTmax eccentricity

Cu Ni Cu K𝛼 15 0.1 1.0 1.3

Mn Cr Mn K𝛼 12 0.1 1.0 1.3

Ti Ti Ti K𝛼 9 0.1 1.0 1.3

Ag Ag Ag L𝛼 6 6.0 0.1 1.0 1.4

Al Al Al K𝛼 4 0.1 1.1 2.0

Cu EPIC Cu L𝛼 2 0.1 1.1 2.0

Cu EPIC O K𝛼 0.9 0.1 1.1 2.0

C EPIC C K𝛼 0.6 6.0 0.1 1.1

Table 11.4.: Cuts applied to the CDL datasets in order to roughly clean of potential background events and

double hits (recognized as single cluster). RMS refers to the transverse RMS of the clusters.

11.2.3. Charge spectra of the CDL data

To the spectra of each run of the charge data a mixture of Gaussian functions is fitted. 4

Specifically the Gaussian expressed as

𝐺(𝐸; 𝜇, 𝜎, 𝑁) = 𝑁
√2𝜋

exp (−
(𝐸 − 𝜇)2

2𝜎2 ) , (11.2)

is used andwill be referenced as𝐺with possible arguments fromhere on. Note thatwhile the physical

X-ray transition lines are Lorentzian shaped [224], the lines as detected by a gaseous detector are

entirely dominated by detector resolution, resulting in Gaussian lines. For other types of detectors

used in X-ray fluorescence (XRF) analysis, convolutions of Lorentzian and Gaussian distributions

are used [111, 104], called pseudo Voigt functions [181, 98].

The functions fitted to the different spectra then depend on which fluorescence lines are visible.

The full list of all combinations is shown in tab. 11.5. Typically each line that is expected from

the choice of target, filter and chosen voltage is fitted, if it can be visually identified in the data. 5

If no ’argument’ is shown in the table to 𝐺 it means each parameter (𝑁, 𝜇, 𝜎) is fitted. Any specific

argument given implies that parameter is fixed relative to another parameter. For example𝜇Ag𝐿𝛼·(
3.151

2.984
)

fixes the 𝐿𝛽 line of silver to the fit parameter 𝜇Ag𝐿𝛼 of the 𝐿𝛼 line with a multiplicative shift based on

the relative eneries of 𝐿𝛼 to 𝐿𝛽. In some cases the amplitude is fixed between different lines where

relative amplitudes cannot be easily predicted or determined, e.g. in one of the Cu− EPIC runs, the

C𝐾𝛼 line is fixed to a tenth of the O𝐾𝛼 line. This is done to get a good fit based on trial and error.
4Note that similar fits can be performed for the pixel spectra as well. However, as these are not needed for anything

further they are only presented in the extended version of the thesis.
5The restriction to what is ’visually identifiable’ is to avoid the need to fit lines lost in detector resolution and signal to

noise ratio. In addition, it avoids overfitting to large numbers of parameters (which brings its own challenges and

problems).
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11.2. CAST Detector Lab

Finally, in both Cu − EPIC lines two ’unknown’ Gaussians are added to cover the behavior of the

data at higher charges. The physical origin of this additional contribution is not entirely clear. The

used EPIC filter contains an aluminum coating [35]. As such it has the aluminum absorption edge at

about 1.5 keV, possibly matching the additional contribution for the 2 kV dataset. Whether it is from

a continuous part of the spectrum or a form of aluminum fluorescence is not clear however. This

explanation does not work in the 0.9 kV case, which is why the line is deemed ’unknown’. It may

also be a contribution of the specific polyimide used in the EPIC filter [35]. Another possibility is it

is a case of multi-cluster events, which are too close to be split, but with properties close enough to a

single X-ray as to not be removed by the cleaning cuts (which gets more likely the lower the energy

is).

The full set of all fits (including the pixel spectra) is shown in appendix G.2. Fig. 11.4 shows the

charge spectrum of the Ti target and Ti filter at 9 kV for one of the runs. These plots show the raw

data in the green histogram and the data left after application of the cleaning cuts (tab. 11.4) in the

purple histogram. The black line is the result of the fit as described in tab. 11.5 with the resulting

parameters shown in the box (parameters that were fixed are not shown). The black straight lines

with grey error bands represent the 3𝜎 region around the main fluorescence line, which is used to

extract those clusters likely from the fluorescence line and therefore known energy.

Target Filter HV [kV] Fit functions

Cu Ni 15 𝐺Cu
𝐾𝛼 +𝐺Cu,esc

𝐾𝛼

Mn Cr 12 𝐺Mn
𝐾𝛼 +𝐺Mn,esc

𝐾𝛼

Ti Ti 9 𝐺Ti
𝐾𝛼 +𝐺Ti,esc

𝐾𝛼 +𝐺Ti
𝐾𝛽 (𝜇

Ti
𝐾𝛼 · (

4.932

4.511
) , 𝜍Ti

𝐾𝛼) + 𝐺Ti,esc
𝐾𝛽 (𝜇Ti

𝐾𝛼 · (
1.959

4.511
) , 𝜍Ti,esc

𝐾𝛼 )

Ag Ag 6 𝐺Ag
𝐿𝛼 +𝐺Ag

𝐿𝛽 (𝑁
Ag
𝐿𝛼 · 0.56, 𝜇

Ag
𝐿𝛼 · (

3.151

2.984
) , 𝜍Ag

𝐿𝛼)

Al Al 4 𝐺Al
𝐾𝛼

Cu EPIC 2 𝐺Cu
𝐿𝛼 +𝐺Cu

𝐿𝛽 (𝑁
Cu
𝐿𝛼 · (

0.65

1.11
) , 𝜇Cu

𝐿𝛼 · (
0.9498

0.9297
) , 𝜍Cu

𝐿𝛼) + 𝐺O
𝐾𝛼 (

𝑁Cu
𝐿𝛼

3.5
, 𝜇Cu

𝐿𝛼 · (
0.5249

0.9297
) , 𝜍

Cu
𝐿𝛼

2.0
) + 𝐺unknown

Cu EPIC 0.9 𝐺O
𝐾𝛼 +𝐺C

𝐾𝛼 (
𝑁O
𝐾𝛼

10.0
, 𝜇O

𝐾𝛼 · (
277.0

524.9
) , 𝜍O

𝐾𝛼) + 𝐺unknown

C EPIC 0.6 𝐺C
𝐾𝛼 +𝐺O

𝐾𝛼 (𝜇C
𝐾𝛼 · (

0.525

0.277
) , 𝜍C

𝐾𝛼)

Table 11.5.: All fit functions for the charge spectra used for each target / filter combination. Typically each line

that is expected and visible in the data is fit. 𝐺 is a normal Gaussian. No ’argument’ to𝐺means each parameter

(𝑁, 𝜇, 𝜎) is fit. Specific arguments imply this parameter is fixed relative to another parameter, e.g. 𝜇Ag𝐿𝛼 · (
3.151

2.984
)

fixes 𝐿𝛽 line of silver to the fit parameter 𝜇Ag𝐿𝛼 of 𝐿𝛼 with a multiplicative shift based on the relative eneries of

𝐿𝛼 to 𝐿𝛽. In some cases the amplitude is fixed between different lines, e.g. in one of the Cu − EPIC runs the

C𝐾𝛼 line is fixed to a tenth of the O𝐾𝛼 line. In both Cu − EPIC lines two ’unknown’ Gaussians are added to

cover the behavior of the data at higher charges. It is unclear what the real cause is, in particular in the lower

energy case.
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target: Ti-Ti-9kV, run: 326
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gN = 408.4157 ±  79.0397
gmu = 4.62e+05 ± 8484.1861
gs = 49248.6811 ± 2440.5617

Ti-Kalpha-esc:
gN = 73.3808 ±  5.3714
gmu = 1.57e+05 ± 2336.0948
gs = 22357.4339 ± 1541.8778

Ti-Kbeta:
gN = 86.1821 ±  102.8393

Ti-Kbeta-esc:
gN = 20.0864 ±  5.7816

χ²/dof = 2.66

Cut?

Cut

Raw

Figure 11.4.: Charge spectrum of the Ti − Ti spectrum at 9 kV from run 326. The green histogram shows the

raw data of this run and the purple histogram indicating the data left after the cleaning cuts are applied. The

purple line indicates the result of the fit as described in tab. 11.5 with the resulting parameters shown in the

box. The black lines represent the 3𝜎 region around the main fluorescence line (with grey error bands), which

is later used to extract those clusters likely from the fluorescence line and therefore known energy.
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11.2.4. Overview of CDL data in energy

With the fits to the charge spectra performed on a run-by-run basis, they can be utilized to calibrate

the energy of each cluster in the data. 6 This is done by using the linear relationship between charge

and energy and therefore using the charge of the main fluorescence line as computed from the fit.

Each run is therefore self-calibrated (in contrast to our normal energy calibration approach 10.1).

Fig. 11.5 shows normalized histograms of all CDL data after applying basic cuts and performing said

energy calibrations.

Normalized histograms of energy calibrated CDL data by target / filter
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Figure 11.5.: Normalized histograms of all CDL data after applying basic cuts and calibrating the data in energy

using the charge of the main fitted line and its known energy as a baseline. Some targets show a wider distri-

bution, due to detector variability which results in different gas gains and thus different charges in different

runs.

11.2.5. Definition of the reference distributions

Having performed fits to all charge spectra of each run and the position of themain fluorescence line

and itswidth determined, the reference distributions for the cluster properties entering the likelihood

can be computed. By taking all clusters within the 3𝜎 bounds around the main fluorescence line of

the data used for the fit, the dataset is selected. This guarantees to leave mainly X-rays of the targeted
6We can of course apply the regular energy calibration based on themultiple fits to the CAST calibration data as explained

in sec. 10.3. However, due to the very different gas gains observed in the CDL, the applicability is not ideal. Add to

that the fact that we know for certain the energy of the clusters in the main fluorescence peak there is simply no need

either.
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energy for each line in the dataset. As the fit is performed for each run separately, the 3𝜎 charge cut

is performed run by run and then all data combined for each fluorescence line (target, filter & HV

setting).

The desired reference distributions then are simply the normalized histograms of the clusters in

each of the properties. With 8 targeted fluorescence lines and 3 properties this yields a total of 24

reference distributions. Each histogram is then interpreted as a probability density function (PDF)

for clusters ’matching’ (more on this in sec. 11.2.6) the energy of its fluorescence line. An overview of

all the reference distributions is shown in fig. 11.6. We can see that all distributions tend to get wider

towards lower energies (towards the top of the plot). This is expected and due to smaller clusters

having less primary electrons and therefore statistical variations in geometric properties playing a

more important role. 7 The binning shown in the figure is the exact binning used to define the PDF.

In case of the fraction of pixels within a transverse RMS radius, bins with significantly higher counts

are observed at low energies. This is not a binning artifact, but a result of the definition of the variable.

The property computes the fraction of pixels that lie within a circle of the radius corresponding to

the transverse RMS of the cluster around the cluster center (see fig. 8.2). At energies with few pixels

in total, the integer nature of 𝑁 or 𝑁 + 1 primary electrons (active pixels) inside the radius becomes

apparent.

The binning in the histograms is chosen by hand such that the binning is as fine as possiblewithout

leading to significant statistical fluctuations, as those would have a direct effect on the PDFs leading

to unphysical effects on the probabilities. Ideally an approach of either an automatic bin selection

algorithmor something like a kernel density estimation should be used. However, the latter is slightly

problematic due to the integer effects in the low energies of the fraction in transverse RMS variable.

The summarized ’recipe’ of the approach is therefore:

1. apply cleaning cuts according to tab. 11.4,

2. perform fits according to tab. 11.5,

3. cut to the 3𝜎 region around the main fluorescence line of the performed fit (i.e. the first term

in tab. 11.5),

4. combine all remaining clusters for the same fluorescence line from each run,

5. compute a histogram for each desired cluster property and each fluorescence line,

6. normalize the histogram to define the reference distribution, 𝒫𝑖

7Keep in mind that all energies undergo roughly the same amount of diffusion (aside from the energy dependent absorp-

tion length to a lesser extent), so lower energy events are more sparse.
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Figure 11.6.: Overview of all reference distributions for each target/filter combination and property. The bin-

ning is the same as used to compute the probabilities. Towards lower energies (towards the top) the distri-

butions all become wider, as the clusters have fewer electrons and statistical fluctuations play a larger role.

The ’fraction in transverse RMS’ property becomes partially discrete, which is not a binning effect, but due to

integer counting effects of the number of electrons within the transverse RMS radius.

11.2.6. Definition of the likelihood distribution

With our reference distributions defined it is time to look back at the equation for the definition of

the likelihood, eq. 11.1.

Note: To avoid numerical issues dealing with very small probabilities, the actual relation

evaluated numerically is the negative log of the likelihood:

− lnℒ(𝜀, 𝑓, 𝑙) = − ln𝒫𝜀(𝜀) − ln𝒫𝑓(𝑓) − ln𝒫𝑙(𝑙).

By considering a single fluorescence line, the three reference distributions𝒫𝑖(𝑖)make up the likeli-

hoodℒ(𝜀, 𝑙, 𝑓) function for that energy; a function of the variables 𝜀, 𝑓, 𝑙. In order to use the likelihood

function as a classifier for X-ray like clusters we need a one dimensional expression. This is where the

likelihood distribution 𝔏 comes in. We reuse all the clusters used to define the reference distributions

𝒫𝜀,𝑓,𝑙 and compute their likelihood values {ℒ𝑗}, where 𝑗 is the index of the 𝑗-th cluster. By then com-

puting the histogram of the set of all these likelihood values, we obtain the likelihood distribution

𝔏 = histogram ({ℒ𝑗}) .

All these distributions are shown in fig. 11.7 as negative log likelihood distributions. 8 We see that

the distributions change slightly in shape and move towards larger − lnℒ values towards the lower
8The− lnℒ values in the distributions give a good idea of why. Roughly speaking the values go from 5 to 20, meaning the

actual likelihood values are in the range from 𝑒−5 ≈ 7 × 10−3 to 𝑒−20 ≈ 2 × 10−9! While 64-bit floating point numbers
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energy target/filter combinations. The shape change is most notably due to the significant integer

nature of the ’fraction in transverse RMS’ 𝑓 variable, as seen in fig. 11.6. The shift to larger values

expresses that the reference distributions 𝒫𝑖 become wider and thus each bin has lower probability.
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Figure 11.7.:− lnℒ distributions for each of the targeted fluorescence lines and thus target/filter combinations.

To finally classify events as signal or background using the likelihood distribution, one sets a de-

sired ”software efficiency” 𝜀eff, which is defined as:

𝜀eff =
∫ℒ′

0 𝔏(ℒ) dℒ
∫∞
0 𝔏(ℒ) dℒ

. (11.3)

The likelihood valueℒ′ is the value corresponding to the 𝜀theff percentile of the likelihood distribution

𝔏. In practical terms one computes the normalized cumulative sumof the log likelihood and searches

for the point at which the desired 𝜀eff is reached. The typical software efficiency we aim for is 80%.

Classification as X-ray-like then is simply any cluster with a − lnℒ value smaller than the cut value

− lnℒ′. Note that this value ℒ′ has to be determined for each likelihood distribution.

To summarize the derivation of the likelihooddistribution𝔏 and its usage as a classifier as a ’recipe’:

1. compute the reference distributions 𝒫𝑖 as described in sec. 11.2.5,

2. take the raw cluster data (unbinned data!) of those clusters that define the 𝒫𝑖 and feed each of

these into eq. 11.1 for a single likelihood value ℒ𝑖 each,

nowadays in principle provide enough precision for these numbers, human readability is improved. But 32-bit floats

would already accrue serious floating point errors due to only about 7 decimal digits accuracy. But even with 64 bit

floats, slight changes to the likelihood definition might run into trouble as well.
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3. compute the histogram of the set of all these likelihood values {ℒ𝑖} to define the likelihood

distribution 𝔏.

4. define a desired ’software efficiency’ 𝜀eff and compute the corresponding likelihood value ℒ𝑐

using eq. 11.3,

5. any cluster with ℒ𝑖 ≤ ℒ𝑐 is considered X-ray-like with efficiency 𝜀eff.

Note that due to the usage of negative log likelihoods the raw data often contains infinities, which

are just a side effect of picking up a zero probability from one of the reference distributions for a

particular cluster. In reality the reference distributions should be a continuous distribution that is

nowhere exactly zero. However, due to limited statistics there is a small range of non-zero probabili-

ties (most bins are empty outside themain range). For all practical purposes this does not matter, but

it does explain the rather hard cutoff from ’sensible’ likelihood values to infinities in the raw data.

11.2.7. Energy interpolation of likelihood distributions

For the GridPix detector used in 2014/15, similar X-ray tube data was taken and each of the 8 X-ray

tube energieswere assigned an energy interval. The likelihood distribution to use for each clusterwas

chosen based on which energy interval the cluster’s energy falls into. This leads to discontinuities of

the properties at the interval boundaries due to the energy dependence of the cluster properties as

seen in fig. 11.1(b). This change is of course continuous instead of discrete. It can then lead to jumps

in the efficiency of the background suppressionmethod and thus in the achieved background rate. It

seems a safe assumption that the reference distributions undergo a continuous change for changing

energies of the X-rays. Therefore, to avoid discontinuities we perform a linear interpolation for each

cluster with energy 𝐸𝛽 between the closest two neighboring X-ray tube energies 𝐸𝛼 and 𝐸𝛾 in each

probability density𝒫𝑖 at the cluster’s properties. With Δ𝐸 = 𝐸𝛼−𝐸𝛾 the difference in energy between

the closest two X-ray tube energies, each probability density is then interpolated to:

𝒫𝑖(𝐸𝛽, 𝑥𝑖) = (1 −
|𝐸𝛽 − 𝐸𝛼|

Δ𝐸 ) · 𝒫𝑖(𝐸𝛼, 𝑥𝑖) + (1 −
|𝐸𝛾 − 𝐸𝛽|

Δ𝐸 ) · 𝒫𝑖(𝐸𝛾, 𝑥𝑖).

Each probability density of the closest neighbors is evaluated at the cluster’s property 𝑥𝑖 and the

linear interpolation weighted by the distance to each energy is computed.

The choice for a linear interpolation wasmade after different ideas were tried. Most importantly, a

linear interpolation does not yield unphysical results (for example negative bin counts in interpolated

data, which can happen in a spline interpolation) and yields very good results in the cases that can

be tested, namely reconstructing a known likelihood distribution 𝐵 by doing a linear interpolation

between the two outer neighbors 𝐴 and 𝐶. 11.8(a) shows this idea using the fraction in transverse

RMS variable. This variable is shownhere as it has the strongest obvious shape differences going from
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line to line. The green histogram corresponds to interpolated bins based on the difference in energy

between the line above and below the target (hence it is not done for the outer lines, as there is no

’partner’ above / below). Despite the interpolation covering an energy range almost twice as large as

used in practice, over- or underestimation of the interpolation (green) is minimal. To give an idea of

what this results in for the interpolation, fig. 11.8(b) shows a heatmap of the same variable showing

how the interpolation describes the energy and fraction in transverse RMS space continuously.
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Figure 11.8.: (a) shows recovering the known lines (aside from the outer ones) using a binwise linear inter-

polation from the neighbors. While the interpolation (green) sometimes over- or undershoots it needs to be

kept in mind it covers almost twice the energy that is needed. (b) is a heatmap of the full energy vs. fraction

in transverse RMS space interpolated using this binwise linear interpolation. The energy of the fluorescence

lines is indicated on which the interpolation is based.

Given that such an interpolation works as well as it does on recovering a known line, implies

that a linear interpolation on ’half’ 9 the energy interval in practice should yield reasonably realistic

distributions, certainly much better than allowing a discrete jump at specific boundaries.

See appendix I for a lot more information about the ideas considered and comparisons to the ap-

proach without interpolation. In particular fig. I.1, which computes the lnℒ values for all of the

(cleaned, cuts tab. 11.4 applied) CDL data comparing the case of no interpolation with interpolation

showing a clear improvement in the smoothness of the point cloud.

11.2.8. Energy resolution

On a slight tangent, with the main fluorescence lines fitted in all the charge spectra, the position and

line width can be used to compute the energy resolution of the detector:

9It’s not half the energy as the lines are not evenly spaced in energy.
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Δ𝐸 = 𝜎
𝜇

where 𝜎 is a measure of the line width and 𝜇 the position (in this case in total cluster charge).

Note that in some cases the full width at half maximum (FWHM) is used and in others the standard

deviation (for a normal distribution the FWHM is about 2.35𝜎). The energy resolutions obtained by

our detector in the CDL dataset is seen in fig. 11.9. At the lowest energies below 1 keV the resolution

is about Δ𝐸 ≈ 30% and generally between 10 to 15% from 2keV on.
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Figure 11.9.: Energy resolutions depending on the energy of the fluorescence lines based on the charge and

pixel spectra. As expected the behavior of the energy resolution is more or less 1/𝐸. The uncertainty for each

point is the error propagated uncertainty based on the fit parameter uncertainties for the mean position and

the line width. There are multiple data points for each energy owing to the fact that each run is fit separately.

11.3. Application of likelihood cut for background rate

By applying the likelihood cut method introduced in the first part of this chapter to the background

data of CAST, we can extract all clusters that are X-ray-like and therefore describe the irreducible

background rate. Unless otherwise stated the following plots use a software efficiency of 80%.

Fig. 11.10(a) shows the cluster centers and their distribution over the whole center GridPix, which

highlights the extremely uneven distribution of background. The increase towards the edges and in

particular the corners is due to events being cut off. Statistically by cutting off a piece of a track-like

event, the resulting event likely becomes more spherical than before. In particular in a corner where
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two sides are cut off potentially (see also sec. 6.10). This is an aspect the detector vetoes help with,

see sec. 11.5.3. In addition the plot shows some smaller regions of few pixel diameter that have

more activity, due to minor noise. With about 74 000 clusters left on the center chip, the likelihood

cut at 80% software efficiency represents a background suppression of about a factor 20 (compare

tab. 9.4, ∼ 1.5 × 106 events on the center chip over the entire CAST data taking). In the regions

towards the center of the chip, the suppression is of course much higher. Fig. 11.10(b) shows what

the background suppression looks like locally when comparing the number of clusters in a small

region of the chip to the total number of raw clusters that were detected. Note that this is based on

the assumption that the raw data is homogeneously distributed. See appendix J for occupancy maps

of the raw data.
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Figure 11.10.: (a) Cluster centers of all X-ray like clusters in the 2017/18 CAST background data. The number

of these clusters increases drastically towards the edges and in particular corners, due to geometric effects.

Some regions with minor sparking at the edges are visible as small yellow points of few pixel sizes. The red

outline is the center 5 × 5mm² region in which we quote the background rate. (b) shows the local back-

ground suppression over the total number of raw clusters detected. It assumes a homogeneous background

distribution in the raw data.

The distribution of the X-ray like clusters in the background data motivate on the one hand to

consider local background rates for a physics analysis and at the same time the selection of a specific

region inwhich a benchmark background rate can be defined. For this purpose [134] defines different

detector regions in which the background rate is computed and treated as constant. One of these,

termed the ’gold region’ is a square around the center of 5mm side length (visible as red square in fig.

11.10(a) and a bit less than 3x3 tiles around center in fig. 11.10(b)). All background rate plots unless

otherwise specified in the remainder of the thesis always refer to this region of low background.
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Using the lnℒ approach for the GridPix data taken at CAST in 2017/18 at a software efficiency of

𝜀eff = 80% then, a background rate shown in fig. 11.11 is achieved. The average background rate

between 0 to 8 keV in this case is 2.124(97) × 10−5 keV⁻¹ cm⁻² s⁻¹.
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Figure 11.11.: Background rate achieved based on the lnℒmethod at 𝜀eff = 80% using the CAST 2017/18 data

without the application of any vetoes.

This is comparable to the background rate presented in [134], and reproduced here in in fig. 6.4 for

the 2014/15CASTGridPix detector. For this result no additional detector features over those available

for the 2014/15 detector are used and the classification technique is essentially the same. 10 In order

to improve on this background rate we will first look at a different classification technique based on

artificial neural networks. Then afterwards we will go through the different detector features and

discuss how they can further improve the background rate.

11.4. Artificial neural networks as cluster classifiers

The likelihood cut based method presented in section 12.2 works well, but does not use the full po-

tential of the data. It mainly uses length and eccentricity related properties, which are hand picked

and ignores the possible separation power of other properties.

Multiple different ways to use all separation power exist. One promising approach is the usage of

artificial neural networks (ANNs). Amulti-layer perceptron (MLP) [7] 11 is a simple supervised ANN
10The only conceptual difference in the techniques is our inclusion of the interpolation between reference distributions

in energy.
11Due to the rich and long history of artificial neural networks picking ”a” or only a few citations is tricky. Amari’s work
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model, which consists of an input and output layer plus one ormore fully connectedhidden layers. By

training such a network on the already computed geometric properties of the clusters, computational

requirements remain relativelymoderate compared to approaches using – for example – the raw data

as inputs.

As each neuron on a given layer in an MLP is fully connected to all neurons on the previous layer,

the output of neuron 𝑘 on layer 𝑖 is described by

𝑦𝑘,𝑖 = 𝜑(
𝑚

∑
𝑗=0

𝑤𝑘𝑗𝑦𝑗,𝑖−1) (11.4)

where 𝑤𝑘𝑗 is the weight between neuron 𝑘 on layer 𝑖 and neuron 𝑗 of 𝑚 neurons on layer 𝑖 − 1. 𝜑

is a (typically non-linear) activation function which is applied to saturate a neuron’s output.

If 𝑦𝑗,𝑖−1 is considered a vector for all 𝑗,𝑤𝑘𝑗 can be considered a weight matrix and eq. 11.4 is simply

a matrix product. Each layer is computed iteratively starting from the input layer towards the output

layer.

Given that an MLP is a supervised learning algorithm, the desired target output for a given input

during training is known. A loss function is defined to evaluate the accuracy of the network. Many

different loss functions are used in practice, but in many cases the mean squared error (MSE; also

known as L2 norm) is used as a loss

𝑙(y, ̂y) = 1
𝑁

𝑁

∑
𝑖=1

(𝑦𝑖 − ̂𝑦𝑖)
2

where y is a vector ∈ ℝ𝑁 of the network outputs and ̂y the target outputs. The sum runs over all

𝑁 output neurons. 12

In order to train a neural network, the initially random weights must be modified. This is done by

computing the gradients of the loss (given an input) with respect to all the weights of the network,
𝜕𝑙(y)

𝜕𝑤𝑖𝑗
. Effectively the chain rule is used to express these partial derivatives using the intermediate

steps of the calculation. This leads to an iterative equation for the weights further up the network

(towards the input layer). Each weight is updated from iteration 𝑛 to 𝑛 + 1 according to

𝑤𝑛+1
𝑖𝑗 = 𝑤𝑛

𝑖𝑗 − 𝜂
𝜕𝑙(y)
𝜕𝑤𝑛

𝑖𝑗
.

[7] was, as far as I’m aware, the first to combine a perceptron with non-linear activation functions and using gradient

descent for training. See Schmidhuber’s recent overview for a detailed history leading up to modern deep learning

[190].
12For performance reasons to utilize the parallel nature of GPUs, training and inference of NNs is done in ’mini-batches’.

As still only a single loss value is needed for training, the loss is computed as the mean of all losses for each mini-batch

element.
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where 𝜂 is the learning rate. This approach to updating the weights during training is referred to

as backpropagation. [184] 13

11.4.1. MLP for CAST data

The simplest approach to using a neural network for data classification of CAST-like data, is anMLP

that uses the pre-computed geometric properties for each cluster as an input.

The choice remains between a single or two output neurons. The more classical approach is treat-

ing signal (X-rays) and background events as two different classes that the classifier learns to predict,

which we also use. By our convention the target outputs for signal and background events are

̂ysignal = (
1

0
)

̂ybackground = (
0

1
)

where the first entry of each ̂y corresponds to output neuron 1 and the second to output neuron 2.

For the network to generalize to all real CAST data, the training dataset must be representative of

the wide variety of the real data. For background-like clusters it can be sourced from the extensive

non-tracking dataset recorded at CAST. For the signal-likeX-ray data it ismore problematic. The only

source of X-rays with enough statistics are the 55Fe calibration datasets from CAST, but these only

describe X-rays of two energies. The CAST detector lab data from the X-ray tube are both limited in

statistics as well as suffering from systematic differences to the CAST data due to different gas gains.
14

We will now describe how we generate X-ray clusters for MLP training by simulating them from a

target energy, a specific transverse diffusion and a desired gas gain.
13The gradients in a neural network are usually computed using ’automatic differentiation’ (or ’autograd’, ’autodiff’). There

are two forms of automatic differentiation: forward mode and reverse mode. These differ by the practical evaluation

order of the chain rule. Forward mode computes the chain rule from left-to-right (input to output), while reverse

mode computes it from right-to-left (output to input). Computationally these differ in their complexity in terms of the

required number of evaluations given N inputs and M outputs. Forward mode computes all M output derivatives for a

single input, whereas reverse mode computes all input derivatives for a single output. Thus, forward mode is efficient

for cases with few inputs and many outputs, while the opposite is true for reverse mode. Neural networks are classical

cases of many inputs to few outputs (scalar loss function!). As such, reverse mode autograd is the standard way to

compute the gradients during NN training. In the context it is effectively synonymous with ’backpropagation’ (due to

its output-to-input evaluation of the chain rule).
14The acute reader may wonder why we care less about this for the lnℒ method. The reason is simply that the effect of

gas gain on the three properties used there is comparatively small. But if (almost) all properties are to be used, that is

less true.
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11.4.2. Generation of simulated X-rays as MLP training input

To generate simulated events we wish to use the least amount of inputs, which still yield events that

represent the recorded data as well as possible. In particular, the systematic variations between dif-

ferent times and datasets should be reproducible based on these parameters. The idea is to generate

events using the underlying gaseous detector physics (see sec. 5) and make as few heuristic modifi-

cations to better match the observed (imperfect) data as possible. This lead to an algorithm, which

only uses three parameters: a target energy for the event (within the typical energy resolution). A

gas gain to encode the gain variation seen. A gas diffusion coefficient to encode variations in the

diffusion properties (also possibly a result of changing temperatures).

In contrast to approaches that simulate the interactions at the particle level, our simulation is based

entirely on the emergent properties seen as a result of those. The basic Monte Carlo algorithm will

now be described in a series of steps.

1. (optional) sample from different fluorescence lines for an element given their relative intensi-

ties to define a target energy 𝐸.

2. sample from the exponential distribution of the absorption length (see sec. 5.1.1) for the used

gas mixture and target photon energy to get the conversion point of the X-ray in the gas (Note:

we only sample X-rays that convert; those that would traverse the whole chamber without con-

version are ignored).

3. sample a target charge to achieve for the cluster, based on target energy by sampling from a

normal distribution with a mean roughly matching detector energy resolution (target energy

inverted to a charge).

4. sample center position of the cluster within a uniform radius of 4.5mm around the chip center.

5. begin the sampling of each electron in the cluster.

6. sample a charge (in number of electrons after amplification) for the electron based on a Pòlya

distribution of input gas gain (and matching normalization & 𝜃 constant). Reject the electron

if not crossing activation threshold (based on real data).

7. sample a radial distance from the cluster center based on gas diffusion constant 𝐷𝑇 and diffu-

sion after the remaining drift distance to the readout plane 𝑧drift using eq. 5.9. Sample twice

from the 1D version using a normal distribution𝒩(𝜇 = 0, 𝜎 = 𝐷𝑇 ·√𝑧drift) for each dimension.

Combine to a radius from center, 𝑟 = √𝑥2 + 𝑦2.

8. sample a random angle, uniform in (0, 2𝜋].
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9. convert radius and angle to an (𝑥, 𝑦) position of the electron, add to the cluster.

10. based on a linear approximation activate between 0 to 4 neighboring pixels with a slightly re-

duced gas gain. We never activate any neighbors at a charge of 1000 e⁻ and always activate at

least one at 10 000 e⁻. Number of activated pixels depends on a uniform random number being

below one of 4 different thresholds:

𝑁neighbor = rand(0, 1) · 𝑁 < threshold

where the threshold is determined by the linear function described by thementioned condition

and rand(0, 1) is a uniform random number in (0, 1).

11. continue sampling electrons until the total charge adds up to the target charge. We stop at the

value closest to the target (before or after adding a final pixel that crosses the target charge) to

avoid biasing us towards values always larger than the target.

12. The final cluster is reconstructed just like any other real cluster, using the same calibration

functions as the real chip (depending on which dataset it should correspond to).

Note: Neighboring pixels are added to achieve matching eccentricity distributions between real

data and simulated. Activating neighboring pixels increases the local pixel density randomly, which

effectively increases the weight of some pixels, leading to a slight increase of eccentricity of a cluster.

The approach of activating up to 4 neighbor pixels and giving them slightly lower charges stems from

empirically matching the simulated data to real data. From a physical perspective the most likely

cause of neighboring pixels is due to UV photons that are emitted in the amplification region and

travel towards the grid and produce a new electron, which starts an avalanche from there. From that

point of view neighboring pixels should see the full gas amplification and neighbors other than the

direct { up, down, left, right } neighbors can be activated (depending on an exponential distribution

due to possible absorption of the UV photons in the gas). See Markus Gruber’s master thesis [96] for

a related study on this for GridPix detectors.

Based on the above algorithm, fake events can be generated that either match the gas gain and gas

diffusion of an existing data taking run (background or calibration) or any arbitrary combination of

parameters. The former is important for verification of the validity of the generated events as well

as to check the MLP cut efficiency (more on that in sec. 11.4.6). The latter is used to generate a wide

variety of MLP training data. Event production is a very fast process 15, allowing to produce large

amounts of statistics for MLP training in a reasonable time frame.

15Generating 100 000 fake events of the 55Fe photopeak takes around 35 s on a single thread using an AMDRyzen 9 5950X.

The code is not exactly optimized either.
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For other applications that require higher fidelity simulations, Degrad [41], a sister program to

Magboltz [42], can be used, which simulates the particle interactions directly. This is utilized in a

code byM.Gruber [95], which uses Degrad andGarfield++ [89] to perform realistic event simulation

for GridPix detectors (its data can also be analyzed by the software presented in sec. 8.1 and appendix

O).

11.4.3. Determination of gas diffusion

To generate X-ray events with similar physical properties as those seen in a particular data taking

run, we need the three inputs required: gas gain, gas diffusion and target energy. The determination

of the gas gain is a well defined procedure, explained in sections 7.1.2 and 10.2.2. The target energy

is a matter of the purpose the generated data is for. The gas diffusion however is more complicated

and requires explanation.

In theory the gas diffusion is a fixed parameter for a specific gas mixture at fixed temperature,

pressure and electromagnetic fields and can be computed using Monte Carlo tools as mentioned

already in sec. 5.3.4. However, in practice MC tools suffer from significant uncertainty (in particular

in the form of run-by-run RNG variation) especially at common numbers of MC samples. More

importantly though, real detectors do not have perfectly stable and known temperatures, pressures

and electromagnetic fields (for example the field inhomogeneity of the drift field in the 7-GridPix

detector is not perfectly known), leading to important differences and variations from theoretical

numbers.

Fortunately, similar to the gas gain, the effective numbers for the gas diffusion can be extracted

from real data. The gas diffusion constant 𝐷𝑡(𝑧) (introduced in sec. 5.3.4) describes the standard

deviation of the transverse distance from the initial center after drifting a distance 𝑧 along a homoge-

neous electric field. This parameter is one of our geometric properties, in the form of the transverse

RMS ’RMS𝑇 ’ (which is actually the transverse standard deviation of the electron positions 16) and

thus it can be used to determine the gas diffusion coefficient. 17 As it is a statistical process and 𝐷𝑡 is

the standard deviation of the population a large ensemble of events is needed.

This is possible both for calibration data as well as background data. In both cases it is important

to apply minor cuts to remove the majority of events in which RMS𝑇 contains contributions that are

not due to gas diffusion (e.g. a double X-ray event which was not separated by the cluster finder). For

16𝜍𝑇 would be more appropriate following eq. 5.9 in sec. 5.3.4.
17Note that it is important to consider the transverse standard deviation and not the longitudinal one. Even for an X-ray

there will be a short track like signature during production of the primary electrons from the initial photoelectron. This

can define the long axis of the cluster in certain cases (depending on gas mixture). Similarly, for background events

of cosmic muons the long axis corresponds to the direction of travel while the transverse direction is purely due to the

diffusion process.
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calibration data the cuts should filter to single X-rays, whereas for background events clean muon

tracks are the target.

In theory one could determine it by way of a fit to the RMS𝑇 distribution of all clusters in a data

taking run as was done in [133]. This approach is problematic in practice due to the large variation

in possible X-ray conversion points – and therefore drift distances – as a function of energy. Different

energies lead to different convolutions of exponential distributionswith the gas diffusion. Thismeans

a single fit does not describe the datawell in general and the upper limit is not a good estimator for the

real gas diffusion coefficient (because it is due to those X-rays converting directly behind the detector

window by chance and/or undergoing statistically large amount of diffusion).

Instead of performing an analytical convolution of the exponential distribution and gas diffusion

distributions to determine the correct fit, a Monte Carlo approach is used here as well. The idea

here is to use a reasonable 18 gas diffusion constant to generate (simplified 19) fake events. Compute

the RMS𝑇 distribution of this fake data and compare to the real RMS𝑇 distribution of the target run

based on a test statistic. Next one computes the derivative of the test statistic as a form of loss function

and adjusts the diffusion coefficient accordingly. Over a number of iterations the distribution of the

simulated RMS𝑇 distribution will converge to the real RMS𝑇 distribution, if the choice of test statistic

is suitable. In other words we use gradient descent to find that diffusion constant 𝐷𝑇, which best

reproduces the RMS𝑇 distribution of our target run.

One important point with regards to computing it for background data is the following: when

generating fake events for the background dataset, the equivalent ’conversion point’ for muons is a

uniform distribution over all distances from the detector window to the readout. For X-rays it is given

by the energy dependent attenuation length in the detector gas.

The test statistic chosen in practice for this purpose is the Cramér-von-Mises (CvM) criterion, de-

fined by [68, 154]:

𝜔2 = ∫
∞

−∞
[𝐹𝑛(𝑥) − 𝐹∗(𝑥)]2 d𝐹∗(𝑥)

where 𝐹𝑛(𝑥) is an empirical distribution function to test for and 𝐹∗(𝑥) a cumulative distribution

function to compare with. In case of the two-sample case it can be computed as follows [10]:

𝑇 = 𝑁𝑀
𝑁 +𝑀𝜔2 = 𝑈

𝑁𝑀(𝑁 +𝑀)
− 4𝑀𝑁 − 1
6(𝑀 + 𝑁)

18For example a number provided byMagboltz for the used gasmixture at normal temperature and used chamber pressure.

For the CAST gas mixture and settings we start with𝐷𝑇 = 660 μmcm−1/2.
19In principle the event generation is the same algorithm as explained previously, but it does not sample from a Pólya for

the gas gain, nor compute any cluster properties. Only the conversion point, number of target electrons based on target

energy and their positions is simulated. From these electron positions the long and short axes are determined and 𝜍𝑇

returned.
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with 𝑈:

𝑈 = 𝑁
𝑁

∑
𝑖=1

(𝑟𝑖 − 𝑖)2 +𝑀
𝑀

∑
𝑗=1

(𝑠𝑗 − 𝑗)2

In contrast to – for example – the Kolmogorov-Smirnov test, it includes the entire (E)CDF into the

statistic instead of just the largest deviation, which is a useful property to protect against outliers.

The iterative optimization process is therefore

𝐷𝑇,𝑖+1 = 𝐷𝑇,𝑖 − 𝜂
𝜕𝑓(𝐷𝑇)
𝜕𝐷𝑇

where 𝑓(𝐷𝑇) is theMonte Carlo algorithm, which computes the test statistic for a given𝐷𝑇 and 𝜂 is

the step size along the gradient (a ’learning rate’). The derivative is computed using finite differences.
20

Fig. 11.12 shows the values of the transverse gas diffusion constant 𝐷𝑇 as they have been deter-

mined for all runs. The color scale is the value of the Cramér-von-Mises test criterion and indicates

a measure of the uncertainty of the obtained parameter. We can see that for the CDL datasets (runs

above 305) the uncertainty is larger. This is because reproducing the RMS𝑇 distribution for these

datasets is more problematic than for the CAST 55Fe datasets (due to more data impurity caused by

X-ray backgrounds of energies other than the target fluorescence line). Generally we can see vari-

ation in the range from about 620 to 660 μmcm−1/2 for the CAST data and larger variation for the

CDL data. The theoretical value we expect is about 670 μmcm−1/2, implying the approach yields

reasonable values.

Because this iterative calculation is not computationally negligible, the resulting 𝐷𝑇 parameters

for each run are cached in an HDF5 file. 21

11.4.4. Comparison of simulated events and real data

Fig. 11.13 shows the comparison of all cluster properties of simulated and real data for one 55Fe cal-

ibration run, number 241. The data is cut to the photopeak and normalized to fit into a single plot.

Each ridge shows a kernel density estimation (KDE) of the data. Gas gain and gas diffusion are

extracted from the data as explained in previous sections.

All distributions outside the number of hits agree extremely well. This is expected to not perfectly

match. Only the total charge is used as an input to theMLP and itmatches prettywell on its own. The

20Initially I tried to compute the gradient using automatic differentiation using dual numbers for the 𝐷𝑇 input and the

MC code, but the calculation of the test statistics is effectively independent of the input numbers due to the calculation

of the ECDF. As such the derivative information is lost. I didn’t manage to come up with a way to compute Cramér-

von-Mises based on the actual input numbers directly in a timely manner.
21One optimization takes on the order of < 30 s for most runs. But the diffusion parameters are used many times.
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Determined diffusion constant of all CAST runs
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Figure 11.12.: Transverse gas diffusion constant 𝐷𝑇 as determined based on an iterative method attempting

to reproduce the transverse RMS distribution using simulated X-ray events, the Cramér-von-Mises (CvM) test

criterion and gradient descent. All runs above run 305 are CDL calibration runs. The color scale is the CvM

test score. Background runs are marked by crosses.

reason is the neighboring activation logic in the MC algorithm, which is empirically modified such

that it produces correct geometric behavior at the cost of slightly over- or underestimating the number

of hits. The Pólya sampling and general neighboring logic is too simplistic to properly reproduce both

aspects at the same time. Other runs show similar agreement. Plots for all runs like this can be found

in the extended version of the thesis.

11.4.5. Overview of the best performing MLP

As a reference 22 an MLP was trained on a mix of simulated X-rays and a subset of the CAST back-

ground data. The implementation was done using Flambeau [198], a wrapper for libtorch [162] 23,

using the parameters and inputs as shown in tab. 11.6. The network layout consists of 14 input neu-

rons, two hidden layers of only 30 neurons 24 each and 2 neurons on the output layer. We use the

Adam [129] optimizer and tanh as an activation function on both hidden layers, with sigmoid used

22This network is considered a ”reference” implementation, as it is essentially the simplest ANN layout possible.
23libtorch is the C++ library PyTorch is built on.
24Yes, only 30 neurons. When using SGD as an optimizer more neurons are useful. With Adam anything more leads to

excessive overtraining. Model performance and training time is anyhow better with Adam. Indeed, even a 10 neuron

model performs almost as good. The latter is fun, because it allows to write the weight matrices on a piece of paper and

almost do a forward pass by hand.
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Ridgeline plot for all InGrid properties in a.u.: x/max(x), run 241
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Figure 11.13.: Comparison of all geometric properties of simulated and real data of the 55Fe photopeak clusters

of run 241 in a ridgeline plot. Each ridge shows a KDE of the data. The gas gain and gas diffusion were first

extracted from the real run data to simulate events of the photopeak. The two datasets agree very well with

the exception of the number of hits (expected).
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on the output layer. The mean squared error between output and target vectors is used as the loss

function.

Property Value

Input neurons 14 (12 geometric, 2 non-geometric)

Hidden layers 2

Neurons on hidden layer 30

Output neurons 2

Activation function tanh

Output layer activation function sigmoid

Loss function Mean Squared Error (MSE)

Optimizer Adam [129]

Learning rate 7 × 10−4

Batch size 8192

Training data 250 000 simulated X-rays and 288 000

real background events selected from the

outer chips only, same number for validation

Training epochs 82 000

Table 11.6.: Overview of all MLP parameters and training information.

The 14 input neurons were fed with all geometric properties that do not scale directly with the

energy (no number of active pixels or direct energy) or position on the chip (as the training data is

skewed towards the center) with the exception of the total charge. For the background data we avoid

’contaminating’ the training dataset with CAST clusters that will end up as part of our background

rate for the limit calculation by only selecting clusters from chips other than the center chip. This

way the MLP is trained entirely on data independent of the CAST data of interest. 250 000 synthetic

X-rays and 288 000 background clusters are used for training and the same number of validation 25.

The first 25 000 epochs are trained on a synthetic X-ray dataset with a strong bias to low energy

X-rays (clusters in the range from 0 to 3 keV with the frequency dropping linearly with increasing

energy). This is because these are more difficult to separate from background. Afterwards we switch

to a separate set of synthetic X-rays uniformly distributed in energies. Without this approach the

network can drift towards a localminimum, inwhich low energy X-rays are classified as background,

while still achieving good accuracy. At the cost of low energy X-rays, low energy background clusters
25For training X-rays a total of 500 000 events are simulated. For background 1000 events are randomly selected from

each outer chip for each background runs (so 6000 clusters per background run), totaling 576 000 events. Training and

validation is split 50-50.
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are almost perfectly rejected. This is of course undesirable.

During the training process of 82 000 epochs, every 1000 epochs the accuracy and loss are evaluated

based on the test sample and a model checkpoint is stored. The evolution of the loss function for this

network is shown in fig. 11.14(a). We can see that performance for the test dataset is mostly stagnant

from around epoch 10 000. The network develops minor overtraining, but this is not important,

because no training data is ever used in practice.

Fig. 11.14(b) shows the output of neuron 0 (neuron 1 is a mirror image) for the test sample, with

signal like data towards 1 and background like data towards 0. The separation is almost perfect, but

a small amount of each type can be seen over the entire range. This is expected due to the presence

of real X-rays in the background dataset, low energy events generally being similar and statistical

outliers in the X-ray dataset.
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Figure 11.14.: (a) Loss over the training progress, evaluated every 1000 epochs. Test data loss mostly stagnant

after 10 000 epochs. (b) Output of the validation data sample for neuron 0 as a log plot.

Beyond the MLP prediction to indicate a measure of classification efficiency, we can look at the

receiver operating characteristic (ROC) curves for different X-ray reference datasets of the CDL data.

For this we read all real center GridPix background data and all CDL data. Both of these are split

into the corresponding target/filter combinations based on the energy of each cluster.

We can then define the background rejection 𝑏rej for different cut values 𝑐𝑖 as

𝑏rej =
card({𝑏 < 𝑐𝑖})
card({𝑏})

,

where 𝑏 are all the predictions of theMLP for background data and card is the cardinality of the set

of numbers, i.e. the number of entries. 𝑖 refers to the 𝑖th cut value (as this is computed with discrete

bins). In addition we define the signal efficiency by

𝑠eff =
card({𝑠 ≥ 𝑐𝑖})
card({𝑠})

,
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where similarly 𝑠 are the MLP predictions for X-ray clusters.

If we plot the pairs of signal efficiency and background rejection values (one for each cut value), we

produce a ROC curve. Done for each CDL target/filter combination and similarly for the likelihood

cut by replacing the MLP prediction with the likelihood value of each cluster, we obtain fig. 11.15.

The line style indicates the classifier method (lnℒ orMLP) and the color corresponds to the different

targets and thus different fluorescence lines. The improvement in background rejection at a fixed

signal efficiency exceeds 10% at multiple energies. The only region where the MLP is worse than the

likelihood cut is for the Cu-EPIC 0.9 kV target/filter combination at signal efficiencies above about

92%. Especially the shape of the ROC curve for the MLP at high signal efficiencies implies that it

should produce comparable background rates to the likelihood cut at higher signal efficiencies.
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Figure 11.15.: ROC curves for the comparison of the likelihood cut method (solid lines) to theMLP predictions

(dashed lines), colored by the different targets used to generate the reference datasets. The background data

used for each target corresponds to background clusters in an energy range around the fluorescence line. The

MLP visibly outperforms the likelihood cut method in all energies. At the same signal efficiency (x axis) a

significantly higher background rejection is achieved.

11.4.6. Determination of MLP cut value

Based on the output distributions of the MLP, fig. 11.14(b), it can be used to act as a cluster discrimi-

nator in the sameway as for the likelihood cutmethod, following eq. 11.3. The likelihood distribution

is replaced by the MLP prediction via either of the two output neurons. For example, as seen for one

output neuron in fig. 11.14(b), the software efficiency would be determined based on the ’prediction’
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value along the x-axis such that the desired software efficiency is above the cut value. Any cluster

below would be removed. In practice again the empirical distribution function of the signal-like out-

put data is computed and the quantile of the target software efficiency 𝜀eff is determined. Similarly

to the likelihood cut method this is done for 8 different energy ranges corresponding to the CDL flu-

orescence lines. However, no interpolation is performed because only the single output distribution

is known. 26

Due to the significant differences in gas gain between the CDL dataset and the CAST 55Fe calibra-

tion data, we do not use a single cut value for each energy for all CAST data taking runs. Instead

we use the X-ray cluster simulation machinery to provide run specific X-ray clusters from which to

deduce cut values.

For each run we wish to apply the MLP to, we start by computing the mean gas gain based on all

gas gain intervals. Then we determine the gas diffusion coefficient as explained in sec. 11.4.3. With

two of the three required parameters for X-ray generation in hand, we then simulate X-rays following

each X-ray fluorescence line measured in the CDL dataset, yielding 8 different simulated datasets for

each run. Based on these we compute one cut value on the MLP output each. The so deduced cut

value is applied as the MLP cut to that run in the valid energy range. The same approach is used for

calibration runs as well as for background runs.

This means both the MLP training as well as determination of cut values is entirely based on syn-

thetic data, only using aggregate parameters of the real data.

11.4.7. Verification of software efficiency using calibration data

As the simulatedX-ray clusters certainly differ from real X-rays, verification of the software efficiency

using calibration data is required. For all 55Fe calibration runs as well as all CDL data we produce

cut values as explained in the previous section. Then we apply these to the real clusters of those runs

and compute the effective efficiency as

𝜀effective =
𝑁cut
𝑁total

where 𝑁cut is the clusters remaining after applying the MLP cut. 𝑁total is the total number of clus-

ters after application of the standard cleaning cuts applied for the 55Fe spectrum fit and the CDL

fluorescence line fits.

The resulting efficiency is the effective efficiency the MLP produces. A close match with the tar-

get software efficiency implies the simulated X-ray data matches the real data well and the network

learned to identify X-rays based on physical properties (and not due to overtraining). In the limit

26One could of course interpolate on the cut values itself, but that is less well motivated and harder to cross-check. Pre-

dicting a cut value from two known, neighboring energies would likely not work very well.
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calculation later, the mean of all these effective efficiencies of the 55Fe calibration runs is used in

place of the target software efficiency as a realistic estimator for the signal efficiency. The standard

deviation of all these effective efficiencies is one of the systematics used there.

Fig. 11.16 shows the effective efficiencies obtained for all 55Fe calibration and CDL runs using the

MLP introduced earlier. The marker symbol represents the energy of the target fluorescence line.

Note that the 55Fe calibration escape peak near 3 keV is a separate data point "3.0" compared to the

silver fluorescence line given as "2.98". That is because the two are fundamentally different things.

The escape event is a 5.9 keV photopeak X-ray entering the detector, which ends up ’losing’ about

3 keV due to excitation of an argon fluorescence Kα X-ray. This means the absorption length is that

of a 5.9 keV photon, whereas the silver fluorescence line corresponds to a real 2.98 keV photon and

thus corresponding absorption length. As such, the geometric properties on average are different.

The target efficiency in the plot was 95% with an achieved mean effective efficiency close to the

target. Values are slightly lower in Run-2 (runs < 200) and slightly above in Run-3. Variation is

significantly larger in the CDL runs (runs above number 305), but often towards larger efficiencies.

Only one CDL run is at significantly lower efficiency (83%), with a few other lower energy runs

around 91%. The data quality in the CDL data is lower and it has larger variation of the common

properties (gas gain, diffusion) as compared to the CAST dataset.
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Figure 11.16.: Effective efficiencies obtained using the MLP for a target 𝜀 = 95% software efficiency. Runs

above run 305 are CDL calibration runs. Different symbols represent different target fluorescence lines. The
55Fe escape peak is indicated at 3 keV in contrast to the 2.98 keV silver line, due to different physical properties.

The photopeak corresponds to 5.9 and the equivalent CDL Mn target to 5.89.
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11.4.8. Background rate using MLP

Applying the MLP cut as explained leads to background rates as presented in fig. 11.17, where the

MLP is compared to the lnℒ cut (𝜀 = 80%) at a similar software efficiency 𝜀 = 84.7% as well as

at a significantly higher efficiency of 𝜀 = 94.4%. Note the efficiencies are effective efficiencies as

explained in sec. 11.4.7.

The background suppression is significantly improved in particular at lower energies, implying

other cluster properties provide better separation at those than the three inputs used for the likelihood

cut. The mean background rates between 0.2 to 8 keV for each of these are 27:

𝑏lnℒ@80% = 2.061(96) × 10−5 keV−1 cm−2 s−1

𝑏MLP@85% = 1.565(84) × 10−5 keV−1 cm−2 s−1

𝑏MLP@95% = 2.016(95) × 10−5 keV−1 cm−2 s−1

The most important aspect is that the MLP allows to achieve very comparable background rates at

significantly higher efficiencies. Accepting lower signal efficiencies does not come with a noticeable

improvement, implying that for the remaining clusters the distinction between background and X-

ray properties is very small (and some remaining clusters surely are of X-ray origin).
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Figure 11.17.: Comparison of the background rate in the center region of the MLP at different efficiencies and

the standard lnℒ. The MLP improves most at low energies and achieves comparable or better rates at higher

efficiencies.

27The number quoted here for lnℒ at 80% differs slightly from sec. 11.3, because the lower energy range is 0.2 keV here.
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11.5. Additional detector features as vetoes

Next we will cover how the additional detector features can be used as vetoes to suppress even more

background. We start by looking at the scintillators in sec. 11.5.1. Then we consider the FADC as a

veto based on time evolution of the events in sec. 11.5.2. Finally, we consider the outer GridPix ring

as further geometric vetoes in sec. 11.5.3 and sec. 11.5.4 in the form of the ’septem veto’ and the ’line

veto’.

Note, in the context of these detector vetoes we will generally apply these vetoes on top of the the

𝜀 = 80% lnℒmethod. We will later come back to the MLP in sec. 11.6.

11.5.1. Scintillators as vetoes

As introduced in theory section 5.1.4 one problematic source of background is X-ray fluorescence

created due to abundant muons interacting with material of – or close to – the detector. The result-

ing X-rays, if detected, are indistinguishable from those X-rays originating from an axion (or other

particle of study). And given the required background levels, cosmic induced X-ray fluorescence

plays a significant role in the datasets. Scintillators (ideally 4π around the whole detector setup) can

be very helpful to reduce the influence of such background events by ’tagging’ certain events. For

a fully encapsulated detector, any (at least) muon induced X-ray would be preceded by a signal in

one (or multiple) scintillators. As such, if the time 𝑡𝑠 between the scintillator trigger and the time of

activity recorded with the GridPix is small enough, the two are likely to be in real coincidence.

In the setup used at CASTwith a 42 cm times 82 cm scintillator paddle (see sec. 6.7), about∼ 30 cm

above the detector center – and a cos2(𝜃) distribution for muons – a significant fraction of muons

should be tagged. Similarly, the second scintillator on the Septemboard detector, the small SiPM

behind the readout area should trigger precisely in those cases where a muon traverses the detector

from the front or back such that the muon track is orthogonal to the readout plane.

The term ’non trivial trigger’ in the following indicates events in which a scintillator triggered and

the number of clock cycles to the GridPix readout was larger than 0 (scintillator had a trigger in the

first place) and smaller than 300. The latter cut is somewhat arbitrary, as the idea is two things: 1.

no clock cycles of 4095 (indicates clock ran over) and 2. the physics involved leading to coincidences

typically takes place on time scales shorter than 100 clock cycles = 2.5 μs (see sec. 6.7). Anything

above should just be a random coincidence. 300 is therefore just chosen to have a buffer to where

physical clock cycles start.

During the Run-3 data taking period a total of 69 243 non trivial veto paddle triggers were recorded.
28 The distribution of the clock cycles after which the GridPix readout happened is shown in fig.
28A ball park estimate yields a coverage of about 35 ° around the zenith. Assuming cos2(𝜃)muons it covers about 68% of

muons in that axis. With a rate of ∼ 1 cm⁻²min⁻¹, 1125 h of data with scintillator and 4.2 cm² of active area in front
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11.18 on the right. The narrow peak at 255 clock cycles seems to be some kind of artifact, poten-

tially a firmware bug. The corresponding GridPix data was investigated and there is nothing unusual

about it (neither cluster properties nor individual events). The source therefore remains unclear, but

a physical origin is extremely unlikely as the peak is exactly one clock cycle wide (unrealistic for a

physical process in this context) and coincidentally exactly 255 (0xFF in hexadecimal), hinting to-

wards a counting issue in the firmware. The actual distribution looks as expected, being a more or

less flat distribution corresponding to muons traversing at different distances to the readout. The

real distribution does not start at exactly 0 clock cycles due to inherent processing delays and even

close tracks requiring some time to drift to the readout and activating the FADC. Further, geometric

effects play a role. Very close to the grid, only perfectly parallel tracks can achieve low clock cycles,

but the further away different angles contribute to the same times.

The SiPM recorded 4298 non trivial triggers in the same time, which are shown in fig. 11.18 on

the left. 29 Also this distribution looks more or less as expected, showing a peak towards low clock

cycles (typical ionization and therefore similar times to accumulate enough charge to trigger) with

a tail for less and less ionizing tracks. The same physical cutoff as in the veto paddle distribution is

visible corresponding to the full 3 cm of drift time.

Both of these distributions and the physically motivated cutoffs in clock cycles motivate a scintil-

lator veto at clock cycles somewhere above 60 to 70 clock cycles. To be on the conservative side and

because random coincidences are very unlikely (on the time scales of several clock cycles; picking

a value slightly larger implies a negligible dead time), a scintillator veto cut of 150 clock cycles was

chosen.

The resulting improvement of the background rate is shown in fig. 11.19, albeit only for the end

of 2018 (Run-3) data as the scintillator trigger was not working correctly in Run-2 (as mentioned

in sec. 9.5). The biggest improvements can be seen in the 3 keV and 8 keV peaks, both of which are

likely X-ray fluorescence (Ar𝐾𝛼 3 keV&Cu𝐾𝛼 8 keV) and orthogonal muons (> 8 keV). Arguably the

improvements could be bigger, but the efficiency of the scintillator was not ideal, resulting in some

likely muon induced X-rays to remain untagged. Lastly, the coverage of the scintillators is leaving

large angular areas without a possibility to be tagged.

For a future detector an almost 4𝜋 scintillator setup and correctly calibrated and tested scintillators

are an extremely valuable upgrade.

of center GridPix roughly 194 000 muons are expected. About 70 000 non trivial triggers were recorded. Efficiency of

∼ 35%.
29Estimating the number of expected muons for the SiPM is much more difficult, because there is little literature on the

actual muon rate at angles close to 90 °. The extended version of this thesis contains some calculations, which try to

estimate energy distribution and rate under these angles in the detector based on numerically transportingmuons from

the upper atmosphere to the surface undergoing relativistic effects, changing atmospheric pressures and the related

energy loss per distance.
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Clock cycles at which scintillators triggered in 2018 data
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Figure 11.18.: Clock cycle distributions of both scintillators of the end of 2018 data. The data is filtered to all

non-trivial triggers (non zero and less than 300; there are individual random coincidences in values up to 4095

where all triggers whose counter overran are). The origin of the peak at 255 clocks in the data of the paddle is

unclear.

Background rate from CAST data in Run-3, incl. scinti veto
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Figure 11.19.: Background rate based on the Run-3 CAST data achieved by the addition of a scintillator cut

veto of 3.75 μs ($150 clock cycles) for any cluster that initially passes the log likelihood cut. The biggest im-

provements can be seen in the 3 keV and 8 keV peaks, both of which are likely X-ray fluorescence (Cu & Ar;

both energies) and orthogonal muons (> 8 keV).
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11.5.2. FADC veto

As previously mentioned in 6.8 the FADC not only serves as a trigger for the readout and reference

time for the scintillator triggers. Because of its high temporal resolution it can in principle act as a

veto of its own by providing insight into the longitudinal cluster shape.

A cluster drifting towards the readout and finally through the grid induces a voltage measured by

the FADC. As such the length of the FADC signal is a function of the time it takes the cluster to

drift ’through’ the grid. The kind of orthogonal muon events that should be triggered by the SiPM

as explained in the previous section 11.5.1 for example should also be detectable by the FADC in the

form of longer signal rise times than typical in an X-ray.

From gaseous detector physics theory we can estimate the typical sizes and therefore expected sig-

nal rise times for anX-ray if we know the gas of our detector. For the 1050mbar, 97.7/2.3%Ar/iC4H10

mixture used with a 500V cm⁻¹ drift field in the Septemboard detector at CAST, the relevant param-

eters are 30

• drift velocity 𝑣 = 2.28 cmμs⁻¹

• transverse diffusion 𝜎𝑇 = 670 μmcm−1/2

• longitudinal diffusion 𝜎𝐿 = 270 μmcm−1/2

As the detector has a height of 3 cm we expect a typical X-ray interacting close to the cathode to

form a cluster of √3 cm · 670 μmcm−1/2 ≈ 1160.5 μm transverse extent and√3 cm · 270 μmcm−1/2 ≈

467.5 μm in longitudinal size, where this corresponds to a 1𝜎 environment. To get a measure for

the cluster size, a rough estimate for an upper limit is a 3𝜎 distance away from the center in each

direction. For the transverse size it leads to about 7mm and in longitudinal about 2.8mm. From the

CAST 55Fe data we see a peak at around 6mm of transverse cluster size along the longer axis, which

matches well with our expectation (see appendix K.3 for the length data). From the drift velocity

and the upper bound on the longitudinal cluster size we can therefore also compute an equivalent

effective drift time seen by the FADC. This comes out to be

𝑡 = 2.8mm/22.8mmμs⁻¹ = 0.123 μs

or about 123 ns, equivalent to 123 clock cycle of the FADC clock. Alternatively, we can compute

the most likely rise time based on the known peak of the cluster length, 6mm and the ratio of the

transverse and longitudinal diffusion, 𝜎𝑇/𝜎𝐿 ≈ 2.5 to end up at a time of 6mm
2.5

·22.8mmμs⁻¹ = 105 ns.

30The properties were calculated with Magboltz using Nimboltz, a Nim interfacer for Magboltz. The code can be found

here: https://github.com/Vindaar/TimepixAnalysis/Tools/septemboardCastGasNimboltz Further the numbers

used here are for a temperature of 26 °C, slightly above room temperature due to the heating of the Septemboard itself

into the gas.
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Fig. 11.20 shows the measured rise time for the 55Fe calibration data compared to the background

data. The peak of the calibration rise time is at about 55 ns. While this is almost a factor of 2 smaller

than the theoretical values mentioned before, this is expected as those first of all are an upper bound

and secondly the ”rise time” here is not the full time due to our definition starting from 10% below

the baseline and stopping 2.5% before the peak, shortening our time (ref. sec. 8.5.3). At the same

time we see that the background data has a much longer tail towards higher clock cycle counts, as

one expects. This implies that we can perform a cut on the rise time and utilize it as an additional

veto. The 55Fe data allows us to define a cut based on a known and desired signal efficiency. This is

done by identifying a desired percentile on both ends of the distribution of a cleaned X-ray dataset.

It is important to note that the cut values need to be determined for each of the used FADC ampli-

fier settings separately. This is done automatically based on the known runs corresponding to each

setting.

FADC signal riseTime in ⁵⁵Fe vs background data in Run-3
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Figure 11.20.: KDE of the rise time of the FADC signals in the 55Fe and background data of the CAST Run-

3 dataset. The X-ray data is a single peak with a mean of about 55 ns while the background distribution is

extremely wide, motivating a veto based on this data.

For the signal decay time we do a simpler cut, with less of a physical motivation. As the decay time

is highly dependent on the resistance and capacitance properties of the grid, high voltage and FADC

amplifier settings, we simply introduce a conservative cut in such a range as to avoid cutting away

any X-rays. Any background removed is just a bonus.

Finally, the FADC is only used as a veto if the individual spectrum is not considered noisy (see

sec. 10.4.1). This is determined by 4 local dominant peaks based on a peak finding algorithm and
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in addition a general skewnees of the total signal larger than −0.4. The skewness is an empirical

cutoff as good FADC signals typically lie at larger negative skewness values (due to them having a

signal towards negative values). See appendix K.2 for a scatter plot of FADC rise times and skewness

values. A very low percentage of false positives (good signals appearing ’noisy’) is accepted for the

certainty of not falsely rejecting noisy FADC events (as they would represent a random coincidence

to the event on the center chip).

Applying the FADC veto with a target percentile of 1 from both the lower and upper end (1st and

99th percentiles; thus a 98% signal efficiency) in addition to the scintillator veto presented in the pre-

vious section, results in a background rate as seen in fig. 11.21. Different percentiles (and associated

efficiencies) were be tested for their impact on the expected axion limit. Lower percentiles than 99

did not yield a significant improvement in the background suppression over the resulting signal effi-

ciency loss. This is visible due to the sharp edge of the rise time for X-rays (green) in fig. 11.20 when

comparing to its overlap with background (purple).

The achieved background rate of themethods leads to a background rate of 9.03(73) × 10−6 keV⁻¹ cm⁻² s⁻¹

in the energy range 2 to 8 keV. Andbetween 4 to 8 keV even 4.57(63) × 10−6 keV⁻¹ cm⁻² s⁻¹. The veto

brings improvements across the whole energy range, in which the FADC triggers. Interestingly, in

some cases even below that range. The events removed in the first two bins are events with a big

spark on the upper right GridPix, which induced an X-ray like low energy cluster on the central chip

and triggered the FADC. In the range at around 8 keV, likely candidates for removed events are cases

of orthogonal muons that did not trigger the SiPM (but have a rise time incompatible with X-rays).

Generally, appendix K.2 contains more figures of the FADC data. Rise times, fall times, how the

different FADC settings affect these and an efficiency curve of a one-sided cut on the rise time for the

signal efficiency and background suppression.

11.5.3. Outer GridPix as veto - ’septem veto’

The final hardware feature that is used to improve the background rate is the outer ring of GridPixes.

The size of large clusters is a significant fraction of a single GridPix. This means that depending

on the cluster center position, parts of the cluster may very well be outside of the chip. While the

most important area of the chip is the center area (due to the X-ray optics focusing the axion induced

X-rays), misalignment and the extended nature of the ’axion image’ mean that a significant portion

of the chip should be as low in background as possible. Fig. 11.10(a) as we saw in sec. 11.3 shows

a significant increase in cluster counts towards the edges and corners of the center GridPix. The

GridPix ring can help us reduce this.

Normally the individual chips are treated separately in the analysis chain. The ’septem veto’ is the

name for an additional veto step, which can be optionally applied to the center chip. With it, each
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Background rate from CAST data, incl. scinti and FADC veto
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Figure 11.21.: Comparison of pure lnℒ cuts, additional scintillator veto and finally also FADC veto at an ef-

ficiency of 98%. In the range 2 to 8 keV a background rate of 9.03(73) × 10−6 keV⁻¹ cm⁻² s⁻¹ is achieved and

between 4 to 8 keV even 4.57(63) × 10−6 keV⁻¹ cm⁻² s⁻¹.

cluster that is considered signal-like based on the likelihood cut (orMLP),will be analyzed in a second

step. The full event is reconstructed again from the beginning, but this time as an event covering all 7

chips. This allows the cluster finding algorithm to detect clusters beyond the center chip boundaries.

After finding all clusters, the normal cluster reconstruction to compute all properties is done again.

Finally, for each cluster in the event the likelihood method or MLP is applied. If now all clusters

whose center is on the central chip are considered background-like, the event is vetoed, because the

initial signal-like cluster turned out to be part of a larger cluster covering more than one chip.

There is a slight complication here. The layout of the septemboard includes spacing (see for exam-

ple fig. 6.14 or 8.3 for the layout), which is required to mount the chips. This spacing, in addition to

general lower efficiency towards the edges of a GridPix, means significant information is lost. When

reconstructing the full ’septemboard events’ this spacing would break the cluster finding algorithms,

as the spacing might extend the distance over the cutoff criterion 31. For this reason the cluster find-

ing algorithm is actually performed on a ’tight layout’ where the spacing has been reduced to zero.

For the calculation of the geometric properties however, the clusters are transformed into the real

septemboard coordinates including spacing. 32

31An alternative could be to attempt to fill in the area between the chips with simulated data based on what is seen at the

chip edges. But that is a complex problem. A fun (but possibly questionable) idea would be to train a diffusion model

(generative AI) to predict missing data between chips.
32In principle this has a small impact on the calculation of the RMS of the cluster, if there is now a large gap between
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In contrast to the regular single chip analysis performed before, which uses a simple, bespoke clus-

tering algorithm (see sec. 8.4.1, ’Default’), the full ’septemboard reconstruction’ uses the DBSCAN

clustering algorithm. The equivalent search radius is extended a bit over the normal default (65 pix-

els compared to 50, unless changed in configuration). DBSCAN produces better results in terms of

likely related clusters (over chip boundaries). 33

An example that shows two clusters on the center chip, one of which was initially interpreted as a

signal-like event before being vetoed by the ’septem veto’, is shown in fig. 11.22. The colors indicate

the clusters each pixel belongs to according to the cluster finding algorithm. As the chips are treated

separately initially, there are two clusters found on the center chip. The green and purple cluster

”portions” of the center chip. The cyan part passes the likelihood cut initially, which triggers the

’septem veto’ (X-rays at such low energies are much less spherical on average; same diffusion, but

less electrons). A full 7 GridPix event reconstruction shows the additional parts of the two clusters.

The cyan cluster is finally rejected. It is a good example, as it shows a cluster that is still relatively

close to the center, and yet still ’connects’ to another chip.

The background rate with the septem veto is shown in fig. 11.23, where we see that most of the im-

provement is in the lower energy range < 2 keV. This is themost important region for the solar axion

flux for the axion-electron coupling. Looking at the mean background rate in intervals of interest, be-

tween 2 to 8 keV it is 8.03(69) × 10−6 keV⁻¹ cm⁻² s⁻¹ and 4 to 8 keV = 4.05(60) × 10−6 keV⁻¹ cm⁻² s⁻¹.

And even in the full range down to 0 keV themean is in the 10−6 range, 9.54(65) × 10−6 keV⁻¹ cm⁻² s⁻¹.

11.5.4. ’Line veto’

There is one more further optional veto, dubbed the ’line veto’. It checks whether there are clusters

on the outer chips whose long axis ”points at” clusters on the center chip (passing the likelihood or

MLP cut). The idea being that there is a high chance that such clusters are correlated, especially

because ionization is an inherently statistical process. It can be used in addition to the ’septem veto’

or standalone. The approach uses the same general approach as the septem veto by reconstructing

the full events as ’septemboard events’ again. The difference to the septem veto is that it is not reliant

on the cluster finding search radius.

The center cluster that initially passed the likelihood or MLP cut will be rejected if the long axis of

the outer chip cluster cuts within 3 · (RMS𝑇+RMS𝐿
2

). In other words within 3𝜎 of the mean (along long

two parts of the ’same’ cluster. However, as we don’t really rely on the properties too much it is of no real concern.

Technically we still calculate the lnℒ of each cluster, but any cluster passing the lnℒ cut before being added to a larger

cluster almost certainly won’t pass it afterwards. The slight bias in the RMS won’t change that.
33The downside is that DBSCAN is significantly slower, which is part of the reason it is not utilized for the initial recon-

struction.
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Septem event of event 80301 and run 162. Center cluster energy: 0.82,
septemVetoed: true, lineVetoed: false
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Figure 11.22.: An example event showing all 7 GridPix of the CAST GridPix1 detector. The outlines are the

boundaries of each chip and the color of each point indicates the cluster which it is part of according to the

cluster finder. Initially the cyan cluster (center chip portion) passes the log likelihood cut (i.e. is signal like),

but is vetoed by the ’septem veto’ as there are more pixels outside the center chip that are part of this cluster.

The green cluster in the bottom left of the center chip is in addition a good example of how in particular cutting

a track in the corners leads to a much more spherical cluster.
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Background rate from CAST data, incl. scinti, FADC, septem veto
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Figure 11.23.: Background rate achieved based on the ’septem veto’ (in addition to the scintillator cut and

FADC veto) for the full 2017/18 dataset within the center 5 × 5mm². Significant improvement in the< 2 keV

range, which ismost important for axion-electron coupling solar flux. The background rate between 2 to 8 keV

is 8.03(69) × 10−6 keV⁻¹ cm⁻² s⁻¹ and 4 to 8 keV = 4.05(60) × 10−6 keV⁻¹ cm⁻² s⁻¹.

and short axis) standard distribution of the pixels 34.

If desired not every outer chip cluster is considered for the ’line veto’. An 𝜀cut parameter can be

adjusted to only allow those clusters to contribute with an eccentricity larger than 𝜀cut. The value of

this cutoff impacts the efficiency, but also the expected random coincidence rate of the veto. More

on that in sec. 11.5.5.

An example of an event being vetoed by the ’line veto’ is shown in fig. 11.24. The black circle

around the center chip cluster indicates the radius in which the orange line (extension of the long

axis of the top, green cluster) needs to cut the center cluster.

The achieved background rate, see fig. 11.25, goes well into the 10−6 range with this veto over the

whole energy range, as the influence is largest at lowenergies. The rate comes out to 7.92(59) × 10−6 keV⁻¹ cm⁻² s⁻¹

over thewhole rangeup to 8 keV, to 7.56(67) × 10−6 keV⁻¹ cm⁻² s⁻¹ if starting from2keVand 3.78(58) × 10−6 keV⁻¹ cm⁻² s⁻¹

if starting from 4keV.

11.5.5. Estimating the random coincidence rate of the septem & line veto

One potential issue with the septem and line veto is that the shutter times we ran with at CAST are

very long (> 2 s), but only the center chip is triggered by the FADC. This means that the outer chips

34This is roughly the radius of the cluster going by most extended active pixels of the cluster.
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Septem event of event 44109 and run 261. Center cluster energy: 0.87,
septemVetoed: false, lineVetoed: true
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Figure 11.24.: Example event, which highlights the use case of the ’line veto’. The green cluster in the upper

chip is eccentric and its long axis ’points’ towards the purple center cluster (which initially passes the lnℒ cut).

The black circle is a measure for the radius of the center cluster. If the line of the eccentric cluster cuts the

circle, the cluster is vetoed.

191



11. Finding signal and defining background | Background rate computation Analysis

Background rate from CAST data, incl. scinti, FADC, septem, line veto
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Figure 11.25.: Background rate of all CAST 2017/18 data in the center 5 × 5mm² using all vetoes including

the line veto. Improvements are seen especially at low energies. The mean background rate in the full range

below 8 keV is 7.92(59) × 10−6 keV⁻¹ cm⁻² s⁻¹.

can record cluster data not correlated to what the center chip sees. When applying one of these two

vetoes the chance for random coincidence might be non negligible. This random coincidence rate

needs to be treated as a dead time for the detector, reducing the effective solar tracking time available.

In order to estimate this we bootstrap fake events with guaranteed random coincidence. For each

data taking run, we take events with clusters on the center chip, which pass the likelihood or MLP

cuts and combine these with data from the outer chips from different events. The outer GridPix ring

data is sampled from all events in that run, including empty events as otherwise we would bias the

coincidence rate. The vetoes (either only septem veto, only line veto or both) are then applied to this

bootstrapped dataset. The fraction of rejected events due to the veto is the random coincidence rate,

because there is no physical correlation between center cluster and outer GridPix ring clusters.

By default 2000 such events are generated for each run. The random coincidence rate is the mean

of all obtained values. Further, this can be used to study the effectiveness of the eccentricity cutoff

𝜀cutmentioned for the line veto. It is expected that a stricter eccentricity cut should yield less random

coincidences. We can then compare the obtained random coincidence rates to the real fractions of

events removed by the same veto setup. The ratio of real effectiveness to random coincidence rate is

a measure of the potency of the veto setup.

Fig. 11.26 shows how the fraction of passing events changes for the line veto as a function of the

eccentricity cluster cutoff. The cases of line veto only for fake and real data, as well as septem veto
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plus line veto for the same are shown. We can see that the fraction that passes the veto setups (y axis)

drops the further we go towards a low eccentricity cut (x axis). For the real data (Real suffix in the

legend) the drop is faster than for fake boostrapped data (Fake suffix in the legend), which means

that we can use the lowest eccentricity cut possible (effectively disabling the cut at 𝜀cut = 1.0). In

any case, the difference is very minor independent of the cutoff value. The septem veto without line

veto is also shown in the plot (SeptemFake and SeptemReal) with only a single point at 𝜀cut = 1.0 for

completeness.

Table 11.7 shows the percentages of clusters left over after the line veto (at 𝜀cut = 1.0) and septem

veto setups, both for real data (column ’Real’) and bootstrapped fake data (column ’Fake’). For fake

data this corresponds to the random coincidence rate of the veto setup (strictly speaking 1 − 𝑥 of

course). For real data it is the real percentage of clusters left, meaning the vetoes achieve reduction

to 1

10
of background, depending on setup. The random coincidence rates are between 78.6% in case

both outer GridPix vetoes are used, 83.1% for the septem veto and 85.4% for the line veto only. The

line veto has lower random coincidence rate, but by itself is also less efficient.

This effect on the signal efficiency is one of the major reasons the choice of vetoes is not finalized

outside the context of a limit calculation.

Fraction of events passing line veto based on ε cutoff
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Figure 11.26.: Fraction of events in Run-3 data, which pass (i.e. not rejected) the line veto depending on the

eccentricity cut used, which decides how eccentric a cluster needs to be in order to be used for the veto. ’Real’

and ’Fake’ suffixes refer to application of the vetoes to the bootstrapped fake data discussed or real data. For

fake data the percentage corresponds to the random coincidence rate. Septem veto without line veto shown as

single points (SeptemFake/Real).
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Septem veto Line veto Real [%] Fake [%]

y n 14.12 83.11

n y 25.32 85.39

y y 9.17 78.63

Table 11.7.: Overview of the percentages of clusters left after the line veto and and septem veto setup com-

binations (y = activated, n = not activated) for bootstrapped (’Fake’) data and real background data. The

percentages for fake data correspond to the random coincidence rate.

11.6. Background rates of combined vetoes and efficiencies

Having discussed the two main classifiers (likelihood and MLP) as well as all the different possible

vetoes, let us now recap. We will look at background rates obtained for different veto setups and

corresponding signal efficiencies. In addition, we will compare with fig. 11.10 – the background

clusters left over the entire chip and local background suppression – when using all vetoes.

For a comparison of the background rates achievable in the center 5 × 5mm² region using the

lnℒ method and the MLP, see fig. 11.27. As already expected from the MLP performance in sec.

11.4.8, it achieves comparable performance at significantly higher signal efficiency. This will be a

key feature in the limit calculation to increase the total signal efficiency. The center region does not

tell the whole story though, as the background is not homogeneous.

Background rate from CAST data, LnL@80% and MLP@95%, all vetoes
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Figure 11.27.: Comparison of the lnℒ at 𝜀eff = 80% and the MLP at 𝜀eff = 95% signal efficiency with all added

vetoes. For the total combined efficiencies see tab. 11.8.
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11.6. Background rates of combined vetoes and efficiencies

Utilizing all vetoes in addition to the lnℒ or MLP classifier alone significantly improves the back-

ground rejection over the entire chip. See fig. 11.28 comparing all remaining X-ray like background

cluster centers, without any vetoes and with all vetoes, using the lnℒ method at 𝜀eff = 80%. While

the center background improves, the largest improvements are seen towards the edges and the cor-

ners. From a highly non uniform background rate in fig. 11.28(a), the vetoes produce an almost

homogeneous background in 11.28(b). In total they yield a∼ 13.5 fold reduction in background. Fig.

11.29 visualizes the improvements by showing the local background suppression, as a factor of the

clusters left in each tile over the total number of clusters in the raw data. At closer inspection it is

visible that the background improvements are slightly less near the bottom edge of the chip. This

is because the spacing to the bottom row of the Septemboard is larger, decreasing the likelihood of

detecting a larger cluster.
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CAST data, LnL@80%, all vetoes. # clusters = 5480
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Figure 11.28.: Cluster centers of all X-ray like clusters in the 2017/18 CAST background data. (a) shows the

remaining data for the lnℒmethod without any vetoes, (b) includes all vetoes. The vetoes lead to a dramatic

reduction in background especially outside the center 5 × 5mm² .

Tab. 11.8 shows a comparison of many different possible combinations of classifier, signal effi-

ciency 𝜀eff, choice of vetoes and total efficiency 𝜀total. The ’Rate’ column is the mean background

rate in the range 0.2 to 8 keV in the center 5 × 5mm² region. The lnℒ produces the lowest back-

ground rates, at the cost of low total efficiencies. Generally, many different setups reach into below

the 10−5 keV−1 cm−2 s−1 level in the center region, while even large sacrifices in signal efficiency do

not yield significantly lower rates. This implies the detector is fundamentally limited at this point in

its design. The likely causes being radioactive impurities in the detector material, imperfect cosmic

vetoes and lack of better time information in the events. See appendix L, in particular tab. L.1 for

the same table with background rates over the entire chip.
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11. Finding signal and defining background | Background rate computation Analysis
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Figure 11.29.: Local background suppression of the lnℒmethod compared to the raw 2017/18 CAST data. (a)

is the suppression without vetoes, (b) includes all vetoes.

The choice for the optimal setup purely based on background rate and total efficiency is difficult,

especially because reducing the background to a single number is flawed 35. For this reason we will

compute expected limits for each of these setups. The setup yielding the best expected limit will then

be used for the calculation of solar tracking candidates and observed limit.

35Flawed, because a) the background is not homogeneous over the entire chip and the effect of vetoes outside the center

region is not visible and b) because the most important range for axion searches is between 0.5 to 5 keV (depending on

the model).
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11.6. Background rates of combined vetoes and efficiencies

Classifier εeff Scinti FADC Septem Line εtotal Rate [keV−1 cm−2 s−1]

LnL 0.700 true true true true 0.503 6.90(56) × 10−6

LnL 0.700 true true false true 0.590 7.31(57) × 10−6

LnL 0.800 true true true true 0.574 7.67(59) × 10−6

LnL 0.800 true true false true 0.674 8.07(60) × 10−6

MLP 0.865 true true true true 0.621 8.21(61) × 10−6

MLP 0.865 true true false true 0.729 8.84(63) × 10−6

MLP 0.912 true true true true 0.655 9.11(64) × 10−6

LnL 0.800 true true true false 0.615 9.34(65) × 10−6

LnL 0.900 true true true true 0.646 9.38(65) × 10−6

MLP 0.912 true true false true 0.769 9.70(66) × 10−6

LnL 0.900 true true false true 0.759 9.97(67) × 10−6

MLP 0.957 true true true true 0.687 1.001(67) × 10−5

MLP 0.957 true true false true 0.807 1.056(69) × 10−5

MLP 0.983 true true true true 0.706 1.101(70) × 10−5

MLP 0.983 true true false true 0.829 1.164(72) × 10−5

LnL 0.800 true true false false 0.784 1.556(84) × 10−5

MLP 0.865 false false false false 0.865 1.565(84) × 10−5

LnL 0.700 false false false false 0.700 1.655(86) × 10−5

MLP 0.912 false false false false 0.912 1.746(89) × 10−5

LnL 0.800 true false false false 0.800 1.913(93) × 10−5

MLP 0.957 false false false false 0.957 2.016(95) × 10−5

LnL 0.800 false false false false 0.800 2.061(96) × 10−5

MLP 0.983 false false false false 0.983 2.39(10) × 10−5

LnL 0.900 false false false false 0.900 2.76(11) × 10−5

Table 11.8.: Overview of different classifier, veto and software efficiency 𝜀eff setups yielding different total

efficiencies 𝜀total. The background rate shown in the ’Rate’ column is between 0.2 to 8 keV for the center

5 × 5mm² region.
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12. Limit calculation Limit

In this chapter wewill introduce a generic limit calculationmethod, which can be used to compute

limits on different axion or ALP coupling constants.

The first part of this chapter focuses on the more theoretical and conceptual aspects of our limit

calculation methods. The second half discusses our inputs in detail and shows our expected and

observed limits.

We will start with an introduction of the method itself, a Bayesian extended likelihood approach,

sec. 12.1. Step by step we will introduce the likelihood function we use (sec. 12.2), what the individ-

ual pieces are and how likelihood values are computed (sec. 12.3) and how a limit is computed from

such a likelihood function, sec. 12.4. Then we introduce our approach to compute an expected limit

by sampling toy candidates 1, sec. 12.5. After this we will extend our approach in sec. 12.6 to in-

clude systematic uncertainties. Due to added complexity in evaluating the thus produced likelihood

function, we discuss our Markov Chain Monte Carlo (MCMC) approach to evaluate the likelihood

function in sec. 12.7. This concludes the first half of the chapter. Please look into Lista’s book [140] if

youwould likemore details about Bayesian limit calculations involving nuisance parameters. Barlow

[36] and Cowan [66] are also recommended for general statistics concepts.

From here we introduce all ingredients entering the likelihood function in detail, sec. 12.8. Next

we discuss our systematics, sec. 12.9, after which we explain our MCMC approach in more detail

(number of chains, parameters bounds, starting parameters etc.), sec. 12.10.

At this point we can finally tie everything together and discuss the expected limits obtained for

a variety of different classifier and veto choices, sec. 12.11. For the best performing setup – the

one yielding the best expected limit – we present our axion candidates, 12.12. Based on these we

present our observed limit in sec. 12.13. Finally, in sec. 12.14 we briefly consider two other coupling

constants, the axion-photon coupling 𝑔𝑎𝛾 and the chameleon coupling 𝛽𝛾.

12.1. Limit method - introduction

We start with a few words on the terminology we use and what we have in mind when we talk about

’limits’.

Context and terminology An experiment tries to detect a new phenomenon of the kind where you

expect very little signal compared to background sources. We have a dataset in which the ex-

periment is sensitive to the phenomenon, another dataset in which it is not sensitive and finally

a theoretical model of our expected signal.

1’Toy’ is a common terminology for randomly sampled cases in Monte Carlo calculations. In our case, sampling repre-

sentative candidates from the background distribution yields a set of ’toy candidates’.
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12.2. Limit method - likelihood function ℒ

Any data entry (after cleaning) in the sensitive dataset is a candidate. Each candidate is drawn

from a distribution of the present background plus the expected signal contribution (𝑐 = 𝑠+𝑏).

Any entry in the non sensitive dataset is background only.

Goal Compute the value of a parameter (coupling constant) such that there is 95% confidence that

the combined hypothesis of signal and background sources are compatible with the back-

ground only hypothesis.

Condition Our experiment should be such that the data in some ”channels” of our choice can be

modeled by a Poisson distribution

𝑃Pois(𝑘; 𝜆) =
𝜆𝑘𝑒−𝜆
𝑘! .

Each such channel with an expectation value of 𝜆 counts has probability 𝑃Pois(𝑘; 𝜆) to measure

𝑘 counts. Because the Poisson distribution (as written here) is a probability density function,

multiple different channels can be combined to a ”likelihood” for an experiment outcome by

taking the product of each channel’s Poisson probability

ℒ(𝜆) =∏
𝑖
𝑃𝑖,Pois(𝑘; 𝜆) =∏

𝑖

𝜆𝑘𝑖𝑖 𝑒−𝜆𝑖
𝑘𝑖!

.

Given a set of 𝑘𝑖 recorded counts for all different channels 𝑖with expectation value 𝜆𝑖 the ”likeli-

hood” gives us the literal likelihood to record exactly that experimental outcome. Note that the

parameter of the likelihood function is the mean 𝜆 and not the recorded data 𝑘! The likelihood

function describes the likelihood for a fixed set of data (our real measured counts) for differ-

ent parameters (our signal & background models, where the background model is constant as

well).

In addition, the method described in the next section is valid under the assumption that our

experiment did not have a statistically significant detection in the signal sensitive dataset com-

pared to the background dataset.

12.2. Limit method - likelihood function ℒ

The likelihood function as described in the previous section is not optimal to compute a limit for

the usage with different datasets as described before. 2 For that case we want to have some kind of a

”test statistic” that relates the sensitive datasetwith its seen candidates to the background dataset. For

2We could use 𝑃𝑖(𝑘𝑖; 𝜆𝑖 = 𝑠𝑖 + 𝑏𝑖), but among other things a ratio is numerically more stable.
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12. Limit calculation Limit

practical purposes we prefer to define a statistic, which is monotonically increasing in the number of

candidates (see for example [124]). There are different choices possible, but the one we use is

ℒ(𝑠, 𝑏) =∏
𝑖

𝑃pois(𝑐𝑖; 𝑠𝑖 + 𝑏𝑖)
𝑃pois(𝑐𝑖; 𝑏𝑖)

,

so the ratio of the signal plus background over the pure background hypothesis. The number

𝑐𝑖 is the real number of measured candidates. So the numerator gives the probability to measure

𝑐𝑖 counts in each channel 𝑖 given the signal plus background hypothesis. On the other hand the

denominator measures the probability to measure 𝑐𝑖 counts in each channel 𝑖 assuming only the

background hypothesis.

Note: For each channel 𝑖 the ratio of probabilities itself is not strictly speaking a proba-

bility density function, because the integral

∫
∞

−∞
𝑄 d𝑥 = 𝑁 ≠ 1,

with 𝑄 an arbitrary distribution. 𝑁 can be interpreted as a hypothetical number of total

number of counts measured in the experiment. A PDF requires this integral to be 1.

As a result the full constructℒ of the product of these ratios is technically not a likelihood

function either. It is usually referred to as an ”extended likelihood function”.

For all practical purposes though we will continue to treat is as a likelihood function and

call it ℒ as usual.

Note the important fact that ℒ really is only a function of our signal hypothesis 𝑠 and our back-

ground model 𝑏. Each experimental outcome has its own ℒ. This is precisely why the likelihood

function describes everything about an experimental outcome (at least if the signal and background

models are reasonably understood) and thus different experiments can be combined by combining

them in ”likelihood space” (multiplying their ℒ or adding lnℒ values) to get a combined likelihood

to compute a limit for.

Deriving a practical version of ℒ The version of ℒ presented above is still quite impractical to use

and the ratio of exponentials of the Poisson distributions can be simplified significantly:

ℒ =∏
𝑖

𝑃(𝑐𝑖, 𝑠𝑖 + 𝑏𝑖)
𝑃(𝑐𝑖, 𝑏𝑖)

=∏
𝑖

(𝑠𝑖+𝑏𝑖)
𝑛𝑖

𝑛𝑖!
𝑒−(𝑠𝑖+𝑏𝑖)

𝑏
𝑛𝑖
𝑖

𝑛𝑖!
𝑒−𝑏𝑖

=∏
𝑖

𝑒−𝑠𝑖(𝑠𝑖 + 𝑏𝑖)𝑐𝑖

𝑏𝑐𝑖𝑖
= 𝑒−𝑠tot ∏

𝑖

(𝑠𝑖 + 𝑏𝑖)𝑐𝑖

𝑏𝑐𝑖𝑖

= 𝑒−𝑠tot ∏
𝑖
(1 +

𝑠𝑖
𝑏𝑖
)
𝑐𝑖
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12.3. Limit method - computing ℒ

This really is the heart of computing a limit with a number of 𝑠tot expected events from the sig-

nal hypothesis (depending on the parameter to be studied, the coupling constant), 𝑐𝑖measured

counts in each channel and 𝑠𝑖 expected signal events and 𝑏𝑖 expected background events in that

channel.

As mentioned previously though, the choice of what a channel is, is completely up to us! One

such choice might be binning the candidates in energy. However, there is one choice that

is particularly simple and is often referred to as the ”unbinned likelihood”. Namely, we create

channels in time such that each ”time bin” is so short as to either have 0 entries (most channels)

or 1 entry. This means we have a large number of channels, but because of our definition

of ℒ this does not matter. All channels with 0 candidates do not contribute to ℒ (they are

(1 + 𝑠𝑖
𝑏𝑖
)
0
= 1). As a result our expression of ℒ simplifies further to:

ℒ = 𝑒−𝑠tot ∏
𝑖
(1 +

𝑠𝑖
𝑏𝑖
)

where 𝑖 is now all channels where a candidate is contained (𝑐𝑖 = 1).

12.3. Limit method - computing ℒ

Our simplified version of ℒ using very short time bins now allows to explicitly compute the likelihood

for a set of parameters. Let’s now look at each of the constituents 𝑠tot, 𝑠𝑖 and 𝑏𝑖 and discuss how they

are computed. We will focus on the explicit case of an X-ray detector behind a telescope at CAST.

Here it is important to note that the signal hypothesis depends on the coupling constant wewish to

compute a limit for, we will just call it 𝑔 in the remainder (it may be 𝑔𝑎𝛾 or 𝑔𝑎𝑒 or any other coupling

constant). This is the actual parameter of ℒ.

First of all the signal contribution in each channel 𝑠𝑖. It is effectively a number of counts that one

would expect within the time window of the channel 𝑖. While this seems tricky given that we have

not explicitly defined such a window we can:

• either assumeour time interval to be infinitesimally small and give a signal rate (i.e. per second)

• or make use of the neat property that our expression only contains the ratio of 𝑠𝑖 and 𝑏𝑖. What

this means is that we can choose our units ourselves, as long as we use the same units for 𝑠𝑖 as

for 𝑏𝑖!

Wewill use the second case and scale each candidate’s signal and background contribution to the total

tracking time (signal sensitive dataset length). Each parameterwith a subscript 𝑖 is the corresponding

value that the candidate haswe are currently looking at (e.g. 𝐸𝑖 is the energy of the recorded candidate
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12. Limit calculation Limit

𝑖 used to compute the expected signal).

𝑠𝑖(𝑔2) = 𝑓(𝑔2, 𝐸𝑖) · 𝐴 · 𝑡 · 𝑃𝑎→𝛾(𝑔2𝑎𝛾) · 𝜀(𝐸𝑖) · 𝑟(𝑥𝑖, 𝑦𝑖) (12.1)

where:

• 𝑓(𝑔, 𝐸𝑖) is the axion flux at energy 𝐸𝑖 in units of keV−1 cm−2 s−1 as a function of 𝑔2, sec. 12.8.2,

• 𝐴 is the area of the magnet bore in cm², sec. 12.8.1,

• 𝑡 is the tracking time in s, also sec. 12.8.1,

• 𝑃𝑎→𝛾 is the conversion probability of the axion converting into a photon computed via

𝑃𝑎→𝛾(𝑔2𝑎𝛾) = (
𝑔𝑎𝛾𝐵𝐿
2 )

2

written in natural units (meaning we need to convert 𝐵 and 𝐿 into values expressed in powers

of eV, as discussed in sec. 3.3), sec. 12.8.3,

• 𝜀(𝐸𝑖) is the combined detection efficiency, i.e. the combination of X-ray telescope effective area,

the transparency of the detector window and the absorption probability of an X-ray in the gas,

sec. 12.8.4,

• 𝑟(𝑥𝑖, 𝑦𝑖) is the expected amount of flux from solar axions after it is focused by theX-ray telescope

in the readout plane of the detector at the candidate’s position (𝑥𝑖, 𝑦𝑖) (this requires a raytracing

model). It should be expressed as a fractional value in units of cm−2. See sec. 12.8.6.

As a result the units of 𝑠𝑖 are then given in keV−1 cm−2 with the tracking time integrated out. If one

computes a limit for 𝑔𝑎𝛾 then 𝑓 and 𝑃 both depend on the coupling of interest, making 𝑠𝑖 a function

of 𝑔4𝑎𝛾. In case of e.g. an axion-electron coupling limit 𝑔𝑎𝑒, the conversion probability can be treated

as constant (with a fixed 𝑔𝑎𝛾).

Secondly, the background hypothesis 𝑏𝑖 for each channel. Its value depends onwhetherwe assume

a constant background model, an energy dependent one or even an energy plus position dependent

model. In either case the main point is to evaluate that background model at the position (𝑥𝑖, 𝑦𝑖) of

the candidate and energy 𝐸𝑖 of the candidate. The value should then be scaled to the same units of as

𝑠𝑖, namely keV−1 cm−2. Depending on how the model is defined this might just be a multiplication

by the total tracking time in seconds. We discuss this in detail in sec. 12.8.8.

The final piece is the total signal 𝑠tot, corresponding to the total number of counts expected from

our signal hypothesis for the given dataset. This is nothing else as the integration of 𝑠𝑖 over the entire

energy range and detection area. However, because 𝑠𝑖 implies the signal for candidate 𝑖, we write

𝑠(𝐸, 𝑥, 𝑦) to mean the equivalent signal as if we had a candidate at (𝐸, 𝑥, 𝑦)
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12.4. Limit method - computing a limit

𝑠tot = ∫
𝐸max

0
∫
𝐴
𝑠(𝐸, 𝑥, 𝑦) d𝐸 d𝑥 d𝑦

where 𝐴 simply implies integrating the full area in which (𝑥, 𝑦) is defined. The axion flux is

bounded within a region much smaller than the active detection area and hence all contributions

outside are 0.

12.4. Limit method - computing a limit

With the abovewe are now able to evaluateℒ for a set of candidates 𝑐𝑖(𝐸𝑖, 𝑥𝑖, 𝑦𝑖). Asmentioned before

it is important to realize thatℒ is a function of the coupling constant 𝑔,ℒ(𝑔)with all other parameters

effectively constant in the context of ”one experiment”. 𝑔 is a placeholder for the parameter, in which

ℒ is linear, i.e. 𝑔2𝑎𝑒 for axion-electron or 𝑔4𝑎𝛾 and 𝛽4𝛾 for axion-photon and chameleon, respectively.

With this in mind the ’limit’ is defined as the 95-th percentile of ℒ(𝑔) within the physical region

of 𝑔. The region 𝑔 < 0 is explicitly ignored, as a coupling constant cannot be negative! This can be

rigorously justified in Bayesian statistics by saying the prior 𝜋(𝑔) is 0 for 𝑔 < 0.

We can define the limit implicitly as 3

0.95 =
∫𝑔′
0 ℒ(𝑔) d𝑔
∫∞
0 ℒ(𝑔) d𝑔

(12.2)

In practice the integral cannot be evaluated until infinity. Fortunately, our choice of ℒ in the first

place means that the function converges to 0 quickly for large values of 𝑔. Therefore, we only need

to compute values to a ”large enough” value of 𝑔 to get the shape of ℒ(𝑔). From there we can use any

numerical approach (via an empirical cumulative distribution function for example) to determine

the coupling constant 𝑔′ that corresponds to the 95-th percentile of ℒ(𝑔).

In an intuitive sense the limit means the following: 95% of all coupling constants that reproduce

the data we measured – given our signal and background hypotheses – are smaller than 𝑔′.

Fig. 12.1 shows an example of a likelihood function of some coupling constant. The blue area is

the lower 95% of the parameter space and the red area is the upper 5%. Therefore, the limit in this

particular set of toy candidates is at the intersection of the two colors.

12.5. Limit method - toy candidate sets and expected limits

Assuming a constant background over some chip area with only an energy dependence, the back-

ground hypothesis can be used to draw toy candidates that can be used in place for the real candidates

to compute limits. In this situation the background hypothesis can be modeled as follows:
3This equation essentially computes the confidence level at CL = 95% ≡ 0.95 = 1 − 0.05 = 1 − 𝛼. In the equation we

already removed the prior and therefore adjusted the integration range.
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Example likelihood and limit
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Figure 12.1.: Example likelihood function for a set of toy candidates. Blue is the lower 95-th percentile of the

integral over the likelihood function and red the upper 5-th. The limit is at the intersection.

𝐵 = {𝑃Pois(𝑘; 𝜆 = 𝑏𝑖) | for all energy bins 𝐸𝑖},

that is, the background is the set of all energy bins 𝐸𝑖, where each bin content is described by a

Poisson distribution with a mean and expectation value of 𝜆 = 𝑏𝑖 counts.

To compute a set of toy candidates then, we simply iterate over all energy bins and draw a number

from each Poisson distribution. This is the number of candidates in that bin for the toy. Given that

we assumed a constant background over the chip area, we finally need to draw the (𝑥𝑖, 𝑦𝑖) positions

for each toy candidate from a uniform distribution. 4

These sets of toy candidates can be used to compute an ”expected limit”. The term expected limit

is usually understood to mean the median of many limits computed based on representative toy

candidate sets. If 𝐿𝑡𝑖 is the limit of the toy candidate set 𝑡𝑖, the expected limit ⟨𝐿⟩ is defined as

⟨𝐿⟩ = median({𝐿𝑡𝑖})

If the number of toy candidate sets is large enough, the expected limit should prove accurate. The

real limit will then be below or above with 50% chance each.

4If one considers a position independent likelihood function, there is no need to sample positions of course.
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12.6. Limit method - extending ℒ for systematics

The aforementioned likelihood ratio assumes perfect knowledge of the inputs for the signal and back-

ground hypotheses. In practice neither of these is known perfectly though. Each input typically has

associated a small systematic uncertainty (e.g. the width of the detector window is only known up to

N nanometers, the pressure in the chamber only up to M millibar, magnet length only up to C cen-

timeters etc.). These all affect the ”real” numbers one should actually calculate with. So how does

one treat these uncertainties?

The basic starting point is realizing that the values we use are our ”best guess” of the real value.

Usually it is a reasonable approximation that the real value will likely be within some standard de-

viation around that best guess, following a normal distribution. Further, it is a good idea to identify

all systematic uncertainties and classify them by which aspect of 𝑠𝑖, 𝑏𝑖 or (𝑥𝑖, 𝑦𝑖) they affect (amount

of signal, background or the position 5 ). Another reasonable assumption is to combine different

uncertainties of the same type by

Δ𝑥 =
√√√

√

𝑁

∑
𝑖=1

Δ𝑥2𝑖 ,

i.e. computing the euclidean radius in N dimensions, for N uncertainties of the same type.

The above explanation can be followed to encode these uncertainties into the limit calculation.

For a value corresponding to our ”best guess” we want to recover the likelihood function ℒ from

before. The further we get away from our ”best guess”, the more the likelihood function should be

”penalized”, meaning the actual likelihood of that parameter given our data should be lower. The

initial likelihoodℒwill bemodified bymultiplyingwith additional normal distributions, one for each

uncertainty (4 in total in our case, signal, background, and two position uncertainties). Each adds

an additional parameter, a ’nuisance parameter’.

To illustrate the details, let’s look at the case of adding a single nuisance parameter. In particular

we’ll look at the nuisance parameter for the signal as it requires more care. The idea is to express our

uncertainty of a parameter – in this case the signal – by introducing an additional parameter 𝑠′𝑖. In

contrast to 𝑠𝑖 it describes a possible other value of 𝑠𝑖 due to our systematic uncertainty. For simplicity

we rewrite our likelihood ℒ as ℒ′(𝑠𝑖, 𝑠′𝑖, 𝑏𝑖):

ℒ′ = 𝑒−𝑠′tot ∏
𝑖
(1 +

𝑠′𝑖
𝑏𝑖
) · exp [−12 (

𝑠′𝑖 − 𝑠𝑖
𝜎′𝑠

)
2

]

where 𝑠′𝑖 takes the place of the 𝑠𝑖. The added gaussian then provides a penalty for any deviation from

𝑠𝑖. The standard deviation of the gaussian 𝜎′𝑠 is the actual systematic uncertainty on our parameter

𝑠𝑖 in units of 𝑠𝑖.
5For different likelihood functions other parameters may be affected.
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This form of adding a secondary parameter 𝑠′𝑖 of the same units as 𝑠𝑖 is not the most practical, but

maybe provides the best explanation as to how the name ’penalty term’ arises for the added gaussian.

If 𝑠𝑖 = 𝑠′𝑖 then the exponential term is 1 meaning the likelihood remains unchanged. For any other

value the exponential is < 1, decreasing the likelihood ℒ′.

By a change of variables we can replace the ”unitful” parameter 𝑠′𝑖 by a unitless number 𝜗𝑠. We

would like the exponential to be exp(−𝜗2𝑠 /(2𝜎2𝑠 )) to only express deviation from our best guess 𝑠𝑖.

𝜗𝑠 = 0means no deviation and |𝜗𝑠| = 1 implies 𝑠𝑖 = −𝑠′𝑖. Note that the standard deviation of this is

now 𝜎𝑠 and not 𝜎′𝑠 as seen in the expression above. This 𝜎𝑠 corresponds to our systematic uncertainty

on the signal as a percentage.

To arrive at this expression:

𝑠′𝑖 − 𝑠𝑖
𝜎′𝑠

=
𝜗𝑠
𝜎𝑠

⇒ 𝑠′𝑖 =
𝜎′𝑠
𝜎𝑠
𝜗𝑠 + 𝑠𝑖

with 𝑠𝑖 =
𝜎′𝑠
𝜎𝑠

𝑠′𝑖 = 𝑠𝑖 + 𝑠𝑖𝜗𝑠

⇒ 𝑠′𝑖 = 𝑠𝑖(1 + 𝜗𝑠)

where we made use of the fact that the two standard deviations are related by the signal 𝑠𝑖 (which

can be seen by defining 𝜗𝑠 as the normalized difference 𝜗𝑠 =
𝑠′𝑖−𝑠𝑖
𝑠𝑖

).

This results in the following final (single nuisance parameter) likelihood ℒ′:

ℒ′ = 𝑒−𝑠′tot ∏
𝑖
(1 +

𝑠′𝑖
𝑏𝑖
) · exp [−12 (

𝜗𝑠
𝜎𝑠
)
2

]

where 𝑠′𝑖 = 𝑠𝑖(1 + 𝜗𝑠) and similarly 𝑠′tot = 𝑠tot(1 + 𝜗𝑠) (the latter just follows because 1 + 𝜗𝑠 is a

constant under the different channels 𝑖).

The same approach is used to encode the background systematic uncertainty. The position uncer-

tainty is generally handled the same, but the 𝑥 and 𝑦 coordinates are treated separately.

As shown in eq. 12.1 the signal 𝑠𝑖 actually depends on the positions (𝑥𝑖, 𝑦𝑖) of each candidate via

the raytracing image 𝑟. With this we can introduce the nuisance parameters by replacing 𝑟 by an 𝑟′

such that

𝑟′ ↦ 𝑟(𝑥𝑖 − 𝑥′𝑖, 𝑦𝑖 − 𝑦′𝑖 )

which effectively moves the center position by (𝑥′𝑖, 𝑦′𝑖 ). In addition we need to add penalty terms for

each of these introduced parameters:
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ℒ′ = exp[−𝑠] ⋅∏
𝑖
(1 +

𝑠′𝑖
𝑏𝑖
) ⋅ exp [−(

𝑥𝑖 − 𝑥′𝑖
√2𝜎

)
2

] ⋅ exp [−(
𝑦𝑖 − 𝑦′𝑖
√2𝜎

)
2

]

where 𝑠′𝑖 is now the modification from above using 𝑟′ instead of 𝑟. Now we perform the same

substitution as we do for 𝜗𝑏 and 𝜗𝑠 to arrive at:

ℒ′ = exp[−𝑠] ⋅∏
𝑖
(1 +

𝑠′𝑖
𝑏𝑖
) ⋅ exp [−(

𝜗𝑥
√2𝜎𝑥

)
2

] ⋅ exp [−(
𝜗𝑦

√2𝜎𝑦
)
2

]

The substitution for 𝑟′ means the following for the parameters:

𝑟′ = 𝑟 (𝑥(1 + 𝜗𝑥), 𝑦(1 + 𝜗𝑦))

where essentially a deviation of |𝜗| = 1means we move the center of the axion image to the edge of

the chip.

Putting all these four nuisance parameters together we have

ℒ′ = (∏
𝑖

𝑃pois(𝑛𝑖; 𝑠𝑖 + 𝑏𝑖)
𝑃pois(𝑛𝑖; 𝑏𝑖)

) ⋅ 𝒩(𝜗𝑠, 𝜎𝑠) ⋅ 𝒩(𝜗𝑏, 𝜎𝑏) ⋅ 𝒩(𝜗𝑥, 𝜎𝑥) ⋅ 𝒩(𝜗𝑦, 𝜎𝑦) (12.3)

ℒ′(𝑔, 𝜗𝑠, 𝜗𝑏, 𝜗𝑥, 𝜗𝑦) = 𝑒−𝑠′tot ∏
𝑖
(1 +

𝑠″𝑖
𝑏′𝑖
) · exp [−12 (

𝜗𝑠
𝜎𝑠
)
2
− 1
2 (

𝜗𝑏
𝜎𝑏
)
2
− 1
2 (

𝜗𝑥
𝜎𝑥
)
2
− 1
2 (

𝜗𝑦
𝜎𝑦
)
2

] (12.4)

where here the doubly primed 𝑠″𝑖 refers to modification for the signal nuisance parameter as well

as for the position uncertainty via 𝑟′.

An example of the impact of the nuisance parameters on the likelihood space as well as on the

parameters (𝑠, 𝑏, 𝑥, 𝑦) is shown in fig. 12.2. First, fig. 12.2(a) shows how the axion image moves

when 𝜗𝑥,𝑦 change, in this example 𝜗𝑥,𝑦 = 0.6 moves the image center to the bottom left (𝜗𝑥,𝑦 = 1

would move the center into the corner). Note that the window strongback is not tied to the axion

image, but remains fixed (the cut out diagonal lines). Fig. 12.2(b) and 12.2(c) show the impact of

the nuisance parameters on the likelihood space. The larger the standard deviation 𝜎𝑥,𝑦 is, the more

of the 𝜗𝑥,𝑦 space contributes meaningfully to ℒ𝑀. In the former example – a realistic uncertainty –

only small regions around the center are allowed to contribute. Regions further outside receive too

large of a penalty. However, at large uncertainties significant regions of the parameter space play an

important role. Given that each point on the figures 12.2(b) and 12.2(c) describes one axion image

like 12.2(a), brighter regions imply positions where the axion image is moved to parts that provide

a larger 𝑠/𝑏 in the center portion of the axion image, while still only having a small enough penalty.

For the realistic uncertainty, 𝜎 = 0.05, roughly the inner −0.1 < 𝜗 < 0.1 space contributes. This

corresponds to a range of −0.7mm < 𝑥 < 0.7mm around the center in fig. 12.2(a).
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𝜗𝑥,𝑦 = 0.6 with window strongback
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(a) Axion image at 𝜗𝑥,𝑦 = 0.6
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(b) 𝜍𝑥,𝑦 = 0.05

L(ϑ_x, ϑ_y), at σ_p = 0.25
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(c) 𝜍𝑥,𝑦 = 0.25

Figure 12.2.: (a): Impact of the position nuisance parameter on the axion image. A value of 𝜗𝑥,𝑦 = 0.6 is

shown, moving the center of the image to the bottom left corner. (b) shows the impact on the likelihood itself

for varying 𝜗𝑥,𝑦 values given a standard deviation of 𝜎𝑥,𝑦 = 0.05. Small variations of the position still yield

contributions to ℒ𝑀. (c) the same for 𝜎𝑥,𝑦 = 0.25. At this value large regions of the 𝜗𝑥,𝑦 parameter space

contribute to ℒ𝑀 , generally regions of larger 𝑠/𝑏.

12.7. Limit method - evaluating ℒ with nuisance parameters

The likelihood function we started with ℒwas only a function of the coupling constant 𝑔we want to

compute a limit for. With the inclusion of the four nuisance parameters however,ℒ′ is now a function

of 5 parameters, ℒ′(𝑔, 𝜗𝑠, 𝜗𝑏, 𝜗𝑥, 𝜗𝑦). Following our definition of a limit via a fixed percentile of the

integral over the coupling constant, eq. 12.2, leads to a problem for ℒ′. If anything, one could define

a contour describing the 95-th percentile of the ”integral volume”, but this would lead to infinitely

many values of 𝑔 that describe said contour.

As a result, to still define a sane limit value, the concept of the marginal likelihood function ℒ′
𝑀 is

introduced. The idea is to integrate out the nuisance parameters

ℒ′
𝑀(𝑔) =⨌

∞

−∞
ℒ′(𝑔, 𝜗𝑠, 𝜗𝑏, 𝜗𝑥, 𝜗𝑦) d𝜗𝑠 d𝜗𝑏 d𝜗𝑥 d𝜗𝑦. (12.5)

Depending on the exact definition of ℒ′ in use, these integrals may be analytically computable. In

many cases however they are not and numerical techniques to evaluate the integral must be utilized.

Aside from the technical aspects about how to evaluate ℒ′
𝑀(𝑔) at a specific 𝑔, the limit calculation

continues exactly as for the case without nuisance parameters once ℒ′
𝑀(𝑔) is defined as such.

Practical calculation of ℒ′
𝑀(𝑔) in our case In case of our explicit likelihood function eq. 12.3 there

is already one particular case thatmakes themarginal likelihood not analytically integrable be-

cause the 𝑏′𝑖 = 𝑏𝑖(1 + 𝜗𝑏) term introduces a singularity for 𝜗𝑏 = −1. For practical purposes this

is not too relevant, as values approaching 𝜗𝑏 = −1 would imply having zero background and

within a reasonable systematic uncertainty the penalty term makes contributions in this limit

so small such that this area does not physically contribute to the integral.
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Using standard numerical integration routines (simpson, adaptive Gauss-Kronrod etc.) are all

too expensive to compute such a four-fold integration under the context of computing many

toy limits for an expected limit. For this reason Monte Carlo approaches are used, in particu-

lar the Metropolis-Hastings [152, 103] (MH) Markov Chain Monte Carlo (MCMC). The basic

idea of general Monte Carlo integration routines is to evaluate the function at random points

and computing the integral based on the function evaluation at these points (by scaling the

evaluations correctly). Unless the function is very ’spiky’ in the integration space, Monte Carlo

approaches provide good accuracy at a fraction of the computational effort as normal numer-

ical algorithms even in higher dimensions. However, we can do better than relying on fully

random points in the integration space. The Metropolis-Hastings algorithm tries to evaluate

the function more often in those points where the contributions are large. The basic idea is the

following:

Pick a random point in the integration space as a starting point 𝑝0. Next, pick another random

point 𝑝1 within the vicinity of 𝑝0. If the function 𝑓 evaluates to a larger value at 𝑝1, accept it as

the new current position. If it is smaller, accept it with a probability of 𝑓(𝑝𝑖)

𝑓(𝑝𝑖−1)
(i.e. if the new

value is close to the old one we accept it with a high probability and if the new one is much

lower accept it rarely). This guarantees to pick values inching closer to the most contributing

areas of the integral in the integration space, while still allowing to get out of local maxima

due to the random acceptance of ”worse” positions. However, this also implies that regions of

constant ℒ (regions where the values are close to 0, but also generally ’flat’ regions) produce a

pure random walk from the algorithm, because 𝑓(𝑝𝑖)

𝑓(𝑝𝑖−1)
≈ 1 in those regions. This needs to be

taken into account.

If a new point is accepted and becomes the current position, the ”chain” of points is extended

(hence ”Markov Chain”). If a point is rejected, extend the chain by duplicating the last point.

By creating a chain of reasonable length, the integration space is sampled well. Because the

initial point is completely random (up to some possible prior) the first 𝑁 links of the chain are

in a region of low interest (and depending on the interpretation of the chain ”wrong”). For that

reason one defines a cutoff 𝑁𝑏 of the first elements that are thrown away as ”burn-in” before

using the chain to evaluate the integral or parameters.

In addition it can be valuable to not only start a single Markov Chain from one random point,

but instead start multiple chains from different points in the integration space. This increases

the chance to cover different regions of interest even in the presence of multiple peaks sepa-

rated too far away to likely ”jump over” via the probabilistic acceptance. As such it reduces bias

from the starting sampling.

To summarize the algorithm:
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1. let ⃗𝑝 be a random vector in the integration space and 𝑓( ⃗𝑝) the function to evaluate,

2. pick new point ⃗𝑝′ in vicinity of ⃗𝑝,

3. sample from random uniform in [0, 1]: 𝑢,

4. accept ⃗𝑝′ if 𝑢 < 𝑓(�⃗�′)

𝑓(�⃗�)
, add ⃗𝑝′ to chain and iterate (if 𝑓( ⃗𝑝′) > 𝑓( ⃗𝑝) every new link ac-

cepted!). If rejected, add ⃗𝑝 again,

5. generate a long enough chain to sample the integration space well,

6. throw away first N elements as ”burn in”,

7. generate multiple chains to be less dependent on starting position.

Applied to eq. 12.5, we obtain ℒ𝑀(𝑔) by computing the histogram of all sampled 𝑔 values,

which are one component of the vector ⃗𝑝. More on that in sec. 12.10.

12.8. Likelihood ingredients in detail

To reiterate, the likelihood function we finally evaluate using MCMC, with explicit dependency on

the coupling constant we intend to (mainly) consider – the axion-electron coupling 𝑔𝑎𝑒 – can be

written as

ℒ′
𝑀(𝑔2𝑎𝑒) =⨌

∞

−∞
𝑒−𝑠′tot(𝑔2𝑎𝑒) ·∏

𝑖
(1 +

𝑠″𝑖 (𝑔2𝑎𝑒)
𝑏′𝑖

) · exp [−
𝜗2𝑏
2𝜎2𝑏

−
𝜗2𝑠
2𝜎2𝑠

−
𝜗2𝑥
2𝜎2𝑥

−
𝜗2𝑦
2𝜎2𝑦

] d𝜗𝑏 d𝜗𝑠 d𝜗𝑥 d𝜗𝑦,

where 𝑖 runs over all candidates. We alluded to the general make up of both the signal terms 𝑠tot
and 𝑠𝑖 as well as the background 𝑏𝑖 in sec. 12.3. Let us now look at what goes into each of these

explicitly and how they are calculated, starting with each of the signal contributions in

𝑠𝑖(𝑔2𝑎𝑒) = 𝑓(𝑔2𝑎𝑒, 𝐸𝑖) · 𝐴 · 𝑡 · 𝑃𝑎→𝛾(𝑔2𝑎𝛾) · 𝜀(𝐸𝑖) · 𝑟(𝑥𝑖, 𝑦𝑖),

sec. 12.8.1 to sec. 12.8.7 and the background in sec. 12.8.8. Finally, sec. 12.8.9 explains how we

sample toy candidate sets.

12.8.1. Magnet bore and solar tracking time - 𝐴, 𝑡

Starting with the simplest inputs to the signal, the magnet bore area and the solar tracking time. The

CAST magnet has a bore diameter of 𝑑bore = 43mm, as introduced in sec. 4.1. The relevant area for

the solar axion flux is the entire magnet bore, because the X-ray telescope covers the full area. As

such, 𝐴 is a constant of:

𝐴 = 𝜋(21.5mm)2 = 1452.2mm².
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The time of interest is the total solar tracking duration, in which the detector was sensitive (i.e.

removing the dead time due to readout). As given in the CAST data taking overview, sec. 9.6, the

amount of active solar tracking time is

𝑡 = 160.38 h.

12.8.2. Solar axion flux - 𝑓(𝑔, 𝐸𝑖)

The solar axion flux is based on the calculations by J. Redondo [178] as already introduced in sec.

3.4. The 𝑓(𝑔2, 𝐸𝑖) term of the signal refers to the differential solar axion flux. The flux, fig. 12.3(a),

is computed for a specific axion model and coupling constant, in this case 𝑔ref = 𝑔𝑎𝑒 = 10−13 and

𝑔𝑎𝛾 = 10−12GeV−1. As the flux scales by the coupling constant squared, it is rescaled to a new

coupling constant 𝑔2𝑎𝑒 by

𝑓(𝑔2𝑎𝑒, 𝐸𝑖) = 𝑓(𝑔2𝑎𝑒,ref, 𝐸𝑖) ·
𝑔2𝑎𝑒
𝑔2ref,𝑎𝑒

.

𝑔𝑎𝛾 is kept constant. At this ratio of the two coupling constants, the axion-photon flux is negligible.

The shown differential flux is computed using a Sun to Earth distance of 𝑑𝑆⇔𝐸 = 0.989AU due to

the times of the year in which solar trackings were taken at CAST. Fig. 12.3(b) shows the distance

between Sun andEarth during the entire data taking period, with the solar trackingsmarked in green.

The data for the distance is obtained using the JPL Horizons API [121].

The code used to calculate the differential flux, [159] 6, can also be used to compute the flux for

other axion models, for example a pure axion-photon coupling model.
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Figure 12.3.: (a): Differential solar axion flux assuming a distance to the Sun of 0.989AU based on (b).

6The code was mainly developed by Johanna von Oy under my supervision. I only contributed minor feature additions

and refactoring, as well as performance related improvements.
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12.8.3. Conversion probability - 𝑃𝑎𝛾(𝑔2𝑎𝛾)

The conversion probability of the arriving axions is simply a constant factor, depending on 𝑔𝑎𝛾, see

section 3.3 for the derivation from the general formula. The simplified expression for coherent con-

version 7 in a constant magnetic field 8 is

𝑃(𝑔2𝑎𝛾, 𝐵, 𝐿) = (
𝑔𝑎𝛾 ⋅ 𝐵 ⋅ 𝐿

2 )
2

where the relevant numbers for the CAST magnet are:

𝐵 = 8.8 T ↦ 𝐵natural = 1719.1 eV2

𝐿 = 9.26m ↦ 𝐿natural = 4.692 72 × 107 eV−1.

The magnetic field is taken from the CAST slow control log files and matches the values used in

the paper of CAST CAPP [3] (in contrast to some older papers which assumed 9T, based on when

the magnet was still intended to be run at above 13 000A).

Assuming a fixed axion-photon coupling of 𝑔𝑎𝛾 = 10−12GeV−1 the conversion probability comes

out to:

𝑃(𝑔2𝑎𝛾, 𝐵, 𝐿) = (
𝑔𝑎𝛾 ⋅ 𝐵 ⋅ 𝐿

2 )
2

= (10
−12GeV−1 ⋅ 1719.1 eV2 ⋅ 4.693 × 107 eV−1

2 )
2

= 1.627 × 10−21

12.8.4. Detection efficiency - 𝜀(𝐸𝑖)

Thedetection efficiency 𝜀(𝐸𝑖) includesmultiple aspects of the full setup. It can be further decomposed

into the telescope efficiency, window transparency, gas absorption, software efficiency of the classifier

and veto efficiency,

𝜀(𝐸𝑖) = 𝜀telescope(𝐸𝑖) · 𝜀window(𝐸𝑖) · 𝜀gas(𝐸𝑖) · 𝜀software eff. · 𝜀veto eff..

7Note that to calculate limits for larger axion masses the sinc term of eq. 3.2 needs to be included.
8Also note that in a perfect analysis one would compute the conversion in a realistic magnetic field, as the field strength

is not perfectly homogeneous. That would require a very precise field map of the magnet. In addition, the calculations

for axion conversions in inhomogeneous magnetic fields is significantly more complicated. As far as I understand it

requires essentially a ”path integral like” approach of all possible paths through the magnet, where each path sees

different, varying field strengths. Due to the small size of the LHC dipole prototype magnet and general stringent

requirements for homogeneity this is not done for this analysis. However, likely for future (Baby)IAXO analyses this

will be necessary.
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12.8. Likelihood ingredients in detail

The first three are energy dependent and the latter two constants, but dependent on the classifier

and veto setup for which we compute limits.

Telescope efficiency - 𝜀telescope(𝐸𝑖)

The X-ray telescope further has a direct impact not only on the shape of the axion signal on the

readout, but also the total number of X-rays transmitted. The effective transmission of an X-ray

telescope is significantly lower than in the optical range. This is typically quoted using the term

”effective area”. In section 4.1.1 the effective area of the two X-ray optics used at CAST is shown. The

term effective area refers to the equivalent area a perfect X-ray telescope (100% transmission) would

cover. As such, the real efficiency 𝜀tel can be computed by the ratio of the effective area 𝐴eff and the

total area of the optic 𝐴tel exposed to light.

𝜀tel(𝐸) =
𝐴eff(𝐸)
𝐴tel

where the effective area𝐴eff depends on the energy. 9 In case of CAST the relevant total area is not

actually the cross-sectional area of the optic itself, but rather the exposed area due to the diameter of

the magnet coldbore. With a coldbore diameter of 𝑑bore = 43mm the effective area can be converted

to 𝜀tel.

The resulting effective area is shown in fig. 12.4 in the next section together with the window

transmission and gas absorption.

Note: all publicly available effective areas for the LLNL telescope, meaning [120] and

[28], are either inapplicable, outdated or unfortunately wrong. Jaime Ruz sent me the

simulation results used for the CASTNature paper [64], which include the effective area.

These numbers are used in the figure below and our limit calculation.

Window transmission and argon gas absorption - 𝜀window(𝐸𝑖), 𝜀gas(𝐸𝑖)

The detector entrance window is the next point affecting the possible signal to be detected. The

windows, as explained in section 6.9 are made from 300 nm thick silicon nitride with a 20 nm thick

aluminium coating. Its transmission is very good down to about 1 keV below which it also starts to

degrade rapidly.

9Note that 𝜀tel here is the average effective efficiency of the full telescope and not the reflectivity of a single shell. As a

Wolter I optic requires two reflections 𝜀tel is equivalent to the reflectivity squared 𝑅2. Individual reflectivities of shells

are further complicated by the fact that different shells receive parallel light under different angles, which means the

reflectivity varies between shells. Therefore, this is a measure for the average efficiency.
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While the window also has four 500 μm thick strongbacks which in total occlude about 22.2% of

the center region, these are not taken into account into the combined detection efficiency. Instead

they are handled together with the axion image 𝑟(𝑥𝑖, 𝑦𝑖) in sec. 12.8.6.

Software efficiency and veto efficiency - 𝜀software eff. · 𝜀veto eff.

The software efficiency 𝜀software eff. of course depends on the specific setting which is used. Its value

will range from somewhere between 80 to 97%. The veto efficiencies in principle can also vary sig-

nificantly depending on the choice of parameters (e.g. whether the ’line veto’ uses an eccentricity

cutoff or not), but as explained in sec. 11.5.5 the septem and line vetoes are just considered as either

yes or no. The FADC veto has also been fixed to a 1st to 99th percentile cut on the signal rise time, see

sec. 11.5.2.

As such the relevant veto efficiencies are:

𝜀FADC = 98%

𝜀septem = 83.11%

𝜀line = 85.39%

𝜀septem+line = 78.63%

where the last one corresponds to using both the septem and the line veto at the same time. Con-

sidering for example the case of using these vetoes together with a software efficiency of 80% we see

that the combined efficiency is already only about 61.6%, which is an extreme loss in sensitivity.

Combined detection efficiency - 𝜀(𝐸𝑖)

The previous sections cover aspects which affect the detection efficiency of the detector and thus

impact the amount of signal available. Combined they yield a detection efficiency as shown in fig.

12.4. As can be seen, the combined detection efficiency maxes out at about ∼ 46% around 1.5 keV

without taking into account the software and veto efficiencies. If one combines this with using all

vetoes at a software efficiency of 80%, the total detection efficiency of the detector would peak at only

28.4% at that energy.

12.8.5. Average absorption depth of X-rays

In order to compute a realistic axion image based on raytracing, the plane at which to compute the

image needs to be known, as the focal spot size changes significantly depending on the distance to
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Detection efficiencies of window, Argon absorption and LLNL efficiency
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Figure 12.4.: The combined detection efficiency of the detector, taking into account the telescope efficiency via

the effective area, the window absorption probability and the absorption probability in the detector gas.

the focal point of the X-ray optics. The beamline behind the telescope is designed such that the focal

spot is 1 cm behind the entrance window. 10

This is of particular importance for a gaseous detector, as the raytracing only makes sense up to

the generation of a photoelectron, after which the produced primary electrons undergo diffusion.

Therefore, one needs to compute the typical absorption depth of X-rays in the relevant energy ranges

for the used gasmixture of the detector. This is easiest done based on aMonteCarlo simulation taking

into account the incoming X-ray flux distribution (given the solar axion flux we consider) 𝑓(𝐸), the

telescope effective area 𝜀LLNL(𝐸) and window transmission, 𝜀Si3N4(𝐸), 𝜀Al(𝐸),

𝐼(𝐸) = 𝑓(𝐸) · 𝜀LLNL(𝐸) · 𝜀Si3N4(𝐸) · 𝜀Al(𝐸).

𝐼(𝐸) yields the correct energy distribution of expected signal X-rays. For each sampled X-ray we

can then draw a conversion point based on the attenuation length and the Beer-Lambert law for its

energy introduced in sec. 5.1.1. Computing the median of all conversion points is then an estimator

for the point at which to compute the axion image.

Performing this calculation leads to a median conversion point of ⟨𝑑⟩ = 0.2928 cm behind the

detector window, with a standard deviation of 0.4247 cm due to a long tail from higher energy X-

rays. It may be worthwhile to perform this calculation for distinct energies to then compute different
10To my knowledge there exists no technical design documentation about how the beamline was designed exactly. Jaime

Ruz, who was in charge of the LLNL telescope installation, told me this is what he aligned to.
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axion images for different energies with each their own effective ’depth’ behind the window, however

for the time being we do not.

For the calculation of these numbers, see appendix Q.

12.8.6. Raytracing axion image - 𝑟(𝑥𝑖, 𝑦𝑖)

The axion image is computed based on a raytracing Monte Carlo simulation, using TrAXer [193],

written as part of this thesis. Appendix R contains an introduction to raytracing techniques, details

about the LLNL telescope, verification of the raytracing results using PANTERmeasurements of the

real telescope and details about the calculation of the axion image.

Fig. 12.5 shows the image, computed for a Sun-Earth distance of 0.989AU and a distance of

0.2928 cm behind the detector window. So it is 0.7072 cm in front of the focal point. Hence, the

image is very slightly asymmetric along the long axis.

Instead of using the raytracing image to fully characterize the axion flux including efficiency losses,

we only use it to define the spatial distribution 11. This means we rescale the full axion flux distri-

bution – before taking the window strongback into account – such that it represents the fractional

X-ray flux per square centimeter. That way, when we multiply it with the rest of the expression in

the signal calculation eq. 12.1, the result is the expected number of counts at the given position and

energy per cm².

Thewindow strongback is not part of the simulation, because for the position uncertainty, we need

to move the axion image without moving the strongback. As such the strongback is added as part of

the limit calculation based on the physical position on the chip of a given candidate.

12.8.7. Computing the total signal - 𝑠tot

As mentioned in sec. 12.3 in principle we need to integrate the signal function 𝑠(𝐸, 𝑥, 𝑦) over the

entire chip area and all energies. However, we do not actually need to perform that integration,

because we know the efficiency of our telescope and detector setup as well as the amount of flux

entering the telescope.

Therefore we compute 𝑠tot via

𝑠tot(𝑔2𝑎𝑒) = ∫
𝐸max

0
𝑓(𝑔2𝑎𝑒, 𝐸) · 𝐴 · 𝑡 · 𝑃𝑎↦𝛾(𝑔2𝑎𝛾) · 𝜀(𝐸) d𝐸,

making use of the fact that the position dependent function 𝑟(𝑥, 𝑦) integrates to 1 over the entire

axion image. This allows us to precompute the integral and only rescale the result for the current

coupling constant 𝑔2𝑎𝑒 via
11A big reason for this approach is that so far I have not been able to reproduce the reflectivity (and thus effective area) of

the telescope to a sufficient degree. A pure raytracing approach would overestimate the amount of flux currently.
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Axion image as used in limit calculation with window strongback
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Figure 12.5.: Axion image as computed using raytracing for the AGSS09 [25, 203] solar model and under the

assumption that the axion-electron coupling constant 𝑔𝑎𝑒 = 10−13 dominates over the axion-photon coupling

𝑔𝑎𝛾 = 10−12GeV−1. The diagonal lines with missing flux are the detector window strongbacks. It is very

slightly asymmetric, because of being 0.7 cm in front of the focal point.
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𝑠tot(𝑔2𝑎𝑒) = 𝑠tot(𝑔2𝑎𝑒,ref) ·
𝑔2𝑎𝑒
𝑔2𝑎𝑒,ref

,

where 𝑔2𝑎𝑒,ref is the reference coupling constant for which the integral is computed initially. Similar

rescaling needs to be done for the axion-photon coupling or chameleon coupling, when computing

a limit for either.

12.8.8. Background

The background must be evaluated at the position and energy of each cluster candidate. As the

background is not constant in energy or position on the chip (see sec. 11.6), we need a continuous

description in those dimensions of the background rate.

In order to obtain such a thing, we start from all X-ray like clusters remaining after background

rejection, see for example fig. 11.28, and construct a background interpolation. We define 𝑏𝑖 as a

function of candidate position 𝑥𝑖, 𝑦𝑖 and energy 𝐸𝑖,

𝑏𝑖(𝑥𝑖, 𝑦𝑖, 𝐸𝑖) =
𝐼(𝑥𝑖, 𝑦𝑖, 𝐸𝑖)
𝑊(𝑥𝑖, 𝑦𝑖, 𝐸𝑖)

.

where 𝐼 is an intensity defined over clusters within a range 𝑅 and a normalization weight𝑊. From

here on we will drop the candidate suffix 𝑖. The arguments will be combined to vectors

x = (
⃗𝑥

𝐸
) =

⎛
⎜
⎜
⎜
⎝

𝑥

𝑦

𝐸

⎞
⎟
⎟
⎟
⎠

.

The intensity 𝐼 is given by

𝐼(x) = ∑
𝑏∈{𝒟(x𝑏,x)≤𝑅}

ℳ(x𝑏, x) = ∑
𝑏∈{𝒟(x𝑏,x)≤𝑅}

exp [−12𝒟
2/𝜎2] ,

where we introduceℳ to refer to a normal distribution-like measure and 𝒟 to a custom metric

(for clarity without arguments). All background clusters x𝑏 within some ’radius’ 𝑅 contribute to the

intensity 𝐼, weighted by their distance to the point of interest x. The metric is given by

𝒟(x1, x2) = 𝒟(( ⃗𝑥1, 𝐸1), ( ⃗𝑥2, 𝐸2)) =

⎧
⎪

⎨
⎪
⎩

( ⃗𝑥1 − ⃗𝑥2)2 if |𝐸1 − 𝐸2| ≤ 𝑅

∞ if ( ⃗𝑥1 − ⃗𝑥2)2 > 𝑅2

∞ if |𝐸1 − 𝐸2| > 𝑅

with ⃗𝑥 = (
𝑥

𝑦
). Note first of all that this effectively describes a cylinder. Any point inside | ⃗𝑥1− ⃗𝑥2| ≤

𝑅 simply yields a euclidean distance, as long as their energy is smaller than 𝑅. Further note, that the
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distance is only dependent on the distance in the x-y plane, not their energy difference. Finally,

this requires rescaling the energy as a common number 𝑅, but in practice the implementation of this

custommetric simply compares energies directly, with the ’height’ in energy of the cylinder expressed

as Δ𝐸.

The commonly used value for the radius 𝑅 in the x-y plane are 𝑅 = 40 pixel and in energy Δ𝐸 =

±0.3 keV. The standard deviation of the normal distribution for the weighting in the measure 𝜎 is

set to 𝑅

3
. The basic idea of the measure is simply to provide the highest weight to those clusters close

to the point we evaluate and approach 0 at the edge of 𝑅 to avoid discontinuities in the resulting

interpolation.

Finally, the normalization weight𝑊 is required to convert the sum of 𝐼 into a background rate. It

is the ’volume’ of our measure within the boundaries set by our metric𝒟:

𝑊(𝑥′, 𝑦′, 𝐸′) = 𝑡𝐵∫
𝐸′+𝐸𝑐

𝐸′−𝐸𝑐

∫
𝒟(�⃗�′,�⃗�)≤𝑅

ℳ(𝑥′, 𝑦′) d𝑥 d𝑦 d𝐸

= 𝑡𝐵∫
𝐸′+𝐸𝑐

𝐸′−𝐸𝑐

∫
𝒟(�⃗�′,�⃗�)≤𝑅

exp [−12𝒟
2/𝜎2] d𝑥 d𝑦 d𝐸

= 𝑡𝐵∫
𝐸′+𝐸𝑐

𝐸′−𝐸𝑐

∫
𝑅

0
∫

2𝜋

0
𝑟 exp [−12

𝒟2

𝜎2 ] d𝑟 d𝜑 d𝐸

= 𝑡𝐵∫
𝐸′+𝐸𝑐

𝐸′−𝐸𝑐

−2𝜋(𝜎2 exp [−12
𝑅2

𝜎2 ] − 𝜎2) d𝐸

= −4𝜋𝑡𝐵𝐸𝑐 (𝜎2 exp [−
1
2
𝑅2

𝜎2 ] − 𝜎2) ,

where we made use of the fact that within the region of interest 𝒟′ is effectively just a radius 𝑟

around the point we evaluate. 𝑡𝐵 is the total active background data taking time. If our measure was

ℳ = 1, meaning we would count the clusters in𝒟( ⃗𝑥, ⃗𝑥′) ≤ 𝑅, the normalization𝑊would simply be

the volume of the cylinder.

This yields a smooth and continuous interpolation of the background over the entire chip. How-

ever, towards the edges of the chip it underestimates the background rate, because once part of the

cylinder is not contained within the chip, fewer clusters contribute. For that reason we correct for

the chip edges by upscaling the value within the chip by the missing area. See appendix M.

Fig. 12.6 shows an example of the background interpolation centered at 3 keV, with all clusters

within a radius of 40 pixels and in an energy range from 2.7 to 3.3 keV. Fig. 12.6(a) shows the initial

step of the interpolation, with all colored points inside the circle being clusters that are contained

in 𝒟 ≤ 𝑅. Their color represents the weight based on the measure ℳ. After normalization and

calculation for each point on the chip, we get the interpolation shown in fig. 12.6(b).
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Implementation wise, as the lookup of the closest neighbors in general is an 𝑁2 operation for 𝑁

clusters, all clusters are stored in a 𝑘-d tree, for fast querying of clusters close to the point to be eval-

uated. Furthermore, because the likelihood ℒ is evaluated many times for a given set of candidates

to compute a limit, we perform caching of the background interpolation values for each candidate.

That way we only compute the interpolation once for each candidate.
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Figure 12.6.: (a): Calculation of intensity 𝐼 at the center of the red circle. Black crosses indicate all background

clusters. The red circle indicates cutoff 𝑅 in the x-y plane. Only clusters with colored dots inside the circle

are within 2.70 to 3.3 keV. Their color is the weight based on the gaussian measureℳ. (b): Example of the

resulting background interpolation at 3 keV computed over the entire chip. A smooth, correctly normalized

interpolation is obtained.

12.8.9. Candidates

Finally, the candidates are the X-ray like clusters remaining after the background rejection algorithm

has been applied to the data taken during the solar tracking. For the computation of the expected

limit, the set of candidates is drawn from the background rate distribution via sampling from a Pois-

son distribution with themean of the background rate. As our backgroundmodel is an interpolation

instead of a binned model with Poisson distributed bins, we create a grid of (𝑥, 𝑦, 𝐸) = (10, 10, 20)

cells from the interpolation, which we scale such that they contain the expected number of candi-

dates from each cell after the solar tracking duration, 𝑏𝑖𝑗𝑘. Then we can walk over the entire grid

and sample from a Poisson distribution for each grid cell with mean 𝜆𝑖𝑗𝑘 = 𝑏𝑖𝑗𝑘. For all sampled

candidates 𝜅𝑖𝑗𝑘 in each grid cell, we then compute a random position and energy from uniform dis-

tributions along each dimension.
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A slice of the grid cells centered at 2.75 keV is shown in fig. 12.7(a), with the color indicating how

many candidates are expected in each cell after the solar tracking duration.

A set of toy candidates generated in this manner is shown in fig. 12.7(b). Each point represents

one toy candidate at its cluster center position. The color scale represents the energy of each cluster

in keV.
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Figure 12.7.: (a): Expected counts in (10, 10, 20) cells, centered around 2.75 keV obtained from background

interpolation and normalized back to counts in solar tracking within the volume of the grid cell. (b): A set of

toy candidates drawn from cells of expected counts using a Poisson distribution with mean based on each grid

cell. Each point is the center of a cluster with the color scale showing the energy of that cluster.

12.9. Systematics

As explained previously in sec. 12.6, we introduce 4 different nuisance parameters to handle system-

atics. These are split by those impacting the signal, the background and each position axis indepen-

dently.

Tab. 12.1 shows the different systematic uncertainties we consider, whether they affect signal,

background or the position, their value and finally potential biases due to some imperfect knowledge.

Note that the listed software efficiency systematic is an upper bound. The explicit value depends on

the parameter setup for which we compute a limit, as each setup with differing software efficiency

can have differing uncertainties. Further note that the accuracy given is purely the result of our

estimation on the signal or background of the underlying systematic assuming some uncertainty. It

does not strictly speaking reflect our knowledge of it to that extent.

All individual systematic uncertainties are combined in the form of a euclidean distance
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�̄� =
√
∑
𝑖
𝜎2𝑖

for each type of systematic (𝑠, 𝑏). The combined uncertainties come out to

𝜎𝑠 ≤ 3.38% (assuming 𝜎software = 2%)

𝜎𝑏 = 0.28%

𝜎𝑥𝑦 = 5% (fixed, uncertainty numbers are bounds)

where again the final 𝜎𝑠 depends on the specific setup and the given value is for a case of 𝜎software =

2%, which is a bound larger than the observed uncertainties. The position uncertainty is fixed by

hand to 5% due to lack of knowledge about parameters that could be used to calculate a specific

value. The numbers in the table represent bounds about the maximum deviation possible. For a

derivation of these numbers, see the extended thesis 12.

Uncertainty s or b? rel. σ [%] bias?

Earth⇔ Sun distance s 0.7732 none

Window thickness (± 10 nm) s 0.5807 none

Solar models s < 1 none

Magnet length (- 1 cm) s 0.2159 likely 9.26m

Magnet bore diameter (± 0.5 mm) s 2.32558 measurements: 42.x - 43

Window rotation (30° ± 0.5°) s 0.18521 none

Software efficiency s < 2 none

Gas gain time binning b 0.26918 to 0

Reference dist interp (CDL morphing) b 0.0844 none

Alignment (signal, related mounting) s (pos.) 0.5 mm none

Detector mounting precision (±0.25 mm) s (pos.) 0.25 mm none

Table 12.1.: Overview of the different systematics that are considered as well as possible biases due to our

understanding.

12I did not put them into the general appendix, because mostly they are small to medium large pieces of code, which

simply run the relevant calculation with slightly different parameters and in the end computes the ratio of the result

to the unchanged parameter result.
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12.10. MCMC to sample the distribution and compute a limit

12.10. MCMC to sample the distribution and compute a limit

The Metropolis-Hastings algorithm [152, 103] – as mentioned in sec. 12.7 – is used to evaluate the

integral over the nuisance parameters to get the posterior likelihood.

Instead of building a very long MCMC, we opt to construct 3 Markov chains with 150 000 links

to reduce the bias introduced by the starting parameters. Ideally, one would construct even more

chains, but a certain number of steps from the starting parameter are usually needed to get into the

parameter space of large contributions to the integral (unless the starting parameters are chosen in

a very confined region, which itself is problematic in terms of bias). These are removed as the ’burn

in’ and make the number of chains and links in each chain a trade off.

The MCMC is built based on 5 dimensional vectors ⃗𝑥,

⃗𝑥 = (𝑔2𝑎𝑒 𝜗𝑠 𝜗𝑏 𝜗𝑥 𝜗𝑦)
𝑇

containing the coupling constant of interest squared as the first entry and the four nuisance pa-

rameters after. Here we mention the axion-electron coupling constant 𝑔2𝑎𝑒, but generally it can also

be for example 𝑔2𝑎𝑒 · 𝑔2𝑎𝛾 (equivalent to 𝑔2𝑎𝑒!), 𝑔4𝑎𝛾 or 𝛽4𝛾 , depending on the search to be conducted. The

important point is that the parameter is used, under which the likelihood function is linear, as we

otherwise bias our sampling (see the extended thesis for a longer explanation).

Our initial starting vector ⃗𝑥𝑖 is randomly sampled by

⃗𝑥 =

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

rand([0, 5]) · 𝑔2base
rand([−0.4, 0.4])

rand([−0.4, 0.4])

rand([−0.5, 0.5])

rand([−0.5, 0.5])

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where rand refers to a uniform random sampler in the given interval and 𝑔base is a reference cou-

pling parameter of choice, which also depends on the specific search.

Our default reference coupling constant for 𝑔2base 13 is 𝑔2𝑎𝑒 = 10−21, allowing for a range of parame-

ters in the expected parameter space. The nuisance parameters are allowed to vary in a large region,

given the standard deviations of 𝜎 < 0.05 for all four nuisance parameters. In the updating stage to

propose a new vector, we use the following:

13Do not confuse 𝑔base with the reference coupling constant for which the axion flux is computed 𝑔ref mentioned earlier.
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⃗𝑥𝑖+1 = ⃗𝑥𝑖 +

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

rand([−0.5 · 3𝑔2base, 0.5 · 3𝑔2base])

rand([−0.5 · 0.025, 0.5 · 0.025])

rand([−0.5 · 0.025, 0.5 · 0.025])

rand([−0.5 · 0.05, 0.5 · 0.05])

rand([−0.5 · 0.05, 0.5 · 0.05])

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

This combination leads to an acceptance rate of the new proposal typically between 20 to 30%.

After all three chains are built, the first 50 000 links each are thrown out as burn-in to make sure we

only include meaningful parameter space.

The parameter space for each of the 5 elements is restricted based on the following

⎛
⎜
⎜
⎜
⎜
⎜
⎜
⎝

𝑔 = [0,∞]

𝜗𝑠 = [−1, 1]

𝜗𝑏 = [−0.8, 1]

𝜗𝑥 = [−1, 1]

𝜗𝑦 = [−1, 1]

⎞
⎟
⎟
⎟
⎟
⎟
⎟
⎠

,

meaning we restrict ourselves to physical coupling constants and give loose bounds on the nui-

sance parameters. In particular for the 𝜗𝑏 parameter the restriction to values larger than 𝜗𝑏 > −0.8

is due to the singularity in ℒ𝑀 at 𝜗𝑏 = −1. For all realistic values for the systematic uncertainty 𝜎𝑏
the region of 𝜗𝑏 ≪ 1 has no physical meaning anyway. But for unit tests and sanity checks of the im-

plementation, larger uncertainties are tested for, which cause computational issues if this restriction

was not in place.

Example Markov chains can be seen in fig. 12.8 where we see the different nuisance parameters

of the chain and how they are distributed. As expected for our comparatively small values of 𝜎, the

chain is centered around 0 for each nuisance parameter. And the coupling constant in fig. 12.8(b)

also shows a clear increase towards low values.

The resulting three Markov chains are finally used to compute the marginal posterior likelihood

function by computing the histogram of all sampled 𝑔2 values. The distribution of the sampled 𝑔2

values is that of the marginal posterior likelihood. This then allows to compute a limit by computing

the empirical distribution function of the sampled 𝑔2 values and extracting the value corresponding

to the 95th percentile. An example for this is shown in fig. 12.9.

12.11. Expected limits of different setups

One interesting approach to compute the expected limit usually employed in binned likelihood ap-

proaches is the so called ’Asimov dataset’. The idea is to compute the limit based on the dataset,
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Figure 12.8.: (a): MCMC of the 𝜗𝑠 nuisance parameter against 𝜗𝑏 with the coupling constant as the color scale.

(b): MCMC of the coupling constant against 𝜗𝑥 and 𝜗𝑦 in color. Both show a clear centering to values around

0, with the coupling constant a decrease in population towards larger couplings.
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Figure 12.9.: Example likelihood as a function of 𝑔2𝑎𝑒 for a set of toy candidates with the limit indicated at

the intersection of the blue and red colored areas. Blue is the lower 95-th percentile of the integral over the

likelihood function and red the upper 5-th.
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which matches exactly the expectation value for each Poisson in each bin. This has the tremendous

computational advantage of providing an expected limit by only computing the limit for a single, very

special candidate set. Unfortunately, for an unbinned approach this is less straightforward, because

there is no explicit mean of expectation values anymore. On the other hand, the Asimov dataset

calculation does not provide information about the possible spread of all limits due to the statistical

variation possible in toy candidate sets.

In our case then, we fall back to computing an expected limit based on toy candidate sets (sec.

12.5) that we draw from a discretized, grid version of the background interpolation, as explained in

sec. 12.8.9.

We compute expected limits for different possible combinations of classifier and detector vetoes,

due to the signal efficiency penalties that these imply. In a first rough ’scan’ we compute expected

limits based on a smaller number of toy candidates. The exact number depends on the particular

setup.

• 1000 toys for setups using only a classifier without any vetoes. Due to the much more back-

ground towards the corners (see sec. 11.6), many more candidates are sampled making com-

putation significantly slower

• 2500 toys for setups with the line or septem veto. Much fewer total expected number of candi-

dates, and hence much faster.

Thenwenarrow it down and compute 15 000 toy limits for the best few setups. Finally, we compute

50 000 toys for the best setup we find. The resulting setup is the one for which we unblind the solar

tracking data.

Tab. 12.2 shows the different setups with their respective expected limits. Some setups appear

multiple times for the different number of toy candidates that were run. It can be seen as an exten-

sion of tab. 11.8 in sec. 11.6. Also shown is the limit achieved in case no candidate is present in

the signal sensitive region, as a theoretical lower bound on the limit. This ’no candidate’ limit scales

downwith the total efficiency, as one would expect. All limits are given as limits on 𝑔𝑎𝑒 · 𝑔𝑎𝛾 based on

a fixed 𝑔𝑎𝛾 = 10−12GeV⁻¹. Finally, it shows a standard variation corresponding to how the expected

limit varies when bootstrapping new sets of limits (standard deviation of 1000 bootstrapped expected

limits sampling 10 000 limits from the input). The table does not show all setups that were initially

considered. Further considerations of other possible parameters were excluded in preliminary stud-

ies on their effect on the expected limit.

In particular:

• the scintillator veto is always used. It does not come with an efficiency penalty and therefore

there is no reason not to activate it.

228
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• different FADC veto efficiencies as well as disabling it completely were considered. The cur-

rent 𝜀FADC = 0.98 efficiency was deemed optimal. Harder cuts do not yield significant improve-

ments.

• the potential eccentricity cutoff for the line veto, as discussed in sec. 11.5.4 is fully disabled, as

the efficiency gains do not outweigh the positive effect on the expected limit in practice.

Based on this study, the MLP produces the best expected limit, surprisingly without any vetoes

at software efficiencies of 98.04%, 90.59% and 95.23%. However, for these case we did not run any

more toy limits, because not having any of the septem or line means there are a large number of

candidates towards the chip corners. These slow down the calculation, making it too costly to run.

In any case, given the small difference in the expected limit between this case and the first including

vetoes, the MLP at 95.23% with the line veto, we prefer to stick with the addition of vetoes. The

very inhomogeneous background rates are problematic, as they make the result much more strongly

dependent on the value of the systematic position uncertainty. Also, for other limit calculations with

larger raytracing images, a lower background over a larger area at the cost of lower total efficiency is

more valuable.

In this case with the line veto, the software efficiency 𝜀eff corresponds to a target software efficiency

based on the simulated X-ray data of 95%. The total combined efficiency comes out to 79.69% (ex-

cluding the detection efficiency of course!). This is the setup we will mainly consider for the data

unblinding. The expected limit for this setup is

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)expected = 7.8782(65) × 10−23GeV−1,

based on the 50 000 toy limits. The uncertainty is based on the standard deviation computed via

bootstrapping as mentioned above. It is the uncertainty on the expected limit from a statistical point

of view.

εeff nmc Type Septem Line εtotal No signal [GeV⁻¹] Expected [GeV⁻¹] Exp. σ [GeV⁻¹]

0.9804 1000 MLP false false 0.9804 5.739e-23 7.805e-23 3.6807e-25

0.9059 1000 MLP false false 0.9059 6.0109e-23 7.856e-23 4.301e-25

0.9523 1000 MLP false false 0.9523 5.7685e-23 7.8599e-23 5.1078e-25

0.9523 2500 MLP false true 0.7969 6.3874e-23 7.8615e-23 2.9482e-25

0.9523 50000 MLP false true 0.7969 6.3874e-23 7.8782e-23 6.4635e-26

0.9804 2500 MLP false true 0.8204 6.1992e-23 7.8833e-23 2.9977e-25

0.8587 1000 MLP false false 0.8587 6.1067e-23 7.9597e-23 5.0781e-25

0.9059 2500 MLP false true 0.7581 6.4704e-23 7.9886e-23 2.6437e-25

0.9804 2500 MLP true true 0.7554 6.5492e-23 8.0852e-23 2.9225e-25

0.9523 2500 MLP true false 0.7756 6.4906e-23 8.1135e-23 3.5689e-25

Continued on next page
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Continued from previous page

εeff nmc Type Septem Line εtotal No signal [GeV⁻¹] Expected [GeV⁻¹] Exp. σ [GeV⁻¹]

0.9523 2500 MLP true true 0.7338 6.6833e-23 8.1251e-23 3.0965e-25

0.9804 2500 MLP true false 0.7985 6.2664e-23 8.1314e-23 3.1934e-25

0.8587 2500 MLP false true 0.7186 6.8094e-23 8.1561e-23 2.9893e-25

0.9059 2500 MLP true false 0.7378 6.5184e-23 8.2169e-23 2.8767e-25

0.9 2500 LnL false true 0.7531 6.4097e-23 8.2171e-23 3.7248e-25

0.9059 2500 MLP true true 0.6981 6.8486e-23 8.2868e-23 3.2593e-25

0.8587 2500 MLP true false 0.6994 6.7322e-23 8.4007e-23 2.9498e-25

0.9 2500 LnL true true 0.6935 6.7386e-23 8.4274e-23 3.3644e-25

0.8587 2500 MLP true true 0.6617 6.9981e-23 8.4589e-23 3.4966e-25

0.8 2500 LnL false true 0.6695 6.9115e-23 8.4993e-23 3.1983e-25

0.9 2500 LnL false false 0.9 5.9862e-23 8.5786e-23 3.7241e-25

0.8 2500 LnL false false 0.8 6.3885e-23 8.7385e-23 3.903e-25

0.8 2500 LnL true true 0.6165 7.1705e-23 8.747e-23 4.099e-25

0.7 2500 LnL false true 0.5858 7.4553e-23 8.9298e-23 4.0495e-25

0.7 2500 LnL false false 0.7 6.7647e-23 9.0856e-23 3.3235e-25

0.7 2500 LnL true true 0.5394 7.7018e-23 9.2565e-23 3.4573e-25

Table 12.2.: The FADC veto is always in use (if either the septem or line veto are active) at an efficiency of

𝜀FADC = 0.98 and so is the scintillator veto. These settings were defined in preliminary studies of the expected

limits. Note the efficiencies associated with the septem veto 𝜀septem = 83.11% and the line veto 𝜀line = 85.39%

and combined 𝜀septem+line = 78.63%, which are implicitly included based on the ’Septem’ and ’Line’ column

values into the total efficiency 𝜀total. ’No signal’ is the limit without any candidates, ’Exp. 𝜎’ the bootstrapped

standard deviation of the expected limit.

The distribution of all toy limits for this best setup can be seen in fig. 12.10. It shows both the

limit for the case without any candidates (red line, equivalent to ’No signal’ in the table above) as

well as the expected limit (blue line). Depending on the number of candidates that are inside the

signal sensitive region (in regions of the solar axion image with significant flux expectation) based

on ln(1 + 𝑠𝑖/𝑏𝑖) > 0.5 (at a fixed coupling constant, 𝑔2𝑎𝑒 = (8.1 × 10−11)2), the limits are split into

histograms of different colors. Based on the location of these histograms and the expected limit, the

most likely case for the real candidates seems to be 1 or 2 candidates in that region. Note that there

are some toy limits that are below the red line for the case without candidates. This is expected,

because the calculation of each limit is based on the MCMC evaluation of the likelihood. As such it

is a statistical random process and the red line itself is a single sample. Further, the purple histogram

for ”0” candidates is not equivalent to the red line, because the definition of the number of signal

sensitive candidates is an arbitrary cutoff. For the red line literally no candidates at all are considered

and the limit is based purely on the exp(−𝑠tot) term of the likelihood.

To see how the limit might change as a function of different candidates, see tab. N.1 in appendix
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MC limit histogram of 50000 toys using skInterpBackground and lkMCMC.
ukUncertain, σs = 0.0276, σb = 0.0028 puUncertain, σp = 0.0500.
Expected limit g_ae·g_aγ = 7.8782e-23
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Figure 12.10.: Distribution of toy limits resulting in the best expected limit based on 50 000 toy limits. The

expected limit – the median – is shown as the blue line. The red line shows the limit for the case without any

candidates. The different colored histograms correspond to toy sets with a different number of toy candidates

in the signal sensitive region, defined by ln(1 + 𝑠𝑖/𝑏𝑖) > 0.5. The most likely number of candidates in the

sensitive region seems to be 0, 1 or 2.
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N.2. It contains different percentiles of the computed toy limit distribution for each veto setup. The

percentiles – and ranges between them – give insight into the probabilities to obtain a specific ob-

served limit. Each observed limit is associated with a single possible set of candidates, measureable

in the experiment, out of all possible sets of candidates compatible with the background hypothesis

(as the toy limits are sampled from it). For example, the experiment will measure an observed limit

in the range from 𝑃25 to 𝑃75 with a chance of 50%.

12.11.1. Verification

Because of the significant complexity of the limit calculation, a large number of sanity checks were

written. They are used to verify all internal results are consistent with expectation. They include

things like verifying the background interpolation reproduces a compatible background rate or the

individual 𝑠𝑖 terms of the likelihood reproduce the total 𝑠tot term, while producing sensible numbers.

The details of this verification are left out of the main thesis, but can be found in the extended

version after this section.

12.12. Solar tracking candidates

Based on the best performing setup we can now look at the solar tracking candidates. 14 In this

setup, based on the background model a total of 845 candidates are expected over the entire chip. 15

Computing the real candidates yields a total of 850 clusters over the chip. A figure comparing the

rate observed for the candidates compared to the background over the entire chip is shown in fig.

12.12(b).

Fig. 12.11 shows all solar tracking candidates that are observed with the method yielding the best

expected limit. Their energy is color coded and written above each cluster within a 85 pixel radius of

the chip center. The axion image is underlaid to provide a visual reference of the importance of each

cluster. Very few candidates of relevant energies are seen within the region of interest. Based on the

previously mentioned ln(1 + 𝑠𝑖/𝑏𝑖) > 0.5 condition, it is 1 candidate in the sensitive region. See fig.

12.12(a) for an overview of the weighting of each candidate in this way, with only the single cluster

near coordinate (𝑥, 𝑦) = (105, 125) crossing the threshold of 0.5.

14The actual data unblinding of the candidates presented in this section was only done after the analysis of the previous

sections was fully complete. A presentation with discussion took place first inside our own group and later with the

relevant members of the CAST collaboration to ascertain that our analysis appears sound.
15The background model contains 16 630 clusters in this case. 3156.8 h of background data and 160.375 h of tracking data

yields 16 630 · 160.375
3156.8

≈ 845 clusters.
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MLP@95+FADC+Scinti+Line tracking clusters. # clusters = 850
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Figure 12.11.: Overview of all solar tracking candidates given the MLP@95% setup including all vetoes except

the septem veto. 850 clusters are observed, with the majority low energy clusters in the chip corners. The

axion image is underlaid and the energy of each cluster is color coded. For all candidates within a radius of

85 pixels of the center the energy is also written above. We can see by eye that very few candidates of relevant

energies are present in the region of expected signal.
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ln(1 + s/b) for the real candidates. g_ae = 8.1e-11, g_aγ = 1e-12
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Figure 12.12.: (a): Weighting of each candidate based on ln(1+𝑠𝑖/𝑏𝑖). The largestweight given is for the 2.96 keV

cluster seen in fig. 12.11 near pixel (105, 125) and tops out at slighlty above 0.5. (b): Rate of background and

candidate clusters over the entire chip as a log plot. Rates are generally compatible over the entire range.

12.13. Observed limit - 𝑔𝑎𝑒

With the data fully unblinded and the solar tracking candidates known, we can now compute the

observed limit for the axion-electron coupling 𝑔𝑎𝑒. We compute an observed limit of

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)observed = 7.34(9) × 10−23GeV⁻¹,

which is lower than the expected limit, due to the distribution of candidates and absence of any

highly significant candidates. This limit is the mean value out of 200 limits computed via 3 Markov

Chains of 150 000 links (same as for the expected limits) computed for the real candidates. The

printed uncertainty represents the standard deviation out of those limits. Therefore, we may wish to

present an upper bound,

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)observed ≲ 7.35 × 10−23GeV⁻¹ at 95% CL.

The expected limit for this case was (𝑔𝑎𝑒 · 𝑔𝑎𝛾)expected = 7.8782(65) × 10−23GeV⁻¹ and the limit

without any candidates at all (𝑔𝑎𝑒 · 𝑔𝑎𝛾)no candidates = 6.39 × 10−23GeV⁻¹.

This is a good improvement compared to the current, best observed limit by CAST in 2013 [37],

which achieved

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)CAST2013 ≲ 8.1 × 10−23GeV⁻¹.
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12.14. Other coupling constants

Unfortunately, [37] does not provide an expected limit to compare to. 16

Fig. 12.13 shows the marginal posterior likelihood function for the observed solar tracking candi-

dates, for a single calculation run (out of the 200mentioned). The limit is at the 95th percentile of the

histogram, shown by the intersection of the blue and red filling. In addition the yellow line shows

values based on a numerical integration using Romberg’s method [182] at 20 different coupling con-

stants. This is a cross validation of the MCMC result. 17

Note that this observed limit is valid for axion masses in the range where the coherence condition

in the conversion probability is met. That is, 𝑞𝐿 ≪ 𝜋, refer back to equation 3.2. This holds up to

axion masses around 𝑚𝑎 ≲ 0.02 eV, but the exact value is both energy dependent and based on the

desired cutoff in reduction of the conversion probability. See fig. N.1 in appendix N.1 to see how

the conversion probability develops as a function of axion mass. The expected and observed limits

simply (inversely) follow the conversion probability, i.e. out of coherence they get exponentially

worse, superimposed with the periodic modulation seen in the conversion probability. As we did

not perform a buffer gas run, the behavior in that range is not computed, because it is mostly trivial

(only the exact point at which the limit decreases changes depending on the exact energies of the

candidates).

Finally, note that if one combines the existing astrophysical limits on 𝑔𝑎𝑒 alone (for example tip of

the red giant branch star brightness limits, [57] at 𝑔𝑎𝑒 < 1.3 × 10−13)with an axion-photon coupling of

choice (for example the current best limit of [64]) onemay very well obtain a ’better’ limit on 𝑔𝑎𝑒 ·𝑔𝑎𝛾.

In that sense the above, at the very least, represents the best helioscope limit on the product of both

coupling constants. It also suffers less from uncertainties as astrophysical limits, see for example

[76].

12.14. Other coupling constants

As explained when we introduced the limit calculation method, one important aim was to develop a

methodwhich is agnostic to the coupling constant of choice. Wewill nowmakeuse of this to compute

expected and observed limits for the axion-photon coupling 𝑔𝑎𝛾, sec. 12.14.1 and chameleon coupling

𝛽𝛾, sec. 12.14.2.

16Judging by the 𝜒2 distribution in [37], fig. 6, having a minimum for negative 𝑔2𝑎𝑒𝑔2𝑔𝛾 values, potentially implies a better

observed limit than expected.
17Note though, while the calculation of the observed limit via theMCMC takes about 10 s, the numerical integration using

Romberg’s method takes ∼ 1 h for only 20 points. And that is only using an integration level of 5 (a parameter of the

Romberg method, one often uses 8 for Romberg for accuracy). This highlights the need for Monte Carlo methods,

especially for expected limits.
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12. Limit calculation Limit

Likelihood of real candidates against 𝑔2𝑎𝑒
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Figure 12.13.: The marginal posterior likelihood function for the solar candidates with the observed limit at

the intersection between the blue and red filling. Also shown is a line based on a numerical integration of the

4-fold integral at 20 steps as a cross check of the MCMC. The x-axis is the parameter we sample, namely 𝑔2𝑎𝑒.

Limit at 𝑔2 ≈ 5.4 × 10−21 ⇒ 𝑔 ≈ 7.35 × 10−11.

12.14.1. Axion-photon coupling - 𝑔4𝑎𝛾

The axion-photon coupling requires the following changes:

• use 𝑔4𝑎𝛾 in the vector of the Markov Chain, replacing the 𝑔2𝑎𝑒 term. As 𝑔𝑎𝛾 both affects the

production and reconversion it needs to be in the fourth power.

• the axion flux based on Primakoff production only.

• the axion image based on the Primakoff flux only.

The axion flux and axion image for the Primakoff production are shown in fig. 12.14. Note that

the axion image is computed at the same effective conversion position as for the axion-electron flux.

Strictly speaking this is not quite correct, due to the different energies of the two fluxes and therefore

different absorption lengths. For the purposes here the inaccuracy is acceptable.

Based on these we compute an expected limit for the same setup that yielded the best expected

limit for the axion-electron coupling constant. Namely, the MLP classifier at 95% efficiency using

all vetoes except the septem veto. We compute an expected limit based on 104 toy candidates. Fig.

12.15 shows the distribution of limits obtained for different toy candidates, including the expected
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12.14. Other coupling constants

limit. In appendixN.2, tab. N.2 the different percentiles for this distribution are shown. The obtained

expected limit is

𝑔𝑎𝛾,expected = 9.0650(75) × 10−11GeV⁻¹,

which compared to the observed CAST Nature [64] limit of 𝑔𝑎𝛾,Nature = 6.6 × 10−11GeV−1 is of

course significantly worse. This is expected however, due to significantly less tracking time and

higher background rates. The limit without any candidates comes out to

𝑔𝑎𝛾,no candidates = 7.95 × 10−11GeV⁻¹.

Based on the same candidates as in sec. 12.13 we obtain an observed limit of

𝑔𝑎𝛾,observed = 8.99(7) × 10−11GeV⁻¹,

which again is the mean out of 200 MCMC limits. Once again it is better than the expected limit,

similar as for the axion-electron limit, but the overall result is as expected.

As a bound then, it is

𝑔𝑎𝛾,observed ≲ 9.0 × 10−11GeV⁻¹ at 95% CL.

The distribution of the posterior likelihood function can be found in fig. N.2 of appendix N.3.

Primakoff flux at 𝑔𝑎𝛾 = 10−12GeV⁻¹
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Figure 12.14.: (a): Differential axion flux arriving onEarth due to Primakoff production assuming 10−12GeV⁻¹.

(b): Axion image for the Primakoff emission in the Sun.
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12. Limit calculation Limit

MC limit histogram of 10000 toys using skInterpBackground and lkMCMC.
ukUncertain, σs = 0.0276, σb = 0.0028 puUncertain, σp = 0.0500.
Expected limit g_aγ = 9.0650e-11
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Figure 12.15.: 104 toy limits for the axion-photon coupling 𝑔4𝑎𝛾. The expected limit is determined to 𝑔𝑎𝛾,expected =

9.0650(75) × 10−11GeV⁻¹, with the no candidates limit being 𝑔𝑎𝛾,no candidates = 7.95 × 10−11GeV⁻¹.

12.14.2. Chameleon coupling - 𝛽4𝛾

Let’s nowhave a look at the chameleon coupling. In addition to the inputs andMCMCparameter that

needs to be changed similarly to the axion-photon coupling (flux, image and using 𝛽4𝛾 in theMCMC),

the conversion probability needs to be adjusted according to eq. 3.8. This assumes the conversion is

fully coherent andwe restrict ourselves to non-resonant production. Thatmeans a chameleon-matter

coupling 𝛽𝑚 of

1 ≤ 𝛽𝑚 ≤ 106.

Further, because the chameleon production occurs in the solar tachocline – at around 0.7·𝑅⊙ – the

angles under which chameleons can reach the CAST magnet are much larger than for axions. This

leads to a significant fraction of chameleons not traversing the entire magnet. For any chameleon

traversing only parts of it, its probability for conversion is decreased. According to [9] this is ac-

counted for by a correction factor of 38.9% in reduction of signal. [134] used a simplified raytracing

model for this. While the distance through the magnet can easily be modeled with our raytracer (see

appendix R), we will still use the correction factor 18.
18Including the conversion probability from the raytracer would ideally mean to include the reflectivities under angles

encountered for each ray. However, attempts to reproduce the effective area as provided by LLNL raytracing simulations

have failed so far. In order to avoid complications with potential inaccuracies, we stick to the previous approach for

simplicity and better comparison.
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12.14. Other coupling constants

Fig. 12.16 shows the differential chameleon flux, assuming a magnetic field of 10 T at the solar

tachocline region and using 𝛽𝛾 = 𝛽sun𝛾 = 6.46 × 1010 (the bound on the chameleon coupling from

solar physics). The chameleon image is in stark contrast to the very small axion image seen in the

previous sections. The outer most ring corresponds to production in the tachocline regions in which

our view is effectively tangent to the tachocline normal (i.e. the ’outer ring’ of the solar tachocline

when looking at the Sun). Also visible is the asymmetry in the signal on the chip, due to the LLNL

telescope. The densest flux regions are in the top and bottom. These correspond to the narrow sides of

the ellipsoid for example in fig. 12.14(b). This ’focusing effect’ was not visible in the raytracing simu-

lation of [134], due to the simpler raytracing approach, which approximated the ABRIXAS telescope

as a lens (slight differences between ABRIXAS and LLNL telescope would of course exist).

The relative size of the chameleon image compared to the size of the GridPix was one of the main

motivators to implement the background interpolation as introduced in sec. 12.8.8. This allows us to

utilize the entire chameleon flux and weigh each chameleon candidate correctly. This is a significant

improvement compared to the 2014/15 detector result [134], in which the entire outer ring of the

chameleon flux had to be dropped. Not only can we include these regions in our calculation due to

our approach, but also our background level is significantly lower in these outer regions thanks to

the usage of our vetoes (compare fig. 11.29, where 11.29(a) is comparable to the background level of

[134]).

Again, we follow the approach used for the axion-photon coupling and restrict ourselves to a single

calculation of an expected limit for the best veto setup (MLP at 95% efficiency using vetoes except

the septem veto) based on 104 toy candidate sets. This yields an expected limit of

𝛽𝛾,expected = 3.6060(39) × 1010.

Without any candidates, which for the chameleon due to its large much larger focused image is

significantly more extreme, the limit comes out to

𝛽𝛾,no candidates = 2.62 × 1010.

Fig. 12.17 shows the histograms of these toy limits. The differently colored histograms are again

based on an arbitrary cutoff in ln(1+𝑠/𝑏) for a fixed coupling constant. We can see that the difference

between the ’no candidate’ limit and the lowest toy limits ismuch larger than for the two axion limits.

This is due to the chameleon image covering a large fraction of the chip, making it incredibly unlikely

to have no candidates. Further, in appendix N.2 we find tab. N.3, containing the different percentiles

for the distribution of toy limits.

For the chameleon coupling it may beworthwhile to investigate other veto setups again, because of

the very different nature of the chameleon image and even lower peak of the differential flux. Based
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12. Limit calculation Limit

on the same setup we compute an observed limit using the same set of candidates as previously of

𝛽𝛾,observed = 3.10(2) × 1010.

or as an upper bound

𝛽𝛾,observed ≲ 3.1 × 1010 at 95% CL.

This is a good improvement over the limit of [134, 8], and the current best chameleon-photon

bound, of

𝛽𝛾,Krieger = 5.74 × 1010 at 95% CL.

despite significantly less solar tracking time than in the former (our 160 h to 254 h in [134]), thanks

to the significant improvements in background due to the detector vetoes, higher detection efficiency

(thinner window), better classifier and improved limit calculation method allowing for the inclusion

of the entire chameleon flux.

A figure of the sampled coupling constants, similar to fig. 12.13 can be found in appendix N.4, fig.

N.3.

Note however, that it is somewhat surprising that the observed limit is also an improvement over

the expected limit, as the total number of clusters in the tracking data is almost exactly as expected

(850 for 844 expected). Based on all evaluations I have done, it seems to be a real effect of the can-

didates. In fig. 12.12(b) of the spectrum comparing candidates to background, we see that there is a

slight, but noticeable lower rate at energies below 2 keV, which is the relevant range for chameleons.

As such it may very well be a real effect, despite putting it below the 5th percentile of the toy limits

(compare tab. N.3). Further investigation seems appropriate.
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Chameleon flux at 𝛽sun𝛾 = 6.46 × 1010
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Figure 12.16.: (a): Differential chameleon flux arriving on Earth assuming 𝛽sun𝛾 = 6.46 × 1010 and a magnetic

field of 𝐵 = 10 T in the solar tachocline. (b): Chameleon image for chameleon emission in the Sun.
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Figure 12.17.: 104 toy limits for the chameleon coupling 𝛽4𝛾 . The expected limit is determined to 𝛽𝛾,expected =

3.6060(39) × 1010, with the no candidates limit being 𝛽𝛾,no candidates = 2.62 × 1010.
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13. Outlook

Having computed a new best limit on the axion-electron and chameleon couplings, as well as pre-

sented a limit on the axion-photon coupling, let us think about the next steps that should be taken

from here.

The first obvious step would be computing a combined limit of the dataset from this thesis with

the GridPix data from 2014/15 [134]. As the old detector used the same readout system, the en-

tire analysis framework used in this thesis is directly compatible with the old data. This would be

straightforward and should lead to a decent improvement on the limit, in particular due to the good

expected limits for the MLP classifier at high software efficiencies, as there are no vetoes available

for the old detector.

Secondly, a combined limit of all GridPix data with all Micromegas data should be computed. At

least at the likelihood level – meaning tomultiply the posterior likelihood functions for each detector

and dataset – would be little work and could lead to another limit improvement. While this would

imply exclusion of systematic uncertainties for nonGridPix data, in theory one could even attempt to

compute limits with theMCMC code written for this thesis. GridPix andMicromegas detector differ,

but fundamentally at the level of the limit calculation both work with cluster center positions and

energies. This would require the corresponding systematic uncertainties and detection efficiencies.

Focusing on a new detector, there are two major improvements on the horizon. First of all a fu-

ture detector is likely going to be built from radiopure materials. This should reduce the inherent

background seen in the detector significantly. In addition, such a detector will be built on top of the

Timepix3 instead of the Timepix. This comes with massive improvements in terms of achievable

background rates at higher signal efficiencies. The Timepix3 can be read out in a stream-based fash-

ion. Therefore, there is no more dead time associated with a readout and long shutter times are a

thing of the past. More importantly, this means for a 7-GridPix detector layout, the very high ran-

dom coincidence rates seen for the current detector (see sec. 11.5.5) are completely removed. For

a Timepix3 based detector the septem veto and line veto can be used without any efficiency penalty.

Combined with an MLP classifier as used in this thesis and without considering radiopure mate-

rials, background rates in the 5 × 10−6 to 7 × 10−6 keV−1 cm−2 s−1 range are achievable at software

efficiencies around the 95% mark (see tab. 11.8 and tab. 12.2). This alone would lead to a signifi-

cant improvement in limit calculations. Furthermore, the Timepix3 supports reading out the Time
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over Threshold values in addition to the Time of Arrival (ToA) values. At that point the FADC is not

needed anymore to provide time information nor to act as a readout trigger. All noise related issues

due to dealing with analogue signals in such an experiment are side-stepped. Further, the availability

of pixel-wise ToA values allows to reconstruct events in three dimensions, making the equivalent of

the rise time veto for the FADCmuchmore accurate. Indeed, in a prototype Timepix3 based detector

utilizing an upper cut on the ToA values of clusters already shows promising results [188].

One positive aspect of a new Timepix3 based detector is that the full analysis procedure explained

in the context of this thesis is already written with Timepix3 based detectors in mind. While some

additions will likely be desired, the basis is already there and given a dataset for a Timepix3 based

detector a limit calculation could be done in a matter of days. 1

In terms of a possible setup of such a Timepix3 based detector at BabyIAXO in the future, a few

things are important. Firstly, a much improved scintillator veto setup will greatly reduce the possible

background due to muons or X-ray fluorescence. One thing to consider for this though, is to move

away from a purely discriminator based system. The scintillators used in this thesis were much less

useful than initially hoped, due to lack of interpretability of the data and imperfect calibrations.

Ideally, the analogue signals of each scintillator are read out so that discriminator thresholds can

be applied offline during data analysis (while this introduces analogue signals back into the system,

the highly amplified nature makes this significantly easier to deal with). This makes the system

muchmore flexible and less error prone in terms of choosing the wrong parameters for a data taking

campaign.

Next, given that a Timepix3 based detector will surely need a cooling system as well, time should

be invested in characterizing its performance and possibly even working towards a temperature sta-

bilized system. Generally, more sensors should be installed, both for temperature measurements in

different places, as well as pressures to make correlating detector behaviors with external parameters

easier.

On the data calibration side, more importance should be placed on measurements behind an X-

ray tube. Data quality in the CAST Detector Lab (CDL) data for this detector was unfortunately not

ideal and generally more statistics should be available. While probably unreasonable, BabyIAXO

should have a calibration source installed on the opposite side of the magnet, which can produce

different X-ray energies. This would allow calibrations both through the X-ray telescope for more

frequent alignment measurements as well as X-ray calibration data taken at the same conditions as

the background and tracking data. The discrepancy between CAST data detector behavior and CDL

data is larger than I would like.

Moreover, simulations of a future detector should be higher priority in the future. Both in terms

1This is also one additional reasonwhy I felt it important to provide a thesis that is fully reproducible. This makes it easier

for other people to actually use the developed software and understand the methods.
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of general background studies and electric field simulations, as well as event simulations. Having

more realistic synthetic datasets would be invaluable for better developments of classifiers without

the need to rely on real datasets. This was already very successful with the comparatively simple

synthetic X-rays in this thesis, but could be extended for background data in the future for pure syn-

thetically trainedmachine learning classifiers. In this veinmore powerful approaches would become

feasible, especially if more calibration data were available as well. Convolutional Neural Networks

are a promising candidate to investigate, especially also for the 3D cluster data of a Timepix3 detector.

And hey, maybe soon we can also compute a limit on the Axio-Chameleon [50]?
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14. Summary & conclusion

In this thesis we have presented the data taking campaign of the 7-GridPix ’Septemboard’ detector

used at CAST in 2017/18, its data analysis and limit calculations for different coupling constants.

In total about 3150 h of active background and 160 h of active solar tracking data were taken at

CAST with this detector. Generally, detector performance was very stable, with a few issues likely

relating to varying operating conditions. There were some other minor setbacks during CAST data

taking, most notably a ruptured window, which delayed data taking by a short amount. Also the

FADC setup was partially affected by significant noise, which was fixed by changing amplifier set-

tings. In addition, the scintillator datawas not recorded correctly in theRun-2 data taking period (Oct

2017 to Apr 2018) and temperature log files of the detector were mostly lost. In the grand scheme of

things these issues are minor and do not affect the physics potential of the data much.

We have shown that the additional detector features are an extremely valuable addition. Most

notably the Septemboard itself, in the form of the ’septem veto’ and ’line veto’, provide a large im-

provement to the backgrounds seen over themajority of the center GridPix. While the improvements

to the center 5 × 5mm² region are not as large, over the entire chip background is suppressed by an

order of magnitude.

In the course of the thesis, the data reconstruction and analysis code written TimepixAnalysis

[194], was written with future Timepix3 based detectors in mind. It is ready for usage for such detec-

tors.

Further, novel ideas were implemented to improve the reliability in the form of interpolating the

reference datasets the likelihood cut classifier is based on. More interestingly though, a machine

learning approach using a small multi-layer perceptron (MLP) was implemented, trained entirely on

synthetic X-ray data and background data of the outer chips. This yields a classifier fully defined by

data unrelated to its main application (background and tracking datasets) and verification (55Fe cali-

bration and X-ray tube data). This MLP classifier achieves comparable performance to the likelihood

cut at its default 𝜀lnℒ = 80% using a software efficiency of 95%. Significant improvements to the

limit calculation are possible as a result.

Following the 2017CASTNature paper [64], an unbinnedBayesian likelihoodmethod for limit cal-

culation was implemented to compute limits on the axion-electron coupling 𝑔𝑎𝑒, the axion-photon

coupling 𝑔𝑎𝛾 and the chameleon coupling 𝛽. This limit calculation requires a description of the irre-
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14. Summary & conclusion

ducible background during data taking and several inputs to calculate the expected number of axion

induced X-rays during the solar tracking time. The background is obtained from the application of

the classifier (lnℒ or MLP) to the background dataset.

To calculate the expected number of axion induced X-rays during the solar tracking dataset, the

differential solar axion flux and the radial emission profile in the Sun is needed (in addition to the

losses expected due to the detector window losses and gas transmission). To properly characterize

the expected ’axion image’ on the detector, a raytracing simulation taking these into account is re-

quired. Such a simulationwas implemented in the context of this thesis and verified against PANTER

measurements of the LLNL telescope.

Despite the additional detector features producing a more homogeneous background rate over the

entire central chip, an interpolation of the background rate at each point is still required. Such an

interpolation was developed based on a normal distribution weighted nearest neighbor approach,

producing smooth results.

Further, the limit calculation method of [64] was extended to allow the inclusion of systematic

uncertainties into the likelihood function by usage of four nuisance parameters. As these need to be

integrated out to obtain the posterior likelihood function from which a limit is computed, a Markov

Chain Monte Carlo (MCMC) approach was developed to sample from the likelihood function effi-

ciently. This is needed, because different choices of parameters (detector vetoes, software efficiencies

and so on) are evaluated based on their resulting expected limit. Expected limits are computed by

sampling toy candidate sets from the background distribution and computing their limits. The ex-

pected limit then is defined by the median of all such limits.

The expected limit for the best method based on 50 000 toy candidate sets came out to

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)expected = 7.8782(65) × 10−23GeV−1,

while the observed limit was computed to

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)observed ≲ 7.35 × 10−23GeV⁻¹ at 95% CL.

This is a good improvement over the current best limit obtained by CAST in 2013 [37] of

(𝑔𝑎𝑒 · 𝑔𝑎𝛾)CAST2013 ≲ 8.1 × 10−23GeV⁻¹.

For the axion-photon coupling our detector was not expected to improve on the current best limit

(𝑔𝑎𝛾,Nature < 6.6 × 10−11GeV⁻¹, [64]), which is validated by an expected limit of

𝑔𝑎𝛾,expected = 9.0650(75) × 10−11GeV⁻¹,
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with an observed limit of

𝑔𝑎𝛾,observed ≲ 9.0 × 10−11GeV⁻¹ at 95% CL.

However, for the chameleon limit this detector was expected to be highly competitive, due to a

300 nm thin Si3N4 window greatly increasing efficiency at the required low energies and additional

detector vetoes improving background rates over the entire center GridPix. Indeed, these combined

with an improved limit calculation method, allowing the inclusion of the entire center chip and thus

full chameleon flux, and better classifier in the form of the MLP yields an expected limit of

𝛽𝛾,expected = 3.6060(39) × 1010.

The observed limit was then computed to

𝛽𝛾,observed ≲ 3.1 × 1010 at 95% CL.

which is a significant improvement over [134, 8]

𝛽𝛾,Krieger < 5.74 × 1010 at 95% CL,

the current best bound on the chameleon-photon coupling.
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A. Data acquisition and detector monitoring
Appendix:Detector
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Having introduced the detector used for the data taking in chapter 6, this appendix introduces the

data acquisition (DAQ) software for the detector (sec. A.1 and A.2), discusses the data formats used

for readout as well as the logging facilities. In the last section A.3 we will discuss the event display

tool used to monitor daily data taking at CAST.

A.1. Timepix Operating Firmware - TOF

Startingwith the firmware of the detector, theTimepixOperatingFirmware (TOF),which runs on the

Virtex-6 FPGA, specifically a XilinxVirtex-6 (V6)ML605 evaluation board. TOF controls the Timepix

ASICs of the Septemboard (both the slow control aspects and data taking) as well as coordinates the

scintillator signals and FADC trigger. It is a VHDL project, intended to run at a clock frequency of

40MHz. Communication with the GridPixes is done via twoHigh-DefinitionMultimedia Interface

(HDMI) cables, while communication with the readout software on the DAQ computer is handled

via Ethernet. For a detailed introduction to TOF, see [146] as well as [188].

See sec. B.2 for a few notes on the used firmware versions during data taking.
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A.2. Timepix Operating Software - TOS

The Timepix Operating Software (TOS) is the computer-side data acquisition software to read out

Timepix based detectors. It is an object oriented C++ project, available at [215]. 1 The project needs

to be used in conjunction with the Timepix Operating Firmware (TOF), which communicates with

TOS via Ethernet. The TOS project started as far back as 2009 by people at the University of Mainz.

Next is a short overview over the basic blocks that make up the main logic of the software.

The fully object oriented nature of the projectmeans that there are different classes for the different

software pieces:

Console A class representing the user facing REPL (Read-Evaluate-Print Loop, an ’interpreter’) to

control the software

PC A class representing the network layer and communication side of the software, sitting between

the console and lower layers.

FPGA A class representing the functionality required to control the FPGA on the Virtex-6 evaluation

board.

Chip A class representing each Timepix ASIC and its functionality.

HFManager A class unifying the FADC&Wiener HVcontrol unit as they are both controlled via USB,

installed in a VME crate. This class contains individual attributes that contain explicit classes

for these two devices. The name is shortened for ’High Voltage and FADCManager’.

V1729 A class representing the Ortec Flash ADC.

HV* Multiple classes representing HV channels, groups and more.

MCP2210 A class representing the PT1000 temperature sensors installed on the detector via a MCP2210

micro controller, optionally connected via USB. The actual micro-controllers with attached

PT1000s are MAX31685models.

Misc there are a few further classes of minor interest to the general functionality of TOS (tab com-

mand completion and history, classes to set masks on the chips, etc.)

In generalTOS is a fully command line driven software package, with its ownREPL (Read-Evaluate-

Print Loop; the name for an interactive terminal process, which takes commands that are evaluated
1There are unfortunately 2 different versions of TOS, as development diverged for different readout systems. One version

is for the Xilinx Virtex-6 (V6) ML605 evaluation board and the other for the Scalable Readout System (SRS). The V6

version can read out only a single detector (with up to 8 Timepix ASICs), but supports readout of an Ortec FADC and

controlling a Wiener HV module via VME. The SRS version instead supports neither of these additional features, but

supports multiple detectors at the same time. The detector used in this thesis is read out using the Virtex-6 board.
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and returns to the terminal). It brings all the expected features one might wish from a REPL, in-

cluding auto completion, history lookup, emacs style keybindings (based on GNU Readline 2) and

more.

The aforementioned HFManager and the temperature sensors are optional pieces that are not re-

quired for basic Timepix operation. Their functionality has to be activated via a manual command,

ActivateHFM. This triggers the USB connection to the VME crate and tries to find the Wiener HV

module as well as the Ortec FADC in the crate. Additionally, the temperature sensors are attempted

to be found (via a secondary, optional USB connection). If the latter are found a continuous temper-

ature logging begins (see sec. A.2.4).

TheHVcontrols are specific toWienerHVpower supplies. In principle the implemented function-

ality is a fully featured HV controller that supports all Wiener functionality like grouping different

channels to ramp up together, kill channels on a trip and more. Most importantly, it implements a

custom, slow HV ramping logic, which keeps the relative potentials constant between channels in a

group to avoid tripping a channel.

An example of a typical startup procedure is shown in listing 1, in this case to start a background

run. Note that most essential commands in TOS also have shortened names via numbers, due to

historic reasons (TOS originally did not have autocompletion or allowed moving the cursor in text

input, making typing complex names cumbersome and error prone), which iswhymany of the inputs

are simple numbers.

A.2.1. TOS output data format

When starting a data taking run with TOS, a new directory for the run is created in the data/runs

subdirectory. The namewill be of the form Run_<run number>_YYMMdd-HH-mmwhere the run number

is an increasing number based on the last run present in the directory and the suffix is the date and

time of daywhen starting the run. This directory contains the configuration of all DACs for each chip,

fsr<chip number>.txt, the written configuration matrix for all pixels, matrix<chip number>.txt

and finally the data files data<event number>.txt. If an FADC is used for the readout additional

data<event number>.txt-fadc files are created, one for each file in which the FADC triggered (sec.

A.2.1).

TheTimepix data files are stored – for historic reasons – in rawASCII format. Twodifferent readout

modes (with different output formats) are supported. For the following explanation it is assumed the

Timepix is used in the ToT (Time-over-Threshold) mode.

full matrix readout reads out the whole Timepix ASIC(s) and writes a single 256x256 pixel matrix

as an ASCII file (for each chip). 256 lines, each containing space separated ToT values for each
2https://tiswww.case.edu/php/chet/readline/rltop.html
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1 user@ingrid-DAQ~/ ./TOS

2 > 7 # number of chips

3 > 4 # preload

4 > SetChipIDOffset

5 > 190

6 > lf # load FSR values for the chips

7 > # return 7 times enter to load default paths

8 > uma # create a uniform matrix for all chips

9 > 1 # Matrix settings

10 > 0

11 > 1

12 > 1

13 > 0

14 > LoadThreshold # load threshold equalisation files

15 > 4 # write matrix

16 > 3 # read out

17 > 3 # 2nd readout to make sure pixels are 'empty'

18 > ActivateHFM # startup HV & FADC controls

19 > SetFadcSettings # load the FADC settings

20 > Run # start a data taking run

21 > 1 # run time via # frames

22 > 0

23 > 0

24 > 0

25 > 2 # shutter range select

26 > 30 # shutter time select (2 + 30 yields ~2.2 s frames)

27 > 0 # zero suppression

28 > 1 # FADC usage

29 > 0 # accept FADC settings

Listing 1: An example of the typical startup routine of TOS for a background data taking measurement at

CAST for the Septemboard based GridPix detector. The indented lines refer to commands given to the previous

command at top level.
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pixel.

zero suppressed readout reads out only those pixels that have ToT values larger than 0, up to 4096

pixels. Stores the data in TSV files (tab separated values) ’X Y ToT’ with an additional header.

The header contains a global ”run” and ”event” header, which contains information about the

run the event is taken from and a ”chip” header, which contains information about the specific

Timepix ASIC(s) being read out (up to 8 can be read out at the same time using TOS).

As for our purposes most events are extremely sparse (< 500 pixels active) the zero suppressed

readout is the only relevant readout mode. The data files can be split into 3 distinct parts. A global

run header, see listing 2, which contains information about the run the event is part of including

important settings used as well as the timestamp of the event. Next is an event specific header, which

contains specific information about the event in relation to the FADC and the scintillators, see listing

3. The final part of the zero suppressed data files is the chip header and tab separated value part of

the ’X Y ToT’ pairs of the active pixels for each chip of the detector in that event, see listing 4.

1 ## [General]

2 ## runNumber: 339

3 ## runTime: 7200

4 ## runTimeFrames: 0

5 ## pathName: data/runs/Run_339_190218-10-36

6 ## dateTime: 2019-02-18.10:36:34

7 ## numChips: 7

8 ## shutterTime: 2

9 ## shutterMode: verylong

10 ## runMode: 0

11 ## fastClock: 0

12 ## externalTrigger: 0

Listing 2: TOS generated data files start with a general header, which mainly contains information about the

run the data file is part of. The only exception is the dateTime field, which represents the timestamp of the

event (an oversight, should have been in the [Event] header).

FADC data files

If the FADC triggered during an event, as indicated by the fadcReadout field in the event header seen

in listing 3, an additional data file is written with the same name as the event file, but a .txt-fadc

extension. It contains a memory dump of the channels of the circular memory of the FADC plus a

basic header about the FADC settings and the information about when the trigger happened.

The different fields in the header, see listing 5, are as follows:
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1 ## [Event]

2 ## eventNumber: 2

3 ## useHvFadc: 1

4 ## fadcReadout: 1

5 ## szint1ClockInt: 0

6 ## szint2ClockInt: 0

7 ## fadcTriggerClock: 647246

Listing 3: After the general header follows the event header in similar fashion. It records the event number and

information about the FADC and scintillators. If the FADC triggered, fadcReadout is 1. Scintillator triggers

may then be values in [0, 4096). The fadcTriggerClock is the clock cycle of the Timepix frame in which the

FADC trigger was received.

1 # chipNumber: 0

2 # chipName: E 6 W69

3 # numHits: 0

4 # chipNumber: 1

5 # chipName: K 6 W69

6 # numHits: 0

7 # chipNumber: 2

8 # chipName: H 9 W69

9 # numHits: 2

10 106 160 75

11 211 142 2

Listing 4: The event header is followed by the beginning of the actual GridPix data. Each chip appears with a

3 line chip header containing number and name as well as the number of hits seen by that chip in the event.

numHits lines follow with ’X Y TOT’ values in tab seperated fashion. This snippet would be followed by the

remaining chips, as many as written in the run header 2 as numChips.
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• nb of channels: decimal value of a 4-bit field that decides the number of active channels. 0

corresponds to using all channels as separate. We only use a single channel. 3

• channel mask: decimal value of a 4-bit field to (de-)activate channels. 15 corresponds to all 4

channels active.

• posttrig: how many clock cycles in the 50MHz 4 base clock of the FADC it continues taking

data before commencing the readout (useful to record the rest of the signal and center it in the

readout window)

• pretrig: the minimum acquisition time before a trigger is allowed to happen, in units of the

50MHz 4 base clock.

• triggerrecord: together with posttrig allows to reconstruct the time of the trigger in the

acquisition window

• frequency: decimal representation of a 6-bit field to select the operating frequency. 2 = 0b000010

corresponds to 1GHz operation.

• sampling mode: decimal representation of a 3-bit field changing the operation mode (manual

or automatic trigger) and register working mode (12 or 14-bit sensitivity of each register). We

run in manual trigger and 12-bit mode. 3

• pedestal run: a 1-bit flag indicating whether this file is a pedestal run.

The data portion starts with another semi-header of 12 data points, see listing 6. It contains fields

that are not explained in the FADC manual, but instead refer to ”reserved for expert usage” [55].

One exception is data point 2, which is the so called Vernier, which could be used to determine the

trigger time within two registers to get up to ∼ 50 ps RMS accurate time information. For our pur-

poses though 1 ns time resolution is more than enough, given the signal undergoes integration and

differentiation of a multiple of that in the shaping amplifier, anyway.

3As of writing this thesis, I don’t remember why the choice was made to only use a single channel instead of using all

4 channels to extend the time interval (development of these things happened between 2015-2017). It’s possible there

were issues trying to combine all 4 channels. But it’s also just as likely it was an oversight due to lack of time combined

with the fact that a 2.5 μs window is long enough for all intents and purposes. However, combining all 4 channels

would even yield a long enough acquisition window when running in the 2GHz sampling mode. Similarly, the choice

of the 12-bit readout mode may represent plenty resolution in ADC values, but it seems prudent to not use the 14-bit

mode given availability. All in all it leaves me head scratching (and thinking the likely reason will have been lack of

time and being happy things working in the first place at the time).
4If running in 1GHz mode. Else it corresponds to 100MHz clocks.
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1 # nb of channels: 0

2 # channel mask: 15

3 # posttrig: 80

4 # pretrig: 15000

5 # triggerrecord: 56

6 # frequency: 2

7 # sampling mode: 0

8 # pedestal run: 0

Listing 5: The file starts with a header indicated by #. Some of the values are decimal representation of bit

fields, hence the weird values like ”0 channels”. It mixes both the configuration used as well as the time the

trigger occurred (triggerrecord).

1 # Data:

2 # 3928

3 # 8022

4 # 3957

5 # 8076

6 # 3928

7 # 8023

8 # 3957

9 # 8077

10 # 2048

11 # 6138

12 # 2031

13 # 6151

Listing 6: After the header starts the data portion with some auxiliary information. The lines are neither of

significant interest to us, nor are they properly explained in the manual. The second number corresponds to

theVernier, which can be used to determine the triggermore precisely than between individual register values,

which is also not important for our purposes, as 1 ns resolution is plenty.
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The final portion of the file contains the actual data (10 240 lines) and 3 fields at the very end to

reconstruct the trigger within the acquisition window 5. The data represents a pure memory dump

of the cyclic register. See listing 7 for a shortened example.

1 2028 # register 0, channel 0

2 6119 # register 0, channel 1

3 1999 # register 0, channel 2

4 6100 # register 0, channel 3

5 2021 # register 1, channel 0

6 6108 # ...

7 ... # 10240 lines of data in total

8 # 56

9 # 4096

10 # 0

Listing 7: Actual data portion of the FADC data. The first 10 240 lines represent a memory dump of the cyclic

registers at trigger time (that is in their natural order instead of starting from the register in which the trigger

was recorded). It starts at register 0 for channel 0, followed by register 0 of channel 1, and so on. As such each

4th line corresponds to one channel. This is why the values jump so much from line to line. The last 3 lines are

information to recover the trigger point in the acquisition window.

A.2.2. TOS configuration file

Everything related to the HFManager in TOS is controlled by a configuration file, normally located in

TOS/config/HFM_settings.ini. The TOS configuration file used during CAST data taking is found

in appendix B.1. We will go through the sections of it one by one and explain them.

Starting with the [General] section, listing 8. This section defines the VME related settings. The

VME address of the HVmodule installed in the crate is used as the base address. The FADC address

in the same VME crate is calculated from an offset in units of the VME address spacing of 0x0400. 6

The next section [HvModule], listing 9, are general settings about the usedHVmodule. The settings

are related to the KillEnable feature of Wiener HV power supplies, the ramping speed of the HV

channels and the time in seconds between sanity checks of the HV during data taking. 7

5The last 3 lines of the data portion contain the trigger record, which is already printed by us in the header part and the

Valp_cp and Vali_cp registers, which are only important if the FADC is used at a sampling frequency of < 1GHz,

which is why we ignore it here.
6If in doubt about what the base address of the HV supply in the VME crate is, start one of theWiener HV programs (for

example isegControl), as it auto detects the module and prints the address.
7The checkModuleTimeInterval setting to check the HV status during the data taking was disabled at CAST, as it caused

issues due to false alarms of the HV status. Given that the KillEnable flag was used, it was deemed unimportant.

Attempting to fix it would have caused possible data loss as it would have been tested on the live detector.
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1 [General]

2 sAddress_fadc = 1

3 baseAddress_hv = 0x4000

Listing 8: General section of the TOS configuration file. It sets the base address of the HVmodule installed in

the VME crate. The FADC address is given as an offset from the base address.

1 [HvModule]

2 setKillEnable = true

3 # Voltage and Current RampSped currently set to arbitrary value

4 # in percent / second

5 moduleVoltageRampSpeed = 0.1

6 moduleCurrentRampSpeed = 50

7 # checkModuleTimeInterval = 60, checks the status of the

8 # module every 60 seconds during a Run, between two events

9 checkModuleTimeInterval = 60

Listing 9: The [HvModule] section contains settings related to the HV module as a whole. Whether a single

channel tripping causes all channels to ramp down (KillEnable) the ramp speed and interval in which the

HVmodule sanity status is checked.

Next up, the [HvGroups] section in listing 10 defines the different groups that combine multiple

channels. There are multiple different kinds of groups inWiener HV power supplies. The important

groups are ramping groups and trip groups. Essentially, if one channel in a group starts ramping /

trips all others also start ramping / shut off the HV, respectively. The section in the config file mainly

exposes the already predefined sets of groups that are relevant for the Septemboard detector in TOS.

After the [HvGroups] section is the definition of the individual HV channels in listing 11. Here

the physical channels on the device are mapped to the desired voltages and current bounds as well

as to a human readable name. The fields repeat with increasing prefix numbers.

Second to last is the [FADC] section in listing 12. As the name implies it configures all parameters

of the FADC. The main parameter to change is the fadcTriggerThresholdRegisterAll parameter,

which defines the trigger threshold in effectively mV. Depending on the amount of noise in the

system, adjustments to the threshold may be necessary.

The last section of the configuration file is the [Temperature] section, which deals with the safety

ranges of the temperature of the detector. If the temperature leaves the safe range, the detector is to

be shut down. 8

8The temperature safety range is coupled to the checkModuleTimeInterval setting in the previous footnote. It was dis-

abled together with the above during actual data taking.
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1 # if this flag is set to true, anode and grid

2 # will be coupled to one group

3 [HvGroups]

4 anodeGridGroupFlag = true

5 # grid is master channel of set on group

6 anodeGridGroupMasterChannel = 4

7 anodeGridGroupNumber = 0

8 monitorTripGroupFlag = true

9 monitorTripGroupNumber = 1

10 rampingGroupFlag = true

11 rampingGroupNumber = 2

12 gridChannelNumber = 4

13 anodeChannelNumber = 5

14 cathodeChannelNumber = 8

Listing 10: [HvGroups] defines multiple groups of different HV channels together. The config file does not

expose arbitrary groupings, but only sets flags whether groups are active and what their numbers are.

1 [HvChannels]

2 # all currents given in A (vmecontrol shows mA)

3 0_Name = grid

4 0_Number = 5

5 0_VoltageSet = 300

6 0_VoltageNominal = 500

7 0_VoltageBound = 2.5

8 0_CurrentSet = 0.000050

9 0_CurrentNominal = 0.000500

10 0_CurrentBound = 0

Listing 11: This is an excerpt of the full [HvChannels] section for a single HV channel. It maps the physical HV

connectors to their voltages, current bounds and a human readable name. In this case the grid of the GridPixes

of the Septemboard all receive a voltage of 300V. The naming scheme of the fields is hardcoded for practical

reasons and simply repeats with increasing numbers.
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1 [Fadc] # FADC Settings

2 fadcTriggerType = 3

3 fadcFrequency = 2

4 fadcPosttrig = 80

5 fadcPretrig = 15000

6 # was 2033 before, 1966 corresponds to -40 mV

7 fadcTriggerThresholdRegisterAll = 1966

8 # run time of a single pedestal run for the FADC in ms

9 fadcPedestalRunTime = 100

10 # number of acquisition runs done for each pedestal calibration

11 fadcPedestalNumRuns = 10

12 # using channel 0 on FADC as trigger source, thus bit 0 = 1!

13 fadcChannelSource = 1

14 # set FADC mode register (mainly to enable 14-bit readout)

15 fadcModeRegister = 0b000

Listing 12: The [FADC] section configures the FADC. The most important setting is the trigger threshold as it

defines the voltage required to trigger the FADC.

1 [Temperature] # temperature related parameters, all temps in °C

2 safeUpperTempIMB = 61

3 safeUpperTempSeptem = 61

4 safeLowerTempIMB = 0

5 safeLowerTempSeptem = 0

Listing 13: [Temperature] defines the safe operating ranges of the detector. If the range is left, the detector is

to be shut down.
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A.2.3. HV control via TOS

As is being alluded to in the previous section A.2.2, the HV control built into TOS can also han-

dle ramping the channels of the detector. This is particularly convenient as it offers a very smooth

ramping mode, which keeps the voltage potentials between all channels under a constant ratio. This

allows for automatic ramping even for highly sensitive channels (like the GridPix grid).

In order to use the HV control and ramp the channels via TOS, ActivateHFMmust be followed by

InitHV, which attempts to connect to the HV power supply using the configuration of the config file.

If the channels are not ramped up, a call to RampChannelswill start the smooth ramping process (see

listing 14).

1 > ActivateHFM

2 > InitHV

3 > RampChannels

Listing 14: The required commands to ramp theHVchannels using the configuration from the config file using

a smooth ramping mode.

If the HV is to be ramped down, a call to ShutdownHFM will ask whether the channels should be

ramped down. There are a multitude of further commands available to communicate with the mod-

ule, check the voltages, print status information etc.

Note that TOS can be started without ramping the HV channels and stopped without ramping the

channels down. It is capable of connecting to a running HV power supply or leave it running after

shut down.

A.2.4. Temperature monitoring

The two MAX31685 micro controllers read out PT1000 sensors, a group of Resistance Temperature

Sensors (RTDs), which measure temperatures by its effect on the electrical resistance. They are plat-

inum based and have a resistance of 1000Ω at 0 °C. As the expected change in resistance is well

understood, the temperature can be precisely measured.

Themicro controller communicateswith anothermicro controller, an MCP2210 via theSerialPeripheral

Interface (SPI). SPI allows to address both MAX31685 from the single MCP2210. The MCP2210 is a USB-

to-SPImicro controller. The USB connection from the intermediate board with the computer is sepa-

rate from the rest of the detector communication. TOS communicates with it via the standardHuman

IntefaceDevice (HID) driver and utilizes an existing open source library for the MCP2210 [231], which

is slightly adapted.

The ActivateHFM commandmentioned in the previous section also attempts to find theUSBdevice
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of the MCP2210 (the two are intertwinedmainly, as the Septemboard detector is the only detector with

either of the two features). If it is found, temperature logging starts immediately and the log files are

placed in the default log directory of the TOS repository. Once a data taking run starts, the logging

location is moved over to the data storage directory of the run. In either case the log file is named

temp_log.txt and contains one temperature value for the intermediate board sensor (Temp_IMB)

and one for the carrier board sensor (Temp_Septem) computed – based on an average over 5 s – and a

timestamp (DateTime). A short snippet of the temperature log is shown in listing 15. 9

1 # Temperature log file

2 # Temp_IMB Temp_Septem DateTime

3 26.5186 42.1472 2019-02-16.16:11:45

4 26.5217 42.2798 2019-02-16.16:11:51

5 26.5202 42.4371 2019-02-16.16:11:57

6 26.5309 42.5944 2019-02-16.16:12:03

7 26.5324 42.7347 2019-02-16.16:12:09

8 26.5355 42.8627 2019-02-16.16:12:15

9 26.5416 42.9707 2019-02-16.16:12:21

10 26.5432 43.0771 2019-02-16.16:12:27

11 26.5616 43.1804 2019-02-16.16:12:33

12 ...

Listing 15: Snippet of a temperature log file as recorded for a run during the CAST detector lab measurements.

Tabs were replaced by spaces for better visual alignment here.

9This default temperature logging location was also used as an unintended fallback mechanism during data taking, if the

HV of the detector was considered out of certain bounds. Unfortunately, the bounds checking was entangled with the

HVmodule sanity checks. As both features were very only implemented shortly before data taking, they triggered data

taking aborts. For that reason the feature was disabled manually in code for the data taking at CAST. This however

triggered a secondary code path for the temperature logging, storing it in the default location outside the specific run

directories. As an effect the majority of CAST temperature logging data has been lost, as most of it was overwritten

several times. Roughly daily manual temperature measurements are still left and show the detector operating in a

good temperature range. Precise correlations with certain detector behaviors are unfortunately impossible. The two

different code paths for the temperature logging are essentially a bug in the code that was never intended, stemming

from the fact that temperature logging must be done to a ’global’ location outside of data taking (as no data taking

specific directory exists). Due to how the temperature logging and HV & FADC controls were added to TOS, these

things were more entangled than necessary. A more thorough testing period of the detector and software package

should have been performed, but was not in scope.
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A.3. Septemboard event display

In order to monitor the data taking process while the detector is running, an online event display

tool was developed during the first CAST data taking period in March 2017. It is a Python 10 based

projectmaking heavy use of matplotlib [114] for an interactive view of both the Septemboard events

as they are recorded, the FADC readout as well as a general information header about the current

data taking run.

The backend consists of a multiprocessing architecture with multiple worker processes. One pro-

cess watches the current run directory for changes and reads the raw data files, another performs

basic event reconstruction and a last one updates the current event to be displayed. The main pro-

cess renders the matplotlib based graphical user interface (GUI) 11.

Fig. A.1 shows the graphical user interface of the septemboard event display during a background

run. General information about the current run and event is shown in the box at the top center. The

top left box shows hit specific information for the current event. The current septemboard event is

always shown in the left pane in a realistic layout of the septemboard. By default the Viridis 12 color

scale is used in the display of the septemboard events, each shown as an image of (256, 256) pixels.

If a chip did not record any activity during an event, its plot remains white for easier identification

of few hits compared to no hits. The color scale can be adjusted when starting the program and

the images can be downsampled by any factor of 2 for better visibility, as is done in fig. A.1. The

right pane of the event display shows the last recorded event of the FADC. It does not automatically

update the plot every time a new septemboard event is recorded, as there can be multiple events

without FADC activity and it is useful to be able to glance at the last large event on the FADC. The

filename is printed as the title of the plot to show which septemboard event it corresponds to.

The event display provides multiple forms of interactivity, such as an ”auto follow” mode (the

default in which new events are shown as they are recorded), a ”playback” mode (walks through all

events with a certain delay and general back and forth optionality. Further, a shortcut to save images

directly exists, as well as simple computation of aggregate statistics of the current data taking period

(different occupancy maps and simple histograms showing the number of hits per each event and

chip).

All in all it provides a simple, but powerful way to monitor the detector activity online as it takes

data. 13

10https://python.org
11matplotlib provides a multitude of different GUI backends. The explicit choice depends on the specific machine (avail-

able backends may differ) and preference. Common choices are GTK and TkAg. https://matplotlib.org/stable/

users/explain/figure/backends.html
12See here for the introduction of Viridis and its siblings: https://bids.github.io/colormap/
13The main drawbacks are related to it being a Python based project that utilizes matplotlib possibly too heavily. The

combination means the tool is not useful for fast data taking, as it is too slow to show events in real time if data taking
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Run # :                 115
Event # :               1
Date :                  2017-12-11.18:37:00
Shutter time / mode :   32 / verylong
FADC triggered :        1
    at :                94028658 clock cycles
Szint1 clock :          4095
Szint2 clock :          0
Filename :              data000001.txt

Hits
Chip #0 : 26
Chip #1 : 0
Chip #2 : 107
Chip #3 : 157
Chip #4 : 289
Chip #5 : 264
Chip #6 : 120

Figure A.1.: Screenshot of the Septemboard event display showing a background event from a CAST data

taking run in 2017. The pixel density in the septemboard on the left has been downsampled by a factor of 2

from (256, 256) for each chip to (128, 128) for better visibilty of the activity. The event display shows general

information like run and event number in the box at the top, hit specific information for the current event in

the left top box and the current septemboard event in the left pane. The right pane shows the last FADC event

(if no new FADC event is recorded, it stays).
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exceeds one frame per second significantly.
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In this appendix we will present the TOS configuration file used for data taking at CAST and shortly

note on versions of TOS and TOF used.

B.1. TOS configuration file

Below is the configuration file as it was used at CAST during the data taking periods. Most notably

it contains the required address for the FADC in the VME crate, the high voltage settings (groups,

voltages and current bounds) and the FADC settings (channel, trigger threshold etc.).

1 [General]

2 sAddress_fadc = 1

3 baseAddress_hv = 0x4000

4

5 [HvModule]

6 setKillEnable = true

7 # Voltage and Current RampSped currently set to arbitrary value

8 # in percent / second

9 moduleVoltageRampSpeed = 0.1

10 moduleCurrentRampSpeed = 50

11 # checkModuleTimeInterval = 60, checks the status of the

12 # module every 60 seconds during a Run, between two events

13 checkModuleTimeInterval = 60

14

15 # if this flag is set to true, anode and grid

16 # will be coupled to one group

17 [HvGroups]

18 anodeGridGroupFlag = true

19 # grid is master channel of set on group

20 anodeGridGroupMasterChannel = 5

21 anodeGridGroupNumber = 0

22 monitorTripGroupFlag = true
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23 monitorTripGroupNumber = 1

24 rampingGroupFlag = true

25 rampingGroupNumber = 2

26 gridChannelNumber = 5

27 anodeChannelNumber = 6

28 cathodeChannelNumber = 9

29

30 [HvChannels]

31 # grid, anode and cathode settings

32 # all currents given in A (vmecontrol shows mA)

33 0_Name = grid

34 0_Number = 5

35 0_VoltageSet = 300

36 0_VoltageNominal = 500

37 0_VoltageBound = 10

38 0_CurrentSet = 0.000050

39 0_CurrentNominal = 0.000500

40 0_CurrentBound = 0

41

42 1_Name = anode

43 1_Number = 6

44 1_VoltageSet = 375

45 1_VoltageNominal = 500

46 1_VoltageBound = 10

47 1_CurrentSet = 0.000050

48 1_CurrentNominal = 0.000500

49 1_CurrentBound = 0

50

51 2_Name = cathode

52 2_Number = 9

53 2_VoltageSet = 1875

54 2_VoltageNominal = 2500

55 2_VoltageBound = 15

56 2_CurrentSet = 0.000050

57 2_CurrentNominal = 0.000500

58 2_CurrentBound = 0

59

60 3_Name = Ring1

61 3_Number = 7

62 3_VoltageSet = 415

63 3_VoltageNominal = 500

64 3_VoltageBound = 15

65 3_CurrentSet = 0.000100

66 3_CurrentNominal = 0.000500
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67 3_CurrentBound = 0

68

69 4_Name = Ring29

70 4_Number = 8

71 4_VoltageSet = 1830

72 4_VoltageNominal = 2500

73 4_VoltageBound = 15

74 4_CurrentSet = 0.000100

75 4_CurrentNominal = 0.000500

76 4_CurrentBound = 0

77

78 6_Name = sipm

79 6_Number = 4

80 6_VoltageSet = 65.6

81 6_VoltageNominal = 100

82 6_VoltageBound = 5

83 6_CurrentSet = 0.0005

84 6_CurrentNominal = 0.0005

85 6_CurrentBound = 0

86

87 # The veto paddle scintillator is commented out, as it was supplied

88 # with HV by an external CAEN HV power supply.

89 # 5_Name = szintillator

90 # 5_Number = 11

91 # #5_VoltageSet = 1300

92 # 5_VoltageSet = 0

93 # 5_VoltageNominal = 2500

94 # 5_VoltageBound = 5

95 # 5_CurrentSet = 0.002

96 # 5_CurrentNominal = 0.002

97 # 5_CurrentBound = 0

98

99 [Fadc] # FADC Settings

100 fadcTriggerType = 3

101 fadcFrequency = 2

102 fadcPosttrig = 80

103 fadcPretrig = 15000

104 # was 2033 before, 1966 corresponds to -40 mV

105 fadcTriggerThresholdRegisterAll = 1966

106 # run time of a single pedestal run for the FADC in ms

107 fadcPedestalRunTime = 100

108 # number of acquisition runs done for each pedestal calibration

109 fadcPedestalNumRuns = 10

110 # using channel 0 on FADC as trigger source, thus bit 0 1!
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111 fadcChannelSource = 1

112 # set FADC mode register (mainly to enable 14-bit readout)

113 fadcModeRegister = 0b000

114

115 [Temperature] # temperature related parameters

116 safeUpperTempIMB = 61

117 safeUpperTempSeptem = 61

118 safeLowerTempIMB = 0

119 safeLowerTempSeptem = 0

B.2. TOS and TOF versions used at CAST

For the DAQ software TOS unfortunately no discrete git tags exist, due to its rocky development.

However, based on the git repository [215] and the dates of the start of the data taking campaigns

(see 9.1), it is simple to deduce the corresponding commits which were used.

The detector firmware versions, TOF, have an even less well defined history. No development

history exists, strictly speaking. The .bit files are available, but their names are very ’descriptive’

in nature, but do not contain any version numbers either. If memory serves correctly, the version

used in Run-3 at CAST contained something like szint1_fixed in its filename, indicating that the

scintillator trigger logic was fixed (which was the major bug in Run-2).
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This appendix explains the different calibrations that need to be performed for the Timepix to bring it

into its operating window, sec. C.1. Then in sec. C.2 we present additional calibrations for all chips.

C.1. Timepix calibrations

Before a Timepix based detector can be used for data taking, different calibrations have to be per-

formed. We will discuss those calibrations, which are performed before any data taking here.

First, the THS optimization and threshold equalization (sec. C.1.1). These two are calibrations

that are used to set different DACs on the Timepix to good working points. The very important ToT

calibration was already introduced in the main body, section 7.1.1. Its purpose is to interpret the ToT

values in amount of charge of recorded electrons. In principle there are many other calibrations one

could perform, as the Timepix has 13 different DACs. Most are used with default values that are seen

in tab. 7.3. S-Curve scans are introduced in sec. C.1.3, which can be used to map THL threshold DAC

values to charges and determine the activation threshold. Similarly, the Pólya distribution can also

act as a means to determine the activation threshold, see sec. C.1.4.

Important references for theTimepix in general and for the calibration procedures explained below

are [142, 145, 143, 146].

C.1.1. THS optimization and threshold equalization

For an optimal operation of a Timepix based detector, each pixel should ideally have the same thresh-

old. While all pixels are theoretically identical, imperfections in the production process will always

lead to slight differences, either locally (transistor threshold voltage or currentmismatches [142, 167]

) or global effects like small supply voltage instabilities. Therefore, each pixel has 4 independently se-

lectable current sources to minimize the spread of threshold values [143, 142]. Together all 4 sources

act as an effective 4-bit DAC to slightly adjust the threshold. The absolute current for the 4 sources

is dependent on the global THS DAC, allowing currents in the range of 0 to 40 nA.

To achieve a good calibration for a homogeneous threshold, first the THSDAChas to be set correctly.

This is referred to as the THS optimization. Once the correct value is found, the 4-bit DAC on each

pixel can be adjusted to minimize the spread of threshold values of all pixels together.
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If the THS DAC is set too high, the 4-bit DAC on each pixel will be too coarse for a fine adjustment

(as the ’current steps’ will be too large). If it is too low, not enough range will be available to adjust

each pixel to an equal noise / sensitivity level (not enough current available via the 4 current sources).

The goal of the THS optimization is therefore to find just the right value, as to provide a range of values

such that all values can be shifted to the same threshold of the threshold DAC THL.

The algorithm scans a range of THL values through a subset of 4096 pixels using different 4-bit

DAC values. First 0 for all pixels and then the maximum value of 15. At each THL and 4-bit value the

number of hits due to pure noise is recorded for each pixel. The weighted mean of the THL values,

using the number of hits as weight, is the value of interest for each pixel and each 4-bit DAC value:

the effective THL noise value for that pixel. For each of the two cases (4-bit value 0 and 15) we can

then compute a histogram of the number of pixels at each THL value. The resulting histogramwill be

a normal distribution around a specific THL value. The stopping criterion, which defines the final THS

value, is such that these two distributions overlap at the 3 RMS level. This is performed by comparing

themeans of the 0 and 15 value distribution at a starting THS value and again at half of that THS value.

Using linear regression of the two differences, the optimal THS value is computed.

With a suitable THS value set, the actual threshold equalization can start. The algorithm used is

fundamentally very similar to the logic of the THS optimization. Each pixel of the chip is scanned for

a range of THL values and the weighted THL noise mean is computed both at a 4-bit DAC value of 0

and at 15. The normalized deviation of each pixel’s THL value to the mean THL value of all pixels is

computed. Using a linear regression the optimal required shift (in units of the 4-bit DAC) yields the

final 4-bit DAC value for each pixel.

An example of the 0 and 15 value distributions as well as the distribution using the final 4-bit DAC

values for each pixel is shown in fig. C.1(a). 1 Each of the distributions represent different 4-bit DAC

settings of all pixels of the chip. Orange (”min”) represents all pixels using a 4-bit DAC value of 0,

purple (”max”) of 15. In green is the same distribution for the case where every pixel uses its optimal

4-bit DAC value. The threshold equalization thus yields a very strong reduction in the THL spread

of all pixels. Fig. C.1(b) shows how all pixels are spread in the values of the 4-bit DAC. The narrow

equalized line of fig. C.1(a) is achieved by a normal distribution around 8 of the 4-bit DAC values,

with only very few at the edges of the DAC (0 and 15). Finally, fig. C.2 shows a heatmap of an entire

chip with its 4-bit DAC values after equalization.

Similar plots for all other chips during both run periods can be found in the extended thesis.

1The plot is generated from the thresholdMeans.txt file created as part of the equalization procedure in TOS.
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All equalization bits at 0, 15 and optimized, Run2, chip 3
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Figure C.1.: (a)Distributions of different 4-bit DAC settings of all pixels of the chip. Orange (”min”): all pixels

using a 4-bit DAC value of 0, purple (”max”): 15. Green: every pixel uses the optimal 4-bit DAC value after

equalization. The result is a significant in =THL= value spread of all pixels.(b)Distribution of all 4-bit DAC

values for the pixels after the threshold equalization. A normal distribution around a middle value is expected

to largest likelihood of achieving a flat threshold around the whole chip. Very few pixels are either in value

0 or 15, implying few pixels likely outside their range to adjust to the required threshold. In this example

represented is the center chip of the Septemboard with its calibration from July 2018.

C.1.2. Final THL (threshold) DAC value selection

Once the detector is THS optimized and threshold equalized, the final threshold value of the THLDAC

can be determined for the data taking. While measurements like an S-Curve scan (see sec. C.1.3) can

be used to understand where the noise level of the chip is in terms of THL values, it is typically not a

reliable measure as the real noise depends strongly on the shutter length. If an experiment – like a

low rate experiment as CAST – requires long shutter lengths, the best way to determine the lowest

possible noise-free THL value is to perform a simple scan through all THL values using the shutter

length in use for the experiment.

For a correctly equalized chip a sharp drop off of noisy pixels should be visible at a certain thresh-

old. In principle the THL value at which no more pixels are noisy is the ideal THL value.

TOS first performs a quick scan in a THL range given by the user, using short shutter lengths. The

determined drop values that still see some noise to a noise-free range is used as a basis for a long

shutter length scan using a shutter length given by the user. For safe noise free operation one should

choose a THL value 2 or 3 above the first noise-free THL value at the target shutter length. Especially

for long shutter lengths it is important to perform this calibration without any high voltage applied

to the detector as otherwise cosmic background starts to affect the data.
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Equalization bits after optimization, Run3, chip: 3
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Figure C.2.: Heatmap of the distribution of the 4-bit DAC values of all pixels as they are spread over the full

Timepix. In this example represented is the center chip of the Septemboard with its calibration from July 2018.
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C.1.3. S-Curve scan

The S-Curve scan is one of 2 different ways to determine the optimal THL value.

The purpose of the S-curve scan is to understand the relationship between injected charges in

electron and the THLDAC values by providing a # 𝑒−/THL step number (or without a ToT calibration

ToT/THL).

It works by injecting charges onto each pixel and checking the pixel response of each pixel at

different THL values. Below a certain THL value all pixels will respond to the injected charge. At some

point certain pixels will be insensitive to the induced charge and a 90° rotated ”S”will form. By fitting

an error function to this S an ideal THL value can be deduced.

By calculating THL value at which half of all test pulses are recorded, we can compute the number

of electrons corresponding to that THL DAC value, as we know the amplitude of the test pulse and

thus number of injected electrons.

Fig. C.3 shows an S-Curve scan of chip 0 of the Septemboard using the calibration from July 2018.

The center peak in the middle is the noise peak of the detector at the shutter length used for the

S-Curve scan. The symmetrical shape is due to specific implementation details of how the pixels

function, the upper side is the one of interest. The center point (half way between both plateaus)

corresponds to the effective threshold of the detector at that injected charge. The falling edge of each

curve can be fit by the cumulative distribution function of a normal distribution, eq. C.1.

𝑓(𝜇, 𝜎, 𝑁) = 𝑁
2 · erfc((𝑥 − 𝜇)/(𝜎 · √2)) (C.1)

where the parameter𝑁 is simply a scaling factor and 𝜇 represents the x value of the half-amplitude

point. 𝜎 is the spread of the drop and erfc is the complementary error function erfc(𝑥) = 1 − erf(𝑥).

The error function is of course just the integral over a normal distribution up to the evaluation point

𝑥:

erf(𝑥) = 2
√𝜋

∫
𝑥

0
𝑒−𝑡2 d𝑡.

Given that the number of injected electrons is known for each test pulse amplitude (see sec. 7.1.1),

we can compute the relationship of the number of electrons per THL value step. This is called the THL

calibration and an example corresponding to fig. C.3 is shown in fig. C.4, where the THL values used

correspond to the 𝜇 parameters of eq. C.1. The resulting fit is useful, as it allows to easily convert a

given THL DAC value into an effective number of electrons, which then corresponds to the effective

threshold in electrons required to activate a pixel on average. When looking at the distribution of

charges in a dataset, that cutoff in electrons is of interest (see sec. C.1.4).

Table tab. C.1 shows the fit parameters for the fits of fig. C.3. See the extended thesis for all fit

parameters and plots.
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SCurves for run period ’Run3’, chip 0
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Figure C.3.: S-Curve scan of chip 0 of the Septemboard using the calibration from July 2018. The scanworks by

injecting 1000 test pulses at different amplitudes onto the pixels. Each line represents one such measurement

and each point is the mean number of counted hits for all pixels with injected test pulses. The center peak in

the middle is the noise peak of the detector. The symmetrical shape is due to specific implementation details

of how the pixels function. The upper side is the one of interest. The falling edge of each curve can be fit by

the complement of the cumulative distribution function of a normal distribution. The center point (half way

between both plateaus) corresponds to the effective threshold of the detector at that injected charge. The fit

parameters are found in tab. C.1.

V [U] N ΔN μ Δμ σ Δσ

20 1001 0.37 421.3 0.004754 4.221 0.006294

25 1004 0.3732 430.8 0.004994 4.545 0.006582

30 1000 0.3867 440.1 0.004989 4.429 0.006561

35 1005 0.3935 449.3 0.005154 4.627 0.006748

40 1002 0.3842 459.4 0.005048 4.53 0.006635

50 1002 0.3928 478.2 0.005145 4.603 0.006741

60 1001 0.3806 497.6 0.00505 4.553 0.006643

100 1004 0.3936 569.8 0.005365 4.895 0.007004

Table C.1.: Fit parameters of all S-Curves for Run-3 of chip 0 as shown in fig. C.3.
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THL calibration of chip 0 for run period Run3
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𝑚 = 0.037297  ±  0.000153 THL/𝑒−
1/𝑚 = 26.812  ±  0.110 𝑒−/THL
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Figure C.4.: The THL calibration can be used to gauge the ’threshold gain’ the THL DAC has on the number of

electrons required to cross the threshold. The THLDAC in the Timepix normally adjusts the threshold by about

25 electrons per DAC value [143], which is reproduced well here (parameter 1/𝑚). The root of the linear fit

(written as 𝑓−1(𝑦 = 0) in the annotation) corresponds to the position of the noise peak in fig. C.3.

C.1.4. Pólya distribution for threshold detection

In a gaseous detector the gas amplification (see sec. 5.3.6) allows to easily exceed the minimum de-

tectable charge of 𝒪(500 to 1000 e−). The typically used THL threshold will be quite a bit higher than

the ’theoretical limit’ however for multiple reasons. One can either compute the effective threshold

in use based on the THL calibration as explained in sec. C.1.3, or use an experimental approach by uti-

lizing the Pólya distribution as introduced in sec. 5.3.6 and 7.1.2. By taking data over a certain period

of time and computing a histogram of the charge values recorded by each pixel, a Pólya distribution

naturally arises.

The Pólya distribution can be used to determine the actual activation threshold by simply checking

what the lowest charge is that sees significant statistics.

An example of such a Pólya distribution with a very obvious cutoff at low charges is seen in fig.

C.5. We see chip 0 using the same calibration from July 2018 as in the figures in the previous section

C.1.3. The data is a 90min interval of background data at CAST. The pink line represents the fit of

the Pólya distribution to the data. The dashed part of the line was not used for the fit and is only an

extension using the final fit parameters. The cutoff at the lower end due to the chip’s threshold is

clearly visible. The fit determines a gas gain of about 2700, compared to themean of the data yielding

about 2430.
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Based on the data a threshold value of – very roughly – 1000 can be estimated. Using the THL

calibration of the chip as shown in fig. C.4 yields a value of

𝑄(THL = 419) = 26.8 · 419 − 10300 = 929.2

where we used the fit parameters as printed on the plot (1/𝑚 and 𝑓−1(𝑦 = 0)) and the THL DAC

value of 419 as used during the data taking for this chip. Indeed, the real threshold is in the same

range, but clearly a bit higher than the theoretical limit for this chip. This matches our expectation.

Polya chip 0, run 306: G = 2432.8, G_fit = 2710.8, χ²/dof = 1.41
idx = 2, interval = 90.0 min, start = 2018-12-20T08:55:49Z
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Figure C.5.: An example of a Pólya distribution of chip 0 using the calibration of July 2018 based on 90min of

background data. The lower cutoff is easily visible. The pink line represents the fit of the Pólya distribution to

the data. In the dashed region the line was extended using the final fit parameters.

C.2. Septemboard calibration

In the extended thesis this section contains all THS optimization, S-Curves and ToT calibrations for

both run periods and all chips of the Septemboard. As this leads to a lot of pages of figures, here we

only show a histogram of all optimized THL distributions for each run period in sec. C.2.1.

C.2.1. THL calibration

Figure C.6 shows the optimized THL distributions of all chips after threshold equalization for run 2

(left) and 3 (right).
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Optimized THL distribution of the noise peak for each chip
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Figure C.6.: Distributions of the THL values of all Septemboard (board H) chips at the noise peak with the

calibration for for run 2 on the left and run 3 on the right.
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This appendix provides some guidance about typical operations necessary during maintenance or

installation of the detector, vacuum system andwater cooling at CAST. Themajority of this appendix

was written as an overview of the Septemboard operation at CAST, as required by CERN at the time.

We first quickly look at the terminology to describe different areas in the CAST hall in sec. D.1.

Then we go over the different systems. Detector high voltage (sec. D.2), vacuum system (sec. D.3),

water cooling and gas supply (sec. D.4) and the safety interlock systems (sec. D.5).

We finally end with the CAST log files in sec. D.6. These are the most important aspect in terms

of performing data analysis with the data taken at CAST (magnetic field, solar tracking and more).

D.1. CAST terminology

In the CAST collaboration there is a common terminology in use to describe different parts of the

hall / different bores and detector installations. Essentially, the two magnet bores and areas ’behind’

them (seen from the center of the magnet if you will) are named by their being closest to either the

Geneva airport and by the Jura mountains on the other side.

The magnet ends are named by whether a detector installed on that side observes the sunrise or

the sunset. See fig. D.1 for a schematic.

D.2. High voltage supply

The high voltage supply is an iseg HVmodule, which is located in the VME crate on the airport side

of the magnet. The HV is controlled via a USB connection to the VME crate, which it shares with the

FADC. The veto scintillator however has its own HV supply, since it needs a positive HV, instead of

a negative one.

The detector uses 7 different high voltages. 5 of these are for the detector itself, 1 for the SiPM and

the last for the veto scintillator on top. Their voltages are shown in tab. D.1. The voltages actually

used are defined in TOS/config/HFMsettings.ini.

The HV cables in use are red cables with LEMO HV connectors. They run from the detector to an

iseg HVmodule sitting in a VME crate on the airport side of the magnet. The cables are marked with
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The confusing part about CAST terminology
is that the 'Sunrise' side actually refers to the
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Figure D.1.: Schematic of the CAST hall with the magnet and the parts that give the names to different areas.

The bores (and as an extension sides of themagnet) are named by the airport / Juramountains and themagnet

ends by whether a detector observes sunrise or sunset.

Description Channel Voltage / V TripCurrent / mA

grid 0 -300 0.050

anode 1 -375 0.050

cathode 2 -1875 0.050

ring 1 3 -415 0.100

ring 29 4 -1830 0.100

veto scinti 5 +1200 2

SiPM 6 -65.6 0.05

Table D.1.: Table of high voltages in use for the Septemboard detector. Note that the veto scintillator is not

controlled via the iseg module, but by a CAEN N470.
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zip ties and the same names as in tab. D.1.

The interlock system for the high voltage supply is detailed in sectionD.5.1, togetherwith the other

interlock systems in place.

D.2.1. Ramping the HV

The high voltage supply can be controlled in two different ways. Besides differing in usability terms

(one ismanual, the other automatic), themain difference between the two is theHV interlock, which

is only partially usable in case of the manual HV control.

1. in the manual way using the Linux software supplied by iseg. On the InGrid-DAQ computer

it is located in ~/src/isegControl/isegControl. Depending on the setup of the machine, the

software may need superuser rights to access the USB connection. With the software the given

channel as shown in tab. D.1 can be set up and the HV can be ramped up. Note: one needs

to activate SetKillEnable such that the HV is shut down in case of a current trip (exceeding

of specified current). One should then set ’groups’ of different channels, so that grid, anode

and ring 1 are shut down at the same time, in case of a current trip, as well as ring 29 and the

cathode! In addition the trip current needs to be manually set about a factor 5 higher during

ramping, because of capacitors, which need to be charged first. Otherwise the channels trip

immediately. In this case the HV interlock is restricted to basic current restrictions. Anything

detector related is not included!

2. in the automatic way via the TOS. The TOS takes care of everything mentioned above. To use

the TOS for the HV control (and thus also use the complete HV interlock, as it exists at the

moment), perform the following steps:

a) check ~/TOS/config/HFMsettings.ini and compare with tab. D.1 whether settings seem rea-

sonable

b) after starting TOS and setting up the chips, call

1 > ActivateHFM

which will set up TOS to use the combined HV and FADC (due to both inside the same

VME crate, they are intertwined). This configures the FADC and reads the desired HV

settings, but does not set the HV settings on the module yet.

c) to write the HV to the HVmodule, call

1 > InitHV
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which will write the HV settings from HFM_settings.ini to the HV module. At the end

it will ask the user, whether the HV should be ramped up:

1 Do you wish to ramp up the channels now? (Y / n)

If yes, the ramping progresswill be shown via calls to theCheckModuleIsRamping() func-

tion (which can also be called manually in TOS).

This should properly ramp up all channels. It is possible that TOS fails to connect to the VME

crate and hence is not able to ramp up the channels. The most likely reason for this is that the

isegControl software is still open, since only one application can access a single USB interface

at the same time.

D.3. Vacuum system

This section covers the vacuum system of the detector. It is pumped via a single primary membrane

pump and two turbo pumps. One turbo pump is used to pump the main vacuum vessel of the beam

pipe, while the second small turbo pump is used to pump the interstage part of our X-ray source

manipulator to reduce leakage during movement of the source.

Fig. D.2 shows a schematic of the whole vacuum system including all interlock systems and the

pressure sensors. The pressures of the sensors P3 and P-MM are used as an interlock for VT3 and the

gas supply, respectively.

D.3.1. Vacuum operations

The vacuum system as described in sec. D.3 usually does not require manual intervention during

normal operation.

For maintenance the following two sections describe how to pump the system safely as well as

how to flush it with nitrogen. Both processes are rather delicate due to the sensitive Si𝑥N𝑦 window.

Pumping needs to be done slowly, 𝑂(1mbar s−1). To be able to do this, the needle valve 𝑉Needle (cf.

fig. D.2) is installed. One may separate the vacuum volume into two separate vacua. A bad vacuum

before the primary pump and after the turbo pumps T1 and T2 and a good vacuum before the turbo

pump T2. There are three connections from the good vacuum to the bad one.

1. through T2, closable via 𝑉T2, 40mm tubing

2. through the needle valve 𝑉needle, 16mm tubing

3. throughT1 via themanipulator interstage, normally closed (see the note below), 25mm tubing
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3 ismainly irrelevant for pumping purposes, since there is no valve to open or close; it is always closed

by a 2-O-ring seal to the good vacuum. While 1 is the main path for pumping during operation, it

is 2 which is used during a pumping down or flushing of the system, since it can be controlled very

granularly.

For both explanations below, it is very important to always think about each step (are the correct

valves open / closed? etc.). A small mistake can lead to severe damage of the hardware (turbo pumps

can break, the window can rupture).

Note: There is a third very small vacuum volume before T1, which is the volume up to the manip-

ulator interstage. This volume is separate from the main good vacuum chamber, due to a 2-O-ring

seal on both ends of the manipulator. Compare with fig. D.2 at the location of the two clamped

flanges ’above’ the manipulator. One 2-O-ring seal is at the upper flange and one at the lower. This

is because the manipulator part furthest from the beampipe is under air. In order to seal the air and

the vacuum especially during movement of the source, these seals are in place. However, while the

2-O-ring seals provide decent sealing, it is not perfect. This is why the small turbo pump T1 is in

place at all, to reduce the amount of air, which might enter the system during source manipulation.

Another aspect to keep in mind is potential air, which can get trapped in between the two O-rings.

This air will be released during movement of the seals. Especially after the system was open to air, it

is expected that a small pressure increase on 𝑃MM can be seen during operation, despite T1 being in

place. After several movement cycles, 𝑂(10), these peaks should be negligible.

Pumping the vacuum

Before pumping it is a good idea to connect two linear gauges to the two 𝑃Linear pressure sensors. To

pump the system safely, perform the following steps:

1. Make sure every pump is turned off.

2. Make sure every valve in the system is closed:

a) 𝑉Primary

b) 𝑉Leak

c) 𝑉T2

d) 𝑉Needle

3. Connect a linear gauge to 𝑃P, Linear on the primary pump line.

4. Start the primary pump. Tubing up to 𝑉Primary will be pumped, visible on linear gauge con-

nected to 𝑃P, Linear. Check that the second linear gauge remains unchanged, if not 𝑉Primary and

𝑉Needle is open!

310



D.3. Vacuum system

5. Once 𝑃P, Linear shows ≤ 10mbar, slowly open 𝑉Primary, again checking 𝑃N, Linear remains un-

changed. This will increase the pressure on 𝑃P, Linear again until the volume is pumped.

6. This step is the most crucial. With 𝑉T2 still closed, very carefully open 𝑉Needle, while keeping

an eye on 𝑃N, Linear. Note that 𝑉Needle has two locking mechanisms. The knob at the end with

the analog indicator and a general lock in front of that. While the analog indicator shows 000,

open the general lock. Then slowly start turning the knob. At around 300 the pressure on

𝑃N, Linear should slowly start to decrease. Keep turning the knob until you reach a pump rate of

𝑂(1mbar s−1). You will have to keep opening the needle valve further, the lower the pressure

is to keep the pump rate constant.

7. Once both linear gauges have equalized (up to different offsets), close the needle valve again.

8. Open 𝑉T2.

9. Start T2 by turning on the power and pressing the right most button. Use the arrow buttons to

select the ’actual RPM’ setting to see that the turbo is spinning up. Final speed should be set to

1500Hz.

10. While T2 is spinning up, start T1 by turning on the power at the back. There is no additional

button to be pressed.

The system should now be in the following state:

• 𝑉Leak closed

• 𝑉Needle closed

• 𝑉T2 open

• 𝑉Primary open

• T2 & T1 running

• Primary pump running

If so, the system is now pumping. Note that it may take several days to reach a vacuum good enough

to satisfy the interlock.

Flushing the system

Flushing the system is somewhat of a reverse of pumping the system. Follow these steps to safely

flush the system with nitrogen. See section D.4.4 for an explanation of which valves need to be

operated to open the nitrogen line. Before flushing the system connect two linear gauges to both

𝑃Linear sensors.
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1. Make sure the turbo pumps are turned off, if not yet turn both off and wait for them to have

come to a halt.

2. Turn off the primary pump.

3. Close 𝑉T2. 𝑉Leak and 𝑉Needle should already be closed, while 𝑉T2 and 𝑉Primary should still be

open.

4. Connect the nitrogen line to the blind flange before 𝑉Leak.

5. Slowly open 𝑉Leak, while checking both linear gauges. Make sure only the pressure on 𝑃P, Linear
increases, while 𝑃N, Linear remains under vacuum. If not, another valve is still open. Close 𝑉Leak
immediately again!

6. Keep flushing nitrogen, until 𝑃P, Linear gets close to 1000mbar (the sensors will never actually

reach that value).

7. Close 𝑉Leak again to make sure you do not put the system over one atmosphere of pressure.

8. This step is the most crucial. With 𝑉T2 still closed, very carefully open 𝑉Needle, while keeping

an eye on 𝑃N, Linear. Note that 𝑉Needle has two locking mechanisms. The knob at the end with

the analog indicator and a general lock in front of that. While the analog indicator shows 000,

open the general lock. Then slowly start turning the knob. At around 300 the pressure on

𝑃N, Linear should slowly start to increase. Keep turning the knob until you reach a pump rate of

𝑂(1mbar s−1).

9. You will notice that the pressure on 𝑃P, Linear will start to decrease, since the air will distribute

in a larger volume. Open 𝑉Leak again slightly to keep 𝑃P, Linear roughly constant.

10. Keep flushing with 1mbar s−1 until both sensors read 𝑂(1000mbar).

11. Close all valves in the system again.

This way the system is safely flushed with nitrogen. This helps to pump faster after a short main-

tenance, because less humidity can enter the system.

D.4. Watercooling system & gas supply

In this section the watercooling system as well as the gas supply is discussed. In section D.4.3 a

combined schematic of both systems is shown.
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D.4.1. Watercooling

In order to keep the detector cool enough to avoid noise and damage to the septemboard, a water-

cooling system is used. This section describes the relevant information for the system as used at

CAST.

To readout the temperature two PT1000 temperature sensors are installed on the detector. One is

located on the bottomside of the intermediate board (outside of the detector volume), while the other

is located on the bottom side of the Septemboard. This temperature 𝑇Septem is also included in the

schematic D.6 below, because it was intended to be part of the HV interlock, as described in D.5.1. In

the end it was not due to lack of time for proper testing. 1

Fig. D.3(b) shows the main part of the system including the pump, reservoir and radiator. The

tubing is specifically chosen in blue to clear up potential confusion with other tubes used in the

detector system. 2 These tubes use special Festo quick couplings, which cannot be connected to the

connectors of the gas supply, to avoid potential accidents. The tubes have zipties installed on them,

which label the tubes as well, with the naming convention as it is used in fig. D.6.

Maintenance At the end of every shift it should be checked, whether the water level in the reser-

voir is still above the red line seen in Fig. D.3(a). If not, water should be added by the shift

coordinator (or trusted shifters).

D.4.2. Gas supply

The gas supply uses red tubing (in parts where flexible tubing is used) to differentiate itself from the

watercooling system. Additionally, the tubes have zipties showing which tube is which. These are

located on both ends of the tubes. The naming convention is the same as in D.6. The connectors of

the gas line are standard Swagelok connectors.

As can be seen in the schematic, the gas supply has 4 valves on the inlet side and 2 on the outlet

side. In addition a buffer gas volume is installed before the detector for better flow control.

It follows a short explanation of the different valves:

• 𝑉in, 1 is the main electrovalve installed right after the gas bottle outside the CAST hall.

• 𝑉interlock is installed is the electrovalve installed below the platform where the beamline is lo-

cated. This valve is part of the gas supply interlock, as described in section D.5.2.

• 𝑉in, 2 is the manual valve located on the second gas supply mounting below the beamline.
1As mentioned in a previous footnote, the decision to take it out of the HV interlock is the reason for loss of temperature

logging data.
2This change was made after the ’window accident’.
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(a) Reservior (b) Water cooling system

Figure D.3.: (a)shows a closeup of the water cooling reservoir with indicated markings to be checked for safe

water levels.(b)is a look from the ground floor at the water cooling system including radiator, pump and reser-

voir.

• 𝑉in, N1 is the first needle valve, which is located on the second gas supply mounting below the

beamline. It is the one part of the flow meter placed there.

• 𝑉P is the valve inside the pressure controller, which is placed roughly below the telescope (on

the platform), while 𝑃Detector is the pressure gauge inside this controller.

Gas system operations

If the requirements of the gas supply interlock are satisfied (cf. sec. D.5.2), it is possible to flush the

detector with gas. For that, follow these steps:

1. Make sure the pressure controller is connected and running. Check InGrid-PLC computer in

control room and see if pressure control software is running. If gas supply is currently closed,

reported pressure inside the detector is usually reported to 960 to 980mbar.

2. Outside the building, open the main valve of the currently active gas bottle (check the arrow

on the bottle selector mechanism). See fig. D.4(a).

3. Open the second valve near the bottle.

4. Pressure values should be:

• gas bottle: ∼ 30 to 100 bar
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• pre-line pressure: ∼ 7 bar

• line pressure: ∼ 0.45 bar

5. Activate the gas supply at the interlock box by turning the key to Security on and pressing the

large button. See fig. D.4(b).

6. Go to the airport side of themagnet. Open the valve on the InGrid gas panel below the telescope

platform. See fig. D.5.

7. Slowly open the needle valve on the flow meter on the previous panel. Increase gas flow up to

∼ 2 Lh−1.

8. Open the needle valve on the gas supply line on the side of the platform.

9. After 5 to 10min the pressure controller on the InGrid-PLC computer should report 1050mbar.

Now the detector should be flushed withAr/iC4H10. Before turning on the HV, make sure to flush

for at least 12 h to be on the safe side.

(a) Gas bottle (b) Interlock box

Figure D.4.: (a): Location of the argon-isobutane bottle and the main valves outside the building.(a): Location

of the gas interlock box

D.4.3. Combined schematic (water & gas)

Fig. D.6 shows a combined schematic of both the watercooling system and the gas supply. Addition-

ally, the relevant interlock systems and their corresponding members are shown.
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Figure D.5.: Location of the InGrid gas panel below the telescope platform on the airport side.

D.4.4. Nitrogen supply

Nitrogen is supplied by a nitrogen bottle outside the building. To open the nitrogen line, 5 valves

need to be opened. The line ends in a copper pipe on the airport side, which is usually there rolled

up (the copper is somewhat flexible).

1. Open the lever on the nitrogen bottle outside the building (see fig. D.7(a)).

2. Open the valve next to the bottle.

3. Go to the gas lines next to the control room. The right most line (see fig. D.7(b) and fig. D.8(a))

is the nitrogen line. Open the valve.

4. Open the needle valve on the flow meter to the right of the previous valve.

5. Open the needle valve on the airport side of the magnet.

This should be all to open the nitrogen line. The flow through the pipe is not too large, but it should

be large enough to feel it on the back of the hand.
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(a) Nitrogen bottle (b) Control room

Figure D.7.: (a): Location of the Nitrogen bottle and the main valves outside the building.(b): Location of the

valves next to the control room

(a) Nitrogen valve (b)

Figure D.8.: (a): The actual nitrogen valve on the set of valves near the control room.(b): Location of the flow

meter near the valve next to the control room
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D.5. Interlock systems

This section describes the interlock systems, which are related to the detector. There are 3 interlock

systems to speak of.

• The CAST magnet interlock, which prohibits the gate valve VT3 to be opened, if the pressure

in the vacuum system is not good enough.

• A gas supply interlock, which makes sure the detector is only flushed with gas, if all other

parameters are considered nominal (mainly a good vacuum in the system).

• A HV interlock, which makes sure the detector is only under HV, if the temperature of the

detector is still good (otherwise a lot of sparks are produced) and the currents on the HV lines

are nominal.

D.5.1. HV interlock

Note: This section describes the high voltage interlock as it was intended. But as men-

tioned multiple times previously it was deactivated for final data taking due to several

bugs causing it do trigger under non intended circumstances.

The HV system is part of an interlock, which tracks the following properties:

• detector temperature

• currents on HV lines

• TO BE IMPLEMENTED: gas pressure inside the detector 3

The detector temperature is measured at two points by PT1000 sensors. One of these is located on

the bottom side of the intermediate board (and thus ismore ameasure the the temperature surround-

ing the detector), while the second is located on the bottom side of the septemboard. The second is

the best possible measure for the temperature of the InGrids. However, there is still a PCB separat-

ing the sensor from the actual InGrids. This means there is probably a temperature difference of a

minimum of 10 °C between the measured value and the actual temperature of the InGrids.

Whenever the TOS is configured to use the FADC readout and control the HV (note: the two are

intertwined, since both sit in the same VME crate, which is controlled via a single USB connection),

a background process which monitors the temperature is started. If the temperature exceeds the

following boundaries
3The gas pressure inside the detector was intended to be added to the HV interlock as well, but also due to lack of time it

never was.
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0 °C ≤ 𝑇 ≤ 60 °C

on the lower side of the septemboard, the HV is shut down immediately. The lower bound is of

less practical value in a physical sense, but in case of sensor problems negative temperature values

may be reported. As the upper bound a value is taken at which sparks and general noise seen on the

pixels becomes noticeable.

The interlock currents at which the HV trips are already shown in tab. D.1. During ramp up of the

HV, these trip currents are set higher to avoid trips, while capacitors are being charged.

The gas pressure within the detector was intended to be included into the interlock system to

shut down the HV if the pressure inside the detector leaves a certain safe boundary, since this could

indicate a leak in the detector or an empty gas bottle.

D.5.2. Gas supply interlock

The gas supply is also part of an interlock system. In case of a window rupture the potential amount

of gas that might enter the vacuum system should be limited by electrovalves. Ideally the pressure

inside the detector had been included into the gas supply interlock. This could have made sure the

gas inlet and outlet are closed in case the pressure inside the detector drops (which might indicate a

leak somewhere or an empty gas bottle) or in case of rising pressure.

The latter is not as important though, because a pressure controller is already installed behind

the detector, which controls the flow such that the pressure stays at 1050mbar. While a failure of the

controller is thinkable, potentially leading to a pressure increase inside the detector, it is questionable

whether this could be dealt with using this interlock system. That is because the pressure sensor used

is part of the pressure controller.

Three electrovalves are placed on the gas line of the detector. One, 𝑉in, is outside of the building

next to the gas bottles (see fig. D.9(a)). The second valve 𝑉interlock is located right before the buffer

volume, next to the watercooling system, below the shielding platform, fig. D.9(b). The final elec-

trovalve 𝑉out is located after the pressure controller on a blue beam, which supports the optical table

below the telescope (see fig. D.9(c)). These valves are normally closed, i.e. in case of power loss they

automatically close. They are open if a voltage is applied to them.

The valves are connected to the pressure sensor 𝑃MM (see fig. D.2). The pressures to activate the

interlock system is defined by upper and lower thresholds asymmetrically. They are as follows:

𝑃MM, Gas enable ≤ 9.9 × 10−3mbar

and
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𝑃MM, Gas disable ≤ 2 × 10−2mbar

(a) Outside 𝑉in (b) Below 𝑉interlock (c) Output 𝑉out

Figure D.9.: (a): Location of the electrovalve 𝑉in located outside the building.(a): Location of the electrovalve

𝑉interlock next to the watercooling system below the shielding table.(a): Location of the electrovalve 𝑉out con-

nected to the beam supporting the optical table, on which the telescope is mounted.

D.5.3. CAST magnet interlock

The main CAST magnet interlock, as it is relevant to our detector, is as follows. The gate valve VT3

separating the magnet volume from the telescope volume is interlocked. Only if the vacuum in the

telescope volume is good enough, VT3 can be opened while the interlock is activated.

For this the pressure of 𝑃3 is considered relevant (cmp. fig. D.2). The upper and lower thresholds

which activate and deactivate the interlock are asymmetric and as follows:

𝑃3, VT3 enable ≤ 10−5mbar

while

𝑃3, VT3 disable ≤ 8 × 10−5mbar.

This is to make sure there can be no rapid toggling between the two states during pumping or

flushing the system.

D.6. CAST log files

The CAST experiment is controlled by a central computer running a slow control system written

in LabVIEW 4. It receives data from all sensors installed at CAST (vacuum pressures, temperatures,
4https://www.ni.com/labview
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magnet current, magnet position and so on). A separate LabVIEW program is responsible for con-

trolling themagnet position, either bymoving themagnet to a specific coordinate or by following the

Sun, if it is in reach of the magnet.

The slow control software records all sensor data and presents it in a multitude of graphs. All data

is also written to log files. There are two different kinds of log files of interest in the context of the

septemboard detector at CAST.

1. The general slow control log file is a versioned space separated values file (similar to a comma

separated value (CSV) or tab separated value (TSV) file, except using spaces as delimiters). The

filename contains the version number, which decides the columns contained in the file and

their order. A Version.idx file maps version numbers to file columns for easy access. These

slow control log files normally contain one entry every minute. For the Septemboard detector

of interest in this file are mainly themagnet current, relevant vacuum pressure sensors and the

state of the gate valve VT3.

2. The second kind of log files are the tracking log files. These are also space separated value files

with fields describing the pointing location of the magnet as well as whether the magnet is

currently tracking the Sun.

Both of these log files need to be read by the analysis software to decide whether one or multiple

trackings took place in a given background run and if so extract the exact start and end time for a

precise data splitting and calculation of background / solar tracking time.

Generally the latter log files are all that is needed to determine the existence of a solar tracking.

However, the slow control log file can be used as a further sanity check to make sure the gate valve

was actually open and the magnet under current during the solar tracking.

This is implemented in the cast_log_reader program part of TimepixAanlysis. See sec. O.1.11

for more details on the program.
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The following, table E.1, is a simplified table of the entire run list of data taken at CAST. It includes

the run numbers, the type of data (background b and 55Fe calibration c), as they split into each run

period. The starting and end times are given for each run. Additionally, the number of trackings in

each run as well as the total number of recorded events on the Septemboard and FADC is shown.

Run # Type Start End Length # trackings # frames # FADC

Run-2

76 b <2017-10-30 Mon 18:39> <2017-11-02 Thu 05:24> 2 days 10:44 1 88249 19856

77 b <2017-11-02 Thu 05:24> <2017-11-03 Fri 05:28> 1 days 00:03 1 36074 8016

78 b <2017-11-03 Fri 05:28> <2017-11-03 Fri 20:45> 0 days 15:17 1 23506 5988

79 b <2017-11-03 Fri 20:46> <2017-11-05 Sun 00:09> 1 days 03:22 1 40634 8102

80 b <2017-11-05 Sun 00:09> <2017-11-05 Sun 23:50> 0 days 23:40 1 35147 6880

81 b <2017-11-05 Sun 23:54> <2017-11-07 Tue 00:00> 1 days 00:06 1 35856 7283

82 b <2017-11-07 Tue 00:01> <2017-11-08Wed 15:58> 1 days 15:56 2 59502 12272

83 c <2017-11-08Wed 16:27> <2017-11-08Wed 17:27> 0 days 00:59 0 4915 4897

84 b <2017-11-08Wed 17:49> <2017-11-09 Thu 19:01> 1 days 01:11 1 37391 7551

85 b <2017-11-09 Thu 19:01> <2017-11-09 Thu 21:46> 0 days 02:45 0 4104 899

86 b <2017-11-09 Thu 21:47> <2017-11-11 Sat 02:17> 1 days 04:29 1 42396 9656

87 b <2017-11-11 Sat 02:17> <2017-11-12 Sun 14:29> 1 days 12:11 2 54786 15123

88 c <2017-11-12 Sun 14:30> <2017-11-12 Sun 15:30> 0 days 00:59 0 4943 4934

89 b <2017-11-12 Sun 15:30> <2017-11-13 Mon 18:27> 1 days 02:57 1 25209 6210

90 b <2017-11-13 Mon 19:14> <2017-11-14 Tue 20:24> 1 days 01:09 1 37497 8122

91 b <2017-11-14 Tue 20:24> <2017-11-15Wed 21:44> 1 days 01:20 1 37732 8108

92 b <2017-11-15Wed 21:45> <2017-11-17 Fri 19:18> 1 days 21:32 1 67946 14730

93 c <2017-11-17 Fri 19:18> <2017-11-17 Fri 20:18> 0 days 01:00 0 4977 4968

94 b <2017-11-17 Fri 20:48> <2017-11-19 Sun 02:34> 1 days 05:46 1 44344 9422

95 b <2017-11-19 Sun 02:35> <2017-11-23 Thu 10:41> 4 days 08:06 1 154959 33112

96 c <2017-11-23 Thu 10:42> <2017-11-23 Thu 17:43> 0 days 07:01 0 34586 34496

97 b <2017-11-23 Thu 17:43> <2017-11-26 Sun 01:41> 2 days 07:57 1 83404 18277

98 b <2017-11-26 Sun 01:42> <2017-11-26 Sun 21:18> 0 days 19:36 1 29202 6285

99 b <2017-11-26 Sun 21:18> <2017-11-28 Tue 06:46> 1 days 09:27 1 49921 10895

100 b <2017-11-28 Tue 06:46> <2017-11-29Wed 06:40> 0 days 23:53 1 35658 7841

101 b <2017-11-29Wed 06:40> <2017-11-29Wed 20:18> 0 days 13:37 1 20326 4203

102 c <2017-11-29Wed 20:19> <2017-11-29Wed 22:19> 0 days 02:00 0 9919 9898

103 b <2017-11-29Wed 22:26> <2017-12-01 Fri 06:46> 1 days 08:19 1 47381 7867

104 b <2017-12-01 Fri 06:47> <2017-12-02 Sat 06:48> 1 days 00:00 1 35220 5866

105 b <2017-12-02 Sat 06:48> <2017-12-03 Sun 06:39> 0 days 23:51 1 34918 5794

106 b <2017-12-03 Sun 06:40> <2017-12-04 Mon 06:54> 1 days 00:14 1 35576 6018

107 b <2017-12-04 Mon 06:54> <2017-12-04 Mon 13:38> 0 days 06:44 1 9883 1641

Continued on next page
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Continued from previous page

Run # Type Start End Length # trackings # frames # FADC

108 c <2017-12-04 Mon 13:39> <2017-12-04 Mon 17:39> 0 days 04:00 0 19503 19448

109 b <2017-12-04 Mon 17:47> <2017-12-05 Tue 11:20> 0 days 17:32 1 28402 8217

110 c <2017-12-05 Tue 11:20> <2017-12-05 Tue 13:20> 0 days 01:59 0 9804 9786

111 b <2017-12-05 Tue 13:23> <2017-12-05 Tue 16:17> 0 days 02:53 0 4244 644

112 b <2017-12-06Wed 14:50> <2017-12-10 Sun 06:46> 3 days 15:55 2 128931 19607

113 b <2017-12-10 Sun 06:46> <2017-12-11 Mon 06:49> 1 days 00:03 1 35100 5174

114 b <2017-12-11 Mon 06:50> <2017-12-11 Mon 18:33> 0 days 11:43 1 17111 2542

115 b <2017-12-11 Mon 18:36> <2017-12-12 Tue 20:58> 1 days 02:21 1 40574 9409

116 c <2017-12-12 Tue 20:59> <2017-12-12 Tue 22:59> 0 days 02:00 0 9741 9724

117 b <2017-12-12 Tue 23:56> <2017-12-13Wed 21:29> 0 days 21:33 1 31885 5599

118 c <2017-12-13Wed 21:30> <2017-12-13Wed 23:30> 0 days 02:00 0 9771 9748

119 b <2017-12-14 Thu 00:07> <2017-12-14 Thu 17:04> 0 days 16:57 1 25434 4903

120 c <2017-12-14 Thu 17:04> <2017-12-14 Thu 21:04> 0 days 04:00 0 19308 19261

121 b <2017-12-14 Thu 21:07> <2017-12-15 Fri 19:22> 0 days 22:14 1 33901 6947

122 c <2017-12-15 Fri 19:22> <2017-12-16 Sat 01:20> 0 days 05:57 0 29279 29208

123 b <2017-12-16 Sat 01:21> <2017-12-17 Sun 01:06> 0 days 23:45 1 34107 3380

124 b <2017-12-17 Sun 01:06> <2017-12-19 Tue 02:57> 2 days 01:50 2 71703 7504

125 b <2017-12-19 Tue 02:57> <2017-12-19 Tue 16:20> 0 days 13:22 1 19262 1991

126 c <2017-12-19 Tue 16:21> <2017-12-19 Tue 19:21> 0 days 02:59 0 14729 14689

127 b <2017-12-19 Tue 19:27> <2017-12-22 Fri 00:17> 2 days 04:50 1 75907 7663

128 c <2017-12-22 Fri 00:18> <2017-12-22 Fri 09:23> 0 days 09:05 0 44806 44709

145 c <2018-02-17 Sat 17:18> <2018-02-17 Sat 20:40> 0 days 03:22 0 16797 16796

146 b <2018-02-17 Sat 20:41> <2018-02-18 Sun 18:12> 0 days 21:30 1 32705 3054

147 c <2018-02-18 Sun 18:12> <2018-02-18 Sun 20:12> 0 days 01:59 0 10102 10102

148 b <2018-02-18 Sun 20:46> <2018-02-19 Mon 17:24> 0 days 20:37 1 31433 3120

149 c <2018-02-19 Mon 17:25> <2018-02-19 Mon 19:25> 0 days 02:00 0 9975 9975

150 b <2018-02-19 Mon 19:53> <2018-02-20 Tue 17:36> 0 days 21:42 1 33192 3546

151 c <2018-02-20 Tue 17:36> <2018-02-20 Tue 19:36> 0 days 01:59 0 9907 9907

152 b <2018-02-20 Tue 21:54> <2018-02-21Wed 18:05> 0 days 20:10 1 30809 3319

153 c <2018-02-21Wed 18:05> <2018-02-21Wed 20:05> 0 days 01:59 0 10103 10102

154 b <2018-02-21Wed 21:10> <2018-02-22 Thu 17:23> 0 days 20:12 1 30891 3426

155 c <2018-02-22 Thu 17:23> <2018-02-22 Thu 19:23> 0 days 02:00 0 9861 9861

156 b <2018-02-23 Fri 06:06> <2018-02-23 Fri 17:41> 0 days 11:35 1 17686 1866

157 c <2018-02-23 Fri 17:41> <2018-02-23 Fri 19:41> 0 days 01:59 0 9962 9962

158 b <2018-02-23 Fri 19:42> <2018-02-26 Mon 08:46> 2 days 13:03 1 93205 9893

159 c <2018-02-26 Mon 08:46> <2018-02-26 Mon 12:46> 0 days 04:00 0 19879 19878

160 b <2018-02-26 Mon 14:56> <2018-03-01 Thu 10:24> 2 days 19:28 1 103145 11415

161 c <2018-03-01 Thu 10:26> <2018-03-01 Thu 14:26> 0 days 04:00 0 19944 19943

162 b <2018-03-01 Thu 17:07> <2018-03-04 Sun 20:16> 3 days 03:08 3 114590 11897

163 c <2018-03-04 Sun 20:17> <2018-03-04 Sun 22:17> 0 days 02:00 0 10093 10093

164 b <2018-03-04 Sun 22:57> <2018-03-06 Tue 19:15> 1 days 20:18 2 67456 6488

165 c <2018-03-06 Tue 19:15> <2018-03-06 Tue 23:15> 0 days 04:00 0 19882 19879

166 b <2018-03-07Wed 00:50> <2018-03-07Wed 18:28> 0 days 17:38 1 26859 2565

167 c <2018-03-07Wed 18:29> <2018-03-07Wed 20:29> 0 days 02:00 0 9938 9938

168 b <2018-03-07Wed 20:37> <2018-03-13 Tue 16:54> 5 days 20:16 0 213545 20669

169 c <2018-03-13 Tue 16:55> <2018-03-13 Tue 22:55> 0 days 06:00 0 29874 29874

170 b <2018-03-13 Tue 23:19> <2018-03-14Wed 21:01> 0 days 21:42 1 33098 3269

171 c <2018-03-14Wed 21:01> <2018-03-14Wed 23:01> 0 days 02:00 0 9999 9999

Continued on next page
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Run # Type Start End Length # trackings # frames # FADC

172 b <2018-03-14Wed 23:06> <2018-03-15 Thu 17:57> 0 days 18:50 1 28649 2773

173 c <2018-03-15 Thu 17:59> <2018-03-15 Thu 19:59> 0 days 01:59 0 9898 9897

174 b <2018-03-15 Thu 20:39> <2018-03-16 Fri 16:27> 0 days 19:48 1 30163 2961

175 c <2018-03-16 Fri 16:28> <2018-03-16 Fri 18:28> 0 days 01:59 0 10075 10075

176 b <2018-03-16 Fri 18:35> <2018-03-17 Sat 20:55> 1 days 02:19 1 40084 3815

177 c <2018-03-17 Sat 20:55> <2018-03-17 Sat 22:55> 0 days 01:59 0 9967 9966

178 b <2018-03-17 Sat 23:31> <2018-03-22 Thu 17:40> 4 days 18:09 5 174074 17949

179 c <2018-03-22 Thu 17:41> <2018-03-22 Thu 19:41> 0 days 01:59 0 9887 9887

180 b <2018-03-22 Thu 20:47> <2018-03-24 Sat 18:10> 1 days 21:22 1 69224 7423

181 c <2018-03-24 Sat 18:10> <2018-03-24 Sat 22:10> 0 days 04:00 0 20037 20036

182 b <2018-03-24 Sat 23:32> <2018-03-26 Mon 19:46> 1 days 19:14 2 65888 6694

183 c <2018-03-26 Mon 19:47> <2018-03-26 Mon 23:47> 0 days 03:59 0 20026 20026

184 b <2018-03-27 Tue 00:32> <2018-03-30 Fri 14:18> 3 days 13:45 0 130576 12883

185 c <2018-03-30 Fri 14:18> <2018-03-30 Fri 18:18> 0 days 03:59 0 19901 19901

186 b <2018-03-30 Fri 19:03> <2018-04-11Wed 16:03> 11 days 21:00 0 434087 42830

187 c <2018-04-11Wed 16:04> <2018-04-11Wed 20:04> 0 days 04:00 0 19667 19665

188 b <2018-04-11Wed 20:53> <2018-04-17 Tue 10:53> 5 days 14:00 0 204281 20781

Run-3

239 c <2018-10-20 Sat 18:31> <2018-10-20 Sat 20:31> 0 days 02:00 0 9565 9518

240 b <2018-10-21 Sun 14:54> <2018-10-22 Mon 16:15> 1 days 01:21 1 38753 4203

241 c <2018-10-22 Mon 16:16> <2018-10-22 Mon 18:16> 0 days 02:00 0 9480 9426

242 b <2018-10-22 Mon 18:44> <2018-10-23 Tue 22:08> 1 days 03:24 1 41933 4843

243 c <2018-10-23 Tue 22:09> <2018-10-24Wed 00:09> 0 days 01:59 0 9488 9429

244 b <2018-10-24Wed 00:32> <2018-10-24Wed 19:24> 0 days 18:52 1 28870 3317

245 c <2018-10-24Wed 19:25> <2018-10-24Wed 21:25> 0 days 01:59 0 9573 9530

246 b <2018-10-24Wed 21:59> <2018-10-25 Thu 16:18> 0 days 18:18 1 27970 2987

247 c <2018-10-25 Thu 16:19> <2018-10-25 Thu 18:19> 0 days 01:59 0 9389 9334

248 b <2018-10-25 Thu 18:25> <2018-10-26 Fri 22:29> 1 days 04:04 1 42871 4544

249 c <2018-10-26 Fri 22:30> <2018-10-27 Sat 00:30> 0 days 02:00 0 9473 9431

250 b <2018-10-27 Sat 01:31> <2018-10-27 Sat 22:26> 0 days 20:54 1 31961 3552

251 c <2018-10-27 Sat 22:26> <2018-10-28 Sun 00:26> 0 days 01:59 0 9551 9503

253 c <2018-10-28 Sun 19:18> <2018-10-28 Sun 21:39> 0 days 02:20 0 11095 11028

254 b <2018-10-28 Sun 21:40> <2018-10-29 Mon 23:03> 1 days 01:23 1 38991 4990

255 c <2018-10-29 Mon 23:03> <2018-10-30 Tue 01:03> 0 days 02:00 0 9378 9330

256 b <2018-10-30 Tue 01:49> <2018-10-31Wed 22:18> 1 days 20:29 1 68315 8769

257 c <2018-10-31Wed 22:19> <2018-11-01 Thu 00:19> 0 days 01:59 0 9648 9592

258 b <2018-11-01 Thu 00:20> <2018-11-01 Thu 16:15> 0 days 15:55 1 24454 3103

259 c <2018-11-01 Thu 16:16> <2018-11-01 Thu 17:31> 0 days 01:14 0 5900 5864

260 c <2018-11-01 Thu 17:39> <2018-11-01 Thu 19:09> 0 days 01:30 0 7281 7251

261 b <2018-11-01 Thu 19:39> <2018-11-04 Sun 15:23> 2 days 19:43 3 103658 12126

262 c <2018-11-04 Sun 15:24> <2018-11-04 Sun 21:24> 0 days 05:59 0 28810 28681

263 b <2018-11-05 Mon 00:35> <2018-11-05 Mon 20:28> 0 days 19:52 1 30428 3610

264 c <2018-11-05 Mon 20:28> <2018-11-05 Mon 22:28> 0 days 01:59 0 9595 9544

265 b <2018-11-05 Mon 22:52> <2018-11-07Wed 22:14> 1 days 23:21 1 72514 8429

266 c <2018-11-07Wed 22:14> <2018-11-08 Thu 00:14> 0 days 01:59 0 9555 9506

267 b <2018-11-08 Thu 02:05> <2018-11-08 Thu 06:54> 0 days 04:48 0 7393 929

268 b <2018-11-09 Fri 06:15> <2018-11-09 Fri 17:20> 0 days 11:04 1 16947 1974

269 c <2018-11-09 Fri 17:20> <2018-11-09 Fri 21:20> 0 days 04:00 0 19382 19302

Continued on next page
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Run # Type Start End Length # trackings # frames # FADC

270 b <2018-11-09 Fri 21:27> <2018-11-11 Sun 21:02> 1 days 23:34 2 72756 8078

271 c <2018-11-11 Sun 21:03> <2018-11-11 Sun 23:46> 0 days 02:43 0 13015 12944

272 b <2018-11-12 Mon 00:09> <2018-11-14Wed 19:07> 2 days 18:58 3 102360 11336

273 c <2018-11-14Wed 19:08> <2018-11-14Wed 21:08> 0 days 01:59 0 9535 9471

274 b <2018-11-14Wed 21:28> <2018-11-17 Sat 18:14> 2 days 20:45 3 105187 12101

275 c <2018-11-17 Sat 18:14> <2018-11-17 Sat 20:57> 0 days 02:43 0 13179 13116

276 b <2018-11-17 Sat 22:08> <2018-11-22 Thu 02:26> 4 days 04:17 2 153954 19640

277 c <2018-11-22 Thu 02:26> <2018-11-22 Thu 16:14> 0 days 13:48 0 66052 65749

278 b <2018-11-22 Thu 16:14> <2018-11-23 Fri 10:51> 0 days 18:36 0 28164 3535

279 b <2018-11-24 Sat 10:51> <2018-11-26 Mon 14:58> 2 days 04:07 2 79848 9677

280 c <2018-11-26 Mon 14:59> <2018-11-26 Mon 18:59> 0 days 04:00 0 19189 19112

281 b <2018-11-26 Mon 19:02> <2018-11-28Wed 18:07> 1 days 23:04 1 72230 8860

282 c <2018-11-28Wed 18:07> <2018-11-28Wed 20:51> 0 days 02:43 0 12924 12860

283 b <2018-11-28Wed 22:31> <2018-12-01 Sat 14:38> 2 days 16:07 3 98246 11965

284 c <2018-12-01 Sat 14:39> <2018-12-01 Sat 18:39> 0 days 03:59 0 19017 18904

285 b <2018-12-01 Sat 19:06> <2018-12-03 Mon 19:39> 2 days 00:33 2 74405 8887

286 c <2018-12-04 Tue 15:57> <2018-12-04 Tue 17:57> 0 days 02:00 0 9766 9715

287 b <2018-12-04 Tue 19:07> <2018-12-05Wed 15:08> 0 days 20:01 1 30598 3393

288 c <2018-12-05Wed 17:28> <2018-12-05Wed 19:28> 0 days 02:00 0 9495 9443

289 b <2018-12-05Wed 23:07> <2018-12-06 Thu 19:11> 0 days 20:03 1 30629 3269

290 c <2018-12-06 Thu 19:11> <2018-12-06 Thu 21:11> 0 days 02:00 0 9457 9394

291 b <2018-12-06 Thu 23:14> <2018-12-08 Sat 13:39> 1 days 14:24 2 58602 6133

292 c <2018-12-08 Sat 13:39> <2018-12-08 Sat 15:39> 0 days 02:00 0 9475 9426

293 b <2018-12-08 Sat 17:42> <2018-12-10 Mon 21:50> 2 days 04:07 1 79677 8850

294 c <2018-12-10 Mon 21:50> <2018-12-10 Mon 23:50> 0 days 02:00 0 9514 9467

295 b <2018-12-11 Tue 00:54> <2018-12-11 Tue 20:31> 0 days 19:37 1 29981 3271

296 c <2018-12-11 Tue 20:31> <2018-12-11 Tue 22:31> 0 days 02:00 0 9565 9517

297 b <2018-12-12Wed 00:14> <2018-12-13 Thu 18:30> 1 days 18:15 2 68124 12530

298 b <2018-12-13 Thu 18:39> <2018-12-15 Sat 06:41> 1 days 12:01 1 53497 0

299 b <2018-12-15 Sat 06:43> <2018-12-15 Sat 18:13> 0 days 11:29 1 17061 0

300 c <2018-12-15 Sat 18:38> <2018-12-15 Sat 20:38> 0 days 02:00 0 9466 9415

301 b <2018-12-15 Sat 21:34> <2018-12-17 Mon 14:17> 1 days 16:43 2 62454 7751

302 c <2018-12-17 Mon 14:18> <2018-12-17 Mon 16:18> 0 days 01:59 0 9616 9577

303 b <2018-12-17 Mon 16:52> <2018-12-18 Tue 16:41> 0 days 23:48 1 36583 4571

304 c <2018-12-19Wed 09:33> <2018-12-19Wed 11:33> 0 days 01:59 0 9531 9465

306 b <2018-12-20 Thu 06:55> <2018-12-20 Thu 11:53> 0 days 04:58 1 7546 495

Table E.1.: List of all runs recorded with the Septemboard detector during Run-2 and Run-3 at CAST. The run

type is listed as b: background with possible tracking and c: calibration with the 55Fe source.
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F. Detector behavior over time Appendix

In section 10.2 we covered themedian charge and energies of clusters in the background and calibra-

tion data. Here in the appendix we present a few additional plots. First, in sec. F.1 are the equivalent

figures to fig. 10.5 for other time periods. The goodness-of-fit tests mentioned in sec. 10.2 for the

selection of the best interval length are shown as well. In sec. F.2 we have the equivalent figures to

fig. 10.4 for the other run periods.

F.1. Choice of gas gain binning time interval

The following figures show the behavior of the different time intervals for the choice of ’ideal’ gas gain

time binning for all run periods (not in the sense of Run-2 and Run-3, but those split by significant off

time). In addition fig. F.2 shows the results of applying a range of goodness of fit tests to the cluster

data (we use a plot and not a table for easier visual parsing).

Note that the repository of this thesis contains evenmore figures related to this in the Figs/behavior_over_time

directory.
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Different interval lengths for the gas gain computation in minutes
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Figure F.1.: Kernel density estimation of the median energies split by the somewhat distinct run periods and

the time intervals used. A KDE instead of a histogram is used as the binning has too large of an impact for the

dataset.
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Figure F.2.: Comparison of the different time intervals in each run period using a set of different goodness of

fit tests. The 45min interval seems optimal in the 30/10/2017 period, but worse in others. The 90min interval

is average in most cases.
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F.1. Choice of gas gain binning time interval

Gas gain interval lengths in minutes, data starting 17/02/2018
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Figure F.3.: Equivalent plot to fig. 10.5 for data from Feb 2018 to Apr 2018. Ridgeline plot of a kernel density

estimation (bandwidth based on Silverman’s rule of thumb) of the median cluster energies split by the used

time intervals. The overlap of the individual ridges is for easier visual comparison and a KDE was selected

over a histogram due to strong binning dependence of the resulting histograms.
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F. Detector behavior over time Appendix

Gas gain interval lengths in minutes, data starting 21/10/2018
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Figure F.4.: Equivalent plot to fig. 10.5 for data from Oct 2018 to Dec 2018. Ridgeline plot of a kernel density

estimation (bandwidth based on Silverman’s rule of thumb) of the median cluster energies split by the used

time intervals. The overlap of the individual ridges is for easier visual comparison and a KDE was selected

over a histogram due to strong binning dependence of the resulting histograms.
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F.2. Correlation of gas gain and ambient CAST temperature

F.2. Correlation of gas gain and ambient CAST temperature

Let’s look at the rest of the data not shown in sec. 10.2.1. First in fig. F.5 we see the same plot as fig.

10.4, but only for Run-2 data from 2017. The anti-correlation is not quite visible here, instead in parts

it seems like the expected correlation of temperature and gas gain is visible. Fig. F.6 is the data for

Feb 2018 to Apr 2018. Here there seems to be some of the anti correlation, but less than in the Run-3

data presented in the main of the discussion. Finally, fig. F.7 shows the gas gain of the center chip

plotted directly against the ambient temperature at CAST as a scatter plot. Here the anti correlation

becomes very visible as a global trend.
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Figure F.5.: Normalized data for Run-2 (only 2017) of the temperature sensors from the CAST slow control log files compared to the behavior of the mean peak

position in the 55Fe pixel spectra (black points), the recovered temperature values recorded during each solar tracking (blue points) and the gas gain values computed

based on 90min of data for each chip (smaller points using Viridis color scale). The shift log temperatures nicely follow the trend of the general temperatures. In

this period no real anti-correlation is visible. Instead in parts it looks like the expected proportionality between temperature and gas gain appears.
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Figure F.6.: Normalized data for Run-2 (only Feb. to Apr. of 2018) of the temperature sensors from the CAST slow control log files compared to the behavior of the

mean peak position in the 55Fe pixel spectra (black points), the recovered temperature values recorded during each solar tracking (blue points) and the gas gain

values computed based on 90min of data for each chip (smaller points using Viridis color scale). The shift log temperatures nicely follow the trend of the general

temperatures. Here the anti correlation seems to be visible in some parts, but also less extreme than in the end of 2018 Run-3 data, presented in the main section.333



F. Detector behavior over time Appendix

Gas gain (90 min slices) vs ambient T at CAST (center chip)
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Figure F.7.: Gas gains of the center chip (by 90min time slices) against the ambient temperature at CAST. As a

general trend the anti correlation is very visible. Also visible though is that for the 2017 Run-2 data that effect

does not really appear.
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G. CAST Detector Lab data Appendix

In this appendix we present additional plots of the CAST Detector Lab (CDL) data taking campaign,

as introduced in sec. 11.2. First in sec. G.1 plots of all CDL runs by their target and filter combination,

both for the pixel and charge spectrum, can be found, split by each run. Sec. G.2 then contains all

figures equivalent to fig. 11.4 for all the different runs (both as pixel and charge spectrum).

G.1. All spectra split by run

The plots in this section are useful to see the variation visible for one target/filter combination be-

tween different runs. In theory the peaks should always be at the same pixel / charge value, but in

reality for some targets they vary significantly between runs. This is the main motivator to treat the

data on a ’run-by-run’ basis.

Cleaned data of & hits C-EPIC-0.6kV split by run

0 20 40 60
0

100

200

300

400

500

600

700

800

Number of pixels

co
un
t runNumber

342

343

(a) Pixel spectrum

Cleaned data of & charge C-EPIC-0.6kV split by run

0 50000 1e+05 1.5e+05
0

200

400

600

800

1000

1200

1400

Charge [e⁻]

co
un
t runNumber

342

343

(b) Charge spectrum

Figure G.1.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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Cleaned data of & hits Cu-EPIC-0.9kV split by run
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(b) Charge spectrum

Figure G.2.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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(b) Charge spectrum

Figure G.3.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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Figure G.4.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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G.1. All spectra split by run
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(b) Charge spectrum

Figure G.5.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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Figure G.6.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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Figure G.7.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.

337



G. CAST Detector Lab data Appendix

Cleaned data of & hits Cu-Ni-15kV split by run

0 200 400 600 800
0
10
20
30
40
50
60
70
80
90
100

Number of pixels

co
un
t

runNumber

319

320

345

(a) Pixel spectrum

Cleaned data of & charge Cu-Ni-15kV split by run

0 1e+06 2e+06 3e+06
0

50

100

150

200

250

Charge [e⁻]

co
un
t

runNumber

319

320

345

(b) Charge spectrum

Figure G.8.: Pixel spectra, (a), and charge spectra, (b), of the raw data split by the data taking run.
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G.2. All CDL spectra with line fits by run

G.2. All CDL spectra with line fits by run

The plots in this section are the raw and cleaned pixel and charge spectra for each target/filter com-

bination, split by run. Any missing parameter indicates it was fixed. For lines with an explicit ’fixed’,

all parameters were fixed.
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Figure G.9.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ti-Ti-9kV dataset for run 349.
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Figure G.10.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ti-Ti-9kV dataset for run 326.
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Figure G.11.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ti-Ti-9kV dataset for run 325.
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Figure G.12.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Mn-Cr-12kV dataset for run 347.
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Figure G.13.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Mn-Cr-12kV dataset for run 323.
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Figure G.14.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Mn-Cr-12kV dataset for run 315.
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Figure G.15.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-Ni-15kV dataset for run 345.
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Figure G.16.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-Ni-15kV dataset for run 320.
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Figure G.17.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-Ni-15kV dataset for run 319.
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Figure G.18.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-EPIC-2kV dataset for run 337.
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Figure G.19.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-EPIC-2kV dataset for run 336.
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Figure G.20.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-EPIC-2kV dataset for run 335.
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Figure G.21.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-EPIC-0.9kV dataset for run 340.
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Figure G.22.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Cu-EPIC-0.9kV dataset for run 339.

343



G. CAST Detector Lab data Appendix
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Figure G.23.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

C-EPIC-0.6kV dataset for run 343.
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Figure G.24.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

C-EPIC-0.6kV dataset for run 342.
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Figure G.25.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Al-Al-4kV dataset for run 333.
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G.2. All CDL spectra with line fits by run

target: Al-Al-4kV, run: 332
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Figure G.26.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Al-Al-4kV dataset for run 332.
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(a) Pixel spectrum
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Figure G.27.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ag-Ag-6kV dataset for run 351.
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Figure G.28.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ag-Ag-6kV dataset for run 329.
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Figure G.29.: Pixel spectrum, (a), and charge spectrum, (b), including fit parameters, raw and cut data of the

Ag-Ag-6kV dataset for run 328.
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H. CAST Detector Lab variations and fitting by
run Appendix

The main difference between how the CAST detector lab data is treated in [134] and in this thesis

is that here we treat each data taking run of the CDL data as one unit, instead of all data for one

target/filter combination. This is mainly due to the strong detector variation in the gas gain during

the CDL data taking. As such it is not possible to fit the spectra when combining all data from all

runs for a single target/filter combination. In the extreme cases (Cu − Ni for example) this leads to

visibly two main peaks in the charge spectrum. Each run is fit separately. The one question about

this approach is whether the cluster properties are stable under gas gain changes. Sec. H.1 shows

that this is indeed the case.

H.1. Influence of gas gain variations on cluster properties

The following figures are ridgeline plots of all relevant cluster properties as introduced in sec. 8.4.2.

For each plot and each property all CDL runs are shown as kernel density estimations. Outside the

number of hits and total charge in a cluster (which are expected to vary with gas gain of course) the

properties remain stable even in the cases that vary strongly.
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H. CAST Detector Lab variations and fitting by run Appendix
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Figure H.1.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: C-EPIC-0.6kV
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Figure H.2.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Cu-EPIC-0.9kV
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H.1. Influence of gas gain variations on cluster properties
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Figure H.3.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Cu-EPIC-2kV
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Figure H.4.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Al-Al-4kV
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Figure H.5.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Ag-Ag-6kV
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Figure H.6.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Ti-Ti-9kV
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H.1. Influence of gas gain variations on cluster properties

Mn-Cr-12kV, all InGrid properties in arbitrary units: x/max(x)
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Figure H.7.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Mn-Cr-12kV
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Figure H.8.: Ridgeline plot of kernel density estimations of all cluster properties split by each CDL run. Tar-

get/filter: Cu-Ni-15kV
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I. Morphing of CDL reference spectra Appendix

This appendix contains further figures about the interpolation of the reference distributions entering

the likelihood method as discussed in sec. 11.2.6 and sec. 11.2.7. Fig. I.1 directly shows the impact

of interpolating the reference distributions on the likelihood values (colored points for each different

target/filter combination) and the cut value (black line). Both the points and the cut values become

smoother utilizing the interpolation. Note that even the interpolation is not perfectly smooth, as the

underlying reference data is still binned to a histogram.

Further, section I.1 contains tilemaps of the not interpolated reference data for each dataset and

sec. I.2 shows the fully interpolated space for each dataset. Finally, sec. I.3 contains the histograms

of the binwise linear interpolations where for each ridge one dataset is skipped.

See the extended thesis for the development notes of the interpolation technique, including differ-

ent approaches (e.g. binwise spline interpolation instead of linear interpolation).
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Figure I.1.: lnℒ values for all the cleaned CDL cluster data against the energy of the cluster. Left is the binwise

linear interpolation and right is the calculation using the old [134] approach of fixed energy intervals. The bin

wise linear interpolation helps to provide a smoother description of the lnℒ data.

353



I. Morphing of CDL reference spectra Appendix

I.1. Tilemap of each likelihood dataset

The tilemaps shown here should be compared to the resulting raster plots of the next section, sec.

I.2. For each dataset entering the likelihood method the reference distribution computed for each

target/filter combination is spread over its applicable energy range. In the plots the colormap is the

height of the distribution. The fluorescence lines are indicated that define the X-ray energy of each

target. This illustrates how a cluster energy is mapped to a probability from each of the 8 target/filter

distributions. The distinct jump in the distributions is visible in the form of a cut along the horizontal

axis at different energies.
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Figure I.2.: Tilemap of the eccentricity dataset against energy. The colormap corresponds to the height of the

eccentricity distribution at that point. Along the energy axis the data is constant within the applicable energy

range of the target/filter kind. The energy of each fluorescence line is indicated.
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I.1. Tilemap of each likelihood dataset

Tilemap of CDL data for fractionInTransverseRms
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Figure I.3.: Tilemap of the fractionInTransverseRms dataset against energy. The colormap corresponds to the

height of the fractionInTransverseRms distribution at that point. Along the energy axis the data is constant

within the applicable energy range of the target/filter kind. The energy of each fluorescence line is indicated.
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Figure I.4.: Tilemap of the lengthDivRmsTrans dataset against energy. The colormap corresponds to the height

of the lengthDivRmsTrans distribution at that point. Along the energy axis the data is constant within the

applicable energy range of the target/filter kind. The energy of each fluorescence line is indicated.
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I. Morphing of CDL reference spectra Appendix

I.2. Interpolation of each likelihood dataset

In contrast to the plots of the previous section, sec. I.1 all plots of the different datasets entering

the likelihood method here show the distribution in property / energy space after binwise linear

interpolation. Compared to the previous plots it results in a smooth transition over the entire energy

range.
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Figure I.5.: Raster plot of the eccentricity dataset against energy after binwise linear interpolation. The col-

ormap corresponds to the height of the eccentricity distribution at that point. The energy of each fluorescence

line is indicated.
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I.2. Interpolation of each likelihood dataset

Linearly interpolated CDL data
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Figure I.6.: Raster plot of the fractionInTransverseRms dataset against energy after binwise linear interpola-

tion. The colormap corresponds to the height of the fractionInTransverseRms distribution at that point. The

energy of each fluorescence line is indicated.
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Figure I.7.: Raster plot of the lengthDivRmsTrans dataset against energy after binwise linear interpolation.

The colormap corresponds to the height of the lengthDivRmsTrans distribution at that point. The energy of

each fluorescence line is indicated.
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I. Morphing of CDL reference spectra Appendix

I.3. Binwise linear interpolations for each likelihood dataset

The figures in this section show the binwise linear interpolation by skipping the dataset in each ridge

and interpolating using the nearest neighbors above/below in energy. These are the same as shown

in fig. 11.8(a) for all three datasets (i.e. fig. I.9 is the same). As mentioned in the main text, skipping

the dataset at each ridge means the interpolation errors are much larger than used in practice (as

shown in the previous section I.2).
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Figure I.8.: Binwise linear interpolation of the eccentricity dataset skipping the target/filter dataset being in-

terpolated.
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I.3. Binwise linear interpolations for each likelihood dataset
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Figure I.9.: Binwise linear interpolation of the fractionInTransverseRms dataset skipping the target/filter

dataset being interpolated.
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Figure I.10.: Binwise linear interpolation of the lengthDivRmsTrans dataset skipping the target/filter dataset

being interpolated.
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J. Occupancy maps Appendix

In this appendix we find a few plots of the entire Septemboard activity during the CAST Run-2 and

Run-3 campaigns. For each a plot of the raw pixel activity in the form of counts (howmany times was

each pixel activated) and in the form of summing the Time over Threshold (ToT) values is shown.

In both cases the color scale is cut to the 95th percentile of the data for better visibility. In each plot

small regions that see infrequent sparks show up. Different chips have different amounts of activity,

due to imperfect calibrations, in particular of the 6 outer chips.

J.1. Run-2
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J. Occupancy maps Appendix

Run-2 CAST data occupancy (by count) cut to 95-th percentile
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Figure J.1.: Occupancy maps of the Septemboard during the Run-2 data taking campaign at CAST based on

the raw pixel activity counts. Color scale saturates at 95th percentile of all data. Some regions with sparks are

visible. Top right chip on the left edge and bottom right, center right chip bottom left and bottom right chip in

multiple spots. Generally activity is slightly different between chips, due to different threshold calibrations.
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J.1. Run-2

Run-2 CAST data occupancy (by charge) cut to 95-th percentile
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Figure J.2.: Occupancymaps of the Septemboard during the Run-2 data taking campaign at CAST based on the

sum of raw pixel ToT values. Color scale saturates at 95th percentile of all data. Any pixel activity exceeding

ToT > 1000 are filtered out.
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J.2. Run-3

Run-3 CAST data occupancy (by count) cut to 95-th percentile
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Figure J.3.: Occupancy maps of the Septemboard during the Run-3 data taking campaign at CAST based on

the raw pixel activity counts. Color scale saturates at 95th percentile of all data. Less spark activity visible than

in Run-2. Differing levels of activity are still visible.

364
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Run-3 CAST data occupancy (by charge) cut to 95-th percentile
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Figure J.4.: Occupancymaps of the Septemboard during the Run-3 data taking campaign at CAST based on the

sum of raw pixel ToT values. Color scale saturates at 95th percentile of all data. Any pixel activity exceeding

ToT > 1000 are filtered out.
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K. FADC Appendix

This appendix contains a few extra figures about the FADC signals. Sec. K.1 contains additional

figures – similar to fig. 11.20 used in the main thesis – about the distribution of rise and fall times.

Sec. K.2 contains more specifics related to the FADC veto. In the context of the FADC veto in the

main body the expected cluster size is mentioned, which is supported by a figure in sec. K.3.

K.1. FADC rise and fall time

These figures show a few extra figures of the FADC signal rise and fall times comparing the 55Fe cal-

ibration data with background data, for Run-2 and Run-3 of the CAST data taking campaign. In the

Run-2 figures more variation is visible, due to the different FADC amplifier settings. These are sim-

ilar (and include) fig. 11.20 shown in the main body. See in particular figures K.5 and K.6 for the

impact of the rise and fall time based on the different settings. The fall time figures show that the

difference between signal and background is not very pronounced. This is expected, as the fall times

are dominated by the resistor-capacitor behavior of the circuit.
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FADC signal riseTime in ⁵⁵Fe vs background data in Run-2
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Figure K.1.: KDE of the rise time of the FADC signals in the 55Fe and background data of the CAST Run-

2 dataset. The X-ray data is a single peak with a mean of about 70 ns while the background distribution is

extremely wide, motivating a veto based on this data.

FADC signal riseTime in ⁵⁵Fe vs background data in Run-3
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Figure K.2.: KDE of the rise time of the FADC signals in the 55Fe and background data of the CAST Run-

3 dataset. The X-ray data is a single peak with a mean of about 55 ns while the background distribution is

extremely wide, motivating a veto based on this data.
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K.1. FADC rise and fall time

FADC signal fallTime in ⁵⁵Fe vs background data in Run-2
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Figure K.3.: KDE of the rise time of the FADC signals in the 55Fe and background data of the CAST Run-2

dataset. Difference in the two signal types is negligible. Multi-peak structure is due to different FADC settings,

see fig. K.5.

FADC signal fallTime in ⁵⁵Fe vs background data in Run-3
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Figure K.4.: KDE of the fall time of the FADC signals in the 55Fe and background data of the CAST Run-3

dataset. Difference in the two signal types is negligible.
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riseTime of different FADC settings used
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Figure K.5.: KDE of the rise time of the FADC signals in the 55Fe data of Run-2 split by the different FADC

settings.

fallTime of different FADC settings used
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Figure K.6.: KDE of the fall time of the FADC signals in the 55Fe data of Run-2 split by the different FADC

settings. Impact on the fall time is more pronounced than on the rise time above.
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K.2. FADC veto

K.2. FADC veto

Only briefly mentioned in sec. 11.5.2 is the addition of a cut on the skewness of the FADC signal,

namely a skewness < −0.4. Fig. K.7 shows the FADC signal rise times of all events in Run-2 and fig.

K.8 for Run-3 against the skewness of the signal (i.e. a measure of how one sided the signal is due

to the negative from baseline shape of a single FADC pulse). The color scale indicates whether the

event is considered ’noisy’ by our noise filter.

We can see the majority of all noise events above skewness values of ≥ 0.4, roughly. There are

pockets of non-noisy events above this skewness value, in particular rise times of 180 to 210 and

skewness −0.7 to 0.3 in Run-2. Events in this range were inspected by eye (see extended thesis).

They contain other noisy events not registered by the noise filter and certain types of multi cluster

events resulting in peculiar shapes.

Finally, fig. K.9 shows the achievable signal efficiencies against background suppression as a func-

tion of the rise time. In this case only the upper range is cut (in practice the cut is symmetric on lower

and upper end). This illustrates the efficiency of the FADCvetowithout any additional detector parts.

At our used 99% upper range cut the background is suppressed to about 60% of the full background

in the energy range of the 55Fe photopeak.
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Figure K.7.: Scatter plot of all FADC events in Run-2 of the rise time of each event against the skewness.

Colorcoded is whether each event is considered noisy by our noise filter.
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Figure K.8.: Scatter plot of all FADC events in Run-3 of the rise time of each event against the skewness.

Colorcoded is whether each event is considered noisy by our noise filter.

FADC rise time cut (only upper) efficiency in Run-3
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Figure K.9.: Signal efficency achievable using only the FADC veto for 55Fe calibration data by cutting on the

rise time (only the upper end) compared to the corresponding background suppression (for Run-3 data).
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K.3. Expected cluster size

K.3. Expected cluster size

While not strictly speaking FADC data, the expected size of clusters was mentioned in sec. 11.5.2 to

be about 6mm in length for 55Fe calibration data. This is shown in fig. K.10.

Dataset: length for run 83..187, chip 3 in range: (low: -0.0, high: 14.5), region:
crSilver, rmsTransverse: [0.10, 1.10], applyAll: true, # entries: 224133
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Figure K.10.: Cluster lengths in millimeter of 55Fe calibration data during the Run-2 data taking campaign.

These 5.9 keV clusters peak at around 5.5mm in length with significant drop in statistics from 6mm.
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L. Raw data and background rates Appendix

In this appendix we find a few more figures and numbers about the background rates and a com-

parison to the raw data rates. Fig. L.1 shows the raw data rate of the full center chip of the entire

CAST data taking campaign in the same units as used for the normal background rate plots. The

background increases towards low energies, but a hump is visible in the 2 to 3 keV range, matching

the expected energies for muon tracks. The rates are roughly four orders of magnitude larger than

the best achieved background rates.
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Figure L.1.: All CAST data of the entire center chip without any classifier or other cuts. Uses the same units

as all background plots for easier comparison.

Further, in sec. L.1 we find background rates not only for the 5 × 5mm² region, but for the entire

center chip. Both to compare with fig. L.1 as well as to get a better idea of the efficiency of the vetoes.

L.1. Background rates over full chip

Fig. L.2 shows the effect of the different vetoes over the entire chip using the lnℒ method at 80%

software efficiency as a base. It better highlights the efficiency of some vetoes, for example the FADC
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veto is more effective over the entire chip, than in the center 5 × 5mm² region alone (compare

with fig. 11.21). Of course, the septem and line vetoes are even more efficient over the entire chip,

as expected and previously seen in the form of the background suppression plots (for example fig.

11.29).

Fig. L.3 shows how the different software efficiencies affect the background rate comparing differ-

ent lnℒ and MLP efficiencies including all vetoes.

Finally, tab. L.1 shows the mean background rates over the entire chip for all considered lnℒ and

MLP veto setups in the energy range 0.2 to 8 keV. It is the equivalent of tab. 11.8 for the full chip.

Background rate from CAST data over entire chip, lnL@80% incl. vetoes
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Figure L.2.: Background rate over the entire center chip of all CAST data, comparing the lnℒ cut method at

80% software efficiency without any vetoes with each veto setup (vetoes are additive again).
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L.1. Background rates over full chip

Classifier 𝜀eff Scinti FADC Septem Line 𝜀total Rate [keV−1 cm−2 s−1]

MLP 0.865 true true true true 0.621 1.736(31) × 10−5

MLP 0.912 true true true true 0.655 2.264(36) × 10−5

LnL 0.700 true true true true 0.503 2.546(38) × 10−5

LnL 0.800 true true true true 0.574 3.301(43) × 10−5

MLP 0.957 true true true true 0.687 3.555(45) × 10−5

LnL 0.900 true true true true 0.646 4.513(51) × 10−5

MLP 0.865 true true false true 0.729 4.900(53) × 10−5

LnL 0.800 true true true false 0.615 5.482(56) × 10−5

MLP 0.983 true true true true 0.706 5.792(57) × 10−5

MLP 0.912 true true false true 0.769 6.258(60) × 10−5

LnL 0.700 true true false true 0.590 6.595(61) × 10−5

LnL 0.800 true true false true 0.674 8.429(69) × 10−5

MLP 0.957 true true false true 0.807 9.120(72) × 10−5

LnL 0.900 true true false true 0.759 1.1070(79) × 10−4

MLP 0.983 true true false true 0.829 1.3448(87) × 10−4

MLP 0.865 false false false false 0.865 3.099(13) × 10−4

LnL 0.700 false false false false 0.700 3.357(14) × 10−4

LnL 0.800 true true false false 0.784 3.795(15) × 10−4

MLP 0.912 false false false false 0.912 3.900(15) × 10−4

LnL 0.800 true false false false 0.800 4.219(15) × 10−4

LnL 0.800 false false false false 0.800 4.269(16) × 10−4

MLP 0.957 false false false false 0.957 5.332(17) × 10−4

LnL 0.900 false false false false 0.900 5.605(18) × 10−4

MLP 0.983 false false false false 0.983 7.256(20) × 10−4

Table L.1.: Mean background rates in keV−1 cm−2 s−1 over the entire chip comparing all different lnℒ and

MLP setups in an energy range from 0.2 to 8 keV. Due to its efficiency at lower energies, where the majority

of background is, the MLP produces the lowest mean rates.

377



L. Raw data and background rates Appendix

Background rate from CAST data over entire chip, all vetoes
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Figure L.3.: Background rate over the entire center chip of all CAST data, comparing the lnℒ cut method and

the MLP at different software efficiencies including all vetoes.
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M. Background interpolation chip cutout
correction Appendix

Asmentioned in themain text (sec. 12.8.8), when performing the background interpolation, we need

to correct for the fact that towards the edges of the chip, part of the circle (the x-y plane component)

will be cut off. To correct for this we want to compute the area of the circle that is still contained on

the chip. By scaling the intensity 𝐼 by the missing area we correct for this. Let’s discuss the actual

calculation of the (possibly) double cut out circle.

The area of a single circle segment can be written as

𝐴 = 𝑅2/2 · (𝜗 − sin(𝜗))

where 𝑅 is the radius of the circle and 𝜗 the angle that cuts off the circle. See the upper center part

of fig. M.1 for the area 𝐴.

In the general case we need to know the area of a circle that is cut off from 2 sides, with angles 𝜗1
and 𝜗2, which are orthogonal to another. See the middle left part of fig. M.1 to see areas 𝐴 and 𝐵 cut

off, leaving area 𝐸 as the remaining area contained on the chip. For a point (𝑥, 𝑦), define the distance

to the edge of the chip to be (Δ𝑥, Δ𝑦) for each axis. Then, the cutout areas 𝐴 and 𝐵 are given by

𝐴 = 𝑅2/2 · (𝜗 − sin(𝜗1))

and

𝐵 = 𝑅2/2 · (𝜗 − sin(𝜗2))

where the angles 𝜗1 and 𝜗2 (see center of fig. M.1) are related to the distances to the edge of the

chip by

𝜗1 = 2 arccos(Δ𝑥/𝑅)

𝜗2 = 2 arccos(Δ𝑦/𝑅).

By subtracting areas 𝐴 and 𝐵 from the total area 𝐹, we remove too much however. So we need to

add back:
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M. Background interpolation chip cutout correction Appendix

• another circle segment 𝐷, of the angle 𝛼 given by the lines connecting to the ends up each cut

off line (see the center row of fig. M.1)

• the area of the triangle 𝐶, see the bottom row of fig. M.1.

The angle 𝛼 relates to angles 𝜗1 and 𝜗2 via

𝛼 = 𝜗2
2 − (𝜋 −

𝜗1
2 ) ,

see the center row of fig. M.1.

To calculate the area 𝐶, we need the catheti of the triangle, 𝑥′ and 𝑦′. See the bottom part of fig.

M.1. These are the distances from the orthogonal cutoff line to the edge of the circle, as hopefully

clear in the figure. Given that we know the center position of the circle (as that is the interpolation

point), we can express 𝑥′ and 𝑦′ via the circle radius 𝑅 and the distances from the center to the chip

in each axis, Δ𝑥 and Δ𝑦 (they may in theory be negative if the center is outside the chip).

They are thus

𝑥′ = cos 𝛽 · 𝑅 − Δ𝑥

𝑦′ = cos 𝛾 · 𝑅 − Δ𝑦,

where 𝛾 is the same angle as in the middle row of the schematic and 𝛽 is the equivalent for 𝜗2,

𝛽 = 𝜗2
2
− 𝜋

2
.

In combination then the area 𝐸 can then be expressed as:

𝐸 = 𝐹 − 𝐴 − 𝐵 + 𝐶 + 𝐷,

with 𝐹 being the total area of the circle. This finally means to correct the background interpolation

at a point close to the chip edges, we adjust 𝐼 by

𝐼′(𝑥, 𝑦) = 𝐼 · 𝐹
𝐸(𝑥, 𝑦)

,

where we emphasize that 𝐸(𝑥, 𝑦) depends on the position, before normalizing with the weight𝑊.
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Figure M.1.: Explanation of the different areas appearing in the calculation. We want to calculate area 𝐸, the

area remaining on the chip. Subtracting 𝐴 and 𝐵makes us subtract areas 𝐶 and 𝐷 twice.
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N.1. Conversion probability as a function of mass Appendix

Fig. N.1 shows how the axion-photon conversion probability changes as a function of the axionmass.

This implements eq. 3.2, reproduced here with slightly changed notation,

𝑃𝑎↦𝛾(𝑧) = (
𝑔𝑎𝛾𝐵𝐿
2 )

2

(
sin (𝑞𝐿

2
)

𝑞𝐿

2

)

2

,

with 𝑞 = 𝑚2
𝛾−𝑚2

𝑎

2𝐸𝑎
. 𝐸𝑎 is the energy of the axion (or in the context of a limit calculation the energy of

a candidate). In the vacuum setup𝑚𝛾 = 0. The figure shows this conversion probability for different

axion energies and based on the CAST magnet. We see that the conversion probability starts falling

off roughly around𝑚𝑎 ≈ 0.01 eV, with the exact value depending on energy (and personalΔ𝑃 cutoff).
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Figure N.1.: Axion-photon conversion probability as a function of axion mass. Using 𝑔𝑎𝛾 = 10−12GeV⁻¹, 𝐵 =

8.8 T, 𝐿 = 9.26m. Different axion energies indicated by color.
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N.2. Expected limit table with percentiles

The table shown in tab. N.1 shows the same table as tab. 12.2 in the main part of the thesis, but

with a focus on the variation of the limits. The focus is on different percentiles of the distribution

of sampled toy limits. The 𝑃𝑖 columns correspond to the limit at the 𝑖th percentile of all toy limits.

𝑃50 would be the median and thus expected limit. The table yields insight into the probabilities with

which limits are expected for certain setups, given the pure statistical fluctuation possible by the

measured candidates.

The veto information has been merged into the ’Type’ column. A suffix (L) indicates ’line veto’,

’S’ the ’septem veto’ and ’SL’ both vetoes. ’-’ means no vetoes. FADC and scintillators are implicitly

included if any of septem or line vetoes are in use. The units are excluded in the column names to

save space. For the axion-electron and axion-photon tables they are all in GeV⁻¹. For the expected

limit (last column) the uncertainty is again a bootstrapped standard deviation.

The same table for the expected axion-photon limit and chameleon limits are tab. N.2 and tab. N.3,

respectively. They only have a single row, because we only computed the expected limit for one veto

setup.

εeff nmc Type εtotal 𝑃5 𝑃16 𝑃25 𝑃75 𝑃84 𝑃95 Expected

0.98 1000 MLP - 0.98 6.44e-23 6.82e-23 7.09e-23 8.65e-23 9.09e-23 1.03e-22 7.805(37)e-23

0.91 1000 MLP - 0.91 6.59e-23 6.96e-23 7.21e-23 8.75e-23 9.25e-23 1.03e-22 7.856(43)e-23

0.95 1000 MLP - 0.95 6.53e-23 6.87e-23 7.14e-23 8.74e-23 9.18e-23 1.02e-22 7.860(51)e-23

0.95 2500 MLP L 0.8 6.77e-23 7.07e-23 7.26e-23 8.72e-23 9.17e-23 1.03e-22 7.862(29)e-23

0.98 15000 MLP L 0.82 6.7e-23 7e-23 7.2e-23 8.72e-23 9.2e-23 1.02e-22 7.868(11)e-23

0.95 50000 MLP L 0.8 6.75e-23 7.04e-23 7.25e-23 8.72e-23 9.18e-23 1.02e-22 7.8782(65)e-23

0.95 15000 MLP L 0.8 6.75e-23 7.04e-23 7.24e-23 8.72e-23 9.16e-23 1.03e-22 7.879(12)e-23

0.98 2500 MLP L 0.82 6.73e-23 7.01e-23 7.19e-23 8.72e-23 9.22e-23 1.02e-22 7.883(30)e-23

0.86 1000 MLP - 0.86 6.74e-23 7.08e-23 7.31e-23 8.88e-23 9.35e-23 1.03e-22 7.960(51)e-23

0.91 2500 MLP L 0.76 6.91e-23 7.18e-23 7.38e-23 8.9e-23 9.3e-23 1.03e-22 7.99(16)e-23

0.91 15000 MLP L 0.76 6.9e-23 7.18e-23 7.38e-23 8.87e-23 9.34e-23 1.04e-22 8.004(11)e-23

0.98 2500 MLP SL 0.76 6.93e-23 7.2e-23 7.42e-23 8.97e-23 9.47e-23 1.06e-22 8.085(29)e-23

0.95 2500 MLP S 0.78 6.91e-23 7.22e-23 7.43e-23 9.08e-23 9.53e-23 1.07e-22 8.113(36)e-23

0.95 2500 MLP SL 0.73 6.99e-23 7.29e-23 7.49e-23 9e-23 9.46e-23 1.05e-22 8.125(31)e-23

0.98 2500 MLP S 0.8 6.82e-23 7.16e-23 7.42e-23 9.02e-23 9.46e-23 1.06e-22 8.131(32)e-23

0.86 2500 MLP L 0.72 7.03e-23 7.32e-23 7.54e-23 9.09e-23 9.58e-23 1.06e-22 8.156(30)e-23

0.86 15000 MLP L 0.72 7.03e-23 7.32e-23 7.54e-23 9.06e-23 9.51e-23 1.06e-22 8.183(13)e-23

0.91 2500 MLP S 0.74 7.03e-23 7.33e-23 7.54e-23 9.12e-23 9.63e-23 1.07e-22 8.22(19)e-23

0.9 2500 LnL L 0.75 6.96e-23 7.28e-23 7.49e-23 9.13e-23 9.61e-23 1.06e-22 8.217(37)e-23

0.91 2500 MLP SL 0.7 7.1e-23 7.42e-23 7.62e-23 9.17e-23 9.64e-23 1.08e-22 8.287(33)e-23

0.86 2500 MLP S 0.7 7.19e-23 7.5e-23 7.72e-23 9.27e-23 9.71e-23 1.08e-22 8.401(29)e-23

Continued on next page
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Continued from previous page

εeff nmc Type εtotal 𝑃5 𝑃16 𝑃25 𝑃75 𝑃84 𝑃95 Expected

0.9 2500 LnL SL 0.69 7.21e-23 7.52e-23 7.74e-23 9.38e-23 9.89e-23 1.11e-22 8.427(34)e-23

0.86 2500 MLP SL 0.66 7.32e-23 7.6e-23 7.79e-23 9.38e-23 9.76e-23 1.08e-22 8.459(35)e-23

0.8 2500 LnL L 0.67 7.3e-23 7.6e-23 7.83e-23 9.4e-23 9.91e-23 1.09e-22 8.499(32)e-23

0.9 2500 LnL - 0.9 6.91e-23 7.43e-23 7.73e-23 9.57e-23 1.01e-22 1.12e-22 8.579(37)e-23

0.8 2500 LnL - 0.8 7.13e-23 7.59e-23 7.88e-23 9.79e-23 1.03e-22 1.15e-22 8.738(39)e-23

0.8 2500 LnL SL 0.62 7.52e-23 7.82e-23 8.03e-23 9.68e-23 1.02e-22 1.13e-22 8.747(41)e-23

0.7 2500 LnL L 0.59 7.72e-23 8.02e-23 8.21e-23 9.86e-23 1.04e-22 1.16e-22 8.930(40)e-23

0.7 2500 LnL - 0.7 7.4e-23 7.87e-23 8.23e-23 1.01e-22 1.07e-22 1.19e-22 9.086(33)e-23

0.7 2500 LnL SL 0.54 8.01e-23 8.28e-23 8.51e-23 1.02e-22 1.08e-22 1.2e-22 9.257(35)e-23

Table N.1.: Table of the expected limits for different veto setups, comparable to tab. 12.2, with a focus on the

percentiles 𝑃𝑖 of the computed toy limits. For example 𝑃25 is the 25th percentile of the distribution of toy limits.

All values in units of GeV⁻¹.

εeff nmc Type εtotal P5 P16 P25 P75 P84 P95 Expected

0.95 10000 MLP L 0.8 8.24e-11 8.5e-11 8.66e-11 9.56e-11 9.83e-11 1.04e-10 9.0650(75)e-11

Table N.2.: Table of the different percentiles for the single axion-photon expected limit. All values in units of

GeV⁻¹.

εeff nmc Type εtotal P5 P16 P25 P75 P84 P95 Expected

0.95 10000 MLP L 0.8 3.22e+10 3.35e+10 3.43e+10 3.82e+10 3.93e+10 4.16e+10 3.6060(39)e+10

Table N.3.: Table of the different percentiles for the single chameleon expected limit.

N.3. Observed limit - axion photon 𝑔𝑎𝛾

Fig. N.2 shows the sampled coupling constants in 𝑔4𝑎𝛾 of the calculation for the observed limit, i.e.

the marginal posterior likelihood function for the real candidates for the axion-photon coupling.

N.4. Observed limit - chameleon 𝛽𝛾

Fig. N.3 shows the sampled coupling constants in 𝛽4𝛾 of the calculation for the observed limit, i.e. the

marginal posterior likelihood function for the real candidates for the chameleon coupling.
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Likelihood of real candidates against 𝑔𝑎𝛾
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Figure N.2.: Marginal posterior likelihood function of the real candidates for the axion-photon coupling con-

stant in 𝑔4𝑎𝛾 space. The yellow line is a numerical integration of the likelihood function using Romberg’s

method [182]. Limit at 𝑔4 ≈ 6.56 × 10−41GeV⁻⁴ ⇒ 𝑔 ≈ 9 × 10−11GeV⁻¹.

Likelihood of real candidates against 𝛽𝛾
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Figure N.3.: Marginal posterior likelihood function of the real candidates for the chameleon coupling constant

in 𝛽4𝛾 space. The yellow line is a numerical integration of the likelihood function using Romberg’s method

[182]. Limit at 𝛽4 ≈ 9.2 × 1041 ⇒ 𝛽 ≈ 3.1 × 1010.
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In this appendix we will go over the software developed and used in the course of this thesis with

a bit more detail than in the main thesis (beginning of chapter 8). The focus is more on the technical

and usability side and not the physics application. Read this appendix either if you

• are simply interested,

• are intending to reproduce the analysis or use (parts of) the software for your own data,

• wish to further process data produced by these tools with your own software.
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O.1. TimepixAnalysis

Introduced in the main part, in sec. 8.1, TimepixAnalysis [194] is the name for the repository con-

taining a large collection of different programs for the data reconstruction and analysis of Timepix

based detectors.

Generally, the README in the repository gives an overview of all the relevant programs, installa-

tion instructions and more. For further details therefore check there or simply open an issue in the

repository [194].

Here we will now go over the main programs required to handle the Septemboard data taken at

CAST so that in appendix Pwe can present the commands to for the entire CAST data reconstruction.

Note: in the PDF and HTML version of the thesis I provide some links to different parts

of the repository. These generally point to Github, because the main public repository of

TimepixAnalysis is found there. This is mostly out of convenience though. It should be

straightforward to map them to the paths inside of your local copy of the repository, but

that makes it trickier to link to.

O.1.1. Common points between all TimepixAnalysis programs

All programs in the TimepixAnalysis repository are command line only. While it would be quite

doable to merge the different programs into a single graphical user interface (GUI), I’m personally

not much of a GUI person. Each program usually has a large number of (optional) parameters.

Keeping the GUI up to date with (in the past, quickly) changing features is just extra work, which

I personally did not have any use for (if someone wishes to write a GUI for TimepixAnalysis, I’d be

more than happy to mentor though).

Every program uses cligen 1, a command line interface generator. Based on the definition of

the main procedure(s) in the program, a command line interface is generated. While cligen pro-

vides extremely simplified command line argument parsing for the developer, it also gives a nice

help screen for every program. For example, running the first program of the analysis pipeline

raw_data_manipulation with the -h or --help option:

1 raw_data_manipulation -h

yields the help screen as shown in listing 16 2. Keep this in mind, if you are unsure about how to

use any of the here mentioned programs.
1https://github.com/c-blake/cligen
2You can have a $HOME/.config/cligen/config configuration file to adjust the output style (color, column widths, drop

entire columns etc.).
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Further, there is aTOMLconfiguration file in the repository (Analysis/ingrid/config.toml from

the repository root), which controls many aspects of the different programs. Most of these can be

overwritten by command line arguments to the appropriate programs and some also via environment

variables. See the extended thesis for information about this, it is mentioned where important.

O.1.2. Dependencies

TimepixAnalysis mainly has a single noteworthy external dependency, namely the HDF5 [214] li-

brary. The vast majority of code (inside the repository itself and its dependencies) is pure Nim. Two

optimization libraries written in C mpfit (Levenberg-Marquardt) 3 and NLopt 4 are wrapped from

Nim and are further minor dependencies. Local compilation and installation of these is trivial and

explained in the TimepixAnalysis README.

For those programs related to the multilayer perceptron (MLP) training or usage, PyTorch [162] is

an additional dependency via [198]. Flambeau installs a suitable PyTorch version for you.

Common other dependencies are the cairo graphics library 5 and a working BLAS and LAPACK

installation.

O.1.3. Compilation

Nim being a compiled language means we need to compile the programs mentioned below. It can

target a C or C++ backend (among others). The compilation commands differ slightly between the

different programs and can depend on usage. The likelihood program below for example can be

compiled for the C or C++ backend. In the latter case, the MLP as a classifier is compiled in.

Generally, compilation is done via:

1 nim c -d:release foo.nim

where foo.nim is any of the programs below. -d:release tells the Nim compiler to compile with

optimizations (you can compile with -d:danger for even faster, but less safe, code). Replace c by cpp

to compile to the C++ backend.

See the TimepixAnalysis README for further details on how to compile each program.

Unless otherwise specified, each program mentioned below is located in Analysis/ingrid from

the root of the TimepixAnalysis repository.

3https://pages.physics.wisc.edu/~craigm/idl/cmpfit.html
4https://nlopt.readthedocs.io/en/latest/
5https://cairographics.org/download/
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1 Usage:

2 main [REQUIRED,optional-params]

3 Version: 44c0c91 built on: 2023-12-06 at 13:01:35

4 Options:

5 -h, --help print this cligen-erated help

6

7 --help-syntax advanced: prepend,plurals,..

8

9 -p=, --path= string REQUIRED set path

10

11 -r=, --runType= RunTypeKind REQUIRED Select run type (Calib | Back | Xray)

12 The following are parsed case

13 insensetive:

14 Calib = {"calib", "calibration", "c"}

15 Back = {"back", "background", "b"}

16 Xray = {"xray", "xrayfinger", "x"}

17

18 -o=, --out= string "" Filename of output file. If none

19 given will be set to run_file.h5.

20

21 -n, --nofadc bool false Do not read FADC files.

22

23 -i, --ignoreRunList bool false If set ignores the run list 2014/15

24 to indicate using any rfOldTos run

25

26 -c=, --config= string "" Path to the configuration file to use.

27 Default is config.toml in directory of

28 this source file.

29 ...

30

31 -t, --tpx3 bool false Convert data from a Timepix3 H5 file

32 to TPA format instead of a Tpx1 run

33 directory

34 ...

Listing 16: Example help output of the raw_data_manipulation program when run with -h or --help (some

options were removed here to shorten the output).
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O.1.4. raw_data_manipulation

raw_data_manipulation is the first step of the analysis pipeline. Essentially, it is a parsing stage of

the data generated by TOS (see section A.2.1 for an explanation of it) and storing it in a compressed

HDF5 [214] data file.

The program is fed a directory containing a TOS run via the -p / --path argument. Either a

directory containing a single run (i.e. a data taking period ranging typically from minutes to days in

length), or a directory that itself contains multiple TOS run directories. Runs compressed as gzipped

TAR balls, .tar.gz are also supported.

All data files contained in a run directory will then be parsed in a multithreaded way. The files

are memory mapped and parsed in parallel into a Run data structure, which itself contains Event

structures.

If FADC files are present in a directory, these will also be parsed into FadcEvent structures in a

similar fashion, unless explicitly disabled via the --nofadc option.

Each run is then written into the output HDF5 file as a ’group’ (HDF5 terminology). The meta

data about each run and event are stored as ’attributes’ and additional ’datasets’, respectively. The

structure of the produced HDF5 file is shown in sec. O.1.4.

In addition, the tool also supports input fromHDF5 files containing the raw data from a Timepix3

detector. That data is parsed and reprocessed into the same kind of file structure.

HDF5 data layout generated by raw_data_manipulation

The listing 17 shows the layout of the data stored in the HDF5 files after the raw_data_manipulation

program has processed the TOS run folders. The data is structured in groups based on each run,

chip and the FADC (if available). Generally each ”property” is stored in its own dataset for per-

formance reasons to allow faster access to individual subsets of the data (read only the hits, only

𝑥/𝑦 data, etc.). While HDF5 supports even heterogeneous compound datasets (that is different data

types in different ”columns” of a 2D like dataset), these are only used sparingly and not at all in the

raw_data_manipulation output, as reading individual columns from these is inefficient.

O.1.5. reconstruction

After the raw data has been converted to storage in HDF5, the reconstruction tool is used to start

the actual analysis of the data. The program receives an input HDF5 file via the -i / --input argu-

ment. As the name implies, the first stage of data analysis is in the form of reconstructing the basic

properties of each event. In this stage all events are processed in a multithreaded way. The steps for

cluster finding and geometric cluster reconstruction (as mentioned in sec. 8.4) are performed and

the data is written to the desired output file given by -o / --outfile.
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1 - runs

2 - run_<number>

3 - chip_0 # one for each chip in the event

4 - Hits # number of hits in each event

5 - Occupancy # a 2D occupancy map of this run

6 - ToT # all ToT values of this run

7 - raw_ch # the ToT/ToA values recorded for each event (ragged data)

8 - raw_x # the x coordinates recorded for each event (ragged data)

9 - raw_y # the y coordinates recorded for each event (ragged data)

10 - chip_i # all other chips

11 - ...

12 - fadc # if available

13 - eventNumber # event number of each entry

14 # (not all events have FADC data)

15 - raw_fadc # raw FADC data (uncorrected, all 10240 registers)

16 - trigger_record # temporal correction factor for each event

17 - fadcReadout # flag if FADC was readout in each event

18 - fadcTriggerClock # clock cycle FADC triggered

19 - szintillator trigger clocks # datasets for each scintillator

20 - timestamp # timestamp of each event

21 - run_i # all other runs

22 - ...

Listing 17: An abstract overview of the general layout of the generated HDF5 files. Each entry shown that has

any children is an HDF5 group. Every leaf node is an HDF5 dataset. The data is ordered by availability. Each

run is a separate group. Within all chips have their own groups with data associated to that chip. The common

datasets are those that contain data from the TOS event header. FADC data stored as the raw memory dumps

from the FADC files (for which fewer than regular TOS data files exist).
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The produced output HDF5 file then also acts as the input file for reconstruction for all further,

optional reconstruction steps. These arementioned at different parts in the thesis, but wewill explain

them shortly here now.

--only_fadc Performs the reconstruction of the FADC data to calculate FADC values such as rise

and fall times.

--only_fe_spec If the input file contains 55Fe calibration runs, creates the 55Fe spectra and performs

fits to them. Also performs the energy calibration for each run.

--only_charge Performs the ToT calibration of all runs to compute the detected charges in electrons.

Requires each chip to be present in the InGrid database (see sec. O.1.10).

--only_gas_gain Computes the gas gain in the desired interval lengths via Pólya fits.

--only_gain_fit If the input file contains 55Fe calibration runs, performs the fit of energy cali-

bration runs against the gas gain of each interval. Required to perform energy calibration in

background runs.

--only_energy_from_e Performs the energy calibration for each cluster in the input file.

HDF5 data layout generated by reconstruction

The HDF5 file generated by reconstruction follows closely the one from raw_data_manipulation.

The main difference is that within each chip group now each chip has a different number of entries

in the datasets, as each entry now corresponds to a single cluster, not an event from the detector. On

some events multiple clusters on a single chip may be reconstructed, while other events may be fully

empty. This means an additional eventNumber dataset is required for each chip, which maps back

each cluster to a corresponding event.

Aside from that the othermajor difference is simply that each chip has a larger number of datasets,

as each computed cluster property is a single variable. Also additional new datasets will be created

during the data calibration (charge calibration, computation of the gas gain, etc.).

Listing 18 shows the layout in a similar fashion to the equivalent for raw_data_manipulation be-

fore.

O.1.6. cdl_spectrum_creation

This is a helper program responsible for the treatment of the X-ray reference data taken at the CAST

Detector Lab inFeb. 2019. It receives anHDF5 file as input that is fully reconstructedusing raw_data_manipulation
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1 - reconstruction

2 - run_<number>

3 - chip_0 # one for each chip in the event

4 - datasets for each property

5 - optional datasets for calibrations

6 - chip_i # all other chips

7 - ...

8 - fadc # if available

9 - datasets for each FADC property

10 - common datasets # copied from `raw_data_manipulation` input

11 - run_i # all other runs

12 - ...

Listing 18: Abstract overview of the data layout of the reconstruction HDF5 output. It is essentially the

same layout as the raw_data_manipulation HDF5 files, but contains more datasets, due to larger number of

properties.

and reconstruction containing all runs taken in the CDL. An additional Org table is used as refer-

ence to map each run to the correct target/filter kind, found in resources/cdl_runs_2019.org.

The program performs the fits to the correct fluorescence lines for each run based on the target/fil-

ter kind in use. It can also produce a helper HDF5 file called calibration-cdl-2018.h5 via the

genCdlFile argument, which contains all CDL data split by target/filter kind. This file is used in the

context of the likelihood cut method to produce the reference distributions for each cluster property

used.

O.1.7. likelihood

The likelihood program is the (historically named) tool that applies the classifier and any selection

of vetoes to an input file. The input files are a fully reconstructed backgroundHDF5 file, correspond-

ing calibration runs and the calibration-cdl-2018.h5 file mentioned above. It has a large number

of command line options to adjust the classifier that is used, software efficiency, vetoes, region of the

chip to cut to, whether tracking data or background data is selected and more. The program writes

the remaining clusters (with additional meta information) to the HDF5 file given by the --h5out ar-

gument. The structure is essentially identical to that of the reconstruction tool (the data is stored

in a likelihood group instead of a reconstruction group).

The selection of tracking or non-tracking data requires information about when solar trackings

tookplace as attributes inside of the backgroundHDF5 files. These are addedusing the cast_log_reader,

see sec. O.1.11.
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It is also used directly to estimate the random coincidences of the septem and line vetoes, as men-

tioned in sec. 11.5.5.

O.1.8. determineDiffusion directory

The Analysis/ingrid/determineDiffusion directory contains the library / binary to empirically

determine the gas diffusion parameters from input data, as explained in sec. 11.4.3. It can either be

compiled as a standalone program or be used as a library.

O.1.9. nn directory

The Analysis/ingrid/nn subdirectory in the TimepixAnalysis repository contains the programs re-

lated to the training and evaluation of the multilayer perceptrons (MLP) used in the thesis. Of note

is the train_ingrid program, which is the program to train a network. It allows to customize the

network to be trained based on command line arguments describing the number of neurons, hidden

layers, optimizers, activation functions and so forth. The extended thesis contains the command to

train the best performing network.

Secondly, the simulate_xrays program is a helper program to produce an HDF5 file containing

simulated X-rays as described in sec. 11.4.2. It makes use of the fake_event_generator.nim file in

the ingrid directory, which contains the actual logic.

O.1.10. InGridDatabase

The InGrid database is both a library part of the TimepixAnalysis repository (InGridDatabase di-

rectory) as well as a binary tool and the name for a very simple ’database’ storing information about

different GridPix chips.

At its core the ’database’ part is anHDF5 file containing chip calibrations (ToT, SCurve,…)mapped

to timestamps or runnumbers inwhich these are applicable. This allows (mainly) the reconstruction

program to retrieve the required calibrations automatically without user input based on the given in-

put files.

To utilize it, the databaseTool needs to be compiled as a binary. Chips are added to the database

using this tool. A directory describing the applicable run period and containing calibration files for

the chip need to follow the format seen for example in:

https://github.com/Vindaar/TimepixAnalysis/tree/master/resources/ChipCalibrations/

Run2

for the Run-2 period of the Septemboard. The runPeriod.toml file describes the applicability of

the data, see listing 19 for the file in this case. For each chip, there is simply a directory with the
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calibration files as produced by TOS and an additional chipInfo.txt file, see listing 20. Note that

the runPeriod name needs to match the name of one of the run periods listed in the TOML file.

The databaseTool also allows to perform fits to the calibration data, if needed (for example to

analyze SCurves or the raw ToT calibration data).

1 title = "Run period 2 of CAST, 2017/18"

2 # list of the run periods defined in the file

3 runPeriods = ["Run2"]

4

5 [Run2]

6 start = 2017-10-30

7 stop = 2018-04-11

8 # either as a sequence of run numbers

9 validRuns = [ 76, 77, 78, 79, 80, 81, 82, 83, 84, 85, 86, 87, 88, 89

10 90, 91, 92, 93, 94, 95, 96, 97, 98, 99,100,101,102,103

11 104,105,106,107,108,109,110,111,112,113,114,115,116,117

12 118,119,120,121,122,123,124,125,126,127,128,145,146,147

13 148,149,150,151,152,153,154,155,156,157,158,159,160,161

14 162,163,164,165,166,167,168,169,170,171,172,173,174,175

15 176,177,178,179,180,181,182,183,184,185,186,187,188,189

16 ]

17 # or as simply a range given as start and stop values

18 firstRun = 76

19 lastRun = 189

Listing 19: Example of a runPeriod.toml file.

1 chipName: H10 W69

2 runPeriod: Run2

3 board: SeptemH

4 chipNumber: 3

5 Info: This calibration data is valid for Run 2 starting until March 2018!

Listing 20: An example of a chipInfo.txt file describing a single chip for a run period.

O.1.11. cast_log_reader

The LogReader/cast_log_reader is a utility to work with the slow control and tracking log files pro-

duced by CAST. It can parse and analyze the different log file formats used over the years and provide

different information (magnet operation statistics for example). For the Septemboard detector it pro-
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vides the option to parse the tracking log files and add the tracking information to the background

HDF5 files.

The program first parses the log files and determines valid solar trackings. Then, given an HDF5

data file containing the background data each solar tracking is mapped to a background run. One

background run may have zero or more solar trackings attached to it. In the final step the solar

tracking start and stop information is added to each run as additional meta data. During the later

stages of processing in other TimepixAnalysis programs, notably likelihood, this meta data is then

used to only consider background (non tracking) or solar tracking data.

The CAST log files relevant for the Septemboard detector can be found together with the Septem-

board CAST data.

O.1.12. mcmc_limit_calculation

mcmc_limit_calculation is the ’final’ tool relevant for this thesis. As the name implies it performs

the limit calculation using Markov Chain Monte Carlo (MCMC) as explained in detail in chapter 12.

See the extended thesis on how to use it.

O.1.13. Tools directory

Multitude of tools for various things that were analyzed over the years. Includes things like comput-

ing the gas properties of the Septemboard gas mixture and detection efficiency.

O.1.14. resources directory

A large number of resources required or simply useful about different data takings, efficiencies, log

files and more, which are small enough to be part of a non LFS git repository.

O.1.15. Plotting directory

From a practical analysis point of view, the Plotting directory is one of the most interesting parts of

the repository. It contains different tools to visualize data at various stages of the analysis pipeline.

The most relevant are mentioned briefly here.

plotBackgroundClusters

plotBackgroundCluster produces plots of the distribution of cluster center left after application of

the likelihood program. This is used to produce figures like 6.12 and fig. 11.29.

397

https://github.com/Vindaar/TimepixAnalysis/tree/master/Plotting
https://github.com/Vindaar/TimepixAnalysis/blob/master/Plotting/plotBackgroundClusters/plotBackgroundClusters.nim


O. Software Software:Appendix

plotBackgroundRate

plotBackgroundRate is the main tool to visualize background (or raw data) spectra. All such plots

in the thesis are produced with it. Input files are reconstructed HDF5 files or the result of the

likelihood program.

plotCalibration

plotCalibration is a tool to produce visualizations of the different Timepix calibration steps, e.g.

ToT calibration, SCurve scans and so on. The figures in sec. C.1 are produced with it.

plotData

plotData is a very versatile tool to produce a variety of different plots. It can produce histograms

of the different geometric properties, occupancy maps, event displays and more. If desired, it can

produce a large number of plots for an input data file in one go. It is very powerful, because it can

receive an arbitrary number of cuts on any dataset present in the input. This allows to produce visu-

alizations for any desired subset of the data. For example to produce event displays or histograms for

only those events with specific geometric properties. It is an exceptionally useful tool to understand

certain subsets of data that appear ’interesting’.

In sec. K.2 we mention non noisy FADC events in a region of the rise time / skewness space of

fig. K.7. These are easily filtered to and investigated using plotData. Also fig. K.10 and fig. 8.3 are

produced with it, among others. Generally, it favors information (density) over aesthetically pleasing

visualizations though.

O.2. Other libraries relevant for TimepixAnalysis

A few other libraries not part of the TimepixAnalysis repository bear mentioning, due to their im-

portance. They were written alongside TimepixAnalysis.

ggplotnim A ggplot2 6 inspired plotting library. All plots in this thesis are produced with it.

Datamancer A dpylr 7 inspired data frame library.

nimhdf5 A high level interface to the HDF5 [214] library, somewhat similar to h5py 8 for Python.

6https://ggplot2.tidyverse.org/
7https://dplyr.tidyverse.org/
8https://www.h5py.org/
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Unchained A library to perform zero runtime overhead, compile-time checking and conversion of

physical units. Exceptionally useful to avoid bugs due to wrong unit conversions and a big help

when dealing with natural units.

Measuremancer A library to dealwithmeasurementswith uncertainties. Performs automaticGaus-

sian error propagation when performing calculations with measurements.

xrayAttenuation A library dealing with the interaction of X-rays with matter (gases and solids). It

is used to calculate things like absorption of gas and reflectivities of the X-ray telescope in this

thesis.

TrAXer The raytracer used to compute the axion image, expanded on in appendix R.
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We will now go over how to fully reconstruct all CAST data from the Run-2 and Run-3 data taking

campaigns all the way up to the computation of the observed limit. This assumes the following:

• all CAST data files are located in a directory accessible by a DATA environment variable. Inside

should be the directory structure containing directories 2017, 2018, 2018_2 and CDL_2019 as

downloaded from Zenodo [191].

• all binaries used below are compiled and their location is in your PATH variable. There is a bin

directory in the repository root, which contains symbolic links to the binaries if they are placed

next to the source file. I recommend adding this directory to your PATH.

Note: There is also the Analysis/ingrid/runAnalysisChain program, which automates

a majority of these calls. See the section below on how it replaces the data parsing and

reconstruction. Here I wish to illustrate the actual steps and don’t hide any.

Furthermore, the commands belowproduce the correct results assuming the Analysis/ingrid/config.toml

file is used as committed as part of the phd tag in the TimepixAnalysis repository.

P.1. Raw data parsing and reconstruction

If this is all in place, first perform the raw data parsing.

Run-2, background and calibration:

1 raw_data_manipulation -p $DATA/2017/DataRuns \

2 --runType rtBackground \

3 --out $DATA/DataRuns2017_Raw.h5

4 raw_data_manipulation -p $DATA/2017/CalibrationRuns \

5 --runType rtCalibration \

6 --out $DATA/DataRuns2017_Raw.h5

Run-3:
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1 raw_data_manipulation -p $DATA/2018_2/DataRuns \

2 --runType rtBackground \

3 --out $DATA/DataRuns2018_Raw.h5

4 raw_data_manipulation -p $DATA/2018_2/CalibrationRuns \

5 --runType rtCalibration \

6 --out $DATA/DataRuns2018_Raw.h5

Next, the initial data reconstruction (geometric properties):

Run-2:

1 reconstruction -i $DATA/DataRuns2017_Raw.h5 \

2 -o $DATA/DataRuns2017_Reco.h5

3 reconstruction -i $DATA/CalibrationRuns2017_Raw.h5 \

4 -o $DATA/CalibrationRuns2017_Reco.h5

Run-3:

1 reconstruction -i $DATA/DataRuns2018_Raw.h5 \

2 -o $DATA/DataRuns2018_Reco.h5

3 reconstruction -i $DATA/CalibrationRuns2018_Raw.h5 \

4 -o $DATA/CalibrationRuns2018_Reco.h5

Now, the next steps of the reconstruction (charge calibration, gas gain and FADC reconstruction):

1 DATA=~/CastData/data

2 for typ in Data Calibration; do

3 for year in 2017 2018; do

4 file="${DATA}/${typ}Runs${year}_Reco.h5"

5 reconstruction -i $file --only_charge

6 reconstruction -i $file --only_fadc

7 reconstruction -i $file --only_gas_gain

8 done

9 done

where we simply loop over the Data and Calibration prefixes and years.

With this done, we can perform the 55Fe calibration fits:

1 reconstruction -i $DATA/CalibrationRuns2017_Reco.h5 --only_fe_spec

2 reconstruction -i $DATA/CalibrationRuns2018_Reco.h5 --only_fe_spec

and then finally the fit of energy calibration factors determined from each fit against its gas gain:
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1 reconstruction -i $DATA/CalibrationRuns2017_Reco.h5 --only_gain_fit

2 reconstruction -i $DATA/CalibrationRuns2018_Reco.h5 --only_gain_fit

This then allows to calibrate the energy for each file:

1 reconstruction -i $DATA/DataRuns2017_Reco.h5 --only_energy_from_e

2 reconstruction -i $DATA/DataRuns2018_Reco.h5 --only_energy_from_e

3 reconstruction -i $DATA/CalibrationRuns2017_Reco.h5 --only_energy_from_e

4 reconstruction -i $DATA/CalibrationRuns2018_Reco.h5 --only_energy_from_e

P.2. Parse and reconstruct the CDL data

In order to use the likelihood cut method we also need to parse and reconstruct the CDL data. Note

that this can be done before even reconstructing any of the CAST data files (with the exception of

--only_energy_from_e, which is optional anyway).

1 raw_data_manipulation -p $DATA/CDL_2019/ -r Xray -o $DATA/CDL_2019/CDL_2019_Raw.h5

2 reconstruction -i $DATA/CDL_2019/CDL_2019_Raw.h5 -o $DATA/CDL_2019/CDL_2019_Reco.h5

3 reconstruction -i $DATA/CDL_2019/CDL_2019_Reco.h5 --only_charge

4 reconstruction -i $DATA/CDL_2019/CDL_2019_Reco.h5 --only_fadc

5 reconstruction -i $DATA/CDL_2019/CDL_2019_Reco.h5 --only_gas_gain

6 reconstruction -i $DATA/CDL_2019/CDL_2019_Reco.h5 --only_energy_from_e

With this file we can then run cdl_spectrum_calibration in order to produce the calibration-

cdl-2018.h5 file:

1 cdl_spectrum_creation $DATA/CDL_2019/CDL_2019_reco.h5 \

2 --genCdlFile --year=2018

P.3. Add tracking information to background files

To add the tracking information, the CAST log files are needed. The default path (which may be a

symbolic link of course) is in resources/LogFiles/tracking-logs from the TimepixAnalysis root.

1 for year in 2017 2018; do

2 cast_log_reader tracking \

3 -p $TPXDIR/resources/LogFiles/tracking-logs \

4 --startTime "2017/01/01" \

5 --endTime "2018/12/31" \
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6 --h5out "${DATA}/DataRuns${year}_Reco.h5"

7 done

Here we assume TPXDIR is an environment variable to the root of the TimepixAnalysis repository.

Feel free to adjust if your path differs.

P.4. Using runAnalysisChain

All of the commands above can also be performed in one by using runAnalysisChain:

1 ./runAnalysisChain \

2 -i $DATA \

3 --outpath $DATA \

4 --years 2017 --years 2018 \

5 --calib --back --cdl \

6 --raw --reco \

7 --logL \

8 --tracking

which tells the runAnalysisChain helper to parse all data files for Run-2 and Run-3, do the same

for the CDL data files, reconstruct with all steps, compute the likelihood values and add the tracking

information to the background data files. It makes the same assumptions about the location of the

data files as in the above.

In particular, if the tracking log files are in a different location, add the --trackingLogs argument

to the above with the correct path.

P.5. Applying a classifier

To apply a classifier we use the likelihood program. We will show how to apply it for one file now

here. Generally, manual calling of likelihood is not needed, more on that below.

Let’s apply the likelihood cut method using all vetoes for the Run-2 data:

1 likelihood \

2 -f $DATA/DataRuns2017_Reco.h5 \

3 --h5out $DATA/classifier/run2_lnL_80_all_vetoes.h5 \

4 --region=crAll \

5 --cdlYear=2018 \

6 --lnL --signalEfficiency=0.8 \

7 --scintiveto --fadcveto --septemveto --lineveto \

8 --vetoPercentile=0.99 \
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9 --cdlFile=$DATA/CDL_2019/calibration-cdl-2018.h5 \

10 --calibFile=$DATA/CalibrationRuns2017_Reco.h5

which should be mostly self explanatory. The --signalEfficiency argument is the software effi-

ciency of the likelihood cut. --vetoPercentile refers to the FADC veto cut. The method is applied

to the entire center chip (--region=crAll). A --tracking flag could be added to apply the classifier

only to the tracking data (in this case it is applied only to non tracking data).

As explained in sec. 11.6, many different veto setups were considered. For this reason a helper tool

createAllLikelihoodCombinations (excuse the verbose name, heh) exists to simplify the process of

calling likelihood. It is located in the Analysis directory.

For example:

1 ./createAllLikelihoodCombinations \

2 --f2017 $DATA/DataRuns2017_Reco.h5 \

3 --f2018 $DATA/DataRuns2018_Reco.h5 \

4 --c2017 $DATA/CalibrationRuns2017_Reco.h5 \

5 --c2018 $DATA/CalibrationRuns2018_Reco.h5 \

6 --regions crAll \

7 --vetoSets "{fkMLP, fkFadc, fkScinti, fkSeptem, fkLineVeto, fkExclusiveLineVeto}" \

8 --mlpPath $MLP/<mlp_of_choice>.pt \

9 --fadcVetoPercentile 0.99 \

10 --signalEfficiency 0.85 --signalEfficiency 0.90 \

11 --signalEfficiency 0.95 --signalEfficiency 0.98 \

12 --out $DATA/classifier/mlp \

13 --cdlFile $DATA/CDL_2019/calibration-cdl-2018.h5 \

14 --multiprocessing \

15 --jobs 6 \

16 --dryRun

would apply theMLP classifier (herewith a dummyname)with successive additions of all vetoes in

vetoSets at 4 different signal efficiencies and store the HDF5 output files in DATA/classifier/mlp.

Multiple vetoSets arguments can be given in one call. Also each fk entry can be prefixed with a

+ to indicate that this veto should not be run on its own. This allows flexibility. As indicated by

--multiprocessing and --jobs 6 this would run 6 processes in parallel. Note that each process can

peak at up to 10 GB of RAM (depending on the used classifier and vetoes).

P.6. Computing limits

To compute limits we now feed each of the produced HDF5 output files of the likelihood program

(in pairs including Run-2 and Run-3 output files) into mcmc_limit_calculation. As the number of
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combinations can be quite large, this can again be automated using the Analysis/runLimits pro-

gram.

Let’s continue with the example from above and pretend we wish to run 1000 toy candidate sets

for each input pair, but only those that include the line veto. This can be accomplished by using the

--prefix argument to runLimits, which understands standard glob patterns.

1 ./runLimits \

2 --path $DATA/classifier/mlp \

3 --prefix "lhood_c18_R2_crAll_*line*" \

4 --exclude "_septem_" \

5 --outpath $DATA/limits/mlp/ \

6 --energyMin 0.2 --energyMax 12.0 \

7 --axionModel <path_to_differential_axion_flux>.csv \

8 --axionImage <path_to_axion_image>.csv \

9 --combinedEfficiencyFile <path_to_detection_efficiency>.csv \

10 --switchAxes \

11 --nmc 1000 \

12 --dryRun

Note that the CSV files mentioned here are found in the resources directory of the repository of

this thesis. See the extended thesis on how to produce them.

To produce the observed limit, we run:

1 mcmc_limit_calculation \

2 limit \

3 -f <path_to_background_run2>.h5 \

4 -f <path_to_background_run3>.h5 \

5 --tracking <path_to_tracking_run2>.h5 \

6 --tracking <path_to_tracking_run3>.h5 \

7 --axionModel <path_to_differential_axion_flux>.csv \

8 --axionImage <path_to_axion_image>.csv \

9 --combinedEfficiencyFile <path_to_detection_efficiency>.csv \

10 --switchAxes \

11 --path "" \

12 --years 2017 --years 2018 \

13 --σ_p 0.05 \

14 --energyMin 0.2 --energyMax 12.0 \

15 --limitKind lkMCMC \

16 --outpath ~/phd/Figs/trackingCandidates/ \

17 --suffix ""

where the <path_to_*_run> refers to the output HDF5 file of the likelihood program for the best
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setup as described in sec. 12.11. --σ_p refers to the position uncertainty to use. The signal and

background uncertainties have the real value placed as the default.

With this done, you have successfully reproduced the entire final results of the thesis! As men-

tioned in chapter 2, see the extended thesis for commands, code snippets and more information

about how each figure and table is produced exactly.
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Note: This section and its subsections are also available as a standalone document titled

SolarAxionConversionPoint. It is linked in the extended thesis and this appendix is

only a minor modification.

In order to be able to compute the correct distance to use in the raytracer for the position of the

axion image, we need a good understanding of where the X-ray will generally convert in the gas.

By combining the expected axion flux (folded with the telescope efficiency and window transmis-

sion to get the correct energy distribution) with the absorption length 1 of X-rays at different energies

we can compute a weighted mean of all X-rays and come up with a single number. The difficulty lies

in combining the statistical process of absorptionwith the incoming flux distribution. We implement

a numerical Monte Carlo approach in literate programming style below.

Q.1. Calculate conversion point numerically

In order to calculate the conversion point, we need:

• random sampling logic

• sampling from exponential distribution depending on energy

• the axion flux, telescope effective area and window absorption

Let’s start by importing the modules we need:

1 import helpers / sampling_helper # sampling distributions

2 import unchained # sane units

3 import ggplotnim # see something!

4 import xrayAttenuation # window efficiencies

5 import math, sequtils

1This was one of the reasons I wrote xrayAttenuation.
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where the sampling_helpers is a small module to sample from a procedure or a sequence.

In addition let’s define some helpers:

1 from os import `/`, expandTilde

2 const ResourcePath = "~/org/resources".expandTilde

3 const OutputPath = "~/phd/Figs/axion_conversion_point_sampling/".expandTilde

4

5 proc thm(): Theme =

6 ## A shorthand to define a `ggplotnim` theme that looks nice

7 ## in the thesis

8 result = themeLatex(fWidth = 0.9, width = 600, baseTheme = singlePlot)

Now let’s read the LLNL telescope efficiency as well as the axion flux model. Note that we may

wish to calculate the absorption points not only for a specific axion flux model, but potentially any

other kind of signal. We’ll build in functionality to disable different contributions.

1 let flux = "solar_axion_flux_differential_g_ae_1e-13_g_ag_1e-12_g_aN_1e-15.csv"

2 let dfAx = readCsv(ResourcePath / flux)

3 .filter(f{`type` == "Total flux"})

4 let llnl = "llnl_xray_telescope_cast_effective_area_parallel_light_DTU_thesis.csv"

5 let dfLLNL = readCsv(ResourcePath / llnl)

6 .mutate(f{"Efficiency" ~ idx("EffectiveArea[cm²]") / (PI * 2.15 * 2.15)})

Note: to get the differential axion flux use readOpacityFile from https://github.com/jovoy/

AxionElectronLimit. It generates the CSV file.

Next up we need to define the material properties of the detector window in order to compute its

transmission.

1 let Si₃N₄ = compound((Si, 3), (N, 4)) # actual window

2 const ρSiN = 3.44.g•cm⁻³

3 const lSiN = 300.nm # window thickness

4 let Al = Aluminium.init() # aluminium coating

5 const ρAl = 2.7.g•cm⁻³

6 const lAl = 20.nm # coating thickness

With these numbers we can compute the transmission at an arbitrary energy. In order to compute

the correct inputs for the calculation we now have everything. We wish to compute the following,

the intensity 𝐼(𝐸) is the flux that enters the detector

𝐼(𝐸) = 𝑓(𝐸) · 𝜀LLNL · 𝜀Si3 ⋅N4 · 𝜀Al
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where 𝑓(𝐸) is the solar axion flux and the 𝜀𝑖 are the efficiencies associated with the telescope and

transmission of the window. The idea is to sample from this intensity distribution to get a realistic

set of X-rays as they would be experienced in the experiment. One technical aspect still to be done is

an interpolation of the axion flux and LLNL telescope efficiency to evaluate the data at an arbitrary

energy as to define a function that yields 𝐼(𝐸).

Important note: We fully neglect here the conversion probability and area of the magnet

bore. These (aswell as a potential time component) are purely constants and do not affect

the shape of the distribution 𝐼(𝐸). Wewant to sample from it to get the correct weighting

of the different energies, but do not care about absolute numbers. So differential fluxes

are fine.

The idea is to define the interpolators and then create a procedure that captures the previously

defined properties and interpolators.

1 from numericalnim import newLinear1D, eval

2 let axInterp = newLinear1D(dfAx["Energy", float].toSeq1D,

3 dfAx["diffFlux", float].toSeq1D)

4 let llnlInterp = newLinear1D(dfLLNL["Energy[keV]", float].toSeq1D,

5 dfLLNL["Efficiency", float].toSeq1D)

With the interpolators defined let’s write the implementation for 𝐼(𝐸):

1 proc I(E: keV): float =

2 ## Compute the intensity of the axion flux after telescope & window eff.

3 ##

4 ## Axion flux and LLNL efficiency can be disabled by compiling with

5 ## `-d:noAxionFlux` and `-d:noLLNL`, respectively.

6 result = transmission(Si₃N₄, ρSiN, lSiN, E) * transmission(Al, ρAl, lAl, E)

7 when not defined(noAxionFlux):

8 result *= axInterp.eval(E.float)

9 when not defined(noLLNL):

10 result *= llnlInterp.eval(E.float)

11

Let’s test it and see what we get for e.g. 1 keV:

1 echo I(1.keV)

yields 1.249𝑒20. Not the most insightful, but it seems to work. Let’s plot it:
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1 let energies = linspace(0.01, 10.0, 1000).mapIt(it.keV)

2 let Is = energies.mapIt(I(it))

3 block PlotI:

4 let df = toDf({ "E [keV]" : energies.mapIt(it.float),

5 "I" : Is })

6 ggplot(df, aes("E [keV]", "I")) +

7 geom_line() +

8 ggtitle("Intensity entering the detector gas") +

9 margin(left = 3.0) + thm() +

10 ggsave(OutputPath / "intensity_axion_conversion_point_simulation.pdf")

shown in fig. Q.1. It looks exactly as we would expect.
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Figure Q.1.: Intensity that enters the detector taking into account LLNL telescope and window efficiencies as

well as the solar axion flux

Now we define the sampler for the intensity distribution 𝐼(𝐸), which returns an energy weighted

by 𝐼(𝐸):

1 let Isampler = sampler(

2 (proc(x: float): float = I(x.keV)), # wrap `I(E)` to take `float`

3 0.01, 10.0, num = 1000 # use 1000 points for EDF & sample in 0.01 to 10 keV

4 )

and define a random number generator:
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1 import random

2 var rnd = initRand(0x42)

First we will sample 100,000 energies from the distribution to see if we recover the intensity plot

from before.

1 block ISampled:

2 const nmc = 100_000

3 let df = toDf( {"E [keV]" : toSeq(0 ..< nmc).mapIt(rnd.sample(Isampler)) })

4 ggplot(df, aes("E [keV]")) +

5 geom_histogram(bins = 200, hdKind = hdOutline) +

6 ggtitle("Energies sampled from I(E)") +

7 thm() +

8 ggsave(OutputPath / "energies_intensity_sampled.pdf")

This yields fig. Q.2, which clearly shows the sampling works as intended.
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Figure Q.2.: Energies sampled from the distribution 𝐼(𝐸) using 100k samples. The shape is nicely reproduced,

here plotted using a histogram of 200 bins.

The final piece now is to use the same sampling logic to generate energies according to 𝐼(𝐸), which

correspond toX-rays of said energy entering the detector. For each of these energies then sample from

the Beer-Lambert law (see sec. 5.1.1)

𝐼(𝑧) = 𝐼0 exp [−
𝑧
𝑙abs

] ,
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where 𝐼0 is some initial intensity and 𝑙abs the absorption length. The absorption length is com-

puted from the gas mixture properties of the gas used at CAST, namely argon/isobutane 97.7/2.3

at 1050mbar. It is the inverse of the attenuation coefficient 𝜇𝑀

𝑙abs =
1
𝜇𝑀

where the attenuation coefficient is computed via

𝜇𝑚 = 𝑁𝐴
𝑀 ∗ 𝜎𝐴

with 𝑁𝐴 Avogadro’s constant, 𝑀 the molar mass of the compound and 𝜎𝐴 the atomic absorption

cross section. The latter again is defined by

𝜎𝐴 = 2𝑟𝑒𝜆𝑓2

with 𝑟𝑒 the classical electron radius, 𝜆 the wavelength of the X-ray and 𝑓2 the second scattering

factor. Scattering factors are tabulated for different elements, for example by NIST and Henke. For a

further discussion of this see the README and implementation of xrayAttenuation [195].

We will now go ahead and define the CAST gas mixture:

1 proc initCASTGasMixture(): GasMixture =

2 ## Returns the absorption length for the given energy in keV for CAST

3 ## gas conditions:

4 ## - Argon / Isobutane 97.7 / 2.3 %

5 ## - 20°C ( for this difference in temperature barely matters)

6 let arC = compound((Ar, 1)) # need Argon gas as a Compound

7 let isobutane = compound((C, 4), (H, 10))

8 # define the gas mixture

9 result = initGasMixture(293.K, 1050.mbar, [(arC, 0.977), (isobutane, 0.023)])

10 let gm = initCASTGasMixture()

To sample from the Beer-Lambert law with a given absorption length we also define a helper that

returns a sampler for the target energy using the definition of a normalized exponential distribution

𝑓𝑒(𝑥, 𝜆) =
1
𝜆 exp [−

𝑥
𝜆] .

Note: The sampling of the conversion point is the crucial aspect of this. Naivelywemight

want to sample between the detector volume from 0 to 3 cm. However, this skews our

result. Our calculation depends on the energy distribution of the incoming X-rays. If

the absorption length is long enough the probability of reaching the readout plane and
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thus not being detected is significant. Restricting the sampler to 3 cmwould pretend that

independent of absorption lengthwewould always convert within the volume, giving too

large a weight to the energies that should sometimes not be detected!

Let’s define the sampler now. It takes the gas mixture and the target energy. A constant SampleTo

is defined to adjust the position to which we sample at compile time (to play around with different

numbers).

1 proc generateSampler(gm: GasMixture, targetEnergy: keV): Sampler =

2 ## Generate the exponential distribution to sample from based on the

3 ## given absorption length

4 # `xrayAttenuation` `absorptionLength` returns number in meter!

5 let λ = absorptionLength(gm, targetEnergy).to(cm)

6 let fnSample = (proc(x: float): float =

7 result = expFn(x, λ.float) # expFn = 1/λ · exp(-x/λ)

8 )

9 const SampleTo {.intdefine.} = 20 ## `SampleTo`, set via `-d:SampleTo=<int>`

10 let num = (SampleTo.float / 3.0 * 1000).round.int # # of points to sample at

11 result = sampler(fnSample, 0.0, SampleTo, num = num)

Note that this is inefficient, because we generate a new sampler from which we only sample a single

point, namely the conversion point of that X-ray. If one intended to perform a more complex calcu-

lation or wanted to sample orders of magnitude more X-rays, one should either restructure the code

(i.e. sample from known energies and then reorder based on the weight defined by 𝐼(𝐸)) or cache the

samplers and pre-bin the energies.

For reference let’s compute the absorption length as a function of energy for the CAST gasmixture:

1 block GasAbs:

2 let Es = linspace(0.03, 10.0, 1000)

3 let lAbs = Es.mapIt(absorptionLength(gm, it.keV).m.to(cm).float)

4 let df = toDf({ "E [keV]" : Es,

5 "l_abs [cm]" : lAbs })

6 ggplot(df, aes("E [keV]", "l_abs [cm]")) +

7 geom_line() +

8 ggtitle(r"Absorption length of X-rays in CAST gas mixture: \\" & $gm) +

9 margin(top = 1.5) +

10 thm() +

11 ggsave(OutputPath / "cast_gas_absorption_length.pdf")

which yields fig. Q.3

So, finally: let’s write the MC sampling!
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Absorption length of X-rays in CAST gas mixture:
GasMixture: Ar (0.977), C4H10 (0.023), (T = 293 K, P = 1050 mbar)
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Figure Q.3.: Absorption length in the CAST gas mixture as a function of X-ray energy.

1 const nmc = 500_000 # start with 100k samples

2 var Es = newSeqOfCap[keV](nmc)

3 var zs = newSeqOfCap[cm](nmc)

4 while zs.len < nmc:

5 # 1. sample an energy according to `I(E)`

6 let E = rnd.sample(Isampler).keV

7 # 2. get the sampler for this energy

8 let distSampler = generateSampler(gm, E)

9 # 3. sample from it

10 var z = Inf.cm

11 when defined(Equiv3cmSampling): ## To get the same result as directly sampling

12 ## only up to 3 cm use the following code

13 while z > 3.0.cm:

14 z = rnd.sample(distSampler).cm

15 elif defined(UnboundedVolume): ## This branch pretends the detection volume

16 ## is unbounded if we sample within 20cm

17 z = rnd.sample(distSampler).cm

18 else: ## This branch is the physically correct one. If an X-ray reaches the

19 ## readout plane it is _not_ recorded, but it was still part of the

20 ## incoming flux!

21 z = rnd.sample(distSampler).cm

22 if z > 3.0.cm: continue # just drop this X-ray

23 zs.add z

416



Q.1. Calculate conversion point numerically

24 Es.add E

Great, now we have sampled the conversion points according to the correct intensity. We can now

ask for statistics or create different plots (e.g. conversion point by energies etc.).

1 import stats, seqmath # mean, variance and percentile

2 let zsF = zs.mapIt(it.float) # for math

3 echo "Mean conversion position = ", zsF.mean().cm

4 echo "Median conversion position = ", zsF.percentile(50).cm

5 echo "Variance of conversion position = ", zsF.variance().cm

This prints the following:

1 Mean conversion position = 0.556813 cm

2 Median conversion position = 0.292802 cm

3 Variance of conversion position = 0.424726 cm

Wesee themean conversionposition is at about 0.56 cm. If we consider themedian it’s only 0.29 cm

(the number we use in R.4). This number provides the target for the raytracing of the axion image as

an offset from the focal length in sec. R.4.

Let’s plot the conversion points of all sampled (and recorded!) X-rays as well as what their distri-

bution against energy looks like.

1 let dfZ = toDf({ "E [keV]" : Es.mapIt(it.float),

2 "z [cm]" : zs.mapIt(it.float) })

3 ggplot(dfZ, aes("z [cm]")) +

4 geom_histogram(bins = 200, hdKind = hdOutline) +

5 ggtitle("Conversion points of all sampled X-rays according to I(E)") +

6 thm() +

7 ggsave(OutputPath / "sampled_axion_conversion_points.pdf")

8 ggplot(dfZ, aes("E [keV]", "z [cm]")) +

9 geom_point(size = 0.5, alpha = 0.2) +

10 ggtitle("Conversion points of all sampled X-rays according to I(E) " &

11 "against their energy") +

12 thm() +

13 ggsave(OutputPath / "sampled_axion_conversion_points_vs_energy.pdf",

14 dataAsBitmap = true)

The former is shown in fig. Q.4. The overlapping exponential distribution is obvious, as one would

expect. The same data is shown in fig. Q.5, but in this case not as a histogram, but by their energy

as a scatter plot. We can clearly see the impact of the absorption length on the conversion points for

each energy!
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Conversion points of all sampled X-rays according to I(E)
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Figure Q.4.: Distribution of the conversion points of all sampled X-rays for which conversion in the detector

took place as sampled from 𝐼(𝐸).

Conversion points of all sampled X-rays according to I(E) against their energy
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Figure Q.5.: Distribution of the conversion points of all sampled X-rays for which conversion in the detector

took place as sampled from 𝐼(𝐸) as a scatter plot against the energy for each X-ray.
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In this appendix we will introduce the concept of raytracing, present our raytracer in sec. R.1, give

a more technical overview of the LLNL telescope in sec. R.2, show comparisons of our raytracer to

PANTER measurements, sec. R.3 and finally compute the axion image expected for CAST behind

the LLNL telescope, sec. R.4.

Raytracing is a technique for the rendering of computer-generated images 1. The classical ray-

tracing algorithm goes back to a paper by Turner Whitted in 1979 [225]. It is essentially a recursive

algorithm, which shoots rays (”photons”) from a camera into a scene of 3D objects. Interactions with

the objects follows geometrical optics. The ray equation

⃗𝑟(𝑡) = ⃗𝑜 + 𝑡 ⃗𝑑,

describes the ray vector ⃗𝑟, how it propagates from its origin ⃗𝑜 along the direction ⃗𝑑 as a function of

the parameter 𝑡 (it is no coincidence that 𝑡 evokes the notion of time). Ray-object intersections tests

are performed based on the ray equation and parametrizations of scene objects (either analytical

parametrizations for geometric primitives like spheres, cones and the like, or complex objects made

up of a large number of triangles). Each ray is traced until a certain ’depth’, defined by the maximum

number of reflections a ray may undergo, is reached and the recursion is stopped.

Building on this more sophisticated methods were invented, in particular the ’path tracing’ algo-

rithm and the introduction of the ’rendering equation’ [125, 115]. Here the geometrical optics ap-

proximation is replaced by the concepts of radiometry (power, irradiance, radiance, spectral radiance

and so on) embedding the concept in more robust physical terms. At the heart of it, the rendering

1The history of raytracing goes back much further than its application to computer graphics, though.
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equation is a statement of conservation of energy. To generate images of a scene, themost interesting

quantity is the exitant radiance 𝐿𝑜 at a point on a surface. It is the sum of the emitted radiance 𝐿𝑒
and the scattered radiance 𝐿𝑜,𝑠,

𝐿𝑜 = 𝐿𝑒 + 𝐿𝑜,𝑠.

In the context of rendering, the emitted radiance 𝐿𝑒 is commonly a property of the materials in the

scene. 𝐿𝑜,𝑠 needs to be computed via the scattering equation

𝐿𝑜,𝑠( ⃗𝑥, 𝜔𝑜) = ∫
𝑆2
𝐿𝑖( ⃗𝑥, 𝜔𝑖)𝑓𝑠( ⃗𝑥, 𝜔𝑖 ↦ 𝜔𝑜) sin𝜗 d sin𝜗 d𝜙.

𝐿𝑖 is the incident radiance at point ⃗𝑥 and direction 𝜔𝑖 (do not confuse it with an energy). 𝑓𝑠 is

the bidirectional scattering distribution function (BSDF) and describes the scattering properties of a

material surface. In the context of an equilibrium in radiance (the light description does not change

over time in the scene) the incident radiance can be expressed as

𝐿𝑖( ⃗𝑥, 𝜔) = 𝐿𝑜(xℳ( ⃗𝑥, 𝜔), −𝜔).

Here xℳ( ⃗𝑥, 𝜔) is the ’ray-casting function’, which yields the closest point on the set of surfacesℳ of

the scene visible from ⃗𝑥 in direction 𝜔. These expressions can be combined into a form independent

of 𝐿𝑖 to

𝐿𝑜( ⃗𝑥, 𝜔𝑜) = 𝐿𝑒( ⃗𝑥, 𝜔𝑜) +∫
𝑆2
𝐿𝑜(xℳ( ⃗𝑥, 𝜔𝑖), −𝜔𝑖)𝑓𝑠( ⃗𝑥, 𝜔𝑖 ↦ 𝜔𝑜) sin𝜗 d sin𝜗 d𝜙,

which is the ’light transport equation’, commonly used nowadays in path tracing based computer

graphics.

The fundamental problem with raytracing, and path tracing based on the light transport equation

in particular, is the extreme computational cost. Monte Carlo based approaches to sample only rel-

evant directions and space partitioning data structures are employed to reduce this cost. One of the

seminal documents of modern Monte Carlo based rendering is Eric Veach’s PhD thesis [217], which

the notation used above is based on. If you are interested in the topic I highly recommend at least a

cursory look at it.

Movies have made the transition from rasterization based computer graphics in Toy Story (1995)

over the course of 15 to 20 years 2 to full path tracing graphics commonly used today. Theuse of offline

rendering utilizing many compute hours per frame of the final movie allowed movies to introduce

path tracing at the end of the 90s (Bunny, an animated short released in 1998). In recent years the

idea of real time path tracing has become tangible, in big parts due to the – at the time bold – bet
2The first feature length movie entirely rendered using path tracing wasMonster House (2006).
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by Nvidia. They dedicated specific parts of their ’Turing’ architecture of graphics processing units

(GPUs) in 2018 to accelerate raytracing. Starting with path traced versions of old video games, like

Quake II RTX running in real time on ’Turing’ GPUs, in 2023we have path traced versions of modern

high budget (”AAA”) video games like Cyberpunk 2077 and AlanWake 2 3. This is in parts due to the

general increase in compute performance, partially due to specific hardware features and a large part

due to usage of machine learning (to denoise and upsample images and further reconstruct missing

rays using ML). For an overview of the developments in the movie industry to its adoption of path

tracing, have a look at [61]. To understand how path tracing is implemented in video games on

modern GPUs, see the ’Raytracing Gems’ series [100, 4].

R.1. TrAXer - An interactive axion raytracer

(a) RTOW spheres example (b) CAST setup

Figure R.1.: (a) is the reproduction of the final result of the book ’Ray Tracing in OneWeekend’ (RTOW) [205]

I originally followed. (b) is a very narrow angle of view on the CAST setup. In the bottom left is the image

sensor with the size of a GridPix. In the middle with a reddish color is the LLNL telescope sitting in front of

the CASTmagnet bore. On the right is the Sun. Note that only the essential parts are simulated floating in the

air. The angle and view from above makes the image sensor look a bit odd.

The simulation of light based on physical principles as done in path tracing algorithms combined

with the performance of modern computersmake it an interesting solution to light propagation prob-

lems, which are difficult if not impossible to solve numerically. Calculation of the expected image

produced by the X-ray telescope for a realistic X-ray telescope and solar axion emission is one such

problem. In [134] Christoph Krieger already wrote a basic hardcoded 4 raytracer for the 2014/15 data

taking behind the ABRIXAS telescope. He approximated the ABRIXAS telescope as a simple lens.
3There were of course previous experiments in interactive real time raytracing.
4By ’hardcoded’ in this context I mean that the scene geometry is entirely embedded in imperative code. Each reflection

is calculated manually. Thus, the raytracer is not generic.
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For the data taking with the detector of this thesis behind the LLNL telescope, a more precise

solution was desired. As such Johanna von Oy wrote a new raytracer for this purpose as part of her

master thesis [158]. However, although this code [159] correctly simulates the LLNL (and as amatter

of fact also other telescopes) based on their correct layer descriptions, it still uses a similar hardcoded
4 approach, making it inflexible for different scenes. More importantly it makes understanding and

verifying the code for correctness very difficult.

What started mainly as a toy project I wrote out of curiosity following the popular ’Ray Tracing

in One Weekend’ (RTOW) [205] book 5, anyhow made me appreciate the advantage of a generic

raytracer (see fig. R.1(a) for the final result of that book, created by this project). Generic meaning

that the scene to be rendered is described by objects placed in simulated 3Dworld space. This reduces

the amount of code that needs to be checked for correctness by orders of magnitude (reflection for

one material type is a few line function, instead of having lines of code for every single reflection in

a hardcoded raytracer). It also makes the program much more flexible to support different setups.

In particular though, the concept of a camera independent of the scene geometry allows to visualize

the scene (obviously the entire purpose of a normal raytracer!).

As a personal addition to the RTOW project, I implemented rendering to an SDL2 [199] window

and handlingmouse and keyboard inputs to produce an interactive real-time raytracer (this was early

2021). This sparked the idea to use the same approach for our axion raytracer. I pitched the idea to

Johanna, but did not manage to convince her 6. While working on finalizing the axion image and

X-ray finger simulations for this thesis, several big discrepancies between our raytracing results and

those used for the CAST Nature paper in 2017 [64] were noticed. The latter were done by Michael

Pivovaroff at LLNL using a private in-house raytracer 7. The need to better verify the correctness of

our own raytracing simulation lead me down the path of finishing the project of turning the RTOW

based raytracer into an axion X-ray raytracer. This way verifying correctness was easier. Some addi-

tional features of the second book of the ROTW series were added (light sources among others) and

other aspectswere inspired by Physically BasedRendering [170] (in particular the idea of propagating

multiple energies in each ray).

The result is TrAXer [193], an interactive real-time visible light and X-ray raytracer. In essence it

is two raytracers in one. First, a ’normal’ visible light raytracer, which the camera uses. Secondly, an

X-ray raytracer. Both use the same raytracing logic, but they differ in sampling. For visible light we

emit rays from the camera into the scene, while for X-rays we emit from an X-ray source (an object

5The nice thing about the first book is that it can literally be implemented in a single weekend!
6Some people may just be better at judging which efforts are worth it, than I am, haha! On a serious note, given her other

obligations and this not being an urgent problem, we did not pursue it at the time.
7At least that is my understanding. There are two public X-ray raytracing packages I am aware of, McXtrace [130] and

MT_RAYOR [156]. There is a chance MT_RAYORmay have been used, because it is written in an interpreted programming

language, ’Yorick’ [232], developed at LLNL. And it was used for NuSTAR raytracing simulations in the past [53].
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placed in the scene, for example the Sun). Both of these run in parallel. Scenes are defined by placing

geometric primitives with different materials (glass, metal etc.) into the scene.

The X-ray raytracer is used by choosing X-ray emitting materials and adding another object as an

X-ray target (another material), which the X-ray sampling will be biased towards. There is further a

specific X-ray material an object can be made of, which behaves as expected when hit by an X-ray,

calculated using [195]. Behavior is described by the reflectivity computed via the Fresnel equations as

discussed in sec. 5.1.2. To simulate reflectivity of the LLNL telescope, the depth gradedmultilayers of

the different layers are taken into account. X-ray transmission is currently not implemented, but only

because there is no need for us. The addition would be easy based on mass attenuation coefficients

and the Fresnel equations for transmission.

In order to detect and read out results from the X-ray raytracing, we place ”image sensors” into the

scene. They use a special material, which accumulates X-rays hitting them, split into spatial pixels.

For visible light they simply emit the current values stored in each pixel of the image sensor, mapped

to the Viridis color scale.

These things are visible in the example screenshot showing the ”CAST” scene in fig. R.1(b). The

view is seen from behind and above the setupwith a narrow field of view (like a telephoto lens). Only

relevant pieces of the setup are placed into the scene (partially for performance, although bounding

volume hierarchies help there, mostly for simplicity). The Sun is visible on the right side, emitting a

yellow hue for the visible rays and an invisible X-ray spectrum following the expected solar axion flux

(with correct radial emission). The long blueish tube is the inner bore of the CAST magnet. Then,

with red hues (in visible light) we have the LLNL telescope. In the bottom left is the image sensor,

which has the same physical size as the center GridPix of the Septemboard detector and is placed in

the focal point of the telescope. As every object of the scene is floating above the earth, combined

with the telephoto like view, the sensor looks a bit odd. 8

R.2. A few more details about the LLNL telescope

The Lawrence LivermoreNational Laboratory, introduced in sec. 4.1.2, is the X-ray telescope of inter-

est for us. Let us now first get an overview of the telescope and its construction itself, before wemove

on to comparing the TrAXer simulations with PANTER measurements and raytracing simulations

from Michael Pivovaroff from LLNL.

Its design follows the technology developed for the NuSTAR mission [102, 101, 131, 67, 99]. This

means it is not a true Wolter optic (meaning parabolic and hyperbolic mirrors), but instead uses a

8You may wonder why there is nothing shielding the image sensor from direct illumination by the Sun. The reason is

that the X-rays emitted from the Sun are only sampled into the entrance of the magnet bore. This way we save compute

and do not need a mask to shield the sensor.
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cone approximation [169], which are easier to produce and in particular for CAST provide more

than enough angular resolution.

It consists of two sets of 13 layers. Each mirror has a physical length of 225mm and thickness of

𝑑glass = 0.21mm. These mirrors are made of glass, which are thermally-formed (”slumped”) into the

conical shapes. Production of the mirrors happened at the National Space Institute at the Technical

University of Denmark (DTU Space) as part of the PhD thesis of Anders Jakobsen [120]. The first

sets of layers 𝑖 describe truncated coni with a remaining height of 225mm, an arc angle of 30 °, a

radius on the opening end 9 of 𝑅1,𝑖 and a cone angle of 𝛼𝑖. That is for each layer a non-truncated cone

would have a total height of ℎ = 𝑅1,𝑖/ tan𝛼𝑖. The second set of 13 layers only differs by their radii,

𝑅4,𝑖 on the opening end and an angle of 3𝛼𝑖. In the horizontal direction along the optical axis of the

telescope, there is a spacing of 𝑥sep = 4mm between each set of layers. Due to the tilted angle the

physical distance between each set is minutely larger. Combined the telescope thus has a length of

roughly 454mm.

One can define additional helpful radii, 𝑅2,𝑖 the minimum radius of the first set of cones, 𝑅4,𝑖 the

maximum radii of the opening end of the second set of mirrors and finally 𝑅3,𝑖, the radius at the

mid point where the hypothetical extension of the first layer and last layer would touch at 𝑥 = 2mm

from each set of mirrors. Equations R.1 specify how these numbers are related with 𝑙 the length of

the mirrors.

𝑅2,𝑖 = 𝑅3,𝑖 + 0.5𝑥sep tan(𝛼𝑖) (R.1)

𝑅1,𝑖 = 𝑅2,𝑖 + 𝑙 sin(𝛼𝑖) (R.2)

𝑅4,𝑖 = 𝑅3,𝑖 − 0.5𝑥sep tan(3𝛼𝑖) (R.3)

𝑅5,𝑖 = 𝑅4,𝑖 − 𝑙 sin(3𝛼𝑖) (R.4)

which we can rewrite to compute everything from 𝑅1,𝑖 by:

𝑅2,𝑖 = 𝑅1,𝑖 − 𝑙 sin(𝛼𝑖)

𝑅3,𝑖 = 𝑅2,𝑖 − 0.5𝑥sep tan(𝛼𝑖)

𝑅4,𝑖 = 𝑅3,𝑖 − 0.5𝑥sep tan(3𝛼𝑖)

𝑅5,𝑖 = 𝑅4,𝑖 − 𝑙 sin(3𝛼𝑖)

I emphasize this, because this conical nature describes the entire telescope as long as the radii 𝑅1,𝑖,

𝑅4,𝑖 and angle 𝛼𝑖 are known. 10

9By ’opening end’ I talk about the side of a truncated cone with the larger radius. For an ice cream cone it would simply

be the radius at the top.
10An alternative, equivalent description replaces the angle by the minimum radii of the coni.
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Alternatively, this can also be used to construct an optimal conical telescope from a starting radius

𝑅1,0 (typically called the ”mandrel”), if the iterative condition 𝑅3,𝑖+1 = 𝑅1,𝑖 + 𝑑glass is employed (in

this case some target parameters are needed of course, like focal length, 𝑥sep and a few more).

To calculate the focal length 𝑓 of an X-ray telescope of the Wolter type, we can use the Wolter

equation,

tan(4𝛼𝑖) =
𝑅3,𝑖,virtual

𝑓

where 𝛼𝑖 is the angle of the 𝑖th layer and 𝑅3,𝑖,virtual is the radius corresponding to the virtual reflec-

tion point. Due to the double reflection inherent to a Wolter telescope, the incoming ray picks up a

total angle of 4𝛼 (0 to 2𝛼 after first reflection of the shell with angle 𝛼, then 2𝛼 to 4𝛼 after reflecting

from second shell of angle 3𝛼). The virtual radius is the radius at the point if one extends the incom-

ing ray through the first set of mirrors and reflects at a single virtual mirror of an angle 4𝛼 precisely

at the midpoint of the telescope. This is illustrated in fig. R.2, which is an adapted version of fig. 4.6

from A. Jakobsen’s PhD thesis [120] to better illustrate this.

In addition to the PhD thesis mentioned, there is a paper [28] about the telescope for CAST and

initial results. Note though, that both the PhD thesis and the paper contain contradicting andwrong

information about the details of the telescope design. Neither (nor combined do they) describe the

real telescope. 11 , 12 Thanks to the help of and personal communication with Jaime Ruz and Julia

Vogel we were able to both clear up confusions and find the original numbers of the telescope that

were actually built. Table R.1 gives an overview of the telescope design. It is adapted from [28], but

modified to use the correct numbers. Then in tab. R.2 is the list of all layers and their corresponding

radii in detail as given to me by Jaime Ruz.

Having discussed the physical layout of the telescope, let us quickly talk about the telescope coat-

ings. In contrast to telescope like the ABRIXAS or XMM-Newton optics, which use a single layer

gold coating, the NuSTAR design uses a depth graded multilayer coating as introduced in sec. 5.1.2.

There are four different ’recipes’, used for different layers. All recipes are a depth graded multilayer

of different number of Pt/C layers.

Note that in this terminology the high 𝑍material (platinum) is actually below the low 𝑍

material (carbon) contrary to what Pt/C might imply!

Table R.3 gives an overview of which recipes are used for which layer and how they differ. 𝑑min is
11Anders’ thesis contains numbers for a telescope design with a focal length of 1530mm instead of 1500mm, possibly due

to a typo in a form of the Wolter equation. The paper contains schematics with factually wrong annotations and more

wrong (or outdated?) numbers.
12Let me be very clear: by no means I am trying to demean Anders work! These things happen. It is just a shame to not

have any public, accurate information about the telescope. In particular the paper [28] should have received an errata.

425



R. Raytracing Software:Appendix

Property Value

Mirror substrates glass, Schott D263

Substrate thickness 0.21mm

𝑙, length of upper and lower mirrors 225mm

Overall telescope length ∼ 454mm

𝑓 , focal length 1500mm

Layers 13

Total number of individual mirrors in optic 26

𝑅1,𝑖 , range of maximum radii 63.24 to 102.38mm

𝑅3,𝑖 , range of mid-point radii 62.07 to 100.5mm

𝑅5,𝑖 , range of minimum radii 53.88 to 87.19mm

𝛼, range of graze angles 0.592 to 0.958 °

Azimuthal extent ∼ 30 °

Table R.1.: Properties of the LLNL telescope. Adapted from [28] and modified to match the numbers actually

built.

i 𝑅1 [mm] 𝑅2 [mm] 𝑅3 [mm] 𝑅4 [mm] 𝑅5 [mm] α [°] 3α [°]

1 63.2384 60.9121 60.8914 60.8632 53.8823 0.5924 1.7780

2 65.8700 63.4470 63.4255 63.3197 56.0483 0.6170 1.8520

3 68.6059 66.0824 66.0600 65.9637 58.3908 0.6426 1.9288

4 71.4175 68.7898 68.7664 68.6794 60.7934 0.6692 2.0086

5 74.4006 71.6647 71.6404 71.5582 63.3473 0.6967 2.0913

6 77.4496 74.6014 74.5761 74.4997 65.9515 0.7253 2.1773

7 80.6099 77.6452 77.6188 77.5496 68.6513 0.7550 2.2665

8 83.9198 80.8341 80.8067 80.7305 71.4688 0.7858 2.3591

9 87.3402 84.1290 84.1005 84.0137 74.3748 0.8178 2.4553

10 90.8910 87.5495 87.5198 87.4316 77.4012 0.8510 2.5551

11 94.5780 91.1013 91.0704 90.9865 80.5497 0.8850 2.6587

12 98.3908 94.7737 94.7415 94.6549 83.7962 0.9211 2.7662

13 102.381 98.6187 98.5853 98.4879 87.1914 0.9581 2.8778

Table R.2.: Overview of the relevant numbers as the telescope was actually built. Based on a data file sent to

me by Jaime Ruz. The values for 𝑅3 and the angles 𝛼, 3𝛼 were calculated from the values for 𝑅1, 𝑅2 and 𝑅4, 𝑅5
based on equations R.1.
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R.2. A few more details about the LLNL telescope

If the layers were not rotated, the spacing between
them would be 4 mm exactly. After rotation it is slightly larger.

Note: the angles are exaggerated. α = 5° here.

Conic
mirror

*: Technically no rotation is done. The conical shape contains the "rotation" inherently.

Wolter equation: 
holds at virtual 
reflection point

Focal plane
Focal length 

X-ray Virtual reflection point

Focal point

Rotate*

Figure R.2.: Schematic of the reflection of an X-ray on a single layer of the telescope. Angles are exaggerated

(𝛼 = 5 ° here). The virtual reflection point is the relevant point to consider when calculating the focal length.

theminimum thickness of onemultilayer and 𝑑max themaximum thickness. The topmostmultilayer

is the thickest. Γ is the ratio of the top to bottom material in each multilayer.

For example recipe 1 has a top multilayer of carbon of a thickness Γ · 𝑑max = 10.125 nm on top of

(1 − Γ) · 𝑑max = 12.375 nm of platinum. Because recipe 1 only has 2 such multilayers, the bottom

Pt/C layer has a combined thickness of 𝑑min.

To reiterate the equations that describe the layer thicknesses for 𝑁 layers as given in sec. 5.1.2, a

depth-graded multilayer is described by the equation:

𝑑𝑖 =
𝑎

(𝑏 + 𝑖)𝑐
(R.5)

where 𝑑𝑖 is the depth of layer 𝑖 (out of 𝑁 layers),

𝑎 = 𝑑min(𝑏 + 𝑁)𝑐

and

𝑏 = 1 − 𝑁𝑘
𝑘 − 1

with
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𝑘 = (
𝑑min
𝑑max

)
1
𝑐
.

In all four recipes used for the LLNL telescope the parameter 𝑐 is set to 1.

Recipe # of layers 𝑑min [nm] 𝑑max [nm] Γ

1 2 11.5 22.5 0.45

2 4 7.0 19.0 0.45

3 4 5.5 16.0 0.4

4 2 5.0 14.0 0.4

Table R.3.: Overview of the different depth graded multilayer coatings used for the table. Adapted from fig.

4.11 of [120] with the correct numbers finally built. Parameter 𝑐 of equation R.5 is set to 1 in all layers.

Calculation of the reflectivity follows the equations also mentioned in the theory section. The

reflectivities of each layer are calculated with [195], which is used as part of the material description

in TrAXer.

R.3. Comparison of TrAXer results with PANTER measurements

The LLNL telescope was tested and characterized at the PANTERX-ray test facility inMunich in July

2016. It was reported on these tests during the 62nd CAST collaborationmeeting (CCM) on<2016-09-

26 Mon> and again in the CCM on <2017-01-23 Mon>. 13 These results are valuable to us, because

they can be used as a cross-check to verify our TrAXer based raytracing simulations.

At the PANTER facility the X-ray source sits 130.297m away from the center of the telescope (the

plane of the virtual reflection). It can be approximated as a source of radius 0.42mm. The detector

used to measure at PANTER is installed on the optical axis (i.e. directly ’in front of’ the source). The

telescope itself is offset by the radius of its shells, such that its optical axis aligns with the optical axis

defined by the X-ray beam (instead of aligning the telescope entrance with the beam axis and the

detector offset from it!). In this way the light entering the telescope does not enter perpendicular to

the opening, but under an angle.

The setup of having such an effective point source implies that the best focal point will not be in the

physical focal spot defined by the focal length, but slightly behind. At PANTER this was measured to

be at 1519mm instead of 1500mm and provides a first check of our raytracer. When reproducing the

same setup in TrAXer we find the smallest, most symmetric spot around the 1519 to 1520mmmark

13I mention the exact dates, because if you have access to the indico page of all the CAST collaboration meetings, this

should make it easy to find the slides.
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as well. 14

In this setup three different X-ray fluorescence lines were measured. Al Kα (1.49 keV), Ti Kα

(4.51 keV) and Fe Kα (6.41 keV). We can compare the images between measurements and simu-

lations as well as compute the ’half power diameter’ (HPD). The HPD is the radius around the image

center (based on the weighted mean center) in which 50% of the flux is contained. This is computed

based on the encircled energy function (EEF): integrate the flux in radial slices around the center,

compute a radial cumulative distribution function and find the radius corresponding to 50%.

Let’s consider the aluminum Kα lines. Fig. R.3 compares the PANTER data, with the LLNL ray-

tracing result and our raytracing result. 15 All three plots show the inner 3 · 3mm² of the image.

Generally, the agreement is very good. The ”bow tie” shape can be seen in all three figures.

(a) PANTER data (b) LLNL simulation

Al Kα, 1.49 keV, 3x3 mm, figure errors, source optical axis
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(c) TrAXer

Figure R.3.: (a): Data of the telescope taken at PANTER. (b): Raytracing simulation performed byM. Pivovaroff

at LLNL. Both of these are taken from the CCM in Jan 2017, slide 11. (c): Simulation performed with TrAXer.

All three plots show the inner 3 · 3mm² of the image.

Computing the encircled energy function yields a figure as shown in fig. R.4. We see the HPD

shown as the red line at a radius of 𝑟HPD ≈ 0.79mm. This is converted to an HPD in arc seconds via

𝛼HPD = arctan (
𝑟HPD
𝑓 )

where 𝑓 is the focal length of the optic. This leads to an HPD of 216.38″, which is slightly above

both the LLNL raytracing simulation (PANTERmodel) and the PANTERdata. Doing this for all three

fluorescence lines, we get the numbers shown in tab. R.4, where the differences are even smaller.

Therefore, our implementation of the raytracer including figure errors yields very compatible results

to the LLNL model developed for PANTER. The usage of TrAXer as the tool of choice for the calcu-

lation of the axion image seems justified.
14The differences on the order of 1mm are very small. I haven’t implemented an optimization routine to find the absolute

smallest value precisely. This is by eye.
15I don’t show a screenshot of the scene, because the source is obviously tiny and far away. The telescope and sensor are

the same as in the CAST scene shown earlier. The CAST magnet bore is not included.
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See sec. R.3.1 below for more details on how the figure error is introduced and its parameters

determined.

Al Kα, 1.49 keV, 3x3 mm, figure errors, source optical axis
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Figure R.4.: Encircled energy function of the aluminum Kα line, corresponding to the data of fig. R.3(c). The

HPD comes out to 186.45″.

R.3.1. Definition of the figure error and parameter determination

The figure error implementation has multiple free parameters. Generally speaking upon reflection

on a mirror surface, the reflected direction is slightly modified. Let ⃗𝑟𝑖 be the incoming ray, ⃗𝑛 the

surface normal on which the ray reflects and ⃗𝑟𝑟 the reflected ray. Reflection happens in the plane

defined by ⃗𝑛 and ⃗𝑟𝑖,𝑟. For a realistic figure error we wish to mainly vary the reflected direction in this

plane around ⃗𝑟𝑟, but still allow for smaller amounts in directions orthogonal. The vector orthogonal

to this plane is

⃗𝑛⟂ = ⃗𝑛 × ⃗𝑟𝑟.

This orthogonal vector ⃗𝑛⟂ allow us further to construct a vector that is orthogonal to ⃗𝑟𝑟 but in the

plane of the incoming and outgoing ray,

⃗𝑠 = ⃗𝑛⟂ × ⃗𝑟𝑟.

Based on two fuzzing parameters 𝑓∥ and 𝑓⟂ we can then define the real reflected ray to be:
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Al Kα (1.49 keV)

50% (HPD) 80% circle 90% circle

Point source (perfect mirrors) 168 arcsec 270 arcsec 313 arcsec

Point source (figure errors) 206 387 568

PANTER data 206 397 549

PANTER model 211 391 559

TrAXer (perfect mirrors) 183.19 304.61 351.54

TrAXer (figure errors) 216.38 389.72 559.79

Ti Kα (4.51 keV)

50% (HPD) 80% circle 90% circle

Point source (perfect mirrors) 161 259 301

Point source (figure errors) 202 382 566

PANTER data 196 380 511

PANTER model 206 380 559

TrAXer (perfect mirrors) 174.84 288.54 333.75

TrAXer (figure errors) 207.43 378.16 552.55

Fe Kα (6.41 keV)

50% (HPD) 80% circle 90% circle

Point source (perfect mirrors) 144 233 265

Point source (figure errors) 184 350 541

PANTER data 196 364 483

PANTER model 185 348 516

TrAXer (perfect mirrors) 160.38 257.79 296.79

TrAXer (figure errors) 189.75 345.20 518.51

Table R.4.: Measurements and simulation results given on slides 18-20 of the CCM slides Jan 2017. ’Point

source’ refers to LLNL raytracing simulations. PANTER model is an LLNL raytracing model adjusted to best

match the PANTER data. Our raytracing results are the TrAXer rows. TrAXer generally overestimates the

HPD by about 20″ compared to the perfectc mirror LLNL raytracing results.
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⃗𝑟fuzzed = ⃗𝑝hit + ⃗𝑟𝑟 + 𝑓∥ · ⃗𝑠 + 𝑓⟂ · ⃗𝑛⟂

where ⃗𝑝hit is the point at which the ray hit a mirror shell. Generally 𝑓∥ and 𝑓⟂ are parameters

sampled from a normal distribution. In practice only 𝑓⟂ is directly sampled from a single normal

distribution, while 𝑓∥ is – effectively – a mix of a narrow and a wide normal distribution. In total

there are 5 input parameters, which define the final figure error model.

In order to find the best matching parameters, we perform non-linear optimization using a global

derivative-free algorithm 16. This optimization calls the raytracer with a set of parameters in batch

mode 17 up to a fixed set of rays, computes the HPD and radii containing 80% and 90% of the flux

and finally computes the mean squared error of the target parameters given and the current values.

Ideally of course, onewould use amap of the real surface roughness of eachmirror shell (as done in

[53] for the NuSTAR telescope using MT_RAYOR) and use that as the basis for more accurate reflection

on the surface.

See fig. R.5 for a comparison of the image without any figure error (assuming perfect mirrors) and

the final figure errors (which are the ones used in the table and plots of the previous section). The

right plot shows the same data as seen in fig. R.3(c) above. The difference is massive in the sharpness

of the data.

R.4. Computing an axion image with TrAXer

The previous section provides us with reasonable guarantees that our raytracer produces compati-

ble results to PANTER measurements and the LLNL raytracing results. In particular for the axion-

electron coupling we do not wish to reuse the raytracing prediction for the solar axion image com-

puted by Michael Pivovaroff at LLNL, as used in the CAST Nature 2017 paper [64] paper. 18 This is

because of the different radial emission profile (compare fig. 3.3(b)). And for the chameleon, due to

its production in the solar tachocline, this is of course absolutely mandatory.

To simulate the solar axion image, we use the scene already shown in fig. R.1(b). The Sun is placed

16To be precise the NLOPT_GN_DIRECT_L algorithm of the NLopt [122] library, an implementation of the locally biased

’DIviding RECTangles’ algorithm [123, 87]. The algorithm performs a hyperrectangle search of the bounded parameter

space. Note that many other algorithms would work fine too, but we want a global search algorithm, as there are

possibly different local minima in how the parameters are chosen. Derivative-free is an advantage, as each iteration is

expensive, having to run the entire raytracer to accumulate enough statistics (𝒪(10 s)).
17Batch mode just refers to only running the X-ray raytracer without interactivity, graphical interface or the visible light

raytracer running.
18Let alone the fact that we only got access to these raytracing results mid 2023, but our raytracing work started years

before that.
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R.4. Computing an axion image with TrAXer

Al Kα, 1.49 keV, 3x3 mm, source optical axis
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(a) Perfect mirrors

Al Kα, 1.49 keV, 3x3 mm, figure errors, source optical axis
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(b) Imperfect mirrors

Figure R.5.: (a): TrAXer simulation for Al Kα without any figure error. The resulting image is extremely well

defined. (b): TrAXer simulation of Al Kα including a figure error. This is the same image as shown in (c).

as an X-ray emitter 19 at 0.989AU away 20 from the telescope. It emits X-rays of energies and from

radii corresponding to the distribution seen in fig. 3.3(a) calculated using the opacity calculation

code [159] also developed by Johanna von Oy during her master thesis [158]. The calculations are

based on the AGSS09 solar model [25, 203]. The telescope is rotated under the angle it was installed

at CAST, as deduced from the X-ray finger taken at CAST, fig. 9.2(a) (about 14 °). The image sensor

is placed slightly in front of the focal point. 1492.93mm away from the center of the telescope (to the

virtual reflection point) instead of 1500mm to account for the median conversion point of the X-rays

of the expected axion electron X-ray flux (as mentioned in sec. 12.8.5 and calculated in Q).

With all these in place, the axion image comes out as seen in fig. R.6(a). In comparison fig. R.6(b)

shows the axion image as computed by the LLNL raytracing code (albeit only for the axion-photon

coupling and related emission). The similarity between the two images is implying our raytracing

simulation is sensible. Small differences are expected, not only because of a different solar emission.

The different rotation angle is due to a different assumed rotation of the telescope. Our raytracing

image shows a larger bulge in the center at very low intensity. The absolute size of the major flux

region is very comparable. The slight asymmetry in our image is due to it being effectively 8mm in

front of the focal point.

19The axion-photon conversion probability is handled in the limit code.
20This was the average distance to the Sun during our CAST data taking campaign, as discussed in sec. 12.8.2.
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Solar axion image at 0.989 AU from Sun, 1492.93 mm
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(a) TrAXer

LLNL raytracing of axion image (sum all energies)
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Figure R.6.: (a): TrAXer simulation of the solar axion image using the correct Sun-Earth distance with the

image sensor placed 1492.93mm away from the telescope center. (b): Corresponding raytracing simulation

done at LLNL, however for axion-photon production only.
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