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Abstract
For this thesis, analogue quantum simulations of the BCS-BEC crossover have been performed. To
this end, an ultracold gas of fermionic 6Li atoms was prepared in an optical dipole trap. The gas is
in a balanced mixture of two hyperfine states which constitute the two spin states necessary for the
implementation of the crossover. The strength of the attractive interaction between these states is
controlled by an external magnetic field with the help of a Feshbach resonance.

New techniques to detect superfluidity, based on machine learning, were developed. These give a
clear indication of the phase transition for arbitrary interaction strengths. By reconstructing the density
distribution of the inhomogeneous gas, a phase diagram of the homogeneous BCS-BEC crossover
could be established. It confirmed, for the first time, an increase of critical temperature from the
unitary point towards the BEC limit.

With a newly developed coil, the interaction strength of the gas could be quenched to excite the
Higgs mode of the superfluid. It is observed as a fast, interaction strength-dependent oscillation in the
condensed fraction of the gas and constitutes the first observation of the Higgs mode in time domain
in the whole BCS-BEC crossover. The oscillations exhibit a strong damping, which a model based
on the local-density approximation attributes to dephasing caused by the inhomogeneity of the gas.
Towards the BEC limit of the crossover, a stronger damping than expected from dephasing is observed
indicating an additional instability of the Higgs mode. This has been predicted theoretically in this
regime, where the system cedes to be particle-hole symmetric.

As a complementary method to the interaction quench, some first results of experiments in which
the interaction strength is periodically modulated are presented. Here, a resonance in the response of
the superfluid, matching some predictions for the Higgs mode, is observed.
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CHAPTER 1

Introduction

Superconductivity is a phenomenon in which the resistance of a conductor suddenly vanishes if it
is cooled below a critical temperature and the superconductor constitutes a distinct phase of matter.
It was first observed over a hundred years ago in mercury which has a critical temperature of 4.2 K
[1]. Superconductors have a wide range of applications. They are crucial to the construction of the
strongest electromagnets employed in medical applications like nuclear magnetic resonance imaging
and in large particle colliders. Superconductors are also used as quantum sensors for magnetic fields
[2]. Superconducting qubits have already been constructed and are promising candidates for the
realisation of quantum computers [3]. A big obstacle for applications of superconductivity are the
prohibitively low temperatures needed to reach this phase. Even the superconductors with the highest
known critical temperature at ambient pressure, the cuprates, do not surpass critical temperatures
of 135 K [4] and therefore require cooling with liquid nitrogen. The reason behind the low critical
temperatures lies in the quantum-mechanical nature of the superconducting phase which makes it very
sensitive to perturbations like thermal excitations. Currently, our understanding of superconductivity is
very limited [5] and advances could facilitate the development of superconductors with higher critical
temperatures, ideally the highly sought after room-temperature superconductor. Immediately prior to
submission of this thesis, a preprint reporting on the discovery of room-temperature superconductivity
at ambient pressure in modified lead-apatite was published [6, 7]. What follows from this claim
remains to be seen but, if verified, it could potentially be one of the most important technological
breakthroughs in decades. Nevertheless, a better understanding of superconductivity will certainly be
valuable in any case. Of especial interest is the poorly understood relation between the macroscopic
phenomenon of superconductivity and the microscopic quantum mechanics governing the behaviour
of electrons in a material.

Superfluidity of uncharged particles, an analogue to the superconductivity of electrons, was first
observed clearly in 4He [8]. In this case the origin of the macroscopic phenomenon in quantum
mechanics is relatively obvious: 4He atoms are bosons and superfluidity can be connected to the
macroscopic wave function which forms upon Bose-Einstein condensation. As a rough analogy, this
holds even though 4He is significantly more complicated than a simple Bose-Einstein condensate
(BEC) [9]. The electrons forming a superconductor are, however, fermions and cannot Bose-Einstein
condense. Another, more complex mechanism must therefore cause superconductivity. It took roughly
half a century until Bardeen, Cooper and Schrieffer (BCS) were able to solve this problem by a
theory that includes electrons with attractive interactions [10]. The usual Coulomb repulsion between
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Chapter 1 Introduction

electrons is modified in solid state materials due to interactions with phonons which may lead to
attractively interacting electrons. At low enough temperatures, the attraction leads to the formation of
a macroscopic wave function enabled by the pairing of electrons. The formation of the macroscopic
wave function is the key factor for superconductivity and, in analogy to the BEC, is also called
condensation.

The BCS theory describes what is known today as conventional superconductivity. The su-
perconductors with the highest critical temperatures, called high 𝑇c-superconductors, are however
unconventional superconductors, which means that they have properties diverging from the predictions
of BCS theory [11]. In fact, the origin of their superconductivity from a microscopic theory is
still not understood [5]. The most important contributions likely come from special geometries,
e.g. 2-D electron layers in the cuprates, pairing symmetries, 𝑑-wave pairing in the cuprates instead
of the BCS 𝑠-wave pairing [12], and strong correlations of the electrons due to their interactions.
Recently, evidence has been found that the reduced dimensionality is of lesser importance compared
to interaction effects [13] making the latter an interesting field of study.

Conventional superconductors are characterised by a very weak attractive interaction. In this limit,
the electron pairs are very fragile which results in very low critical temperatures. This regime can also
be characterised by pair sizes much larger than the interparticle spacing. If the attraction strength
is increased, the result is a stronger binding which leads to smaller pair sizes and higher critical
temperatures. At some point the pairs will be much smaller than the interparticle spacing and form,
for all practical purposes, composite bosons. Consequently, an increasing attraction strength can
change the condensation mechanism for superconductivity or superfluidity from a BCS type to a
BEC type. This process is not accompanied by a (quantum) phase transition but rather happens as
a smooth transition known as the BCS-BEC crossover [14, 15]. Such a system is interesting in its
own regard since it unifies the microscopically very different phenomena of BEC and BCS theory to
a generalised pairing. As an application, the crossover’s relevance is not limited to unconventional
superconductivity [16]. The fairly general nature of the underlying model, fermions with attraction,
makes it relevant for other fields like nuclear systems [17], neutron stars [18] and the hydrodynamics
of quark-gluon plasmas [19] as well.

Despite continuous theoretical effort [17, 20], the crossover is not fully understood today, especially
in the strongly interacting regime where pair size and interparticle distance are comparable. The main
reasons for a limited understanding are the origin in many-body quantum physics whose large Hilbert
spaces prohibit direct solutions on classical computers, strong interactions between the particles which
cause perturbative approaches to be inaccurate, and the fermion sign problem in numerical approaches
[21]. In condensed matter experiments, a study of the crossover is also difficult because the interaction
strength is usually strongly constrained by the material and variations will be correlated with other
effects [22]. Despite of this, the first condensed matter realisation of BCS-BEC crossovers have
recently been reported [23, 24].

To gain a better understanding of the BCS-BEC crossover, other approaches are therefore of high
interest. The limitations encountered with classical computers could be overcome with quantum
computers, which tackle the complications of quantum mechanics by directly incorporating quantum
mechanics into their principles of operation [25]. However, only small, noisy quantum computers with
limited capabilities exist today and universal fault-tolerant versions, necessary to tackle many-body
problems like the crossover, might not be available in the near future [26]. An alternative are quantum
simulators, machines which employ quantum mechanics and are purpose-built to solve one (or maybe
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several similar) quantum-mechanical problems [27]. Usually, the quantum simulator is a physical
system with well controllable and widely tunable parameters which realises a specific theoretical
model, in this thesis it will the BCS-BEC crossover. Measurements on the simulator will then provide
results of the realised model. A platform that has proven to be well suited for the simulation of
models from condensed matter physics are ultracold atoms [28, 29]. With several cooling techniques
developed in the last decades [30, 31] large, gaseous samples of neutral atoms, usually on the order of
104 to 106, are brought down to temperatures on the order of 100 nK where the quantum nature of
the atoms dominates their behaviour. Highly controllable electromagnetic fields can be employed
to tune various properties of these systems, for example the atoms’ interactions and internal states
as well as the geometries in which these atoms move [32]. Some successes of this approach have
been the realisations of the weakly repulsive Bose gas, where Bose-Einstein condensation [33, 34],
the superfluidity of the condensate [35, 36], and a reduction of the critical temperature due to an
external potential [37] have been observed, the Bose Hubbard model whose superfluid to Mott
insulator transition was observed [38], and the BCS-BEC crossover [39, 40] and demonstration of its
superfluidity [41].

In this thesis, an ultracold gas of 6Li atoms is used as a quantum simulator for the BCS-BEC
crossover. 6Li atoms are extremely suitable for this purpose because their attraction strength is easily
controlled with high accuracy and because they realise the crossover model almost perfectly. Since
the first realisation almost two decades ago [39, 40], many aspects of the crossover have been studied
[28, 42–44]. Nevertheless, open questions are still left.

Remarkably, the critical temperature for superfluidity throughout the crossover is one of these. This
is surprising because it can be considered as the most important property by being the highest of all
fermionic superfluids found so far. On the intrinsic temperature scale set by the Fermi temperature 𝑇F,
the critical temperature of the unitary Fermi gas, a special point in the middle of the crossover where
the scattering length of the interaction diverges, is 𝑇c = 0.167𝑇F [42]. This is about three times higher
than the critical temperature of the high 𝑇c superconductors [23]. In the unitary limit, the precise
determination of the critical temperature was possible due to the strongly simplified thermodynamics
[45]. Away from the unitary case however, the critical temperature is less well known. On general
grounds, a local maximum of the critical temperature is expected in the crossover [31]. Neither
the precise attraction strength at which this maximum occurs nor its prominence are known. A big
obstacle is the lack of a clear signal of superfluidity in the common observables of Fermi gases, usually
density or momentum distributions.

To determine the critical temperature throughout the crossover, we therefore developed and applied
novel detection techniques for condensation based on machine learning. Machine learning is a
currently quickly developing programming paradigm with a vast range of applications including
chatbots [46] and image and speech recognition [47]. Some examples for applications in physics
are the optimisation of experiments [48], the detection of phase transitions [49] and calculations of
the BCS-BEC crossover [50, 51]. Many more exist and new ones are published frequently at the
moment. The key advantage of machine learning techniques is the possibility to analyse data without
a pre-assumed model. In this sense, it is well suited to detect the faint signals of superfluidity in an
unbiased way. The new detection techniques therefore allowed us to measure the critical temperature
for a wide range of interaction strengths and establish the phase diagram with unprecedented accuracy.

The superfluid phase of the BCS-BEC crossover is an example of a system with spontaneously
broken symmetry. Spontaneous symmetry breaking is a process encountered frequently in physics
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Chapter 1 Introduction

Figure 1.1: Pseudopotential for the superfluid below the critical temperature. Goldstone and Higgs modes, the
two excitations arising due to the broken U(1) symmetry of the phase of the macroscopic wave function, are
shown.

[52] with examples ranging from the profane, a pencil balanced on its tip falling over, to central to
our understanding of the universe: the discovery of the Higgs boson confirmed that the universe is
currently an electroweak condensate and therefore underwent spontaneous symmetry breaking at some
point [53].

In the superfluid case, spontaneous symmetry breaking is related to the macroscopic wave function.
Its amplitude in equilibrium is constrained to a specific value by the system’s properties – density,
temperature, interactions etc. – but this is not the case for the phase of the wave function which
can take on an arbitrary value and is therefore called a continuous symmetry. Nevertheless, every
superfluid takes on a fixed phase, which also influences observations [54, 55], upon formation and in
this way breaks the symmetry spontaneously.

Spontaneously broken continuous symmetries give rise to two general classes of excitations. These
are most intuitively identified from a graphical representation of the U(1) phase symmetry broken at
the superfluid phase transition. The macroscopic wave function𝛹 can be represented as a point in
the pseudopotential shown in figure 1.1. Upon formation,𝛹 takes on a random value in the circular
minimum. From this equilibrium state, two general types of excitations are now possible: Goldstone
modes along the minimum and Higgs modes perpendicular to it.

The Goldstone excitations of superfluids are observable as phonons and therefore well understood.
Higgs modes on the other hand are much less studied in both condensed matter and ultracold atomic
gases. In general, experimental studies of the Higgs mode are challenging due to difficulties in exciting
the mode. As a consequence almost all observations are very recent, see [56] and references therein.
In the BCS-BEC crossover only a single study, performed previously in our group, is available [57].
More studies are therefore necessary, especially since the Higgs mode can reveal important properties
of the crossover. In this regard, two aspects are sticking out. Firstly, the frequency of the Higgs mode
is a way to measure the amplitude of the macroscopic wave function |𝛹 | [58]. The evolution of this
value through the crossover is not precisely known yet. Secondly, the Higgs mode can reveal the
extend to which the system is particle-hole symmetric. Particle-hole symmetry is necessary for the
stability of the Higgs mode in condensed matter systems [59] and a decay of this symmetry is expected
to happen in the transition from the BCS to the BEC limit. Consequently, the Higgs mode is expected
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to gradually become less stable throughout the crossover [60]. This decay has so far not been studied
in detail.

For this thesis, the Higgs mode of a trapped gas of ultracold 6Li was excited by a new method, an
abrupt magnetic field change that leads to a quench of the attraction strength. The ensuing dynamics
were observed in time domain revealing internal effects in the gas as well as a coupling to the modes
of the external trapping potential. The new excitation method made it possible to study the evolution
of these dynamics for a wide range of interaction strengths in the BCS-BEC crossover.

Outline of the thesis

In chapter 2, the general theoretical foundations of this thesis are briefly reviewed. Special attention is
given to the BCS-BEC crossover, the Higgs mode and some smaller topics necessary to understand
the investigations of this thesis. In chapter 3, the experimental platform used to produce the results
of this thesis is described and the most relevant aspects of its working principles are introduced.
Several methods to detect superfluidity are discussed in chapter 4. While some of them are established
techniques, newly developed ones based on machine learning are also introduced. In chapter 5, the
new detection schemes for superfluidity are used to measure the phase diagram of the BCS-BEC
crossover with unprecedented precision. Chapter 6 contains the main results of this thesis. It presents
and analyses the dynamics of a superfluid in the BCS-BEC crossover whose interaction strength has
been quenched to excite the Higgs mode. In chapter 7, some very recent measurements in which the
interaction strength in the crossover was modulated instead of quenched are presented. Finally, chapter
8 summarises the most important results and gives some perspectives on possible further studies.
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CHAPTER 2

Theory of Fermions with Attractive Interactions

This chapter gives a brief review of the theoretical background for the topics investigated in this thesis.
A key point is the condensation of fermions with attractive interactions into a superfluid, which is a
generalisation of superconductivity. Two main properties of the condensate are discussed: the critical
temperature for condensation and the Higgs mode, a unique excitation of the superfluid. The strength
of the attractive interactions has a strong influence on both of them and this is the main focus of the
chapter. Finally, the consequences of external potentials are briefly discussed.

2.1 Non-interacting fermions

Fermions are particles with half-integer spin 𝑆, i.e. 𝑆 = 2𝑛+1
2 ℏ with 𝑛 ∈ N and ℏ the reduced Planck

constant. Since the research in this thesis is inspired by physical systems comprised of electrons or
neutrons, which both have 𝑆 = ℏ

2 , only spin-1
2 fermions are considered in this thesis. These fermions

have two internal states – the two possible projections of the Spin onto a quantisation axis – which
will be denoted as |↑⟩ and |↓⟩. From the spin-statistics theorem [61] follows the Pauli-principle:
two fermions cannot occupy the same state, characterised by both internal and external degrees of
freedom at any given time. This leads to the Fermi-Dirac distribution function 𝑓 (𝐸,𝑇) which gives
the probability that a state with energy 𝐸 , which will be related to the state’s quantum numbers, is
occupied at temperature 𝑇

𝑓 (𝐸,𝑇) = 1

exp
(
𝐸−` (𝑇 )

𝑘B𝑇

)
+ 1

. (2.1)

Here, 𝑘B denotes the Boltzmann constant and `(𝑇) is the chemical potential of the system, which also
depends on temperature. At 𝑇 = 0, all states up to the energy `(𝑇=0), which is also called Fermi
energy 𝐸F, are always occupied while all states above 𝐸F are never occupied. Collectively, the states
below 𝐸F are called the Fermi-sea and the step in the distribution function is called the Fermi-edge or
the Fermi-surface.

At non-zero temperatures, additional thermal energy is distributed among the particles such that
some states above 𝐸F have a probability of being occupied while some below 𝐸F are no longer always
occupied leading to a softening of the Fermi-edge. Since new particles can now be added to the
system in states below the Fermi energy, ` the necessary energy to do so decreases with 𝑇 . The
exact behaviour of this decrease depends on the specific system [62]. The decrease of ` and the
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Figure 2.1: The temperature dependence of the chemical potential of a non-interacting three-dimensional Fermi
gas for a system with homogeneous density and one with an external harmonic potential.
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Figure 2.2: The Fermi-Dirac distribution function for a homogeneous Fermi gas at various temperatures. The
increasingly smoother Fermi-edge with rising temperature is visible.

smoothening of the Fermi-edge are depicted in figures 2.1 and 2.2 with temperatures given on the
natural scale 𝑇F = 𝐸F/𝑘B. In the limit of high temperatures 𝑇 ≫ 𝑇F, the Fermi-Dirac distribution
approaches the Boltzmann distribution of classical thermodynamics.

A special case is the Fermi gas with homogeneous density no interactions. In this situation the
energy of a particle only depends on the absolute value of its momentum and consequently, the
Fermi-edge at low temperatures does not only exist at 𝐸F in energy space but also in momentum space
at

𝑘F =
√︁

2𝑚𝐸F/ℏ (2.2)

where 𝑚 denotes the mass of the fermions. In this situation, 𝑘F is related to the density of the gas 𝑛 by

𝑘F =

(
3𝜋2

𝑛

)1/3
. (2.3)
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2.2 Fermions with weak attraction – BCS-theory

2.2 Fermions with weak attraction – BCS-theory

The non-interacting Fermi gas has, apart from the formation of the Fermi-sea, no particularly
remarkable properties that arise when it is cooled towards zero temperature. This behaviour changes
quite drastically once a small attractive interaction is introduced to the fermions.

A contact interaction between two fermions with a relative potential 𝑉 (𝒓) = 𝑣0𝛿(𝒓), where 𝑣0 < 0
and 𝛿(𝒓) is the Dirac delta function, leads, in momentum space, to the Hamiltonian

�̂� − `�̂� =
∑︁
𝒌 ,𝜎

b𝒌𝑐
†
𝒌 ,𝜎

𝑐𝒌 ,𝜎 + 𝑣0

∑︁
𝒌 ,𝒌′

,𝒒,𝜎,𝜎
′
𝑐
†
𝒌+𝒒,𝜎𝑐

†
𝒌′−𝒒,𝜎′𝑐𝒌′

,𝜎
′𝑐𝒌 ,𝜎 (2.4)

where 𝑐𝒌 ,𝜎 (𝑐†
𝒌 ,𝜎

) annihilates (creates) a fermion with momentum 𝒌 and spin 𝜎 = {↑, ↓} and

b𝒌 = ℏ
2𝒌2

2𝑚 − ` is the dispersion relation of free fermions with mass 𝑚 measured from the chemical
potential while 𝒒 is the momentum transferred during the scattering process.

For the experiments performed for this thesis, the only relevant case is that of ultracold scattering:
a situation in which the energy of the scattering particles is so low that the lowest-energy partial wave,
the 𝑠-wave, of the full scattering amplitude’s partial wave expansion is the only relevant one [31].
For fermions, this situation has an important implication due to an alternative formulation of the
spin-statistics theorem. It states that the total wave function of indistinguishable fermions has to be
antisymmetric under particle exchange [61]. Since the 𝑠-wave scattering amplitude is symmetric, the
spin wave function of two scattering fermions must be antisymmetric which leaves the spin singlet
as the only option for spin-1

2 fermions. Scattering is therefore only possible between particles with
opposite spin, so 𝜎 = −𝜎′.

If the momentum dependence of the scattering process is considered, the largest scattering probability
is found for fermions with opposite momentum 𝒌= − 𝒌′. This is due to the fact that they have the
largest number of final states that conserve momentum and energy. A closer examination reveals that
it is reasonable to only consider these scattering processes [31]. Together, these approximations lead
to the so-called “BCS-Hamiltonian”

�̂� − `�̂� =
∑︁
𝒌 ,𝜎

b𝒌𝑐
†
𝒌 ,𝜎

𝑐𝒌 ,𝜎 + 𝑣0

∑︁
𝒌 ,𝒌′

𝑐
†
𝒌↑𝑐

†
−𝒌↓𝑐−𝒌′↓𝑐𝒌′↑. (2.5)

An arbitrarily weak attractive potential does not support a bound state between the scatterers in
three dimensions, but the presence of the Fermi-sea has an important implication if the system is cold
enough: the effects of a weak interaction are confined to a narrow region around the Fermi-surface
because any excitations from the inner Fermi sea would require more energy than available from the
interaction. The density of states relevant for this problem 𝑔(𝐸) is therefore effectively just its value
at the Fermi-surface 𝑔(𝐸F) and thus a constant. A constant density of states is also encountered in
two-dimensional systems which do support a bound state for arbitrarily weak attractive interactions.
For these reasons, the many-body Hamiltonian 2.5 supports the pairing of fermions with opposite spin
and momentum for all values 𝑣0 < 0 and these are called Cooper pairs [31]. The total momentum and
spin of these pairs are then both equal to zero.

For weak interactions, the Hamiltonian can be solved by a mean-field approach that looks at
fluctuations around the non-zero expectation value of the pair annihilation operator ⟨𝑐−𝒌↓𝑐𝒌↑⟩. A
Bogoliubov-transformation reveals that quasiparticles are the fundamental excitations of the system.

9



Chapter 2 Theory of Fermions with Attractive Interactions

Their dispersion relation is given by 𝐸𝒌 =

√︃
b

2
𝒌 + |𝛥|2 with

𝛥 = 𝑣0

∑︁
𝒌

⟨𝑐−𝒌↓𝑐𝒌↑⟩ . (2.6)

The quasiparticles are the mixture of particles and holes characteristic for a Bogoliubov-transformation.
The corresponding operators �̂�𝒌 ,↑ and �̂�𝒌 ,↓ are given by

�̂�𝒌 ,↑ = 𝑢
∗
𝒌𝑐𝒌 ,↑ − 𝑣

∗
𝒌𝑐

†
−𝒌 ,↓

�̂�
†
−𝒌 ,↓ = 𝑢𝒌𝑐

†
−𝒌 ,↓ + 𝑣𝒌𝑐𝒌 ,↑.

(2.7)

The momentum-dependent coefficients 𝑢𝒌 and 𝑣𝒌 in the quasiparticle operators operators are given by��𝑢𝒌 ��2 =
1
2

(
1 +

b𝒌

𝐸𝒌

)
��𝑣𝒌 ��2 =

1
2

(
1 −

b𝒌

𝐸𝒌

)
.

(2.8)

The ground state wave function |ΨBCS⟩ can be found by requiring the absence of quasiparticles, i.e.
�̂�𝒌 ,𝜎 |ΨBCS⟩=0. It has the form [9]

|ΨBCS⟩ =
∏
𝒌

(
𝑢𝒌 + 𝑣𝒌𝑐

†
𝒌 ,↑𝑐

†
−𝒌 ,↓

)
|0⟩ . (2.9)

It can be seen that |𝑣𝒌 |
2 is the momentum distribution of the fermions while |𝑢𝒌 |

2 is that of the holes
and thus |𝑣𝒌 |

2 + |𝑢𝒌 |
2
= 1 . In the limit of weak interactions considered for now, the distribution

functions are assumed to be largely unchanged by the interaction and therefore ` = 𝐸F as long as finite
temperatures are not considered. This also implies that 𝛥 ≪ 𝐸F. Then, the quasiparticle dispersion
relation has a non-zero minimum of |𝛥| at 𝑘F and for this reason 𝛥 is called the gap of the system.
This case is shown in figure 2.3.

An important consequence of the pairing is a modification of the fermions’ distribution in momentum
space: If higher momentum states are occupied, the particles can reduce their relative distance without
violation of the Pauli-principle and therefore reduce the total energy by the gain in interaction energy.
This leads to a softening of the Fermi edge as depicted in figure 2.4. The gap can also be related
to the sum

∑
𝒌 𝑢𝒌𝑣𝒌 [17] which is dominated by the softened region where neither 𝑢𝒌 nor 𝑣𝒌 are

close to zero. From this it follows that the softened Fermi surface has a width in energy space that
roughly corresponds to |𝛥|. Qualitatively, the softening due to pairing is very similar to the influence
of temperature as shown above in figure 2.2. This will become relevant later in the thesis.

The ground state 2.9 of the system is a state in which all fermions are paired into Cooper pairs. It
has a property called off diagonal long range order [9], defined as

lim
|𝒓−𝒓 ′ |→∞

⟨𝑐†↑ (𝒓)𝑐
†
↓ (𝒓)𝑐↓ (𝒓

′)𝑐↑ (𝒓
′)⟩ ≠ 0 (2.10)

where 𝑐𝜎 (𝒓) is the annihilation operator for a particle with spin 𝜎 at position 𝒓. This means that the
removal of a pair at position 𝒓′ with the simultaneous addition of another one far away at 𝒓 leaves the

10
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Figure 2.3: Quasiparticle dispersion relation for a weak attraction strength. The attraction leads to a gapped
spectrum with minimal excitation energy 𝛥 ≪ 𝐸F at 𝑘F.
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Figure 2.4: Softening of the Fermi edge at zero temperature due to pairing. Shown is the momentum distribution
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Chapter 2 Theory of Fermions with Attractive Interactions

system in a state that still has a finite overlap with the initial state. Interpreted differently, this is a flow
without an impact on the system. This is the frictionless flow which is the hallmark of superfluidity, or
superconductivity in the case of charged fermions [63].

2.3 The superfluid phase transition in the BCS limit

In this section, the effects of temperature, which were not considered in the previous one, are
considered. With increasing temperature, thermal quasiparticle excitations destroy the quantum
coherence necessary to support a non-zero |𝛥|. The gap therefore decreases monotonically until 𝛥=0
is reached at the critical temperature 𝑇c. Due to the similarity between equations 2.6 and 2.10, this
coincides with the end of off diagonal long range order and therefore the system cedes to be superfluid
and enters the normal phase at 𝑇c.

A closer examination would reveal that this constitutes a second order phase transition as described
by Ginzburg-Landau theory which approximates the free energy in proximity to the phase transition
as a power series of a complex order parameter 𝜓. In this case, it is the macroscopic wave function of
the superfluid. It has been shown that 𝜓 can be equated to 𝛥 [9]. It is indeed a complex quantity by
being the expectation value of a non-hermitian operator. In a homogeneous system without external
fields, the power series for the free energy takes the form

𝐹 = 𝐹0 + 𝛼 |𝛥|2 + 𝛽

2
|𝛥|4. (2.11)

Above the critical temperature, the real parameters 𝛼 and 𝛽 obey 𝛼 > 0 and 𝛽 > 0 so that the free
energy is minimised for 𝛥 = 0 and becomes 𝐹0, the free energy of the normal phase. Below 𝑇c
however, we have 𝛼 < 0 and 𝛽 > 0 so that the free energy is minimised for a finite order parameter

|𝛥|2 = −𝛼

𝛽
. (2.12)

The absolute value of the order parameter is therefore constrained, but nothing fixes the phase of
𝛥. This situation below 𝑇c is depicted graphically in figure 2.5. Going back to the definition of 𝛥 in
equation 2.6, it can be seen that the phase of 𝛥 is related to the phase of the system’s wave function. It
is therefore possible to gauge the phase of 𝛥 to an arbitrary value. Accordingly, the phase transition to
the superfluid phase is an example of spontaneous symmetry breaking [56]. For the rest of this thesis,
𝛥 is chosen to be real and 𝛥 ≥ 0.

Two distinct excitations of the system become possible in the symmetry-broken phase. Intuitively,
this can be seen by interpreting the free energy landscape in figure 2.5 as a pseudopotential in which the
system “moves”. One option is the movement along the circular valley corresponding to fluctuations
in the order parameter’s phase. The related excitations of the system in the superfluid case are phonons
and their existence is a manifestation of Goldstone’s theorem [52]1. Since the pseudopotential is flat
in this direction, no minimal energy is required to create a phonon, just as one would expect from their
usual dispersion relation. This mode is called the phase mode or the (Nambu-)Goldstone mode. If the
fermions in the system were electrically charged, the Goldstone mode would couple to electromagnetic
1 In the previous section 2.2, phononic excitations with their characteristic density modulations were not found because a

homogeneous density was assumed throughout.
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2.3 The superfluid phase transition in the BCS limit

Figure 2.5: The free energy landscape of a superfluid with order parameter 𝛥. The two basic excitations
connected to the spontaneously broken symmetry, Goldstone- and Higgs-mode, are illustrated.

excitations which would shift its minimal energy to the plasma frequency [59]. This has remarkable
consequences like the Meißner effect for superconductors [56] but is not relevant for the studies with
neutral fermions presented in this thesis.

The other possible excitation is perpendicular to the trench of minimal free energy and therefore a
modification of the order parameter’s amplitude. This resembles the excitation of a harmonic oscillator
and consequently a finite amount of energy is necessary to excite this mode. It is called the amplitude
or (Anderson-)Higgs mode and its minimum energy is given by 2𝛥 [53]. If this mode is excited, it also
manifests itself as an oscillation of the order parameter’s value with frequency 2𝛥/ℎ and a character-
istic damping of 𝑡−1/2 [64]. A measurement of this oscillation is presented later in this thesis in chapter 6.

A closer examination of the Higgs mode’s origin would reveal that the heuristic derivation via
the pseudopotential misses a few important points: mainly the Higgs mode being only stable in
Lorentz-invariant systems, a condition that is not fulfilled for any condensed matter system and
therefore also not for the studies in this thesis. For weak interactions, the BCS Hamiltonian can
however be rewritten in a form that reveals its equivalence to the relativistic Dirac-Hamiltonian. It
therefore is effectively Lorentz-invariant and supports a Higgs mode [59, 65].

Excitations of the Higgs mode are challenging because it lacks the typical properties often used for
excitations, for example charge, electric or magnetic moments or quantum numbers [56]. Instead, it
is necessary to “shake” the superfluid out of its equilibrium [53]. For the superfluid, this involves
a manipulation of 𝛥eq, the equilibrium value of the order parameter. This is most easily done by
changing the strength of the interaction. One option is a sudden quench of the system to a different
interaction strength with a new value of 𝛥eq. Another option is the time-dependent modulation of
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Chapter 2 Theory of Fermions with Attractive Interactions

a) b)

Figure 2.6: Schematic representation of the excitation mechanisms for the Higgs mode. a) A quench changes
𝛥eq faster than 𝛥 can follow. This excites the system to a higher point in the pseudopotential and therefore
initiates the Higgs mode. b) A time-dependent modulation of 𝛥eq drives the Higgs mode.

the interaction strength, and correspondingly 𝛥eq, around a central value. A graphical representation
of these excitation mechanisms is shown in figure 2.6. For a proper excitation of the Higgs mode, it
is important that the manipulations happen on a faster time scale than the equilibration time of the
system. Both of these excitation mechanism will be studied later in this thesis.

2.4 Fermions with arbitrary attractive interactions – the BCS-BEC
crossover

This section extends the previous discussions, limited to weak attractive interactions, by the inclusion
of arbitrarily strong, but still attractive, interactions. This makes it necessary to quantify the interaction
strength more rigorously.

One could expect that the potential depth 𝑣0 of the Hamiltonian 2.5 is the relevant quantity, but
this turns out to be wrong. The reason lies in divergences arising in the calculation of the scattering
amplitude if more than the first order Born-approximation is taken into account [31]. A regularisation
depending on the exact shape of the potential would therefore in principle be necessary.

In the case of ultracold scattering, the range of the potential is however usually much shorter than the
interparticle distance, so that the physical effect of 𝑠-wave scattering can be completely described by
the scattering length 𝑎. A proper parameter for the interaction strength is therefore the dimensionless
quantity 1/𝑘F𝑎. The previously discussed BCS limit of arbitrarily weak attraction is reached for
1/𝑘F𝑎 → −∞ and in this limit the gap is related to the interaction parameter via

𝛥 =
8
𝑒

2 𝐸F exp
(

𝜋

2𝑘F𝑎

)
. (2.13)

Likewise, the critical temperature is given by

𝑇c,BCS =
𝑒
𝛾

𝜋

8
𝑒

2𝑇F exp
(

𝜋

2𝑘F𝑎

)
(2.14)

with the Euler-Mascheroni constant 𝛾. The first order correction to this result is a reduction by a factor
(4𝑒)1/3 ≈ 2.2 known as the Gorkov-Melik-Barkhudarov (GMB) correction [66].
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Figure 2.7: Different solutions for 𝛥 and ` in the BCS-BEC crossover. For details on the mean field or
Haussmann et al. solutions refer to [31] and [67], respectively. The gap calculated with equation 2.13 is denoted
as 𝛥 BCS.

When extending the mean-field BCS solution to stronger interactions, the chemical potential can no
longer be considered equal to 𝐸F because of the softening of the Fermi edge as shown in figure 2.4.
It is then necessary to find a self-consistent solution for both 𝛥 and `. The result cannot be given
by a simple relation like 2.13 any more although an analytic form can be obtained [31]. By simple
means, only a numerical solution for 𝛥 and ` in mean field approximation is easily calculated and this
is presented in figure 2.7. The mean field solution is however only expected to be reliable in the limit
of weak attractions or 1/𝑘F𝑎 ≪ −1 and a calculation based on a variational many-body approach,
performed in [67], indeed shows substantial deviations, as can be seen in the same figure.

The critical temperature in the BCS limit is equivalent to the onset of fermion pairing. This
correspondence no longer holds for stronger attractions because a second pairing mechanism arises:
A two-body bound state is supported by the interaction potential if the interaction gets strong
enough. This bound state is present for 1/𝑘F𝑎 > 0 and has a binding energy that increases with 𝑎 as
𝐸B = −ℏ2/(2𝑚𝑎

2) in first order approximation.
In the limit 1/𝑘F𝑎 → ∞ of extremely strong attraction, the fermions will be tightly bound into

dimers which can be regarded as composite bosons with mass 2𝑚. In an atomic context the dimers
are also called molecules2. The scattering length between dimers has been shown to be 𝑎DD = 0.6𝑎
[68]. In the limit 1/𝑘F𝑎 → ∞, 𝑎DD is mall and positive and therefore describes a weakly repulsive
interaction between dimers. The critical temperature of superfluidity will no longer be connected to
pairing at all in this case, but is instead equal to the critical temperature of Bose-Einstein condensation
(BEC) of bosons with mass 2𝑚 and scattering length 𝑎DD. It is given by [69, 70]

𝑇c,BEC =
(
1 + 𝑐 𝑘F𝑎

) 2𝜋(
6𝜋2

Z

(
3
2

))𝑇F ≈ 0.218 · (1 + 0.2 𝑘F𝑎) 𝑇F (2.15)

2 These molecules are however in a highly excited electronic state.
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Figure 2.8: The smooth evolution of the fermionic momentum distribution in the crossover at 𝑇 = 0.

with Z denoting the Riemann zeta function and the constant 𝑐 ≈ 1.3. A connection from Fermi
temperature to the seemingly unrelated phenomenon of Bose-Einstein condensation was introduced
in the derivation of equation 2.15 by replacing the dimer density 𝑛D, the relevant quantity for BEC
formation, with the density of the constituent fermions 𝑛 = 2𝑛D, which is related to the Fermi
momentum via equation 2.3.

Between the two limits of fermionic Cooper pairing and dimerised Bose-Einstein condensation
no phase transition occurs [14]. Instead, there is a generalised form of pair condensation smoothly
connecting them and this behaviour is called the BCS-BEC crossover. The generalised pairing is
predominantly fermionic in the BCS regime 1/𝑘F𝑎 < −1 and shifts the pairing weight to a molecular
type through the strongly interacting regime −1 < 1/𝑘F𝑎 < 1 until it is predominantly molecular in
the BEC regime 1/𝑘F𝑎 > 1. The smoothness of the crossover is most evident in the size of the pairs:
it is significantly larger than the interparticle spacing in the BCS limit, gradually shrinks to become
comparable to the spacing around 1/𝑘F𝑎 = 0 and continues to shrink to much smaller than the spacing
in the BEC limit where the pairs are tightly bound.

The smoothness of the crossover is also reflected in the momentum distribution of the fermions
in the ground state which is given by the same |𝑣𝑘 |

2 as in the BCS limit, see equation 2.8 and [31].
Figure 2.8 shows the evolution of this distribution through the crossover calculated with the values for
` and 𝛥 from [67]. It becomes apparent that the increasing attraction strength leads to a continuously
softening Fermi edge.

The best possible distinction between fermionic and bosonic behaviour is provided by the chemical
potential. The quasiparticle dispersion relation 𝐸𝒌 has its minimum at |𝒌 | = 𝑘` which is defined
as ℏ2

𝑘
2
`/2𝑚 = `. Around 1/𝑘F𝑎 ≈ 0.6, the zero-temperature value of ` becomes negative and 𝑘`

is no longer well-defined. The minimum in 𝐸𝒌 , the gap of the superfluid, is then located at 𝑘 = 0

and given by
√︃
𝛥

2 + `
2. Such a dispersion relation is closer to a bosonic than a fermionic superfluid.

Alternatively, it can be argued that the Fermi edge, located at `, is no longer present if ` < 0 and the
system cedes to be fermionic and becomes bosonic at this point.

A special situation is encountered in the middle of the crossover at 1/𝑘F𝑎 = 0, called the unitary
limit. Here, the scattering length diverges to ±∞ and can therefore no longer be a relevant length scale
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Figure 2.9: Several theoretical predictions of the critical temperature in the BCS-BEC crossover: An extended
GMB correction by Pisani et al. [71], a variational many body approach by Haussmann et al. [67], fermionic
quantum Monte Carlo calculations by Bulgac et al. [72] and Burovski et al. [73], equation 2.14 with GMB
correction, equation 2.15 for the weakly repulsive Bose gas, and a quantum Monte Carlo calculation for hard
and soft sphere bosons by Pilati et al. [74].

for the description of the many-body system. This is a big simplification [42, 45] and consequently,
the many-body properties in the unitary case are relatively well known [42].

The generalised pairing encountered the crossover has the consequence that there is no longer a
one-to-one correspondence of superfluidity and pairing as in the BCS regime. The critical temperature
for superfluidity 𝑇c will instead be lower than the temperature necessary to break the pairs. A
calculation of the critical temperature through the crossover is no simple task because the strong
interactions do not allow for a perturbative treatment. One interesting property is however certain:
there must be a maximum in 𝑇c/𝑇F in the crossover because this ratio increases when approaching
1/𝑘F𝑎 = 0 from both limits, cf. equations 2.14 and 2.15. The exact location and pronouncement
of the maximum are however not known. Several theoretical predictions are presented in figure 2.9.
Measurements of the critical temperature throughout the crossover are presented in chapter 5.

2.4.1 Higgs mode with strong attractions

Above, it was stated that the BCS-Hamiltonian in equation 2.5 is effectively Lorentz-invariant and
therefore supports a well-defined Higgs mode. The origin of this property lies in an effective particle
hole symmetry of the BCS-Hamiltonian around the Fermi surface at energy ` [75]. Expressed as a
formula, the fermion dispersion relation measured from the chemical potential b𝒌 fulfils

−b𝒌`−𝛿𝒌 = b𝒌`+𝛿𝒌 (2.16)
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Figure 2.10: Violation of effective particle-hole symmetry in the free-fermion dispersion relation for strong
attraction. The shaded areas mark the extend of softened Fermi edge for the respective interaction strengths. If
the free fermion dispersion relation (full line) is well described by the linear approximation (dashed line) over
the full shaded area of the corresponding interaction strength, the system is effectively particle-hole symmetric.
This condition is fulfilled for weak (blue) but violated for strong attractions (orange). Figure inspired by [75].

with b𝒌`
= 0 3. For free fermions, b𝒌 = ℏ

2𝒌2/2𝑚 − ` does not fulfil this condition, so the BCS-
Hamiltonian is in principle not particle hole symmetric. However, the system’s low-temperature
properties are dominated by the softened region around the Fermi surface with width ∼ 𝛥. If this
region is small enough, a linear approximation b𝒌 ≈ 𝑣F(𝑘 − 𝑘`) suffices for a proper description and
the system is effectively particle-hole symmetric because it now fulfils condition 2.16 [75]. Figure
2.10 shows, at mean-field level and 𝑇 = 0, that the linear approximation is valid in the BCS limit
1/𝑘F𝑎 < −1 but not in the regimes with strong attractions 1/𝑘F𝑎 > −1, where 𝛥𝐸F is not a small
quantity.
In the particle-hole symmetric case, additional symmetries are broken for the ground state on top of
the 𝑈 (1) symmetry breaking of 𝛥 and they are the reason for a stable Higgs mode to occur [75].

A violation of particle-hole symmetry does not directly imply that the Higgs mode becomes
unobservable. It rather causes a coupling of the Higgs- to the Goldstone mode which leads to a damped
Higgs mode. The further the relevant dispersion relation deviates from a particle-hole symmetric one,
the stronger the coupling and damping are expected to become. Through the BCS-BEC crossover, the
Higgs mode is therefore expected to become less and less stable until it cedes to be observable. For
zero temperature, it is predicted to still be observable at unitarity, but not at 1/𝑘F𝑎 = 1 [60]. Finite
temperatures decrease the Higgs mode’s instability as well, but [60] predicts that this effect is not
particularly pronounced for 𝑇 = 0.9𝑇c at 1/𝑘F𝑎 = −1. The finite temperature theory of the reference
is however not applicable to the more interesting case around unitarity.

The frequency of the Higgs mode in the BCS limit was given by twice the gap 𝜔H = 2𝛥/ℏ. In

3 This means that the dispersion relation does not change under a combined reflection along the axes b𝒌 = 0 and 𝒌 = 𝒌` ,
c.f. figure 2.10
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the crossover, this equality only holds as long as ` ≥ 0 because the energy gap of the quasiparticles

becomes
√︃
𝛥

2 + `
2 once ` < 0. Consequently, the Higgs frequency is given by 𝜔H = 2

√︃
𝛥

2 + `
2/ℏ

in this case. However, the relation between gap and Higgs frequency is derived in the BCS limit and
deviations in the case of strong interactions are possible but have not been much investigated [53].

2.5 External potentials

In the previous sections, most discussions were limited to homogeneous situations where the
Hamiltonian contains only kinetic and, potentially, interaction energy. In the experiments presented in
the later parts of this thesis, the fermions are placed in an external potential adding another term to the
Hamiltonian. The potentials are three-dimensional and (approximately) harmonic so that the potential
energy term takes the shape

�̂� (𝒓) = 𝑚

2

(
𝜔

2
𝑥𝑥

2 + 𝜔
2
𝑦𝑦

2 + 𝜔
2
𝑧𝑧

2
)
, (2.17)

with trapping frequencies 𝜔𝑖 in the three spatial directions. The Fermi energy for a large number 𝑁 of
fermions with two internal states is in this case calculated to

𝐸F,harm = ℏ�̄� (3𝑁)1/3 (2.18)

with the geometric mean trapping frequency �̄� = 3
√︃
𝜔𝑥𝜔𝑦𝜔𝑧 . Casting aside interactions for the

moment, the existence of an external potential causes the fermions’ energy to be split into kinetic
and potential energy. The result is an inhomogeneous density distribution. This makes a theoretical
description much more involved and the trapped gas is therefore usually discussed under certain
approximations.

2.5.1 Thomas-Fermi approximation

If the level spacing ℏ𝜔𝑖 is much smaller than the other energy scales 𝑘B𝑇 and `, it is possible to
use the semi-classical Thomas-Fermi-approximation, which approximates the discrete states as a
continuum [31], and write the Fermi-Dirac distribution 2.1 as

𝑓 (𝒓, 𝒑) = 1

exp
(
𝛽

(
𝒑2

2𝑚 +𝑉 (𝒓) − `

))
+ 1

(2.19)

using the abbreviation 𝛽 = 1/𝑘B𝑇 . in-situ density and momentum distribution of a single spin state
are then obtained by integrating 𝑓 (𝒓, 𝒑) over 𝒑 or 𝒓 respectively, resulting in

𝑛(𝒓) =
∫

d3 𝒑

(2𝜋ℏ)3 𝑓 (𝒓, 𝒑) = − 1
_

3
dB

Li3/2

(
−𝑒𝛽 (`−𝑉 (𝒓 ) )

)
(2.20)

and

𝑛( 𝒑) =
∫

d3𝒓

(2𝜋ℏ)3 𝑓 (𝒓, 𝒑) = − 1(
𝑚_dB�̄�

)3 Li3/2

(
−𝑒𝛽 (`−𝒑

2/2𝑚)
)

(2.21)
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with the thermal de Broglie length _dB = ℎ/
√︁

2𝜋𝑚𝑘B𝑇 and the polylogarithm function Li𝑛 (𝑧). The
former equation is valid for arbitrary external potentials while the latter only is for harmonic traps.
Neither of the two observable distributions reveals the Fermi edge present in the energy distribution 2.19,
because a part of the information is erased in the process of observation (integration). The resulting
distributions are in shape often similar to Gaussian distributions due to lim𝑧→0

[
−Li3/2(−𝑧)

]
= 𝑧.

2.5.2 Local-density approximation

Most of the physical properties of the Fermi gas are connected to the density of states and this is
different for the trapped Fermi gas compared to the homogeneous gas. The trapped gas therefore
has quantitatively different properties than the homogeneous case. This can already be seen in
the temperature dependence of the chemical potential for the non-interacting case in figure 2.1.
Qualitatively, ` decreases with increasing 𝑇 in either case, but the actual values are quite different.

Analogously, the effects of interactions will be qualitatively very similar to the homogeneous case
but quantitatively different. A striking example is the critical temperature in the BEC limit. It is given
by [76]

𝑇c = ℏ�̄�𝑘
−1
B

(
𝑁

2 Z (3)

)1/3
=

𝑇F

(6 Z (3))1/3 ≈ 0.518 𝑇F (2.22)

which is more than twice the value of the homogeneous case. Weak repulsive interactions between the
dimers will reduce this temperature [77], in contrast to the homogeneous case.

In general, a combined theoretical treatment of the external potential and the interactions is extremely
challenging and no reliable, rigorous calculations are available for the BCS-BEC crossover. A common
way to disentangle the interactions from the external potential is the local density approximation
(LDA). Like the Thomas-Fermi approximation, it makes use of the fact that the level spacing in the
harmonic trap ℏ𝜔𝑖 is much smaller than the relevant energies, which implies that the density and
related quantities like the superfluid density change on length-scales much larger than the interparticle
spacing [78]. The gas can then considered to be also locally in thermal equilibrium with density 𝑛(𝒓)
and behaves locally like a homogeneous gas. The varying density in the trap is described by modifying
the chemical potential with the external potential

` → ` −𝑉 (𝒓), (2.23)

which can be considered as a formal definition of the local density approximation. The local density
approximation can provide a prediction of the behaviour, for example condensation, of confined gases
based on the (much simpler) homogeneous theory. Similarly, the comparison of observations in
confined gases to homogeneous theories is possible.

An open question is the applicability of the local density approximation to non-equilibrium
phenomena like the Higgs-mode: is there one common Higgs mode of the inhomogeneous gas or are
there many (largely) independent local ones? This question will be investigated in chapter 6.
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CHAPTER 3

A Quantum Simulator of the BCS-BEC
Crossover

This chapter introduces the apparatus used to conduct the experiments presented in this thesis: an
analogue quantum simulator of the BCS-BEC crossover using ultracold 6Li atoms. The setup was
conceived and constructed by Alexandra Behrle, Timothy Harrison, and Kuiyi Gao. It is presented in
detail in the first two constructors’ PhD theses [79, 80]. Here, the relevant aspects of the experiment in
connection to the work presented in this thesis are discussed.

First, the mechanism that enables the simulation of arbitrary interaction strengths is discussed.
Then follows an introduction of 6Li, the atom used for the implementation of the BCS-BEC crossover.
Afterwards, the process of cooling and preparing the atoms for the experiments is briefly discussed.
For the studies of the Higgs mode, a new excitation capability was introduced into the setup and this is
discussed in more detail. An important aspect is the extraction of results from the experiment. This
is done by absorption imaging of the final sample and the intricacies of this process deserve some
attention.

3.1 Feshbach resonances

Arguably the most important ingredient for a simulation of the BCS-BEC crossover is a well-controlled
attraction between fermions of opposite spin. Dilute gases of ultracold atoms provide an extremely
useful feature in this regard: their scattering properties can be easily manipulated by Feshbach
resonances. The interatomic potential governing scattering is dominated by the van der Waals
interaction. This is due to the large particle separations in dilute gases. The exact value of the
potential then depends on the relative orientation of the spins of the scatterers’ valence electrons1. At
low temperatures, only the lower-energy configuration with the spins of the valence electrons of the
scatterers in singlet configuration is accessible, this is called the “open channel” for scattering. The
“closed channel” with electronic triplet configuration is not accessible due to its high energy at large
distances. It may however support a bound state with an energy that is similar to that of the scattering

1 Here, the discussion is limited to the most simple case of ground state Alkali atoms which is the relevant one for this
thesis. The valence electrons therefore have 𝑆 = 1/2 and 𝐿 = 0 quantum numbers. A more general discussion can be
found in [81].
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Chapter 3 A Quantum Simulator of the BCS-BEC Crossover

Figure 3.1: Principle of a Feshbach resonance. An external magnetic field can shift the bound states of the
closed channel into resonance with the large distance energy of the open channel. This greatly enhances the
scattering length.

atoms. This energy is chosen to be 0, the large distance limit of the open channel, see figure 3.1. The
hyperfine interaction within the individual atoms mixes the electron’s spin projections and therefore
leads to a coupling between the two channels which can be strong even if the hyperfine interaction
is weak [81]. This results in a strongly enhanced scattering between the atoms. Additionally, a
two-body bound state becomes accessible for the scatterers if the bound state energy is slightly negative.
Changing the energy difference between the open channel and the closed channel’s bound state in a
controlled manner is relatively simple because singlet and triplet configuration have different magnetic
moments: an external magnetic field is therefore all that is needed to move the channels relatively to
each other and shift the bound state in and out of resonance with the large distance energy limit of
the open channel. As a consequence, the scattering length 𝑎 changes with magnetic field strength 𝐵.
Around the resonance, the relation can be given as the simple expression

𝑎(𝐵) = 𝑎bg

(
1 − 𝛥

𝐵 − 𝐵0

)
(3.1)

where 𝑎bg is a background scattering length, 𝐵0 is the field at which the resonance occurs and 𝛥 is
the width of the resonance. The values of these parameters depend on atomic species, isotopes and
even the specific spin configuration of the scatterers. From equation 3.1, it becomes evident that it is
possible to tune the scattering length to arbitrary values. This is exactly what is needed for a simulation
of the BCS-BEC crossover. It is important that equation 3.1 is only a local approximation of the
scattering length around the resonance 𝐵0. The full dependence is significantly harder to evaluate but
is necessary to identify, for example, the zero-crossing of the scattering length.

The Feshbach resonance between 6Li atoms in the ground state is characterised by an extremely
strong coupling between open and closed channel. Strong in this context means that the energy
associated with the coupling greatly exceeds the Fermi energy. This in turn leads to large values for 𝑎bg
and 𝛥. It can be shown that in such a case the Feshbach resonance is an almost perfect realisation of
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Figure 3.2: Hyperfine structure of the 6Li ground state. The states are labelled with increasing energy and their
respective quantum number 𝑚𝐹 . In the low and high field regime, other good quantum numbers are shown.
Figure adapted from [84]

the BCS-BEC crossover and the details of open and closed channel become irrelevant [31]. Therefore,
6Li is the isotope of choice for our and many other quantum simulators of the BCS-BEC crossover
[40, 42, 44, 82, 83].

3.2 Properties of 6Li

Level structure
6Li is an isotope of Lithium with nuclear spin 𝐼 = 1. With a single valence electron, the ground state
splits into hyperfine manifolds with total angular momentum 𝐹 = 1/2 and 𝐹 = 3/2. This makes 6Li
atoms fermionic particles, just as needed for a simulation of the BCS-BEC crossover. The hyperfine
states are typically not labelled by their quantum numbers but are numbered with increasing energy
from |1⟩ to |6⟩. This is due to the fact that the Feshbach resonance lies in the strong-field regime of
the hyperfine interaction, see figure 3.2. A detailed derivation of the energy levels, together with the
relevant isotope-specific constants can be found in [84].

Feshbach parameters

The scattering length is given by equation 3.1 with parameters depending on the hyperfine states
chosen for the two fermionic states |↑⟩ and |↓⟩. In this thesis, a combination of |1⟩ and |2⟩ will be
denoted as |12⟩ and analogously for the other states. The parameters of the Feshbach resonance
between several combinations of hyperfine states are listed in table 3.1.

The parametrisation of the Feshbach resonance from equation 3.1 is only a local approximation
of the scattering length around the resonance 𝐵0. The full dependence, shown in figure 3.3, is
significantly harder to evaluate to evaluate but is necessary to identify, for example, the zero crossing
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Table 3.1: Feshbach resonance parameters for the three lowest hyperfine states of 6Li. Values as reported in
[85]2.

states 𝐵0/G 𝛥/G 𝑎bg/𝑎0
|12⟩ 832.18 ± 0.08 −262.3 ± 0.3 −1582 ± 1
|13⟩ 689.68 ± 0.08 −116.6 ± 0.3 −1770 ± 5
|23⟩ 809.76 ± 0.05 −200.2 ± 0.5 −1642 ± 5
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Figure 3.3: Full dependence of the scattering length between the lowest hyperfine states of 6Li on the magnetic
field, data from [85].

of the scattering length.
The precise form of the interaction potential as sketched in figure 3.1 is not relevant for the scattering

of 6Li because the associated range of the van der Waals potential, 𝑅vdW ≈ 50 𝑎0 [86], is much smaller
than the thermal deBroglie wavelength or the Fermi wavelength of the ultracold sample, which are
both around ∼ 2000 𝑎0, with the Bohr radius 𝑎0. Consequently, the interaction can be fully described
by the scattering length alone implying that the interactions are universal, i.e. do not depend on the
specifics of 6Li.

All these properties combined make 6Li an ideal atom to simulate the BCS-BEC crossover.

3.3 Preparation of quantum-degenerate 6Li

In order to simulate the BCS-BEC crossover, an ultracold gas of 6Li has to be prepared at temperatures
below 𝑇/𝑇F = 0.1. This is only possible under ultra-high vacuum conditions and a 3D CAD model of
the vacuum chamber is shown in figure 3.4. In our setup, we also create a cold gas of 23Na. This is
not strictly necessary to prepare an ultracold Li sample but greatly helps in one of the cooling steps, as

2 The main body of [85] has a typo in the value for 𝛥|13⟩ . Here, the correct value, as deduced from the same reference’s
supplementary material, is listed.
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oven

Na chamber

Li chamber

Zeeman slower

spin-flip region

science chamber

ion pumps

ion pumps

Figure 3.4: Sketch of the vacuum system. The atomic gas is created in the oven chamber at the right end. It
travels through the Zeeman slower to the science chamber where it is trapped and cooled to quantum degeneracy,
where the experiments are performed. Ion pumps maintain the vacuum in the various parts of the chamber with
the pressure decreasing from oven to science chamber by three to four orders of magnitude.

explained below.
A full cycle of preparation, performing of the experiment, data read out, and cooldown of the

magnetic field coils last around 25 s. In every cycle, the read out by imaging destroys the superfluid
sample and the full process has to be started anew.

Almost all steps in the preparation require various forms of laser light, often with very specific
characteristics. This light is generated in several homebuilt laser setups. An overview of these is
provided in appendix A.

Source of atomic gases

The oven is used to form atomic gases of 6Li and 23Na by heating pure isotope samples in two separate
chambers with individually controllable temperatures. These are usually 660 K for Lithium and 600 K
for Sodium. A small hole allows Li to enter the Na chamber so that a mixture is created. A series of
apertures is then used to form a collimated beam directed towards the science chamber. This beam
contains both Lithium and Sodium atoms whose ratio can be controlled by varying the temperature of
the respective chambers. More details on the oven can be found in [87].

Zeeman slower

Both elements in the beam are slowed down in a spin-flip Zeeman slower which cools the hot beams
down to the mK regime, below the capture velocity of a magneto-optical trap (MOT). The transition
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Chapter 3 A Quantum Simulator of the BCS-BEC Crossover

Figure 3.5: Hyperfine structure of the D2-line for 6Li and 23Na without external fields. Figure not to scale and
adapted from [84] for Li and [88] for Na.

used for cooling is the D2-𝜎+-transition into the maximally stretched spin state for both elements
and repumping light is used to keep the atoms in the cycling transition. The level-scheme for these
transitions is shown in figure 3.5. The two parts of the Zeeman slower also serve as differential
pumping stages bridging the pressure difference from the oven chamber at 10−7 mbar to the science
chamber below 10−10 mbar.

Magneto-optical trap

Both elements are caught in magneto-optical traps (MOTs) which are superimposed onto each other,
but not of identical structure. While the Li-MOT corresponds more or less to the textbook example of
a MOT with circularly polarised beams containing a small admixture of repumping light, the Na-MOT
uses a slightly modified scheme: the dark-SPOT (dark spontaneous-force optical trap) [89]. In this
scheme, the trapping beams are unaltered but the repumping light has a distinct spatial structure; it
consists of a ring-shaped beam with a dark centre created by imaging a black dot onto the atoms. The
repumping light therefore only affects atoms at the edge of the trapping region, i.e. those who are
about to escape the MOT, and returns these back to cycling, trapping transition.

Inside the cloud, Na atoms falling into a dark state will stay in it for a longer time. because they
are not affected by the rempumping light. This is beneficial for two reasons: Firstly, photons can be
scattered by multiple ground-state atoms creating an effective repulsion between these atoms which
limits the atom number in the MOT; secondly, collisions between ground and excited state atoms can
release enough energy to expel atoms from the MOT which limits the density [89]. In the dark-SPOT,
both processes are strongly suppressed, because dark state atoms do not scatter light and the mean
excited state population is strongly reduced. The gain compared to a standard, "bright" MOT is a
density increase by a factor ∼100 [79].
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3.3 Preparation of quantum-degenerate 6Li

The atomic flux rates from the oven and the two MOTs’ parameters are chosen such that the ratio of
Na to Li atoms is roughly 4:1 – around 2 · 1010 Na atoms and 5 · 109 Li atoms.

Further laser cooling

After the MOTs have been completely loaded, the Li MOT is compressed by reducing detuning and
power of the MOT beams. The compression reduces the phase space density of the Li atoms and
therefore cools the gas. The compressed MOT in its final configuration is not used for loading because
its capture velocity is much lower.

In the MOT, cooling is achieved by photon scattering. In this process, the photon is emitted into a
random spatial direction and this randomness fundamentally limits the temperature in the MOT from
below. The limit is given by the Doppler-temperature [90]

𝑇D =
1
2
ℏ𝛤

𝑘B
(3.2)

with the natural line-width 𝛤 of the cooling transition. This limit can be overcome by polarisation
gradient cooling as happening in an optical molasses [91]. Such a molasses is implemented for Na by
switching off the magnetic quadrupole field of the MOT while keeping the MOT-beams on, now with
repumping light in all beams. For Li, an optical molasses cannot be performed because the excited
hyperfine splitting is smaller than the natural line-width and therefore not resolvable. Instead, Li
expands freely during the molasses phase and its expansion limits the molasses time to around 2 ms.

Loading into a magnetic trap

For further cooling, the atoms are loaded into a magnetic quadrupole trap created by magnetic field
coils in anti-Helmholtz configuration. If the atoms are in a low-field seeking state, they are confined to
the centre of the coils because the in all spatial directions linearly increasing field acts as a trapping
potential. Optical pumping is performed after the molasses to transfer the atoms into the appropriate
states; for Na this is the state |𝐹 = 2, 𝑚𝐹 = 2⟩, see figure 3.6, and for Li the state |6⟩. These are
particularly well suited because they both have a maximally stretched angular momentum which can
therefore not change during collisions.

To load into the magnetic trap, the MOT coils are used to create the necessary magnetic field. This
serves however only as a preliminary magnetic trap. By an elaborate procedure, described in detail in
[80], the minimum of the magnetic trap potential is shifted from the MOT coils to the centre of the
Feshbach coils, c.f. figure 3.7a). Several advantages are connected to the new position: Firstly, it is
not located in the atomic beam emitted from the oven, which runs continuously3 and would bombard
the atoms in the magnetic trap. Secondly, the new position is significantly closer to the viewport of the
vacuum chamber, so that it becomes much easier to interface the atoms with external apparatus. This
feature is exploited to perform interaction quenches as described in section 3.4. Finally, the Feshbach

3 A mechanical shutter to block the atomic beam is included in the design of the oven chamber but a mechanical defect
inhibited its use [79]. Recently, a new, improved oven chamber, described in [87] and with a new shutter design, has been
installed. The shutter has however not been tested so far.
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Figure 3.6: Hyperfine structure of the 23Na ground state. Only the low field regime with the good quantum
numbers |𝐹, 𝑚𝐹⟩ is relevant for the experiment. Figure adapted from [88].

coils are optimised to create strong magnetic fields or gradients over an extended amount of time,
mainly by having a significantly better cooling system than the MOT coils.

Evaporative cooling in the magnetic trap

In the magnetic trap, the temperature of the cloud can be lowered by selectively removing the atoms
carrying the highest amount of energy, a process called evaporative cooling. If the cloud is given
enough time to re-thermalise after the removal, the average energy per atom, and therefore also the
cloud’s temperature, is decreased. The removal happens by driving the RF-transition from the Na
atoms’ |𝐹 = 2, 𝑚𝐹 = 2⟩ state to the |𝐹 = 1, 𝑚𝐹 = 1⟩ state – a high-field seeking state that is quickly
ejected from the trap. The frequency of this transition increases with magnetic field strength as
evident from figure 3.6. By starting the driving with a relatively high frequency, only the atoms at
very high magnetic field strengths are transferred to the high-field seeking state. At high magnetic
fields, the atoms in the |𝐹 = 2, 𝑚𝐹 = 2⟩ state carry a lot of potential energy and therefore only atoms
carrying a lot of energy are emitted from the trap. The cooling cloud will quickly have very few atoms
left resonant to the drive frequency and hence it becomes necessary to slowly lower the frequency
to keep the cooling process running. In practice, the RF-frequency is lowered from 1 890 MHz to
1 772.5 MHz within 5 s. These settings have been found empirically by optimising for the coldest
cloud of Li atoms at the end of an experimental cycle. The initial (final) evaporation frequency is
resonant to the |𝐹 = 2, 𝑚𝐹 = 2⟩ → |𝐹 = 1, 𝑚𝐹 = 1⟩ transition at a magnetic field strength of 55.2 G
(0.4 G). The low final magnetic field strength is reached very closely to the centre of the magnetic trap
quadrupole field. This fits to the observation that all Na atoms are evaporated from the trap in this
process.

The Li atoms are not affected by the RF-field but are still cooled sympathetically with the Na atoms.
This is one advantage of preparing a mixture of Na and Li atoms: no trade-off between a high atom
number and low temperature arises in this cooling step because only the (expandable) Na atoms are
evaporated. An additional obstacle that is overcome by the addition of Na is the suppressed scattering

28



3.3 Preparation of quantum-degenerate 6Li

of identical fermions as explained in section 2.2. With all Li atoms in the |6⟩ state, thermalisation of a
pure Li cloud would be extremely inefficient because only collision with finite angular momentum
(which are suppressed at low temperatures) are possible. The addition of bosonic Na, which interacts
with Li, solves this problem and ensures efficient cooling.

The distinction between high- and low-field seeking states is crucial for the operation of the magnetic
trap. Unwanted transitions between these states within the 𝐹 = 2 manifold can occur in the centre of
the trap where the magnetic field vanishes and thus no quantisation axis exists. These losses, called
Majorana-losses, are suppressed by shining a repulsive laser beam (“plug laser”) into the centre of the
trap to expel all atoms from the loss region. The laser beam has a wavelength of 532 nm, blue-detuned
to both the Na and Li D-line transitions, and a power of several watts.

Further evaporation in an optical dipole trap

For an effective simulation of the BCS-BEC crossover, the atoms need to be trapped independent of
their internal state. To this end, they are transferred from the magnetic trap into an optical dipole trap
where they are also cooled down to quantum degeneracy. The optical dipole trap is formed by two
intersecting laser beams with a wavelength of 1 070 nm; no interference pattern is created by the two
beams due to the laser’s extremely short coherence length.

In order to overcome the Pauli-suppression of scattering between Li atoms, which limits thermalisa-
tion during the cooling procedure, a spin-mixture has to be created. For the experiments presented in
this thesis, this is either a |12⟩ or a |13⟩ mixture. A first Landau-Zener sweep with a small homogen-
eous background magnetic field transfers all Li atoms from the |6⟩ state to the |1⟩ state. A second
Landau-Zener sweep is then performed to bring all atoms into the coherent superposition 1√

2
( |1⟩ + |2⟩).

If the desired mixture is |13⟩, a third Landau-Zener sweep transforms the |2⟩ part of the superposition
into the |3⟩ state. The Pauli-suppression of scattering still applies to the coherent superpositions so
that the evaporation cannot start until the superposition has decohered. Complete decoherence is
achieved by ramping the magnetic field, created by the Feshbach coils in Helmholtz-configuration,
over 100 − 130 ms close to the value 𝐵0 of the Feshbach resonance of the respective mixture. The
residual spatial inhomogeneity of the Feshbach field introduces random phases into the superposition
state and therefore leads to full decoherence.

The decohered mixture close to the Feshbach resonance has two very strongly interacting components
making evaporative cooling very efficient. In the dipole trap, evaporative cooling is performed by
reducing the power of the laser beams over roughly 1 s. This reduces the trap depth continuously and
allows the most energetic atoms to escape the trap thus cooling the gas. In the end, the cloud will be at
a temperature around a few percent of the Fermi temperature and trapped in a potential 𝑉 (𝒓) given by
the laser beams’ intensity distribution 𝐼 (𝒓) [90]

𝑉 (𝒓) = ℏ

8
𝛤

2

𝛥

𝐼 (𝒓)
𝐼sat

. (3.3)

Here, 𝛥 = 𝜔 − 𝜔0 denotes the detuning of the trapping laser’s frequency 𝜔 from the atomic resonance
𝜔0 and 𝐼sat the atoms’ saturation intensity, for Li this is 7.59 mW/cm2 for the D2- and 2.54 mW/cm2
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for the D1-line [84]. 𝐼 (𝒓) is the sum of the two laser beams’ intensity. Both have a Gaussian profile
given by

𝐼 (𝑥, 𝑦, 𝑧) = 𝐼0 exp

(
−2𝑥2

𝑤
2
𝑥

− 2𝑦2

𝑤
2
𝑦

)
(3.4)

with 𝑧 the spatial coordinate in the beam’s propagation direction, 𝑥, 𝑦 the spatial coordinates perpen-
dicular to the propagation direction, 𝐼0 the maximum intensity of the beam, and 𝑤𝑥,𝑦 the two waists of
the beam at position 𝑧. The divergence of the beam along 𝑧 is too small to be relevant for the trapping
potential experienced by the atoms. The full intensity distribution is then given by the sum of the
Gaussian profiles with perpendicular propagation direction.

Often, the full shape of the potential as given by equations 3.3 and 3.4 is not necessary for an
appropriate description, because the atoms accumulate in the potential minimum at the centre of the
intersecting beams. The potential can then be approximated as harmonic:

𝑉 (𝑥, 𝑦, 𝑧) = 𝑚

2

(
𝜔

2
𝑥𝑥

2 + 𝜔
2
𝑦𝑦

2 + 𝜔
2
𝑧𝑧

2
)

(3.5)

with trap frequencies 𝜔𝑖 obtained from a Taylor series of equation 3.3. The frequencies therefore have
a square-root dependence on the intensity or power of the beams. In the experiment, the three trap
frequencies usually are in the range of 2𝜋 · 80 Hz to 2𝜋 · 280 Hz.

Setting the interaction strength

After the evaporation is finished, the desired interaction strength of the two-component Fermi gas is
set by adjusting the scattering length 𝑎 via its magnetic field dependence 3.1. To disturb the gas as
little as possible, the field is swept adiabatically from the evaporation setting to the final setting. With
this step, the preparation is completed and the actual experiments as presented in the later sections can
performed.

3.4 Fast manipulations of the interaction strength

In order to study the Higgs mode, the interaction strength has to be modified. This is most conveniently
done by manipulating the magnetic field strength 𝐵 around the Feshbach resonance in order to change
𝑎 as given in 3.1. For the two excitation schemes presented in section 2.3, either a substantial change
in 𝐵 on a time scale shorter than the Fermi time, which is usually slightly below 10 µs, or a modulation
of 𝐵 with a frequency around the Fermi frequency, usually between 10 kHz and 20 kHz, have to be
realised. The former realises a quench of the interaction strength while the latter corresponds to a
modulation. Both scenarios are technically challenging, because the magnetic field has to be changed
on very short timescales. The large Feshbach coils which set the interaction strength have a large
self-inductance and mutual inductance with the rest of the setup thus inhibiting any rapid changes in
magnetic field strength.

In order to overcome this limitation, a new, compact coil design, the quench coil, has been developed
in the group shortly before the work on this thesis began. It is presented in [92]. The key idea is to
insert an additional coil into the setup as shown in figure 3.7 a) to create a magnetic field that is either
added to or subtracted from the Feshbach field. A single coil located outside the vacuum chamber
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Figure 3.7: a) View into the science chamber. The MOT is located in the centre of the MOT coils which is
overlapped with the atomic beam from the Zeeman slower. The magnetic and dipole traps, located in the
centre of the Feshbach coils, are closer to the upper viewport’s window such that the atoms are closer to
external apparatus like the quench coil or imaging optics (not shown). b) Internal structure of the quench coil, it
comprises of two coils with opposite winding whose gradients cancel at the atom position. c) The coils are
wound onto 3D-printed plastic mounts. Image adapted from [92]

would always create a gradient at the atoms’ position; a scenario that should be avoided because it
leads to a force that could pull the atoms out of the trap. Usually, such a gradient is avoided by the
placement of two coils in Helmholtz configuration but due to the large distance from the atoms to the
lower viewport, relatively large coils with higher inductance would be needed making this approach
impractical. Instead, the quench coil is made up out of two slightly different coils connected in series
and inserted into each other through which the current runs in opposite directions, see figure 3.7 b). In
this way, there is a point along the coil axis where the gradients cancel and this is the intended position
for the atoms. Because the coils are of different size, there is a finite field strength at this point.

3.4.1 Quench coil characteristics

The quench coil’s field was characterised by moving it around4 and measuring the magnetic field
strength at the atoms’ position. They can be used to probe the field at their location by the magnetic
field dependence of the |1⟩ → |2⟩ RF-transition frequency. This measurement is presented in detail
in [93] and reveals a linear magnetic field strength dependence on the current with a gradient of
(0.874 ± 0.008) G/A. The maximal current of 40 A then leads to a highest achievable field strength
of (35.0 ± 0.3) G. Since the field is added to the much stronger homogeneous background field, the
quench coil does effectively not change the direction of the total 𝑩 field but rather just its magnitude.

4 The quench coil is mounted on a stack of three translation stages.
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In practice, it was found that the quench coil could not be moved close enough to the atoms to
overlap the zero-gradient point with the atoms. Instead a relatively small gradient remains, at a field
strength of 21.5 G it was measured to be (1.6 ± 0.5) G/cm. In principle, a slightly modified coil that
would trade field strength for a further displaced field maximum could be built, but because it is
simple to cancel the remaining gradient with spare layers in the Feshbach coils, the present coil was
considered to be sufficient.

3.4.2 Alignment

The most thorough alignment process is the calibration procedure described above, which, however,
takes a considerable amount of time. In practice, different methods are used and the most effective has
proven to be the following: The atoms are released from the dipole trap with the quench coil field still
on. If the atoms are located on the quench coil’s symmetry axis, their movement perpendicular to this
axis should be identical to the case without quench coil field. The biggest advantage of this method is
that it immediately indicates the direction of misalignment making the process very efficient. With
increasing current in the quench coil, the precision of the alignment can be increased.

3.4.3 Current control

Depending on the intended action, the current through the quench coil is controlled differently. For
quenches, a control circuit designed by Dr. Akos Hoffmann and discussed in [92] is used. Its main
feature is to enable the fast dissipation of the magnetic field energy in an RC snubber circuit. A
high-speed power MOSFET driver and a power MOSFET allow shutting the current through the coil
off with a switch time down to 30 ns. In the end, the switch time of the magnetic field is the relevant
quantity. This has been measured with a pick-up coil to be 2.6 µs after insertion of the quench coil
into the experimental setup. It is therefore, as desired, faster than the Fermi time 𝜏F = ℏ/𝐸F which
typically has a value around 7 µs.

If a modulation of the magnetic field strength is desired, the control circuit is replaced by an
amplifier circuit also designed by Dr. Akos Hoffmann. It was built to drive sinusoidal currents with
an amplitude of up to 10 A (20 A peak-to-peak) and 40 kHz through the quench coil with the signal
sourced from a programmable arbitrary function generator5. A characterisation of the circuit can be
found in [93].

3.4.4 Temperature control

Because the quench coil is not actively cooled, it has to be protect from overheating by other means.
An additional importance is given to this aspect by the fact that the quench coil mount consists of
3D-printed plastic and epoxy resin which could both melt and contaminate the vacuum chamber’s
viewport. The temperature of the quench coil is therefore measured with two Pt100 sensors and
monitored with an interlock circuit. On top of that, both the quench control circuit and the modulation
amplifier circuit include protective elements that limit the on-time of the quench coil to around 1 s.
During quench measurements, the quench coil is typically switched on for 0.5 s per 25 s experiment
5 AFG-2225 by GW Instek
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cycle time. The temperature increases to up to 25 °C above room temperature under these conditions
and then oscillates by around 1 °C during the experimental cycle. It has been observed that the
initial warm-up slightly displaces the magnetic field generated by the quench coil. Alignment of
and experiments with the quench coil are therefore always performed after the quench coils has fully
thermalised.

3.5 Imaging of the atoms

3.5.1 General procedure

After the desired experiment has been performed, the sample has to be probed and this is done by
absorption imaging, often with high intensities. Resonant light is shone onto the atoms and the shadow
cast by photon scattering, usually called absorption in this context, is imaged onto a camera. To get
a good absorption signal, a cycling transition of the D2-line for one of the final hyperfine states is
chosen. The other state is not resonant to this light and therefore not imaged but that state would create
an identical absorption image since all experiments of this thesis treat both spin states identically. The
recorded absorption pattern can be converted into column densities 𝜌, the cloud’s density 𝑛 integrated
along the camera’s line of sight, as detailed below. To get a more complete picture of the cloud’s prop-
erties, imaging optics and beam paths exist in several perpendicular directions. The preferred imaging
direction is along the direction of gravity, which coincides with the quench coil axis and is defined as the
𝑧-direction, because the imaging optics can be brought closest to the atoms along this axis, see figure 3.7.

The atoms can either be imaged in-situ to record the density distribution of the cloud or after
release from the dipole trap and with a varying expansion time, a technique called time-of-flight
(TOF) imaging. The release is implemented by rapidly extinguishing the trapping beams. The sudden
removal of the external potential leads to an (almost) free movement of the atoms which causes their
distribution to be more and more dominated by the momentum distribution, similar to equation 2.21.
During the expansion, the atoms move in a potential given by the residual curvature of the external
magnetic field. Perpendicular to the 𝑧-direction, this potential is harmonic with a frequency of around
𝜔e = 2𝜋 · 16 Hz while it is anti-confining in the 𝑧-direction. After a quarter period expansion time
(𝑇/4), the atoms’ momentum is converted to potential energy and the new density profile reflects the
momentum distribution in the original potential [94]. However, this statement has to be taken with a
grain of salt, because the atoms interact strongly in the beginning of the expansion and this influences
the final distribution in a way that is hard to predict. Additionally, the very light Lithium atoms move
relatively far in 𝑇/4 ≈ 15 ms which causes the final density to be relatively low and hard to detect.

If the atoms are imaged along the 𝑧-direction, they fall under the influence of gravity if an expansion
time is applied. Two imaging paths therefore exist along this direction, one focused for in-situ imaging
and one focused for an expansion time of 15 ms. The cameras used for imaging are EMCCD cameras by
Andor, model iXon Ultra DV-897E-CSO-#BV for in-situ imaging and iXon Ultra DU-888U3-CS0-#BV
for expanded clouds.

3.5.2 Prerequisites for modelling absorption imaging

Modelling the shadows observed in absorption imaging is easiest if the atoms are assumed to be
stationary during imaging but this is not the case because radiation pressure accelerates the atoms
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during illumination. However, the imaging pulse can be chosen short enough for the final image to be
unaffected by radiation pressure. Following the discussion in [95], the moving atoms are subject to a
Doppler shift causing the imaging light to become off-resonant. The acceleration 𝑎 experienced by
the atoms is given by the photon momentum ℏ𝑘 times the scattering rate which, on resonance, leads to
the relation

𝑎 =
ℏ𝑘

𝑚

𝛤

2
𝐼

𝐼 + 𝐼sat
(3.6)

with the saturation intensity 𝐼sat. Requiring the Doppler shift to be smaller than a fraction 𝑓Doppler < 1
of the intensity broadened line width gives an upper limit to the imaging pulse length [79]:

𝜏 < 𝑓Doppler
2𝑚
ℏ𝑘

2

√︄
𝑠

(
1
𝑠
+ 1

)3
(3.7)

with the saturation parameter 𝑠 = 𝐼/𝐼sat.
In principle, it is also possible that the atoms move out of the imaging system’s depth of focus.

However, since we do not use high resolution optics, the depth of focus is relatively large and the
Doppler limit 3.7 dominates in all relevant imaging scenarios.

3.5.3 High-intensity absorption imaging

If a cloud of atoms is irradiated with light of considerable intensity, Beer’s law for absorption has to
be modified to include saturation effects [96]. The absorption of the cloud is then described by the
relation

𝜎0𝜌(𝑥, 𝑦) ≡ 𝜎0

∫
𝑛(𝒓)d𝑧 = −𝛼 log

(
𝐼f (𝑥, 𝑦)
𝐼i(𝑥, 𝑦)

)
+ 𝐼i(𝑥, 𝑦) − 𝐼f (𝑥, 𝑦)

𝐼0,sat
. (3.8)

Here, 𝜎0 = 3_2/2𝜋 is the resonant cross section at wavelength _, 𝜌 the clouds column density,
obtained by integrating the full density 𝑛(𝒓) along the camera’s line of sight 𝑧, 𝐼i (𝐼f) the intensity
before (after) the atoms, and 𝐼0,sat the ideal saturation intensity. In reality, the observed saturation
intensity is higher than 𝐼0,sat by a factor 𝛼; the reasons for 𝛼 > 1 can be varied, from experi-
mental imperfections like incorrectly polarised or off-resonant imaging light to atoms influencing
each other. For the latter reason, 𝛼 usually depends on the column density. Since 𝛼 is an effective
parameter describing imperfections, it cannot be predicted but has to be determined from measurements.

In principle, only 𝐼f can be measured and 𝐼i would have to be calibrated before the measurement.
However, power drifts in the imaging beam make this method rather unreliable and there is a simpler
way to determine 𝐼i: after the atoms are imaged – the measurement of 𝐼f – a time of ca. 17 ms is given
for the atoms to disperse and then a second image, now without any absorbing atoms, is recorded to
measure 𝐼i. This second image is also called the light image and the cameras used for imaging are
designed to record such a series of images efficiently.

The cameras do not measure the intensities directly but rather the charges accumulated on each
pixel of the camera chip, the counts 𝐶. These counts are proportional to the intensity at the pixel’s
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position after subtraction of the camera’s dark counts 𝐶dark. Equation 3.8 can then be recast into

𝜌𝜎0 = −𝛼 log
(
𝐶f
𝐶i

)
+ 𝐶i − 𝐶f
𝐶0,sat𝜏/𝜏0

(3.9)

for every pixel, with𝐶i/f = 𝐶light/atom−𝐶dark, 𝐶0,sat the counts accumulated on the pixel for an intensity
𝐼0,sat over a time 𝜏0, and 𝜏 the imaging pulse duration for atom and bright image.

3.5.4 𝜶-calibration

The two terms that determine the column density, found on the right hand side of equation 3.8,
scale differently with 𝐼i. This can be exploited to determine 𝛼. In the limit 𝐼i ≪ 𝐼0,sat (𝐼i ≫ 𝐼0,sat),
the column density is dominated by the first (second) term. The interpolation between these two
regimes varies depending on 𝛼 and can be probed by imaging identically prepared clouds with varying
intensities. With the abbreviations

_ = − log
(
𝐶f
𝐶i

)
𝛿 =

𝐶i − 𝐶f
𝐶0,sat𝜏/𝜏0

(3.10)

for the two terms, 3.9 can be rewritten as a function 𝛿(_)

𝛿 = 𝜌𝜎0 − 𝛼_ (3.11)

and 𝛼 is obtainable by a linear fit. In principle, 𝛼 can be obtained by this method for every pixel of
the camera but in practice, pixels with similar column density are binned to determine a common 𝛼.
Considering all bins together, a relation 𝛼(𝜌𝜎0) can be found. It is important to keep in mind that this
relation is a property of the cloud under observation and not of the camera. An 𝛼-calibration therefore
has to be performed for every measurement requiring a certain degree of precision in 𝜌. An example
of this calibration is presented below in section 3.5.7.

3.5.5 Detection limit

Another limitation for imaging, originating from the camera, has been considered in [97]: the image
with the atoms needs a sufficient signal to noise ratio. This becomes an issue if the density 𝜌𝜎0 is
large and the intensity 𝐼i/(𝛼𝐼0,sat = small. In this case 𝐶f is very small and dominated by noise on the
camera image like photon shot noise. Circumventing this issue sets a lower bound on the imaging
pulse length [97]. The exact value is however difficult to predict a priori because a good knowledge
of the cloud’s and camera’s properties is required. Nevertheless, there are scenarios in which the
required pulse length for a good signal to noise ratio could exceed the Doppler limit 3.7. On our
cameras, we observe that _ saturates at around 2.3 for regions with high 𝜌𝜎0 when lowering 𝐼i. We
attribute this to the detection limit and discard the saturated images from 𝛼-calibrations.
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3.5.6 Magnification

To calculate physical quantities like atom number 𝑁 or column density 𝜌 from the absorption images,
the magnification of the different cameras has to be known. Equation 3.9 might give the impression
that the magnification is irrelevant because it only consists of ratios of camera counts. However, 𝐶0,sat
is calculated from the counts accumulated on the camera from a beam with known power and the
conversion to intensity is only possible if the (physical) pixel size and magnification are taken into
account. In a low intensity setting, where only the first term of equation 3.9 is relevant, the column
density 𝜌 of atoms can indeed be calculated without knowledge of the magnification. Calculation
of the atom number 𝑁 however again requires knowledge of (physical) pixel size and magnification
because 𝜌 has to be integrated over the area imaged onto one pixel.

The magnification of the imaging systems is determined with the help of the multiple cameras
installed in the experiment. Cameras whose imaging plane contains the direction of gravity can
be calibrated by observing the free fall of a cloud of atoms in near-zero magnetic field. The more
important cameras for imaging after time-of-flight and in-situ have their line of sight in the direction
of gravity and therefore cannot be calibrated in this way. Instead, a cross-calibration with the other
cameras, already calibrated by the action of gravity, is performed: clouds prepared in identical ways are
imaged with different cameras. The real size of the cloud can be determined with an already calibrated
camera and then used to calibrate a camera with previously unknown magnification. The resulting
magnifications are 𝑀 = 4.32 for the camera recording images after time-of-flight and 𝑀 = 7.26 for
in-situ images.

3.5.7 Example 𝜶-calibration

For the analysis of the dynamics following a quench of the interaction strength (see chapter 6) it is
necessary to know the density distribution of the atoms in the dipole trap. Since the column densities
can be relatively high in this case, high imaging intensities are necessary and an alpha-calibration is
critical for an understanding of the absorption images.

The first quantity necessary for the calibration is the value of 𝐶0,sat, the counts recorded on a pixel
if it is exposed to a beam with intensity 𝐼0,sat for a time 𝜏0. To this end, a beam is sent onto the camera
without any absorbing atoms present. The beam’s power is measured with a power-meter before and
after the vacuum chamber to get a good estimate for the power 𝑃 at the atoms’ position. From the total
counts on the camera after different illumination times – with the dark counts subtracted –, the counts
accumulated per unit time at the power 𝑃 is found. This allows the identification of a fixed amount of
energy with every count. Note that this energy is not the real energy per count because it does not
consider the quantum efficiency of the camera or losses in the imaging path, instead, it is the energy at
the atoms’ position for every count. Using the information on magnification, physical pixel size on the
camera chip and the theory value of 𝐼0,sat [84], 𝐶0,sat can be calculated for arbitrary values of 𝜏0. For
𝜏0 = 1 µs, a value of 𝐶0,sat = 33 ± 4 was found in this way for the camera used for in-situ imaging.
Some care has to be taken when calculating the pulse length 𝜏 used to record the absorption images:

due to experimental imperfections it is not necessarily equal to the pulse length set in the experimental
sequence. Comparing the counts on the camera for different pulse lengths as done in figure 3.8 indeed
reveals that the real pulse length is (410 ± 10) ns shorter than its set value. As a check, this comparison
is done for several imaging intensities and the discrepancy is always the same.

With the quantities 𝐶0,sat, 𝜏0, and 𝜏 understood, the terms _ and 𝛿 from equations 3.10 can be
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Figure 3.8: Recorded counts on the camera for different pulse lengths and imaging intensities. The intensity is
set by a control voltage with a non-linear behaviour. The points are the measured counts on the camera while
the lines are the corresponding linear fits. The lines meet at roughly zero counts but at a finite time indicating
that the real pulse length is shorter than the set value given on the x-axis.

calculated directly from the atom and light images. If identically prepared clouds are imaged with
varying intensity, different combinations of the terms _ and 𝛿 are recorded and the scaling of these
terms reveals 𝛼 via equation 3.11. Figure 3.9 shows an example for this procedure where pixels with
similar column density have been binned together. This example has been recorded at a Feshbach
field of 690 G corresponding to unitarity of the |13⟩-resonance. Because the attractive interactions
modify the density distribution of the cloud, identical measurements have been performed further on
the BEC and BCS side of the crossover to check for an interaction dependence of 𝛼.
When 𝛼 is plotted against the column density normalised by the cross section 𝜌𝜎0, the other free

parameter of the fits in figure 3.9, a linear relation between the quantities is found, see figure 3.10.
This is consistent with the observations in [79, 95] where a linear dependence was found as well.
However, both report a region of constant 𝛼 for low values of 𝜌𝜎 and smaller values of 𝛼 in general.
These discrepancies are most likely connected to the relatively high densities encountered in this
measurement.

The behaviour for the different magnetic field or interaction strengths is further analysed in figure
3.11 where gradient and offset of the function 𝛼(𝜌𝜎) are plotted. The gradient d𝛼

d(𝜌𝜎) (𝐵) is well
described as a linear function of the magnetic field. The offset in contrast seems to be lower on the
BEC side compared to unitarity and the BCS side. The difference is however relatively small and
choosing a constant value 𝛼0 ≡ 𝛼(𝜌𝜎 = 0) = 3.0 will not alter the results by a lot. 𝛼 can therefore be
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Figure 3.9: Determination of the factor 𝛼 by a linear fit according to equation 3.11. The different colours
indicate bins with similar column density. Bins around _ = 0, shown in red, are located far away from the centre
of the cloud where the column densities are low. The bins with the highest values of _ or 𝛿, shown in blue, are
around the centre of the cloud where the column density is highest.

written as a function of 𝜌𝜎 and 𝐵 as

𝛼(𝜌𝜎, 𝐵) = d𝛼
d(𝜌𝜎) (𝐵) 𝜌𝜎 + 𝛼0. (3.12)

Combining this with equation 3.11 enables the elimination of 𝛼 to calculate the column density from
the easily available quantities 𝛿 and _ and the magnetic field strength alone:

𝜌𝜎 =
𝛿 − 𝛼0_

1 + d𝛼
d(𝜌𝜎) (𝐵)_

(3.13)

It was also found that the calculated column density decreases with the imaging pulse length, most
likely due to the Doppler effect from atoms accelerated by light pressure. It is found that the column
density in the limit of instantaneous pulses is ca. 16 % higher than observed with the imaging pulse
lengths of 2 µs (before pulse length correction) used later in chapter 6. A correction factor to remedy
this behaviour is therefore included in the analysis.
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Figure 3.10: Empirically, it is found that 𝛼 depends linearly on the column density 𝜌𝜎0 with a small dependence
on the interaction strength set by the magnetic field.

Figure 3.11: Magnetic field dependence of the linear relation 𝛼(𝜌𝜎0). The gradient (left) shows a linear
dependence on the magnetic field/interaction strength while the situation is less clear for the offset (right).
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CHAPTER 4

Detecting Superfluidity

In this chapter, different methods to detect superfluidity in ultracold Fermi gases are presented. The
arguably most simple method to identify a superfluid, at least from a conceptual point of view, is based
on the Landau criterion of superfluidity [98]: If an obstacle, e.g. a repulsive laser beam, is dragged
through a superfluid, it does not create excitations below a critical velocity. This method has been
successfully employed by other groups [35, 43] but gives little quantitative information on the system
apart from the critical velocity itself. We choose a different approach and determine the fraction of
atoms that are condensed.

In contrast to Bose-Einstein condensates with their clear signature of condensation in the momentum
distribution, Fermi gases have no obvious signal revealing condensation, see chapter 2. Additional
means are therefore necessary to determine the condensate fraction. A traditional method we use is
the “rapid ramp” that has already been developed for the first experiments realising the BCS-BSC
crossover [39, 40]. This method is not understood in detail yet. Therefore, we developed new methods
based on convolutional neural networks and machine learning.

In this chapter, the rapid ramp technique is discussed first. Then, I give a short introduction to
convolutional neural networks and machine learning. Finally, two applications of these concepts to
detect condensation are presented.

4.1 The rapid ramp technique

If the momentum distribution is recorded with the standard method of free expansion as described
in section 3.5, the condensed pairs break upon release from the trap and are therefore not visible
as a zero-momentum peak on the recorded images. The instability of the pairs is caused by their
origin in many-body effects which cease to play a role when the density diminishes during expansion.
The two-body bound state that starts to play a role around unitarity is extremely weakly bound
throughout the strongly interacting region of the crossover and therefore unstable as well. Since the
pairs comprise of two fermions with opposite momentum and spin, it would be expected that such
correlations between fermions can be detected. This is however challenging because the momentum
distributions of both spin states have to be recorded in a single realisation of the experiment. This is
not a straightforward task because the resonance frequencies for imaging differ. Additionally, only
a projection of the full three-dimensional momentum distribution is recorded. Nevertheless, these
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correlations have recently been detected in a two-dimensional system with 12 fermions [99].

An alternative approach that has been used already for the first observations of condensation in the
BCS-BEC crossover [39, 40] prevents the pairs from breaking during the expansion. To this end, the
attraction between fermions is rapidly increased at the moment they are released from the trap. If this is
done fast enough, the fermion pairs are projected onto molecules which are strongly bound by two-body
effects and thus stable even at low densities. The total momentum of the pairs is 0 and consequently
they are observable as a zero-momentum peak on top of the thermal momentum distribution. The
condensate fraction is then the defined as the fraction of atoms forming the zero-momentum peak, see
figure 4.1. It can be calculated by fitting the bimodal function
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to the optical density image. Here, the first term describes the thermal background and the second the
condensate. 𝑥 and 𝑦 indicate the position on the image and all other quantities in equation 4.1 are fit
parameters. The condensate fraction is then given by 𝑁c/(𝑁c + 𝑁th) with
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4.1.1 Experimental implementation

Experimentally, this method corresponds to a fast ramp of the magnetic field, hence the name rapid
ramp. For the implementation it is necessary to quickly reduce the magnetic field strength from a
value around the Feshbach resonance to a value far on the BEC side where the expansion happens. To
get a faithful momentum distribution, we opt for a final field at the zero-crossing of the scattering
length, see figure 3.3, therefore realising a non-interacting system during expansion. Together, this
implies two crucial steps for the implementation. Firstly, the magnetic field has to be lowered quickly
to a specific value. Secondly, the field has to be stabilised at that lower value. Both steps have to be
performed in a reliable manner. Technically, this is a challenging task and the implementation involves
several steps as described in [80]. Because a small modification was necessary for the investigations
of this thesis, the steps are reviewed here as well. A simplified drawing of the circuit is depicted in
figure 4.2.

1. Dipole trap is switched off.

2. After a 1 µs delay, the IGBTs 1 and 2 are turned off and the Feshbach coils discharge over the
snubber circuit formed by diode and resistor. The discharge IGBT is turned on to short the
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Figure 4.1: The bimodal density distribution after the rapid ramp with a clearly visible condensed peak (orange)
on top of the thermal background (green). To improve the visibility of the background, the two dimensional
absorption image was integrated along one axis.

Figure 4.2: Simplified scheme of the circuit implementing the rapid ramp. The Feshbach coils create the
magnetic field at the atoms’ position. Resistor and diode form a snubber circuit used to dump the energy of the
magnetic field. The necessary switching is done with the IGBTs 1,2 and the discharge IGBT. For full details
refer to [80].

43



Chapter 4 Detecting Superfluidity

power supply for faster discharging.

3. A variable time 𝜏off ≈ 5 µs to 60 µs later, the IGBTs 1 and 2 are turned back on. 𝜏off increases
the more the magnetic field has to be ramped down.

4. At the same time, the control voltage of the power supply is set to a new value corresponding to
the magnetic field value where the scattering length vanishes.

5. A variable time 𝜏discharge ≈ 170 µs to 260 µs later, the discharge IGBT is turned off again.

6. The magnetic field is now at the zero-crossing of the Feshbach resonance and held there until
around 5.2 ms after switch-off of the dipole trap.

7. Finally, the magnetic field is ramped back over approximately 10 ms to slightly below the
Feshbach resonance1. Here, the atoms are no longer strongly bound and single atom imaging
works reliably. The total expansion time is always 15 ms. This ensures that the kinetic energy
is fully converted to potential energy by the residual potential created by the magnetic field
curvature. The density distribution then reflects the initial momentum distribution of the pairs
[94].

The current through the Feshbach coils during the rapid ramp is measured with a current transducer
and the corresponding magnetic field created by the coils is shown in figure 4.3. An extremely fast
drop, which suggests an equally fast drop of the magnetic field, is observed within the first 100 µs.
However, eddy currents are created in other parts of the experimental setup when the coils are turned
off and create a residual field at the atoms’ position. This has been confirmed in [80] by measuring
the resonance frequency of the imaging transition for various times during the rapid ramp. In reality,
the magnetic field experienced by the atoms decays exponentially and reaches the molecular regime
after around 25 µs and the zero-crossing of the Feshbach resonance around 600 µs after the start of the
rapid ramp.

4.1.2 Rapid ramp with high temporal resolution

To observe the oscillations in the condensate fraction associated with the Higgs mode, the condensate
fraction has to be measured with a time resolution in the µs regime. Consequently, the above steps
have to be performed with µs precision. The switching of the IGBTs is unproblematic in this regard
because the digital control channels have a time resolution of 100 ns. The analogue output card2 used
to control the power supply however only has a resolution of 100 µs. This is measured with regard
to the time that has elapsed since the beginning of the experimental cycle. If step 4 of the above
procedure, the switch of the scattering length from its value before the rapid ramp to zero, therefore
shifts within the sequence by times which are not a multiple of 100 µs, the magnetic ramp will vary
for different sequences. An example is shown in figure 4.4. Even though these changes are observed
to be rather small, they do create a detectable feature in the condensate fraction with a 100 µs period
that could possibly obscure other dynamics.

The problem was solved by performing the switch associated with step 4 with a digital instead of
an analogue channel. A TTL-controlled channel select circuit now switches between two analogue
1 745 G for a |12⟩ and 666 G for a |13⟩ mixture
2 NI PCI-6733
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Figure 4.3: Magnetic field created by the Feshbach coils during the rapid ramp. The cloud expands for 15 ms
before it is imaged. The field is calculated from the current running through the coils. This current has been
measured with a current transducer.

Figure 4.4: The magnetic field during the rapid ramp around the zero-crossing of the scattering length. Shown
are experimental sequences with different lengths, adjusted by the variable 𝑡hold. Left: without the channel
select circuit, the rapid ramp is affected by the time resolution of 100 µs. Right: After inclusion of the channel
select circuit, the necessary time resolution of 1 µs is achieved.
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Chapter 4 Detecting Superfluidity

channels whose values correspond to the magnetic field strength before the rapid ramp and that of
zero scattering length. The analogue channels can therefore remain at constant values up until step 7
and allow for a rapid ramp with the time-resolution of the digital channel. For a demonstration of the
effect, see figure 4.4.

The circuit diagram of the channel select circuit can be found in appendix B. The circuit was
designed to not affect the control voltage but a small but relevant influence was found in practice. This
is most likely due to the fact that the range of 0 V - 5 V is mapped to 0 G - 1 000 G where a precision
of a bit less than 1 G is needed. It could however be compensated for by a small adjustment to the
formula calculating the voltage necessary for a specific magnetic field value. More details are given in
appendix B.

The continuous final ramp to the imaging field (step 7) still suffers from the limited resolution of
the analogue channels but the effect is much weaker for the slow ramp compared to an instantaneous
switch. Additionally, the final ramp is expected to have little effect on the atoms because the gas has
expanded far enough to be weakly interacting. No measures were therefore taken with regard to this
minor imperfection.

4.1.3 Uncertainties of the rapid ramp

A big uncertainty is caused by the finite duration of the rapid ramp. Especially the exponential
approach to the field corresponding to the zero-crossing of the scattering length is of concern. It
implies that the ramp changes at some point from a projective to an adiabatic sweep. While the
projective sweep is generally believed to preserve the condensate fraction, the adiabatic sweep should
lead to a final condensate fraction that would depend much more on the entropy before the sweep.
Since the real rapid ramp is not purely projective, the final condensate fraction cannot be assumed to
be a perfect measure of the initial condensate fraction. Relative changes in the condensate fraction are
however detectable with the rapid ramp if it is always performed in the same manner [100].

Despite of efforts in both experiment [31, 100] and theory [101, 102], a rigorous understanding of the
rapid ramp including the finite ramp time is still not available. Of especial concern are non-condensed
molecules in the "pseudogap" state close to, but above the phase transition, which could be wrongly
interpreted as a condensate [101]. This problem is not only present for 𝑎 > 0 but already as soon as the
BCS limit is left. It has however been found experimentally that macroscopic structures like a vortex
lattice “survive” the rapid ramp. It must therefore preserve a certain level of superfluid coherence [41].
The limited understanding of the rapid ramp makes the development of new detection techniques for
superfluidity highly desirable.

4.2 Convolutional neural networks and machine learning

Inspired by the general recent success of machine learning with deep neural networks [47] and more
specially the detection of a topological phase transition in a quantum gas with a convolutional neural
network [49], the possibility to detect condensation in the momentum distribution of a Fermi gas with
these techniques was explored. This could almost be a textbook example of a typical problem for
machine learning because the condensation leaves a detectable mark in the momentum distribution for
which however no model exists to disentangle it from the similar effects of temperature and external
potential, see chapter 2. Neural networks work without underlying models and could therefore be able
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4.2 Convolutional neural networks and machine learning

Figure 4.5: Graphical representation of an artificial neuron. The weighted sum of several inputs 𝑥𝑖 , plus a
possible bias 𝑏, is processed by the activation function Φ to generate an output.
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Figure 4.6: Some common options for an artificial neuron’s activation function Φ(𝑧).

to separate condensation from other effects.
This research was initiated by Martin Link in whose PhD thesis [103] a detailed discussion of the

employed techniques can be found. An in-depth introduction to the field is provided in [104]. Here,
only a rough overview of the basic principles necessary to understand our application is given.

4.2.1 Artificial neurons

The main building blocks of a deep neural network are artificial neurons. They mimic the behaviour of
the brain and other nervous tissue in living beings. The working principle of such a neuron is depicted
in figure 4.5. Several inputs 𝑥𝑖 are added with individual weights 𝑤𝑖 and possibly a constant bias 𝑏 to
form 𝑧, the input of the neuron,

𝑧 =
∑︁
𝑖

𝑤𝑖𝑥𝑖 + 𝑏. (4.3)

The neurons activation function Φ(𝑧) then determines the output of the neuron. In the simplest case,
this is just the Heaviside-Θ function. In general however, smooth step-like functions like tanh(𝑧) or
the sigmoid 𝜎(𝑧) = (1 + 𝑒

−𝑧)−1 are preferred because of their non-vanishing gradient. This facilitates
the training of neural networks, see below. Another alternative that has the advantage of allowing
outputs exceeding 1 is the rectified linear unit ReLU(𝑧) = max(0, 𝑧). Different activation functions
are plotted in figure 4.6 for comparison.
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Figure 4.7: Scheme of a deep neural network calculating one number from an eight-dimensional input, for
example an image with eight pixels. Every circle represents one neuron and every line has an individual weight.
Figure created with the help of [105].

4.2.2 Deep neural networks

While a single artificial neuron seems to be a rather simple object, this significantly changes when
many neurons are connected in a deep neural network. It consists of several layers of parallel neurons
whose outputs are given as inputs to the neurons of the next layer. All neurons have an individual set
of weights. If the output of any neuron is given as an input to every neuron of the subsequent layer, the
network is called fully connected. A neural network is called deep if it has at least one layer between
the input and output layers; an example is depicted in figure 4.7. If such a network is sufficiently large,
almost any function can be approximated with suitable weights [106] making deep neural networks an
extremely powerful tool for a vast range of applications.

4.2.3 Convolutional neural networks

For processing images, the architecture of convolutional neural networks has proven to be a successful
approach [47]. Since we want to detect condensation from absorption images, this network type is the
natural choice for us.

Convolutional neural networks are very similar to deep neural networks but instead of feeding the
input directly to the fully connected layers as suggested by figure 4.7, the input image is first processed
by (potentially several) pairs of convolutional and max pooling layers. Their working principle is
depicted in figure 4.8. In a convolutional layer, a small filter is moved across the large image and
combines the covered pixels into a single value according to the filter’s weights. In this way, every
position of the filter creates one output pixel. The image created by all output pixels is then the output
of the layer. Different to the simplified scheme of figure 4.8, the output of a convolutional layer may
have a higher dimension than its input [107]. The max pooling layer simply reduces the size of the
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4.2 Convolutional neural networks and machine learning

Figure 4.8: Working principle of a pair of convolutional and max pooling layer. Both work by moving a filter
across the image to form a new, smaller image as the output. Every filter position yields one pixel in the output.
Image adapted from [103]

image by just passing on the highest valued pixel of each filter position. In this way, the convolutional
layers highlight features in the input image and reduce its size.

In a convolutional neural network, the output from the last layer is finally fed into a fully connected
network similar to the one depicted in figure 4.7. Overall, the whole networks calculates a numerical
quantity from the convoluted images.

4.2.4 Training neural networks

The big question is now how the correct weights for a specific task are chosen. Due to the complexity
of large networks with millions or even more weights, no procedure to chose them a priori is known.
Instead, neural networks are initialised with random weights and subsequently “learn” to perform the
desired task by training. To this end, the network processes large samples of data for which the correct
output is known – the “labelled” data. The output generated by the untrained network from the labelled
data will differ almost certainly from the correct value. The error 𝐸 , defined with a suitable metric
as the distance between output and label, can however be reduced by iteratively tuning the weights
𝒘 of the network. To this end, the gradient of the function 𝑓 : 𝒘 → 𝐸 is calculated numerically
and adjusting the weights accordingly reduces 𝐸 . The training of a neural network is therefore
nothing but a gradient descent optimisation in a very high-dimensional space. The components of
∇ 𝑓 corresponding to weights in the output layer can be simply determined by the derivative of 𝐸
with respect to those weights. For the weights in the hidden layers on the other hand, the chain rule
has to be used, potentially multiple times. This means that the training procedure traces the network
backwards and is therefore called backpropagation. Due to the extremely high dimension of the space
on which the function 𝑓 acts, backpropagation is only feasible with powerful modern computers.
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Figure 4.9: The heating scheme. a) The cold gas in the initial trap. b) In the shallow trap, the gas expands.
Upon restoration of the original trap (dashed line), the atoms gain potential energy as indicated by the arrow. c)
After thermalisation, the gas’s temperature has increased.

A question that naturally arises is the effectiveness of training. More specifically, one can ask
whether backpropagation finds the global minimum of 𝑓 . In general, this question is difficult to answer
but most likely only local minima in 𝑓 are found. Experience however shows that this is usually
sufficient for neural networks to perform well. In order to check that this also holds for any problem at
hand, the labelled dataset can be split into a training and validation set, commonly in a ratio 90:10.
The backpropagation optimisation is then performed with just the training set and only considered to
be successful if the network can generate the correct output for the validation set equally well. In this
case, it is assumed that the network has implemented a generalised model that correctly determines the
relevant aspects from the data. As an additional upside, the validation set helps to prevent overfitting
of the training set. If overfitting occurs, a decreasing error on the training set coincides with an
increasing error on the validation set.

The neural networks whose results are described in this thesis were realised with the TensorFlow
library [108] and trained with the Adam optimiser [109].

4.3 A neural network to determine the condensate fraction

As already mentioned in the introduction of this chapter, determining the condensate fraction from a
Fermi gas’s momentum distribution is similar to typical machine learning applications: An in principle
detectable feature is present but no fittable model or other procedure to determine the condensate
fraction exists. In order to train a convolutional neural network on this task, a labelled dataset has to
be acquired first. Because the network is actively forced to reproduce a certain result, as given by the
labelled dataset, this approach is called supervised training.

4.3.1 Generation of a labelled dataset

In order to have a well-working neural network, the training data should cover the full range of the
problem at hand. For us, this first of all means that we need images of momentum distributions with
widely varying condensate fractions including a substantial amount without any condensate at all. On
top of that, the nature of condensation changes in the BCS-BEC crossover and this will be reflected in
the resulting effect on the momentum distribution. The training set for a broadly applicable network
should therefore include different interaction strengths covering an extensive region of the crossover.
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4.3 A neural network to determine the condensate fraction

To generate the dataset, clouds of |12⟩-mixtures with six different interactions strengths, 1/𝑘F𝑎

ranges from around -0.6 to roughly 1.6 in harmonic approximation, were prepared. While these clouds
already have different condensate fractions, a much wider range can be covered if these cloud are
heated to gradually deplete the condensate. The heating is performed similar to [110] by a sudden
reduction of the trapping beams’ power. The atomic cloud then expands in the new shallower trap for
a variable time of up to 15 ms. A subsequent recompression of the trap by restoration of the original
beam powers suddenly gives the atoms a higher potential energy, see figure 4.9. The amount of energy
gained in this way increases with expansion time. After restoration of the original trap, the cloud is
given a time of 50 ms to thermalise by converting the gained potential energy into temperature3. The
result will be a cloud with lower condensate fraction or no condensate fraction at all if the critical
temperature has been surpassed. In principle, the atom loss from the heating mechanism could cause
the network to learn an unphysical relation between atom number and condensate fraction. The
inclusion of different interaction strengths however helps in this regard because the atom number
varies with the magnetic field. Additionally, the atom number also fluctuates from experimental shot
to shot as well as on longer time scales due to slow drifts of the experimental performance.

The momentum distribution of the final clouds is recorded by imaging them after 5 ms of free
expansion. This is a significantly shorter expansion than the 𝑇/4 = 15 ms needed for the residual
harmonic potential to fully reveal the momentum distribution [94] but the signal to noise ratio of the
images is greatly improved due to higher densities. The resulting distribution will still reflect the
momentum distribution but is much more influenced by the initial in-trap density distribution. On top
of this, even a 𝑇/4 expansion will not provide a faithful momentum distribution due to interactions in
the initial phase of the expansion.

The labels necessary for training, in this case the condensate fractions of the imaged clouds, are
generated by preparing clouds with identical interaction strengths and heating times as for the training
images but then performing the rapid ramp technique from section 4.1 to obtain the clouds’ condensate
fraction. In this way, a dataset of 7895 labelled images is created [107].

4.3.2 Training of the network

With the labelled dataset, a convolutional neural network is trained to determine the condensate
fraction from the fermionic momentum distribution detected after a time-of-flight of 5 ms, for a sketch
of this procedure see figure 4.10. The network consists of three pairs of convolutional and max
pooling layers followed by two internal layers, the first with 600 and the second with 300 neurons,
and one output neuron whose output is the condensate fraction. In total, the network has 11601591
free parameters tuned during training. The exact composition was not found to be critical since
small changes do not hamper the performance of the network. A slightly more detailed discussion is
provided in the publication [107] while in-depth discussions of the training process are given in the
PhD theses [93, 103]. An important point during training is the exclusion of the temperature range
around the phase transition from the training data. In this way the neural network identifies the phase
transition by itself and does not blindly follow the rapid ramp which might be inaccurate for very small
condensate fractions. Far above the phase transition, the labels are simply set to zero instead of using
the fitted condensate fraction. This is done because the fit always predicts a non-zero condensate

3 This conversion will not be one-to-one because atoms are evaporated in the thermalisation process and carry some of the
added energy away with them.
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Figure 4.10: Scheme of the training procedure. The atomic clouds are either imaged after a free expansion or
after a rapid ramp. With the fitted condensate fraction, the network can be adjusted to determine the condensate
fraction from the fermionic momentum distribution.

fraction. The reason for this are experimental noise and imperfections which cause deviations from a
pure thermal distribution.

After 15 iterations of gradient descent optimisation, the network can successfully predict the rapid
ramp result for the condensate fraction from the fermionic momentum distribution. For a given hold
time, the predicted condensate fractions scatter as much as those measured with the rapid ramp. The
performance of the neural network is therefore equal to the rapid ramp and only limited by the training
data.

In the normal phase, where the bimodal fit wrongly identifies experimental imperfections as a
condensate, the neural network outperforms the rapid ramp because it unambiguously predicts a
condensate fraction of zero.

4.3.3 Validation of the training

In order to ensure that the network has successfully learned to detect the features associated with
condensation, we do not rely on the labelled validation data alone. As a first additional check, the
network has to identify the condensate fraction of clouds with an interaction strength that was not
included in the training set. Here, two cases can be distinguished: firstly, interaction strengths
within the range spanned by the training data. This tests the interpolation capabilities of the network.
Secondly, fermion attraction strengths that are either weaker or stronger than the weakest or strongest
attraction in the labelled dataset are used to test the extrapolation capabilities. Extrapolation should be
possible for the network, at least up to a certain degree, because the signal of condensation is expected
to change little within the BCS and BEC limits. In both cases, we do not find significant deviations
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from the results obtained with the rapid ramp technique.
A second check is to test the network with clouds of atoms in a |13⟩-mixture where the atom number

and background magnetic field are different. The latter will slightly affect the expansion of the cloud.
Nevertheless, the network still predicts the condensate fraction correctly [103].

Together, we therefore conclude that the trained network has indeed found a way to extract the
condensate fraction from the momentum distribution making it the first tool that can perform this task.

4.3.4 Advantages of the network

Apart from the novelty aspect of extracting the condensation signal from the momentum distribution,
the trained network has the technical advantage of being able to replace the rapid ramp. This is
experimentally beneficial because the correct values for the times 𝜏off and 𝜏discharge depend on the
initial current through the coils and therefore have to be determined empirically for every magnetic
field. If the condensate fraction for many different interactions strengths is supposed to be measured,
usage of the network can reduce the necessary effort noticeably.

A second and much more substantial advantage of the network over the rapid ramp is the possibility
to identify a clear phase transition. With the rapid ramp this is not possible because of noise in
the bimodal momentum distributions. If the condensate fraction drops below a threshold, usually
around 3%, the best fit for the bimodal function 4.1 no longer identifies the condensate peak but
compensates deviations from a perfect thermal background instead. This effect usually results in
condensate fractions of around 5% close to and above the phase transition. It is therefore not possible
to precisely locate the phase transition with the rapid ramp. The neural network on the other hand is
able to identify the absence of a condensate and does so consistently above a threshold heating time.
This property will be exploited in the next chapter to construct a high-resolution phase diagram of the
BCS-BEC crossover.

4.3.5 Limitations of the network

A general problem of supervised neural networks is that they learn all errors present in the training data.
In our application, these are especially all the uncertainties associated with the rapid ramp, see section
4.1.3. The trained network therefore has to be considered as simply a variation of the rapid ramp
technique even though it does not utilise the projection from many-body pairing to dimers directly.
Another constraint comes from the reduced expansion time of the cloud: after 5 ms time-of-flight, the
cloud’s shape still depends on the trap geometry. The network is thus trained on a specific power and
alignment of the trapping beams. After a re-alignment of the trapping beams, it was indeed necessary
to train the network anew with a newly recorded labelled dataset.

Since the input image is pixel-based, a change in the magnification of the imaging system or the
pixel size on the camera chip will cause the network to give wrong predictions of the condensate
fraction. During the project, the camera had to be replaced by a new one with smaller pixel size.
In this situation, it was possible to adapt the already trained network with a method called transfer
learning [111]. The network optimised for the old camera was taken as the starting point for a new
round of training; this time with labelled images taken by the new camera but rescaled to the old
size. In this way, the network is already close to a good choice for the weights at the beginning of the
training process and successful training becomes possible with a considerably smaller new labelled
dataset, in our case, we used 2500 images.
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Figure 4.11: Analysis of the trained neural network. For the lowest achievable temperature and all interactions,
the importance of different momenta to the determination of the condensate fraction is found with the help of
[112]. Image from [107].

4.3.6 Insights provided by the network

The complexity of neural networks makes it extremely challenging to interpret their behaviour and
decision making, hence they are often considered to be “black boxes”. A possibility to gain more
insight is finding the input neurons which have the largest influence on the result, as implemented
in the DeepLIFT method [112]. In our case, this will tell us which regions of the cloud have the
most relevance for determining the condensate fraction. Since we can assign a momentum to every
pixel if we assume free expansion, it becomes possible to figure out which momenta carry, for the
neural network, the most information with respect to the condensate fraction. The result is depicted
in figure 4.11 with 𝑘F determined from the Fermi energy in the harmonic approximation. It reveals
that the neural network considers, for different interactions, roughly the regions where condensation
is expected to have the strongest signature: on the BEC side only low momenta are important, as
expected for a bosonic condensate, while higher momenta become relevant towards unitarity and
towards the BCS limit where outer and central regions are equally important. This importance of high
momenta for condensation is a distinctive feature of fermionic condensation. Higher momenta around
𝑘 = 𝑘F do not show up in figure 4.11 due to a small signal to noise ratio in the outermost regions of
the cloud. Additionally, the momenta are calculated assuming, in contrast to the experiment, a free
expansion of the cloud. The attractive interactions could lead to a slower expansion of the cloud and
therefore an underestimation of 𝑘/𝑘F.

4.4 Unsupervised detection of superfluidity

4.4.1 Autoencoder networks

By taking full advantage of the versatility of neural networks, it could also be possible to detect
superfluidity without enforcing a predetermined result as in the supervised approach. The big appeal of
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Figure 4.12: Working principle of the autoencoder. See main text for explanations.

such an unsupervised approach is the elimination of systematic errors that might have been introduced
during the labelling process. Since some form of labelling is however still necessary for training, a
different network architecture, relying on labels that are not equal to the result, has to be chosen.

The autoencoder architecture as sketched in figure 4.12 has been conceived for these purposes. The
general idea is to propagate an input, in our case an image of a momentum distribution, through a
neural network with an information bottleneck in such a way that the input can be reconstructed as the
output. To this end, the first part of the network, the encoder, has to identify the defining features of
every input and compress them in a form that they can be passed through the bottleneck, a layer with a
very small number of neurons. The second half of the autoencoder, the decoder, is structurally the
inverse of the encoder and receives the encoded information from the bottleneck to create an output
that is supposed to be as close as possible to the input. Together, this makes it possible that the inputs
themselves serve as their own training labels. Consequently, no additional information has to be
provided to enable the usual backpropagation training and no systematic error can be introduced in the
labelling process.

Once the autoencoder has been trained to faithfully recreate the inputs, the decoder is stripped off
and the output of the bottleneck layer, called the latent space, is investigated further. It can now be
considered as a low-dimensional representation of the input data, which highlights the differences
between the individual inputs. All common features in the data can be discarded by the encoder
because the decoder has learned to reconstruct these during training. Overall, similar inputs are then
expected to lie close to each other in the latent space while very different ones are expected to be
further apart. In this way, an obscured structure in the original data can reveal itself in latent space.
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Figure 4.13: Latent space representation of momentum distributions covering a large range of temperatures and
interaction strengths. Every image corresponds to one point. The left panel shows that the autoencoder sorts
images with identical interaction strength in lines while the right panel reveals that the lines themselves are
sorted by temperature. For clarity, temperature is only shown in a qualitative way because heating times vary
for the different fields. Image from [113].

4.4.2 An autoencoder for momentum distributions

Applied to our system, we train an autoencoder network with 5031 images of momentum distributions
recorded at various temperatures and interaction strengths, again with a ratio of 90:10 between training
and validation data. For the autoencoder, we use the same data as for the network from section 4.3. The
structure of the encoder is very similar to the network for determination of the condensate fraction from
section 4.3. Two iterations of convolution and max pooling followed by two hidden layers with 512
neurons each and finally the bottleneck, which consists of two neurons. The decoder part of the network
has the same structure as the encoder but reversed, so that it can reproduce the input from the out-
put of the two bottleneck neurons. A more specific structure will be given in the future publication [113].

The latent space representation of a large number of momentum distributions is presented in
figure 4.13. For every interaction strength, both the thermal and the superfluid phase are covered.
It reveals that the data is sorted in the latent space by its two relevant physical quantities: different
interaction strengths are separated into lines and along these lines, the clouds are ordered by their
temperature. Even more so, the hottest clouds are clustered together and therefore considered to be
fairly similar by the autoencoder. On the other hand, the coldest clouds lie far apart from each other
which highlights their distinctness. This sorting mirrors qualitatively the expectations from simple
physical arguments. If heated far enough, all momentum distributions should approach the Boltzmann
distribution independent of interactions or particle statistics. In the zero-temperature limit on the other
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Figure 4.14: The latent space around the phase transition for 1/𝑘F𝑎 ∼ −0.26 after a linear transformation. The
points are the average positions of around 13 images with identical preparation. The piecewise linear fit to
identify the phase transition as well as the position of the phase transition are shown.

hand, the interactions have defining influence on the momentum distribution and a large continuous
variation should be found through the crossover, as shown in section 2.4. This behaviour is indeed
reflected in the latent space. It should be noted that these results are a consequence of the network and
data structure alone and no information on magnetic fields, interaction strengths, temperature etc. is
ever provided to the network.

The use of two neurons in the bottleneck is motivated by the presence of the two parameters varied
in the data. Nevertheless, there is a possibility that the use of more neurons could reveal even more
information. A network with a bottleneck consisting of three neurons was therefore trained as well
but revealed no new information. Instead, all points lay on or very close to a common plane in the
three-dimensional latent space indicating that no new information is encoded in the third neuron.

4.4.3 Signature of superfluidity

A straightforward question is whether the autoencoder is able to detect the superfluid phase transition.
In figure 4.13, no related, obvious feature catches the eye. This however changes if only the region
close to the phase transition, whose approximate location is known from the rapid ramp technique,
is considered. There, the points can be separated into two regions; in both, the points are organised
roughly along a line and sorted by temperature. The two regions are not distinguishable by a separation
in the latent space but because the associated lines have different angles in the latent space, see figure
4.14. We interpret the two regions as different responses to the heating and the transition between
the regions as a qualitative change of the system. Since the superfluid phase transition is expected to
coincide with such a change, we identify the intersection between the regions as the phase transition.
The linear nature of the regions enables the identification of the phase transition by fitting a piecewise
linear function. To increase the robustness of the fit, the region around the phase transition is shifted
and linearly transformed prior to fitting while all angles are preserved. An example of the fit around
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the phase transition is shown in figure 4.14. The critical heating time is then determined from the
average of the three points in latent space closest to the position of the phase transition. It is found
that this heating time is equal or at least very close to the critical heating times found with the neural
network trained with the rapid ramp data.

With this procedure, the phase transition can be determined over a wide range of interactions
directly from the time-of-flight images of the cloud. Because no additional input is needed at any point
in the whole process, this is a completely new way to determine the superfluid phase transition. Unlike
previous methods like the rapid ramp, it does not rely on assumptions in the interpretation of the
images that could lead to systematic errors. The biggest uncertainty comes from the not particularly
pronounced signal of the phase transition in latent space. A closer look on this will be provided in the
next chapter.
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CHAPTER 5

Phase diagram of the BCS-BEC crossover

The neural network based techniques to identify superfluidity introduced in the previous chapter
identify the phase transition clearly for a wide range of interaction strengths. They can therefore
be employed to construct a phase diagram of the BCS-BEC crossover. So far only the crude phase
diagrams of the first crossover realisations [39, 40] and one more refined measurement [114] are
available. The latter however reports a fairly constant critical temperature in the strongly interacting
regime, deviating significantly from theoretical expectations. A construction of the phase diagram
with the new techniques could therefore provide important insights.

For the phase diagram, the phase transition has to be determined over a wide range of interaction
strengths. The necessary experimental data are generated in the same way as the labelled dataset, see
section 4.3.1. The trained networks are then used to identify the phase transition. For a meaningful
phase diagram, it is necessary to convert the “lab units” magnetic field and heating time into the dimen-
sionless quantities interaction strength 1/𝑘F𝑎 and reduced temperature 𝑇/𝑇F. While 𝑎 can be simply
calculated from the magnetic field with the help of equation 3.1, a reliable determination of 𝑇 and
𝐸F (which in turn provides 𝑘F and𝑇F) is significantly more involved and will be discussed in this chapter.

5.1 Complications of a trapped Fermi gas

The theoretical treatment of the harmonically trapped, strongly interacting Fermi gas is significantly
more involved than the already challenging homogeneous gas. This is due to the presence of an
extra length scale, the harmonic oscillator length 𝑎HO =

√︁
ℏ/𝑚�̄�. The only theoretical predictions

of the critical temperature [115, 116] originate from the time shortly after the first realisation of
the BCS-BEC crossover in 2004 and, at unitarity, agreed relatively well with measurements of the
time [110, 117]. Since then, the use of the local density approximation (LDA), see section 2.5.2,
has become the standard treatment to connect the trapped case to the better understood theory of
the homogeneous case. This has been especially fruitful at unitarity where the complete equation
of state for the homogeneous case was measured in this way [42, 118, 119]. At unitarity, where
𝑎 → ∞, 𝑎 drops out as a length scale leaving 1/𝑘F as the only remaining scale. The system is therefore
describable by a few universal functions that can be deduced from experimental data [45].
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Figure 5.1: Comparison of theoretical predictions for the critical temperature in the BCS-BEC crossover – “Chen
et al.’ from [116] and “Perali et al.” from [115] – with the values determined from the measured equations of
state – “Nascimbène et al.” from [118], “Horikoshi et al.” from [119], and “Ku et al.” from [42].

The shift from harmonic theory to LDA has an important implication, namely the definition of
the Fermi energy changes. In the harmonic case, it is set by atom number and trap frequencies
𝐸F,trap = ℏ�̄�(3𝑁)1/3 while the density is decisive in the homogeneous case 𝑘F = (3𝜋2

𝑛)1/3. Since the
measured homogeneous equations of state at unitarity allow for a complete description of the system,
it is possible to calculate the critical temperature of the harmonically trapped unitary gas from them,
see below. In figure 5.1, the resulting values are compared to the early theoretical predictions. It is
apparent that the relatively old theories for a trapped gas overestimate the critical temperature. This is
in contrast to the homogeneous theories from figure 2.9 which are in good agreement with the values
determined from the equation of state measurements.

For a fruitful comparison with theories, the critical temperatures determined with the help of the
neural networks should therefore be normalised with a 𝑇F determined from the density of the cloud.
Since the clouds are not homogeneous, a criterion to determine the correct 𝑇F from the inhomogeneous
density distribution has to be found. In the case of the phase transition, this is particularly easy because
superfluidity will appear first where 𝑇/𝑇F is lowest and this is where the density is the highest, i.e. the
centre of the cloud. 𝑘F calculated from the central density is therefore a normalisation that allows the
comparison of critical temperatures of trapped gases with homogeneous theories.

5.1.1 Critical temperature of the trapped unitary gas from the equation of state

While [118, 119] provide the critical temperature of the trapped unitary gas shown in figure 5.1, it had
to be calculated for the more precise measurement of the equation of state [42]. Since this calculation
is quite instructive and introduces some concepts needed later for the thermometry of the cloud, it is
presented here.
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Figure 5.2: Measured equation of state of a homogeneous unitary Fermi gas from [42] with the red dot indicating
the phase transition. a) The temperature dependence of the chemical potential. b) The density equation of state,
normalised by the density of a non-interacting Fermi gas 𝑛0 at the same value of `/𝑘B𝑇 . Data extracted with
[120].

The general idea of the calculation is to use the measured equation of state for the homogeneous gas
from [42] to calculate the density distribution of a unitary Fermi gas at the critical temperature in a
harmonic trap. Integration of the density profile will reveal the atom number and allow the calculation
of 𝑇c/𝑇F,trap.

As a first step, the chemical potential of the homogeneous unitary gas at 𝑇c has to be found. Its
temperature dependence is given in [42] and shown in figure 5.2 a). At the phase transition, the ratio
`/𝑘B𝑇 = 2.49 is found. This ratio determines the density of the cloud via the density equation of state
from figure 5.2 b). This density is the starting point for the calculation of the density profile becuase it
is the density at the centre of the trap, where 𝑉 = 0. For 𝑉 > 0, the density is calculated according to
the LDA by the replacement ` → ` −𝑉 , which can be plugged into the density equation of state.

A problem arising is the density equation of state not being provided for (` − 𝑉)/𝑘B𝑇 ≲ −1.3
in [42]. In this region, the gas is however very hot, 𝑇 ≈ 1.8𝑇F, and the equation of state can be
approximated by a virial expansion. It consists of writing the grand potential Ω as the power series
[121]

Ω = −2 𝑘B𝑇�̃�_
−3
dB

(
𝑧 + 𝑏2𝑧

2 + 𝑏3𝑧
3 + · · ·

)
(5.1)

with the volume of the homogeneous system �̃� , the thermal deBroglie length _dB, the 𝑖-th order
virial coefficient 𝑏𝑖 and the factor 2 accounting for the spin degeneracy. 𝑧 denotes the fugacity
which is, in LDA, 𝑧 = exp((` − 𝑉)/𝑘B𝑇). At unitarity, we have 𝑏2 = 3 × 2−5/2 ≈ 0.530 [122] and
𝑏3 = −0.290953...; this value has first been reported in [121] and is by now well established [123]. At
unitarity, all 𝑏𝑖 are independent of temperature. Since 𝑛 = −�̃�−1

𝜕Ω/𝜕`, the virial expansion for the
density equation of state 𝑛 is given by

𝑛 = 2_−3
dB

(
𝑧 + 2𝑏2𝑧

2 + 3𝑏3𝑧
3 + · · ·

)
. (5.2)

In figure 5.3, it becomes apparent that a 3rd order virial expansion is sufficient to extend the measured
equation of state to the regime of very high 𝑇/𝑇F where `/𝑘B𝑇 → −∞. The figure normalises 𝑛 from
equation 5.2 by the non-interacting equation of state 𝑛0 = −2 Li3/2(−𝑧).
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Figure 5.3: The 3rd order virial expansion covers the high 𝑇 end of the measured density equation of state from
figure 5.2 [42] and extends it to infinite 𝑇 (`/𝑘B𝑇 → −∞).

Figure 5.4: a) Cut along a weakly confining axis through the density distribution of a unitary Fermi gas at the
critical temperature. For comparison, the density distribution of an ideal Fermi gas with identical temperature
and chemical potential in the same trap is shown as well. b) Same as a) but normalised to the central density.

Now everything is together to calculate the density distribution in a harmonic trap. Figure 5.4a)
shows a cut through the density distribution for a unitary Fermi gas consisting of 6Li atoms in a
potential with trapping frequencies (𝜔𝑥 , 𝜔𝑦 , 𝜔𝑧) = 2𝜋 × (160 Hz, 160 Hz, 260 Hz) and a temperature
𝑇 = 𝑇c = 214 nK, parameters that are comparable to those in the experiment. For comparison, the
density distribution of an ideal Fermi gas with identical 𝑇 and ` is shown as well and highlights
the strong influence of the interactions. In the wings of the cloud, where 𝑇/𝑇F calculated from the
local density becomes very large, the two density distributions both approach the value given by the
Boltzmann distribution. The ideal Fermi gas is a special case because 𝐸F,trap and 𝐸F determined from
the central density are, by definition, identical. For the unitary Fermi gas, 𝐸F,trap and 𝐸F differ due to
the density profile having a different shape compared to the ideal case, see figure 5.4b).

The atom number in the trap can be obtained by numerical integration of the full unitary density
profile giving 𝑁 = 400 000. The Fermi energy of the trapped gas is then given by 𝐸F,trap = ℏ�̄�(3𝑁)1/3

which leads to a critical temperature of the harmonically trapped unitary Fermi gas of

𝑇c/𝑇F,trap = 0.223 ± 0.017. (5.3)
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This is significantly lower than predicted by the theories in figure 5.1 but matches the estimation of
[31], which was made prior to the measurement of the unitary equation of state, and is in agreement
with the other measurements [118, 119].

5.2 The inverse Abel transform

Since we have to determine the Fermi energy for the phase diagram from the central density of the
clouds, we need a way to measure it. While it is straightforward to image the cloud in-situ, such an
image does not reveal the density 𝑛(𝑥, 𝑦, 𝑧) but only the column density 𝜌(𝑥, 𝑦), the density integrated
along the camera’s line of sight 𝑧, see also section 3.5. If the cloud’s density distribution possesses
spherical symmetry in the 𝑦, 𝑧-plane, the integration can be inverted with the inverse Abel transform
[124]

𝑛(𝑥, 𝑟) = − 1
𝜋

∫ ∞

𝑟

d𝑦′
1√︃

𝑦
′2 − 𝑟

2

𝜕𝜌

𝜕𝑦
′ (𝑥, 𝑦

′) (5.4)

where the coordinate 𝑟 denotes
√︃
𝑦

2 + 𝑧
2. If the equidensity/equipotential lines in the 𝑦, 𝑧-plane form

ellipses of the form 𝑦
2/𝑤2

𝑦 + 𝑧
2/𝑤2

𝑧 = const rather than circles, the inverse Abel transform only has to
be modified slightly [42] to

𝑛(𝑥, 𝑟) = −
𝑤𝑦

𝑤𝑧

1
𝜋

∫ ∞

𝑟

d𝑦′
1√︃

𝑦
′2 − 𝑟

2

𝜕𝜌

𝜕𝑦
′ (𝑥, 𝑦

′) (5.5)

where the radial coordinate is now given by 𝑟 =

√︃
𝑦

2 + 𝑧
2 · 𝑤2

𝑧/𝑤
2
𝑦 . Such a situation occurs in a

harmonic trap if the frequencies in 𝑦- and 𝑧-direction differ. Since our trap is mostly harmonic, we
use equation 5.5 to convert the recorded column densities to real densities. This introduces a small
systematic error which will be investigated later.

Performing the inverse Abel transform with experimental data comes with some subtleties because
the integral diverges for 𝑦

′ → 𝑟 and the derivative of 𝜌 has to be determined numerically from
discrete quantities. Both of these effects can enhance experimental noise present on 𝜌. We therefore
usually take advantage of the elliptic symmetry of 𝜌(𝑥, 𝑦) and average it radially while respecting
the ellipticity to reduce the noise. The inverse Abel transform is then performed with an algorithm
developed by Andreas Kell which deals with some of the noise sources [93]. In this way, the central
density, needed for normalisation in the phase diagram, is determined.

5.3 Thermometry

Performing a thermometry of an ultracold Fermi gas is a difficult problem because the small variations
of the Fermi edge with temperature are difficult to observe. On top of this, interactions add even
more complications. The cleanest way to measure the temperature would be the admixture of a small
quantity of bosonic atoms which can serve as a “thermometer”. They can be imaged independently
and, if in thermal contact with the fermions, reveal the common temperature. This method is, for
example, used in [118] where a small amount of bosonic 7Li is added to a unitary Fermi gas of 6Li
atoms.
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Chapter 5 Phase diagram of the BCS-BEC crossover

Our setup is in principle well equipped for this kind of thermometry because a small quantity of
bosonic 23Na can be loaded into the dipole trap with ease, only requiring a slightly shorter evaporation
in the magnetic trap. However, the large mass difference between 23Na and 6Li causes a very different
gravitational sag which physically separates the clouds in the final trap thus prohibiting any thermal
contact.

We therefore opt for a different method based on the fact that the equation of state will approach the
Boltzmann regime for very low densities as shown by the virial expansion 5.2. In this case, the density
dependence on the external potential reads

𝑛(𝑉) = 2_−3
dB exp

(
` −𝑉

𝑘B𝑇

)
(5.6)

and the logarithm of the density depends linearly on the potential

log(𝑛) (𝑉) = log
(
2_−3

dB

)
+ `

𝑘B𝑇
− 𝑉

𝑘B𝑇
≡ 𝑐 − 𝑉

𝑘B𝑇
. (5.7)

This relation can be fitted to reveal the temperature of the cloud if the potential is known.

5.3.1 Calibration of the external potential

The chosen thermometry requires a very good knowledge of the trapping potential, especially in the
wings of the cloud. Often, it is sufficient to characterise the trap by its harmonic frequencies because
most of the atoms are located in the centre of the trap where the harmonic approximation is valid. The
Boltzmann regime, however, is reached far away from the centre where the harmonic approximation
is no longer valid. It is therefore necessary to consider the full trapping potential given by the two
intersecting Gaussian beams. Their complete properties cannot be deduced from the trap frequencies
because the frequencies are given by (in the directions where only one beam is confining)

𝜔 =
2
𝑤

√︂
𝑉0
𝑚

(5.8)

where 𝑤 is the waist of the Gaussian beam, 𝑉0 the trap depth, and 𝑚 the mass of a 6Li atom. The
frequency thus only provides the ratio 𝑤/

√︁
𝑉0 while a full characterisation of the beam would require

a separate knowledge of 𝑤 and 𝑉0.
In principle, the beam properties are roughly known and can also be measured outside the vacuum

chamber. However, the remaining uncertainties, exacerbated by the vacuum chamber’s windows, are
relatively large. It is therefore necessary to measure the potential in-situ. No straightforward procedure
exists for this so several approaches had to be tested.

Anharmonicities

One approach is to measure the anharmonicity of the trapping potential. This can be done by exciting
a sloshing mode of the cloud with varying amplitudes. The larger this amplitude gets the more this
mode is affected by the regions of the trap not well described by the harmonic approximation. The
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Figure 5.5: Amplitude dependence of the trap frequency. The points are measured with a cloud sloshing in
the trap. The line is the simulated motion of a classical particle moving in a Gaussian beam potential whose
parameters 𝑤 and 𝑉0 are fitted to the measured data.

result is an amplitude dependent frequency of the sloshing mode1. Since the functional form of
the trapping potential is known, the amplitude dependence of the frequency can be measured and
compared to numerical simulations of a point or extended mass in a Gaussian potential to characterise
the Gaussian beam profiles. While a measurable decrease was observed, see figure 5.5, the achievable
amplitudes did not suffice to make 𝑤 and 𝑉0 independent quantities in the shown fit, see figure 5.6.
Larger amplitudes can be excited but lead to a breakup of the cloud and therefore do not provide a
meaningful frequency.

Ideal Fermi gas

An alternative is the preparation of an ideal Fermi gas in the trap. It does not interact during expansion
and therefore reveals, after an appropriate time-of-flight, a faithful momentum distribution which can
be fitted with the momentum distribution in an external potential, equation 2.21, to determine the
temperature. The in-situ density distribution of the ideal Fermi gas with known temperature is then
sufficient to calibrate the potential by the equation of state 2.20. The challenging part of this method
is the preparation of an ideal gas at temperatures low enough to achieve detectable densities in the
final trap because the non-interacting gas does not thermalise during evaporation. An adiabatic sweep
of the Feshbach magnetic field from close to the resonance, where cooling is possible, to 𝑎 = 0 is not
possible because it lies on the far end of the BEC side. Ramping the magnetic field there is found to
cause strong atom loss, most likely due to collisional decays into low-lying molecular states.

A different path to an ideal gas is a spin-polarised gas where the minority component allows for
thermalisation during evaporation. The final gas will then, especially if the Feshbach resonance is
tuned to weak attraction, have an outer shell that is almost completely polarised and forms an ideal

1 Strictly speaking, the movement becomes anharmonic and no longer has a single, well defined frequency. In the
experiment, the deviation from a harmonic movement is however too small to be discernible from experimental noise.

65



Chapter 5 Phase diagram of the BCS-BEC crossover

4.0 4.2 4.4 4.6

180

190

200

210

V0 / arb un.

w
/
µ
m

(fit residuals)2

20

80

140

200

260

320

380

Figure 5.6: The squared residuals of the measured frequencies from figure 5.5 to the calculated ones for a range
of combinations of 𝑉0 and 𝑤. The extensive valley of a near-constant residual shows that 𝑉0 and 𝑤 cannot be
independently determined from the data. The grey area is clipped away to highlight the extent of the valley.

Fermi gas. In reality this approach did not work well because the fraction of minority atoms necessary
for a good evaporation, around 25 % to 30 %, was too large to allow the formation of a substantial
fully polarised region.

A alternative approach to achieve full polarisation is the removal of the minority spin component
with a pulse of resonant light. The majority component is unaffected by the light directly because
the hyperfine splitting is significantly larger than the laser line width. An indirect effect can however
arise from the interactions between the spin components and bring the remaining atoms into a
non-thermal state. The final momentum distribution of the leftover atoms indeed turned out to be
slightly anisotropic, in contrast to the prediction of equation 2.21. The calibration with an ideal Fermi
gas was therefore considered to be unreliable.

Unitary equation of state

In the end, a method that brings together the strengths of the experiment with a good theoretical
understanding proved to be successful: the creation of unitary Fermi gases and knowledge of their
equation of state. If a cloud with a known temperature is prepared, the density equation of state can be
inverted to determine the potential from the density distribution in LDA. In general, the temperature is
not known but there is one exception. At the phase transition, which is identifiable with the neural
networks, the centre of the cloud will be at the critical temperature. 𝑇 = 𝑇c = 0.167𝑇F, with 𝑇F
determined from the local density at the centre, is therefore the temperature of the whole cloud. The
potential can then be reconstructed by inversion of the equation of state and the result is shown in
figure 5.7. It is given as a one-dimensional potential of the radial coordinate 𝑟 because radial averaging
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Figure 5.7: The external trapping potential reconstructed from the density distribution at unitarity and 𝑇c. The
harmonic approximation of this potential is also shown. Figure adapted from [93].

reduces the influence of experimental noise, see section 5.2.

This method has the conceptual drawback that the critical temperature at unitarity in the phase
diagram will not be a measured quantity any more. Instead, it is assigned a fixed value a priori. The
critical temperature at all other interaction strengths also relies on this value and is, taken strictly, only
a relative measurement. Since both theoretical, see the references in figure 2.9, and experimental, see
references in figure 5.1, values for 𝑇c at unitarity agree well with each other, we consider this drawback
to be acceptable.

5.3.2 Thermometry of strongly interacting gases

With the reconstructed potential, the temperature of arbitrary clouds can be determined from the
Boltzmann wings. Unfortunately, higher order deviations from the linear relation 5.7 are very small
just outside the Boltzmann regime as shown in figure 5.8. Data with noise covering only a limited
potential range can therefore be wrongly assumed to be in the Boltzmann limit leading to wrong
thermometry results.

The solution to this problem is the perturbative inclusion of interactions in the equation of state.
This is provided exactly by the virial expansion 5.2 [125]. If the addition of another order in the
expansion leaves the fitted temperature unchanged, the chosen equation of state can be considered
appropriate. For the thermometry of the phase diagram measurements, it was necessary to include the
3rd order of the virial expansion and even the 4th order in extreme cases furthest on the BCS side.

The necessary virial coefficients are by now well known. For 𝑏2, an analytic formula has been
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Figure 5.8: The convergence of the equation of state to the Boltzmann limit for ideal fermions and unitary
fermions. The Boltzmann limit is approached very gently. It is therefore challenging to identify it unambiguously
in real, noisy data.

found long ago2 [122]
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with a thermal deBroglie length rescaled by the scattering length

_ =
_dB√
2𝜋𝑎

. (5.10)

For the third order coefficient, the expressions are significantly more involved and different approaches
have been used to calculate them [121, 123, 126]. By now, the numerical results for these coefficients
agree with each other. [123] also calculated the 4th order virial coefficient needed for the clouds
furthest on the BCS-side of the crossover.

5.4 Phase diagram

Now, all the techniques necessary to construct the phase diagram of the homogeneous Fermi gas are
together. A detailed discussion of the implementation for most steps is already presented in the PhD
thesis of Andreas Kell [93], therefore only an outline of the procedure is given here. A new addition is
a closer look at a systematic error, presented at the end of this section.

Experimentally, data are taken identically to the generation of the labelled training set, see section
4.3.1, but covering more interaction strengths at the cost of less repetitions. The number of repetitions
can be reduced because the networks are already trained. The range of 1/𝑘F𝑎 is limited from below

2 Valid for zero-range interactions as realised to very high accuracy in ultracold 6Li.
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Figure 5.9: Determination of the central density. In the centre of the trap, the reconstructed density scatters too
much to give a reliable value. A linear extrapolation is therefore used to determine the central density defining
𝑇F and 𝑘F. This is the density distribution of a gas at unitarity at the lowest achieved temperature. In contrast to
the rest of this thesis, this figure shows the density of a single spin component which is half the total density.
Figure from [93].

by the condition of being in the superfluid phase after initial preparation of the cloud and 𝑇c quickly
decreases in this limit. The highest 1/𝑘F𝑎 achievable is limited by atom loss from the trap observed in
the BEC limit of the crossover.

For the supervised neural network, which predicts the condensate fraction of a cloud, the critical
heating time is found by a piecewise linear fit to the condensate fraction as a function of the heating
time in the vicinity of the phase transition. In this way, the heating time at which the condensate
vanishes, the critical heating time, is found.

For the autoencoder, the phase boundary is also determined with a piecewise linear fit but this time
in the latent space, see section 4.4.3. The phase boundary is converted to a critical heating time by
averaging the heating time of the three closest points in latent space. The result of the autoencoder
is found to be subject to statistical variations, caused by the randomly sampled training data and
the random initialisation of the network together with stochastic gradient descent. 172 equivalent
autoencoder networks were therefore trained [113]. Finally, the critical heating time was determined
by the weighted average of the different autoencoders’ results.

With the critical heating time established, the corresponding 𝑇/𝑇F and 1/𝑘F𝑎 have to be found. To
this end, the ratio 𝑇/𝑇F is determined for a range of heating times 𝑡heat around the phase transition
such that 𝑇c/𝑇F can be calculated from a fitted linear relation 𝑇/𝑇F(𝑡heat).
𝑇F and 𝑘F are calculated from the central density of the cloud which is reconstructed with the inverse

Abel transform. Because radial averaging of the recorded absorption images has little effect in the
centre of the cloud, the central density is dominated by noise which has an experimental contribution
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Figure 5.10: Critical temperature of the homogeneous Fermi gas in the BCS-BEC crossover. The results from
the supervised analysis as well as from the autoencoder are shown. They are compared with the theoretical
predictions from [71] (Pisani et al.), [67] (Haussmann et al.), [72] (Bulgac et al.), [73] (Burovski et al.) and the
limiting results of the GMB correction and the weakly repulsive BEC.

from the image and a numeric one from the reconstruction algorithm. It can therefore not be read off
but is instead found from a linear fit to the relation 𝑛(𝑉), which is then slightly extrapolated to the
centre, see figure 5.9. The equation of state at unitarity, see figure 5.2, shows that, at least at this field,
the critical density is indeed approached linearly for decreasing 𝑉 (which corresponds to increasing `

in figure 5.2 due to the local density approximation).
The temperature is determined with the virial expansion of the equation of state as described in

section 5.3.2 and 𝑎 is determined from the magnetic field with equation 3.1.

The resulting critical temperatures are presented in figure 5.10. Both approaches reveal a critical
temperature continuously rising from the lowest recorded attraction strength 1/𝑘F𝑎 ≈ −0.4 up to at
least 1/𝑘F𝑎 = 0.5. Above 1/𝑘F𝑎 = 0.5, 𝑇c obtained from the supervised method levels off and is
consistent with a local maximum predicted in this region by [71]. For a confirmation of this maximum,
the uncertainty of our measurement is slightly too high. The main source of this uncertainty is
discussed below in section 5.4.1.

For the autoencoder the situation above 1/𝑘F𝑎 = 0.5 is less clear because the results scatter much
stronger. The behaviour is consistent with both a continued increase of 𝑇c as well as a more constant
value. This uncertainty reflects that the autoencoder approach is not as specialised for the detection of
a condensate as the supervised one.

In general, however, the results from both methods agree well with each other and several theories,
especially [71] and the quantum-Monte Carlo results [72, 73] for 1/𝑘F𝑎 ≥ 0. For 1/𝑘F𝑎 < 0, [71,
72] expect a faster drop of 𝑇c than observed but the measured results agree reasonably well with the
theory from [67]. It should be noted that previous experiments have also observed relatively high
critical temperatures towards the BCS limit of the crossover [39, 40, 114]. Possible reasons could be
the trapping potential [115] and the formation of dimers already below 1/𝑘F𝑎 = 0 [40]. The rapid
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Figure 5.11: Equipotential lines in a cut through a crossed-beam dipole trap with parameters similar to the one
in the experiment. Near the centre, the trap has an elliptic symmetry but this is increasingly violated when
moving outwards. The two beams are propagating in 𝑥- and 𝑧-direction.

ramp could in principle also be a reason but if this was the case, the issue should not appear with the
autoencoder method, which gives almost identical values for the smallest 1/𝑘F𝑎.

5.4.1 Systematic error from the trap geometry

The analysis leading to the phase diagram of figure 5.10 makes extensive use of the inverse Abel
transform under the assumption of elliptic symmetry. Figure 5.11 however shows that this assumption
is not rigorously true for traps formed by two Gaussian beams. It can be seen that the equipotential
and therefore also the equidensity lines deviate increasingly from ellipses the further away they are
from the centre. Since the density in these regions is rather low, it is not immediately clear how
strong the influence on the trap calibration and thermometry is. To shed some light on this, the full
trap reconstruction and thermometry procedure was repeated with simulated density profiles in the
potential of figure 5.11.

First, the reliability of the calibration of the external potential is investigated. To this end, the density
distribution of a unitary Fermi gas in the trap at the critical temperature, which is chosen arbitrarily
to be 160 nK, is calculated. The density is discretised on a grid that mimics the camera’s resolution
and then summed in one direction to obtain the column density. This procedure imitates the imaging
procedure of the real experiment. Just like in the real analysis, radial averaging and the inverse Abel
transform are then performed with the column density to reconstruct the full density profile in the trap.
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Figure 5.12: Reconstructed density of a unitary Fermi gas at 𝑇c in the trap of figure 5.11. The simulated density
distribution is shown for comparison. Note that the linear extrapolation of figure 5.9 would correspond to a
parabolic extrapolation in this case where the density is plotted as a function of the position.

Figure 5.12 compares the reconstructed discretised density to the underlying simulated density and
shows that the deviations are small except for the centre. The discrepancy in the centre should not have
strong consequences because the real experimental results are too noisy to be reliable in this region.
The linear extrapolation of the reconstructed density towards the centre in potential space (figure 5.9)
becomes a parabolic extrapolation in real space due to the almost harmonic shape of the Gaussian
potential in this region. It is found that the extrapolation overestimates the simulated density by around
5 % and therefore 𝑘F and 𝑇F will be overestimated as well. In this way, the temperature of the cloud is
overestimated by around 3 % (𝑇 ∝ 𝑛

2/3). The potential, reconstructed with the inverted equation of
state, is finally also overestimated, especially in the wings of the cloud, as shown in figure 5.13.

While figure 5.13 suggests a substantial systematic error for our thermometry, the actual con-
sequences are not so obvious because the data used for thermometry are processed with the same
algorithms and therefore subject to the same systematic error. The deviations from the correct
potential could very well be compensated by incorrectly reconstructed density distributions. To test
this, clouds of the other case with a fully understood equation of state – the ideal Fermi gas – are
simulated in the same potential. Their reconstructed density is then calculated in the same manner.
The reconstructed density as a function of the reconstructed potential is then used for thermometry
with different orders of the virial expansion. For the non-interacting case, the virial coefficients are
given by 𝑏

(0)
𝑛 = (−1)𝑛+1

𝑛
−5/2 [123]. An example of this thermometry is shown in figure 5.14. The

resulting temperatures deviate by less than 5 % from the “real” temperature of the cloud of 180 nK.
The same procedure for a larger, hotter cloud with 500 nK gives deviations of no more to 5 % as well.

From these observations, it is concluded that the systematic error introduced by the non-ellipticity
of the trapping potential results in a 5 % uncertainty of the critical temperature. This error turns out to
dominate the uncertainty of the critical temperature as shown in figure 5.10.
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Figure 5.13: The external potential reconstructed from the density of 5.12 compared to the actual potential used
for the simulation. Significant deviations are apparent in the wings of the cloud.
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Figure 5.14: Thermometry with the reconstructed density of an ideal Fermi gas in the reconstructed potential.
The fitted equations of state for several orders of the virial expansion are shown. The actual temperature used in
the simulation to generate the data points was 180 nK.

73





CHAPTER 6

Interaction Quenches

This chapter presents the experimental results of interaction quenches in superfluids in the BCS-BEC
crossover and these are the main results of this thesis. The overall goal of these experiments was
to excite the Higgs mode of the superfluid and observe it in time domain. The oscillation of the
order parameter 𝛥 [64] can be detected as an oscillation of the condensate fraction and this has not
been observed before. Quantitatively, the oscillation frequency is related to the order parameter and
therefore an option to measure 𝛥 [58]. It is also interesting to investigate the stability of the mode
which is expected to deteriorate through the crossover towards the BEC limit [60], a consequence
of the increasing violation of particle hole symmetry [75]. In this sense, the properties of the Higgs
mode can help to classify the underlying system, as has been done recently for the unconventional
charge density wave in RTe3 [127].

Below, it will be shown that dynamics of the condensate fraction resembling the Higgs mode are
indeed observed after an interaction quench. They are however strongly damped. The behaviour shows
a strong dependence on the interaction parameter 1/𝑘F𝑎 as expected for phenomena connected to 𝛥.
A decreasing lifetime of the dynamics when moving from the BCS to the BEC regime is observed as well.

Previously, the Higgs mode in the BCS-BEC crossover has only been observed spectroscopically
and with limited resolution in earlier studies in our group [57]. In a related system, the precursor of
the many-body Higgs mode in a mesoscopic, two-dimensional fermionic superfluid has also been
observed [128]. In superconductors, observations have long been elusive due to difficulties in exciting
the mode. In NbSe2, superconductivity coexists with a charge density wave and this allowed for the
Higgs mode to be observed in Raman scattering [129]. With new developments in THz technology,
the Higgs mode was detected in time domain in a BCS- [130] and a cuprate superconductor [131].
Examples of other observed Higgs modes are in magnetic systems [132], cold atom implementations
of the Bose-Hubbard model [133, 134], and, most famously, the Higgs Boson [135, 136].
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Chapter 6 Interaction Quenches

6.1 Experimental implementation of quenches

To study interaction quenches, a cloud of superfluid Lithium in a balanced |13⟩-mixture is prepared in
the crossed-beam dipole trap with trapping frequencies (𝜔𝑥 , 𝜔𝑦 , 𝜔𝑧) = 2𝜋 · (137 Hz, 214 Hz, 85 Hz).
The Feshbach magnetic field is then ramped adiabatically to the value corresponding to the scattering
length 𝑎f which will be the scattering length after the quench. The preparation of the quench concludes
by slowly increasing the current through the quench coil from 0 to 𝐼quench ≤ 40 A over a time of 240 ms.
The magnetic field of up to 35 G created in this way is either added or subtracted from the Feshbach
magnetic field, depending on the current direction in the quench coil. The combined magnetic field of
Feshbach and quench coils then sets the scattering length prior to the quench 𝑎i.

Since the magnetic field of the quench coil has a small gradient at the atoms’ position, the ramping
of this field adds a tilt to the trapping potential leading to atom loss. We limit this loss by adding an
additional magnetic field gradient, which compensates the quench coil gradient. This is done with
a free layer of the Feshbach coils, connected in anti-Helmholtz configuration [80]. In the case of
the quench coil field being added to the Feshbach field, the compensation gradient can be tuned to
optimise atom number and condensate fraction, a measure for temperature, simultaneously. In the
opposite case of a quench coil field subtracted from the Feshbach field, a trade-off between high
atom number and low temperature is found by tuning the compensation gradient. This indicates that
the tilted trap implements an efficient evaporative cooling scheme, an effect that has already been
observed in [137]. In this case, we use the highest possible condensate fraction that still gives a good
signal to noise ratio in absorption imaging. In most cases, the atom number is around 𝑁 = 500 000.

At the final interaction strength, the cloud is allowed to equilibrate for 60 ms before the current
through the quench coil is suddenly switched off, see section 3.4 for details. Because the switching
time of less than 3 µs [92] is shorter than the Fermi time 𝑡F, usually around 7 µs, the quench is
considered to be instantaneous.

The interaction parameter 1/𝑘F𝑎 decreases monotonically with the magnetic field strength around
the Feshbach resonance, see equation 3.1. This means that the configuration in which the quench
coil field is added to the Feshbach field realises a quench from weaker to stronger attraction between
the fermions. On the other hand, a subtracted quench coil field realises the opposite quench. The
|13⟩-mixture of states was chosen because the corresponding Feshbach resonance has the narrowest
width of the three possible hyperfine combinations. This choice therefore maximises the achievable
quench strengths, which are limited by the current through the quench coil.

The dynamics following a quench are observed by letting the cloud evolve for a variable time 𝑡hold
in the dipole trap before imaging. Most of the time we are interested in the condensate fraction of the
cloud which is determined with the rapid ramp method.

6.2 Short time dynamics after a quench

Since the expected frequency of the Higgs mode 𝜔H = 2𝛥/ℏ is on the order of the Fermi frequency
𝜔F in the strongly interacting regime and 𝜔F ∼ 2𝜋 · 15 kHz, we study the dynamics after a quench
for hold times up to a few 100 µs. The observable signal of the mode is potentially rather small
so roughly 50 repetitions for every hold time are averaged. Measuring 50 different hold times, the
the 50 repetitions take around 17 hours making the stability of the experiment on short and long
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6.2 Short time dynamics after a quench

Figure 6.1: Examples of the observed dynamics in the condensate fraction after a quench of 35 G for a vast range
of interaction strengths. 𝑘F is determined from the Fermi energy in harmonic approximation. The error bars
roughly equal the size of the points and indicate the standard error of the mean of around 50 repetitions. The
lower panel contains only measurements with low condensate fraction to improve the visibility of the dynamics.
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timescales a concern. To counter the influence of theses effects, the different hold times are recorded
in a random order, which is reshuffled after every hold time has been recorded once. Additionally,
it was ensured that atom number and condensate fraction show no strong drifts during the measurement.

Examples of the observed time evolution for quenches from weak to strong attractions with the
maximal achievable quench strength of 35 G are shown in figure 6.1. For almost all interaction
strengths, the condensate fraction rises immediately after the quench until it reaches a maximum; it is
reached faster for stronger attractions and usually within the first 10s of µs. The subsequent evolution
of the condensate fraction depends on the attraction strength and two qualitatively different regimes
are observed. For final interaction parameters 1/𝑘F𝑎f ≲ 0.25 (calculated from the Fermi energy in
harmonic approximation), the condensate fraction drops to a local minimum and then equilibrates
to a final value larger than at the beginning of the quench, potentially with a faint second maximum.
For final interaction parameters 1/𝑘F𝑎f ≳ 0.25, the condensate fraction only decreases from the first
maximum onwards. This firstly happens at a fast rate, comparable to the initial rise, and then slows
down significantly with the slow decay lasting over the whole measurement range with maximal hold
times between 150 µs and 200 µs. In general, the two regimes are not separated by a clear transition
but rather connected by a smooth evolution of the qualitative behaviour. Overall, it is observed that the
fast dynamics of initial rise, decay and potentially minimum have a clear dependence on the attraction
strength and speed up considerably with increased attraction.

A unique behaviour is found for the quench closest to the BCS limit with 1/𝑘F𝑎f = −0.73. In this
case, no distinct dynamics are observed on a 10 µs timescale. Instead, the condensate fraction grows
in a rather conventional manner for the whole observation range of 500 µs (not shown in its entirety in
figure 6.1). Since the condensate fraction in this case is very small for all hold times, it is possible that
the faster dynamics are not pronounced enough to be detectable.

As a working hypothesis for the following analysis, it is assumed that the initial fast dynamics with
maximum and (potentially) minimum are connected to the Higgs mode of the superfluid, which is
strongly damped, while the slower decay or equilibration for long hold times has a different cause, for
example the external potential.

6.2.1 Quantifying the observations

For a quantitative analysis of the potential Higgs mode, numerical values have to be extracted from
the observed data and this is most conveniently done with a fit. Since outside the regime of very weak
interactions and homogeneous density [64] no simple functional prediction for the dynamics exists
apart from the general expectation of potentially damped oscillations [138], the fit function has to be
of empirical nature.

The Higgs mode is incorporated into the fit function as a simple harmonic oscillation with
exponentially damped amplitude

𝑓H(𝑡) = 𝐴 𝑒
−𝑡/𝜏H cos

(
𝜔H𝑡 + 𝜙

)
(6.1)

where 𝐴, 𝜏H, 𝜔H, are respectively the amplitude, lifetime, frequency of the Higgs mode and 𝜙 is
the phase of the oscillation. In general, the mode is not necessarily harmonic [139] but it seems
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6.2 Short time dynamics after a quench

unlikely that a deviation could be identified with the data at hand. Similarly, the damping is predicted
to follow a power law 𝑡

−^ with interaction-dependent ^ instead of being exponential [140, 141] but
this difference is in general difficult to observe. Additionally, the power law decay is a prediction for
the homogeneous gas and not necessarily correct for our case. On top of this, the power law decay
introduces a singularity for 𝑡 → 0 that would have to be dealt with.

The optimal choice for the slower background dynamics of the condensate fraction is less obvious
because it is most likely determined by a combination of several different effects. Namely, the increase
of the background condensate fraction from its value before the quench to a new equilibrium value, a
possible “heating” effect when the cloud evolves towards a thermal state from the non-equilibrated
state just after the quench, and the onset of collective modes in the trapping potential. These are
caused by the stronger attraction which leads to a shrinking of the cloud and also a change in the
external potential that happens when the quench coil field is switched off.

Inspired by the theoretical results of [138, 142], an initial rise is incorporated into the fit function. It
is roughly supposed to model the equilibration towards the higher condensate fraction associated with
stronger attraction. After a time 𝑡max has elapsed, the background condensate fraction has reached its
maximum and the rise is succeeded by a decrease which could be due to heating. Both rise and decay
are modelled with an exponential behaviour resulting in the background function 𝑏(𝑡) given by

𝑏(𝑡) =

[+

(
1 − 𝑒

−𝑡/𝜏+
)
+ [0 for 𝑡 ≤ 𝑡max

𝑒
−(𝑡−𝑡max )/𝜏−

(
[+

(
1 − 𝑒

−𝑡max/𝜏+
)
+ [0

)
for 𝑡 > 𝑡max

(6.2)

with [0 the initial condensate fraction, [+ the increase in condensate fraction approached after the
quench with a rise time of 𝜏+, and 𝜏− the decay rate for hold times exceeding 𝑡max. 𝑏(𝑡) is set up to
be continuous at 𝑡max. Its derivative on the other hand is not continuous at 𝑡max. We consider this
to be acceptable because a more complicated background function would have to be chosen if we
would require 𝑏(𝑡) to be continuously differentiable at 𝑡max. As a consequence, this would increase
the number of free parameters of the fit function which we want to keep low.

The function fitted to the observed dynamics is then given by 𝑓H(𝑡) + 𝑏(𝑡) and has 9 free parameters.
If either no initial increase or no decay for long hold times are observed, the fit function can still be
used because 𝑡max is not restricted to lie within the observed hold times. Figure 6.2 shows that the
function can be nicely fit to the observations for all interaction strengths regardless of the qualitative
behaviour.
In figure 6.3, the two parts 𝑓H(𝑡hold) and 𝑏(𝑡hold) of the fitted function are shown independently for a

few selected interaction parameters. It becomes obvious that the chosen 𝑏(𝑡hold) is not an optimal
choice for the background since the resulting functions are not necessarily smooth. Nevertheless, the
present functions allows robust fits for all covered interaction strengths and the extraction of the most
interesting parameters 𝜔H and 𝜏H.

Variations on the fit function were explored as well, examples are a linear instead of exponential
evolution in 𝑏(𝑡hold) or an exclusion of the initial rise from the fit. These gave very similar results but
the stability of the fit was often found to be worse and usually included a few interaction strengths
where the fit failed. Overall, the chosen function gave the most reliable results for the most interesting
parameters 𝜔H and 𝜏H. The choice of the background function will also be revisited below in section
6.3.3.

79



Chapter 6 Interaction Quenches

Figure 6.2: The observations from figure 6.1 together with the best fit of the function given by equations 6.1 and
6.2.
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6.2 Short time dynamics after a quench

Figure 6.3: The fit function split into oscillation – equation 6.1, right panels – and background – equation
6.2, left panels – parts. The fitted background has been subtracted from the experimental data in the right
panels. The numbers above each plot indicate 1/𝑘F𝑎i → 1/𝑘F𝑎f in harmonic approximation. The quality of the
background fits and their impact is discussed in the main text.
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A closer look at the fitted oscillations in the right panels of figure 6.3 reveals that the oscillation’s
negative peak is not reached at 𝑡hold = 0 as naively expected but at small negative times of ∼ 10 µs.
This could be an indication for either non-harmonic behaviour, like the growth starting abruptly
instead of smoothly after the quench, or an underestimated hold time. The latter is possible because
the extinguishing of the dipole trap and initial expansion of the cloud take a finite amount of time that
is not accounted for in 𝑡hold. During these steps, the cloud however is probably still at a high enough
density to keep the dynamics going. This leads to effectively longer hold times than indicated in the
figures.

The fitted frequencies are in the range of 5 kHz to 18 kHz but become unreliable towards the BEC
limit where no local minimum is observed. The fitted lifetimes are, where the oscillation can be fitted
reliably, roughly between 10 µs and 50 µs.

6.2.2 Comparison with theoretical predictions

The comparison with theoretical results is difficult since no reliable predictions for our quench
experiments in a trapped Fermi gas exist. Already the observability of the Higgs mode is disputed
and ranges from observable [143] over an unclear case [142] to unobservable [144]. On top of this,
the underlying theories are either of mean-field nature and therefore not accurate in the strongly
interacting regime or use the local-density approximation whose validity in a non-equilibrium situation
is unknown. In general, it is unclear how the Higgs mode is best described in an inhomogeneous
system. Nevertheless, if the observed dynamics are connected to the Higgs mode, the fitted frequency
should be on the order of twice the energy gap after the quench 𝜔H ≈ 2|𝛥|/ℏ. This value can in
general be smaller than the equilibrium value at the final interaction parameter 1/𝑘F𝑎f [58, 143]. In a
trapped system, 𝛥 can also be considered as a local inhomogeneous quantity making the relation to an
observable frequency less obvious.

As a first test, we therefore compare the fitted frequencies 𝜔H to the predicted values for a
homogeneous system. If the Higgs mode in the inhomogeneous case is qualitatively similar to the
homogenous one, these frequencies should follow at least roughly similar trends. This comparison is
therefore worthwhile even if it has no quantitative relevance. For the experimental frequencies, the
Fermi frequency is chosen to be its value from the harmonic approximation ℏ𝜔F = ℏ�̄�(3𝑁)1/3 while
the Fermi frequency for the theoretical result is ℏ𝜔F = ℏ

2(3𝜋2
𝑛)2/3/2𝑚. Only measurements with

1/𝑘F𝑎f < 0.4 are included in the comparison because the frequency could not be determined reliably
for higher values of 1/𝑘F𝑎f , see above. The comparison is presented in figure 6.4 and, surprisingly,
the predictions match rather well with the observations; the variational many body approach [67]
agrees for all observed interaction strengths and the renormalization group approach [145] for negative
𝑎f and up to unitarity. The good agreement must however be considered to be accidental because
several discrepancies are expected: Firstly, the theory does not account for the increased density in
the trap centre that already led to a higher critical temperature in section 5.1.1. It therefore probably
underestimates the equilibrium values of 𝛥 and 𝜔H = 2𝛥/ℏ. Secondly, the harmonic approximation is
an idealisation of the experiment that probably overestimates the Fermi energy because the Gaussian
trap is shallower than its harmonic approximation. Lastly, there might be a reduction in the observed
frequency due to a finite quench strength [143]. All of these effects modify the ratio 𝛥/𝐸F, might
compensate each other to a certain degree and could together cause the good agreement with a not
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Figure 6.4: Comparison of the fitted Higgs frequencies with the predictions of homogeneous theories. Because
the theories do not describe the inhomogeneous system realised in the experiment, at most qualitative agreement
can be expected, see main text. The experimental data are normalised by the harmonic Fermi frequency.
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0 20 40 60 80 100

0

5

10

15

r / µm

n
/
µ
m

-
3

711 G  675 G

726 G  690 G

755 G  719 G

Figure 6.5: Reconstructed densities for selected quenches (points), 690 G is the setting for a unitary Fermi
gas; 719 G (675 G) corresponds to a negative (positive) scattering length. The reconstructed densities are
approximated by a Gaussian fit which does not take the noisy central region (shaded area) into account.

fully applicable theory.
Of highest concern out of these effects is the increased density due to the attraction. This effect

is expected to intensify with 1/𝑘F𝑎 and leads to higher local Fermi frequencies 𝜔F which would
accelerate the general dynamics of the system and therefore also the fitted 𝜔H. In this sense, it cannot
be fully excluded that the observed acceleration of the damped oscillation is not due to an increasing
gap in the system 𝛥/𝐸F but instead caused by a higher 𝜔F only. To check this, the density distributions
of the clouds are reconstructed with the inverse Abel transform, see section 5.2. Several examples of
density distributions are shown in figure 6.5. To reduce experimental noise, the absorption images
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Figure 6.6: Comparison of the fitted Higgs frequency with the prediction of homogeneous theories. In contrast
to figure 6.4, the fitted frequencies are normalised by the Fermi frequency obtained from the central density of
the clouds. No quantitative agreement between observation and theory is expected here either, see main text.

have again been radially averaged leading to a one-dimensional density distribution 𝑛(𝑟). The full
three-dimensional distribution 𝑛(𝒓) can be reconstructed by scaling 𝑛(𝑟) to reproduce the appropriate
size of the elliptic cloud in every direction. For further calculations, 𝑛(𝑟) is approximated by a centred
Gaussian fitted to the data. For the fit, the central region of the cloud was not taken into account
because radial averaging has little effect causing experimental noise to still dominate there.

The frequencies fitted to the experimentally observed oscillation can then be normalised by the
Fermi frequency obtained from the central density of the corresponding clouds. These values are
shown in figure 6.6 and an increase of 𝜔H/𝜔F with 1/𝑘F𝑎 (𝑘F also being calculated from the central
density) is still obvious. The accelerating dynamics with attraction strength are therefore not only
caused by an increased density but must have another reason as well. Quantitatively, there is a
significant disagreement to the Higgs frequency predicted for a homogeneous gas with the central
density. This is however expected since the quench affects the whole cloud and there is little reason to
believe that the following dynamics are completely governed by a local quantity determined from one
point in the cloud.

Altogether, the qualitative observation of accelerating dynamics with attraction strength supports
the assumption that the observed phenomena are indeed connected to the Higgs mode but further
investigation is necessary to shed light on the quantitative characteristics.

6.2.3 Pragmatic modelling of the inhomogeneous Higgs mode

The local-density model of [144] predicts, for a quench to unitarity with finite ramp speed, a result
that is very similar to our observation: An initial rise followed by a possible faint oscillation. The
(first) local minimum in the condensate fraction is reached after roughly 5𝑡F, the Fermi time in the
harmonic oscillator, which is 𝑡F = ℏ/𝐸F ≈ 10 µs in our case. Since we observe the minimum after
a similar time, around 75 µs, this model is of high interest for our results. The general assumption
of the model is that in the inhomogeneous system, many independent Higgs modes are excited and
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6.2 Short time dynamics after a quench

evolve as their homogeneous analogues depending on the local density values of order parameter
and Fermi energy. The resulting, observable dynamics are then characterised by the dephasing of
the individual modes. Since we are able to measure the density in our clouds, we can perform this
calculation, at least in a simplified form, with our parameters and compare it to the observations. The
main motivation of this approach is to figure out whether the observed dynamics can be explained by
a local density approximation or whether a more advanced calculation would be necessary. Especially
the lower value of the observed 𝜔H compared to the expectation from the central density, see figure
6.6, is of interest in this regard because the model considers the whole density distribution of the cloud
and can give an estimate for the strength of this reduction.

Several approximations will be necessary to apply the calculation to our experiment and it can
therefore not be considered as a high precision calculation. While the exact implications of the
approximations are difficult to judge, it is nevertheless expected that the results will have a quantitative
and not only qualitative relevance.

First, the model will be discussed in a relatively abstract way to introduce the underlying reasoning.
The precise implementation with its connection to measured quantities will follow afterwards.

For the original calculation in [144], the dynamics of the homogeneous Higgs modes are calculated
with the time-dependent Bogoliubov-de Gennes equations, see also [58] and references therein. Since
these equations have a certain degree of complexity, we make use of the already known result: a
quench of the interaction strength induces oscillations of the local order parameter with frequency

2𝛥(𝒓)/ℏ or 2
√︃
𝛥

2(𝒓) + `
2(𝒓)/ℏ if ` < 0 [141]. A significantly simplified description of the system is

then achieved by modelling the Higgs mode as a large number of independent “oscillators” whose
collective signal is measured. The oscillators may have different frequencies and damping but have
the same phase due to the common excitation from the quench. In frequency space, the full spectrum
of these oscillators S (𝜔) is then simply given by the sum of all 𝑁 individual spectra

S (𝜔) =
𝑁∑︁
𝑖

𝛾𝑖 (𝜔, 𝜔H𝑖
) (6.3)

where 𝛾𝑖 (𝜔, 𝜔H𝑖
) is the spectrum of the 𝑖th oscillator with the (local, homogeneous) Higgs frequency

𝜔H𝑖
. From the density distribution, a relative number of oscillators for every Higgs frequency 𝑁𝜔H

can be deduced1, making it possible to sum over frequencies instead of oscillators

S (𝜔) =
∑︁
𝜔H

𝑁𝜔H
𝛾(𝜔, 𝜔H). (6.4)

In this step, it was assumed that identical Higgs frequencies coincide with identical spectra, i.e. Higgs
modes in identical configurations always look the same – something we take for granted. The sum is
now over the continuous quantity 𝜔H, so it can be converted into the integral

S (𝜔) =
∫

d𝜔H 𝑔(𝜔H) 𝛾(𝜔, 𝜔H) (6.5)

1 Knowledge of the absolute number of oscillators is not necessary because it changes the full spectrum only by an irrelevant
prefactor.
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with the oscillator density of states

𝑔(𝜔H) =
𝜕�̄� (𝜔H)
𝜕𝜔H

(6.6)

and �̄� (𝜔H) =
∫ 𝜔H

0 d𝜔′
H𝑁𝜔

′
H

the number of oscillators with Higgs frequency up to 𝜔H. In this way,
𝑔(𝜔H) is the number of oscillators with a Higgs frequency in the range from 𝜔H to 𝜔H + d𝜔H. To
make a connection to the reconstructed density 𝑛(𝑟) the chain rule is applied to 𝑔(𝜔H)

𝑔(𝜔H) =
𝜕�̄� (𝜔H)
𝜕𝜔H

=
𝜕�̄� (𝑟)
𝜕𝑟

����
𝑟=𝑟 (𝜔H )

𝜕𝑟 (𝜔H)
𝜕𝜔H

. (6.7)

Here, the function 𝑟 (𝜔H) gives the radius at which the density 𝑛(𝑟), which defines the local values of
𝑘F and 𝛥, leads to a Higgs frequency of 𝜔H and �̄� (𝑟) is the integrated number of oscillators up to the
radius 𝑟 . Because the reconstructed density is radially averaged, the ellipticity of the original cloud has
to be considered when integrating the density of oscillators 𝑛o(𝑟) to obtain �̄� (𝑟) =

∫ 𝑟

0 d𝑟 ′𝑛o(𝑟
′)𝐴(𝑟 ′)

where 𝐴(𝑟) is the area of the equidensity surface with oscillator density 𝑛o(𝑟). The oscillator density
𝑛o(𝑟) itself has to be derived from the reconstructed atom density 𝑛(𝑟) by some model, see below.

Finally, the observable signal in time-domain can be calculated by a Fourier transform of the
spectrum determined via equation 6.5. This model does not include an initial rise of the condensate
fraction because the excitation of the Higgs mode is not taken into account, in contrast to the original
calculation [144]. The slow decay of the condensate fraction observed for some interaction strengths
is likewise not covered because concepts like thermalisation or in-trap dynamics are completely
missing in this simple model. This is however also the case in [144]. Together, this implies that the
dynamics resulting from the model have to be compared with the observations after subtraction of the
background which were shown in figure 6.3.

Practical implementation of the model

After the relatively abstract introduction given in the previous section, the model is now presented
more concretely and different options for the involved quantities are discussed. The basis for the
calculation are always the density distributions 𝑛(𝑟) reconstructed with the inverse Abel transform.
They define 𝑘F(𝑟) = (3𝜋2

𝑛(𝑟))1/3 and thus cause the interaction parameter 1/𝑘F𝑎 to become a local
quantity as well. Its absolute value |1/𝑘F𝑎 | is monotonically increasing towards the edge of the
cloud, see figure 6.7. This shows that these regions are weakly interacting. Additionally, 𝑇F becomes
very small for low densities leading to a locally very hot (𝑇 > 𝑇F) gas, a behaviour that was used
in the thermometry for the phase diagram in section 5.3. These regions are above the local critical
temperature, therefore not superfluid and should not contribute to the Higgs mode.

To estimate the extend of the superfluid region, the absolute temperature of the cloud has to be
compared to the local critical temperature. In contrast to the complex thermometry of chapter 5, a
significantly simpler method, also used in [80], is chosen: By extrapolating the measured condensate
fractions further to the BCS side, the interaction strength at which the condensate vanishes can be
estimated. At the critical interaction strength, we have 𝑇 = 𝑇c(𝑟 = 0) and this value can be taken
from a theoretical prediction; in this case we choose the extended Gorkov-Melik-Barkhudarov theory
from [71] which agrees well with the measured phase diagram of section 5.4. It is then assumed
that all clouds have this temperature. This is probably not fully correct because 𝑇 can change during
the adiabatic sweep to the various interaction strengths, but still an improvement compared to a
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Figure 6.7: Radial dependence of the interaction parameter after the quench for various settings. It is clearly
seen that the cloud is weakly interacting, |1/𝑘F𝑎 | > 1, in the regions of low density at high values of 𝑟. A
special case is the unitary gas at 690 G which has a constant interaction strength across the whole cloud. This is
another manifestation of the conceptual simplicity of the unitary gas, see also [45].

Figure 6.8: Estimation of the temperature. Left: by extrapolating the measured condensate fraction, the
interaction strength at which the condensate disappears can be found. At this value of 1/𝑘F𝑎i, indicated by
the red point, the cloud is at its critical temperature. Right: Extrapolation of 𝑘F (𝑟 = 0) to find its value at the
critical interaction strength, again indicated by the red point.

𝑇 = 0 calculation as done in the original, purely theoretical approach [144]. The critical interaction
strength on the BCS-side was determined to be 1/𝑘F(𝑟 = 0)𝑎i = −0.716 ± 0.008, see figure 6.8. The
predicted critical temperature at this interaction is 𝑇/𝑇F = 0.0715 ± 0.008. Since the theory describes
a homogeneous gas, 𝑇F has to be calculated from the central density at the critical interaction strength
because the superfluid appears in the centre first. As a consequence of the interaction-dependent
chemical potential, the central density changes with interaction strength and the value at the critical
interaction strength has to be found by extrapolation as well because no quench has been measured at
the corresponding field. This extrapolation is also presented in figure 6.8 and, by putting everything
together, leads to an absolute temperature of the cloud of 𝑇 = (137 ± 4) nK.

To find the superfluid region, 𝑇 has to be compared to the local value of 𝑇c(𝑟). It can be calculated
from the local values 1/𝑘F(𝑟)𝑎f and 𝑇F(𝑟), using the theory from [71] again. The superfluid region of
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Figure 6.9: Determination of the superfluid region for different quench settings. The local critical temperature
depends on 𝑘F (𝑟) and up to a critical radius where 𝑇 = 𝑇c, indicated by the dashed lines, the cloud is in the
superfluid phase.

0.0 0.2 0.4 0.6 0.8 1.0

0.0

0.2

0.4

0.6

0.8

1.0

T / Tc

Δ
(T

)
/
Δ
(T

=
0)

Figure 6.10: Temperature dependence of 𝛥 in the BCS limit as given in [31].

the cloud is then given by 𝑟 < 𝑟c with 𝑇c(𝑟c) = 𝑇 , as shown in figure 6.9.
With the region contributing to the Higgs mode settled, the radial dependence of the frequency

𝜔H(𝑟) can be considered. Since essentially 𝜔H(𝑟) ∝ 𝛥(𝑟), it depends on 𝑘F(𝑟) in two ways. Firstly,
the local interaction strength 1/𝑘F𝑎f fixes 𝛥/𝐸F according to the theory from [67] and, secondly, 𝐸F
itself depends on 𝑘F. The combined effect then gives the radial dependence 𝜔H(𝑟). For 1/𝑘F𝑎f > 0.41,
the chemical potential becomes negative according to [67] and changes the Higgs frequency to

𝜔H(𝑟) = 2
√︃
𝛥

2(𝑟) + `
2(𝑟)/ℏ. The values for ` and 𝛥 readily available from [67] are only those for

𝑇 = 0. While these are most likely sufficient for a reasonable description, it would be interesting to
also include temperature effects.

Unfortunately, the temperature dependence cannot be described by some simple function. For 𝛥
however, the temperature dependence in the BCS limit is given in [31] and shown in figure 6.10.
For the lack of other options, this relation is applied to the whole crossover. In the end, the whole
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Figure 6.11: The radial dependence of the two options for 𝜔H in the simulation+. The value of 𝛥 can either be
taken to be its constant zero-temperature value 𝛥(𝑇 = 0) or with the BCS temperature dependence factored in
𝛥(𝑇). Even in the constant case 𝛥(𝑇 = 0) the frequency changes because the absolute value of 𝛥 depends on
the local Fermi energy. Shown are.

calculation will be done for both the 𝑇 = 0 and finite 𝑇 value of 𝛥 such that the respective results can
be compared. For the temperature dependence of `, no relation is easily available, except for the
non-interacting case. Since ` < 0 is only reached within the superfluid region for quenches relatively
far to the BEC-side, where the experimental observations do not allow for a reliable frequency fit, the
influence of ` on the Higgs frequency is of limited relevance for a comparison to the experimental
results. No temperature dependence is therefore taken into account in the cases where it would in
principle be needed. Further, at unitarity, the chemical potential has been measured to be relatively
similar to its 𝑇 = 0 value for 𝑇 ≪ 𝑇c and only slightly increasing with 𝑇 → 𝑇c [31, 119] – in agreement
with the theoretical predictions of [67]. If this behaviour does not change drastically in the crossover
region, the temperature-dependence of ` should have relatively little effect on the Higgs frequency.

The resulting spatial dependence of the Higgs frequency for a quench to unitarity is depicted in
figure 6.11 including both the 𝑇 = 0 and finite 𝑇 values of 𝛥. It becomes apparent that the main effect
of the temperature is a smooth interpolation of the Higgs frequency towards 𝜔H(𝑟) = 0 at the critical
radius. 𝜔H derived from 𝛥(𝑇 = 0) on the other hand has a discontinuity at 𝑟𝑐 reflecting that the phase
transition has been inserted rather artificially at this point. The derivative of the inverse function of
𝜔H(𝑟) is then 𝜕𝑟 (𝜔H)/𝜕𝜔H, the factor needed in equation 6.7 to calculate 𝑔(𝜔H).

To calculate the full spectrum of the trapped Higgs mode, the relative strength of the varying
frequencies has to be found; in this simulation, this is handled by the number of abstract “oscillators”.
In the simplest case, their number is just equated to the number of atoms on the elliptic shell with
constant 𝜔H(𝑟). Under the assumption that the Higgs mode signal is only created by the atoms forming
the superfluid, this corresponds to a constant condensate fraction in the whole superfluid region. The
precise value of the condensate fraction is irrelevant because it only adds a constant prefactor to the
whole spectrum.

While conceptually simple, this approach ignores that the condensate fraction in reality depends on
temperature. A possibility to model a varying condensate fraction is to consider 𝛥 as the condensate
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Figure 6.12: The shell density of oscillators 𝜕�̄� (𝑟)/𝜕𝑟 for a constant (𝑛o ∝ 𝑛) or temperature dependent
condensate fraction (𝑛o ∝ |𝛥|2). The shell density is the density of oscillators integrated over an equidensity
shell, i.e. the region with identical Higgs frequency. The functions in this plot are for a cloud quenched to
unitarity. In the case of a temperature dependent condensate fraction, the shell density is not always continuous
and even has some negative values. These artefacts are a consequence of the theoretical predictions for 𝑇c and 𝛥

only being known at discrete values and not as a smooth function.

“wave-function” leading to a condensate density ∝ |𝛥|2. The temperature dependent value 𝛥(𝑇/𝑇c(𝑟))
from figure 6.10 is chosen in this case because it smoothly interpolates to a oscillator density of 0 at
the phase transition. This approach is in analogy to a Bose-Einstein condensate where the ground state
wave function is identical to the order parameter. It can also be shown that |𝛥|2 is indeed proportional
to the superfluid density in the BEC limit of the BCS-BEC crossover [146]. In the BCS limit, the
condensate density is instead proportional to |𝛥| with a smooth interpolation between the two limits
in the crossover. It was however found that for this calculation, both limits result in very similar
spectra so only the BEC approximation is considered further. Overall, this leaves two options for the
oscillator density 𝑛o(𝑟): either the atom density 𝑛(𝑟) or the “condensate density” |𝛥|2. Of interest for
the spectrum is now the quantity 𝜕�̄� (𝑟)/𝜕𝑟, the oscillator density integrated over the elliptic shell
with constant atom density 𝑛(𝑟). This quantity, calculated for both options of 𝑛o(𝑟), is depicted in
figure 6.12. Again, the smooth interpolation towards the normal phase with the temperature-dependent
condensate fraction is obvious. In this case, the Higgs mode is influenced stronger by inner shells
even though they contain less atoms due to the smaller surface area.

The final bit missing to calculate the spectrum 6.5 is the individual oscillator spectrum 𝛾(𝜔, 𝜔H).
The Higgs mode oscillates at a well-defined frequency 𝜔H = 2𝛥/ℏ suggesting a Dirac delta line shape
𝛾(𝜔, 𝜔H) = 𝛿(𝜔 −𝜔H) and that is indeed the simplest option. The line shape however also enables us
to include the intrinsic decay of the Higgs mode into the simulation. Already in the first paper on
the Higgs mode in superfluids [64], the decay was identified to follow a 𝑡−1/2 power law. A Fourier
transform reveals that the corresponding line shape is, in a slightly simplified form, given by

𝛾H(𝜔, 𝜔H) =
√︂

𝜋

8𝜔H |𝜔 − 𝜔H |
. (6.8)
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Figure 6.13: Spectrum 𝛾H of the individual oscillators for a power law decay (left) and the signal reconstructed
from a sampled spectrum (right).
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Figure 6.14: Comparison of different ways to calculate the spectrum of the Higgs mode in a cloud at unitarity.
In the simplest case (blue), the condensate fraction is constant, the oscillator density is proportional to the atom
density and the individual Higgs mode has a Dirac delta line shape leading to a truncated spectrum. If the
temperature dependence of gap and condensate fraction is included (orange), the spectrum stays smooth at low
frequencies; negative spectral strengths at low frequencies are an artefact of the limited theoretical knowledge,
see also figure 6.12. With the decay of the Higgs mode included (green), the spectrum acquires long tails.

This decay is derived in the BCS limit and not expected to perfectly describe the strongly interacting
region of the BCS-BEC crossover where the decay becomes faster and approaches the power law
𝑡
−3/2 in the BEC limit [140]. [141] however locates the transition to the faster decay in the region

0.5 ≲ 1/𝑘F𝑎 ≲ 1.5 implying that equation 6.8 describes most of our clouds quite well. Additionally, a
𝑡
−3/2 power law decay has a very broad spectrum which will be difficult to handle numerically. The

spectrum of a single oscillator with 𝑡
−1/2 decay is depicted in figure 6.13 and reveals a sharp peak

with extremely long tails. When sampling the spectrum for a discrete inverse Fourier transform to
reconstruct the time evolution, it is difficult to cover both the peak with high resolution and the entire
tails leading to small deviations of the reconstructed time evolution from the intended one, also shown
in figure 6.13.

Finally, all components for the spectrum 6.5 are together and the spectra for various combinations of
the different options can be calculated. A selection is presented in figure 6.14 and neatly summarises
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Figure 6.15: Higgs mode oscillations obtained from the spectra for quenches to unitarity shown in figure 6.14.
For better visibility, the signals have been shifted by different offsets indicated by the dashed lines. In the
experiment, the signal would be an oscillation of the condensate fraction. The background condensate fraction
and its possible dynamics are not included in the model.

the previous observations. If condensate fraction and gap are constant and no Higgs decay is included,
the spectrum is truncated at low frequencies where the phase transition is enforced. If condensate
fraction and gap are chosen to be temperature-dependent, the spectrum becomes smooth on the low
frequency side originating from the smooth approach to the phase transition. Also, the position of the
maximum shifts to a higher frequency because the outer atoms, where a lower 𝐸F leads to a lower
𝜔H, have a reduced impact due to a reduced condensate fraction. The inclusion of the Higgs mode’s
decay finally adds long tails to the spectrum, broadens it and slightly shifts the maximum to lower
frequencies.

Results

With the spectra it is now possible to calculate the time domain signal of the Higgs mode in a (simplified)
local density approximation. To this end, the spectrum is sampled at intervals of d𝜔 = 2𝜋 · 250 Hz
with a total of 𝑁 = 4000 samples. The positive and negative frequency parts of the spectrum are
chosen with a symmetric phase to enforce a − cos(𝜔𝑡) time evolution for every frequency. The
collective time evolution of the Higgs mode is then obtained by a discrete inverse Fourier transform
and has a resolution of d𝑡 = 2𝜋/d𝜔 𝑁 = 1 µs. The resulting signals for the spectra from figure 6.14
are presented in figure 6.15. For all models, the signal shows a heavily damped oscillation whose
second local maximum is already very weak. Especially the model including temperature-dependent
gap and condensate fraction and decaying Higgs mode has a striking similarity to the observed signal.
It has to be kept in mind that the model only predicts the relative strength of the signal and nothing
can be inferred regarding the absolute amplitude of the oscillation in the experiment. It can however
be stated that barely detectable first minima are predicted to most likely result in unobservable second
maxima, in agreement with the observations. Quantitatively, an important difference is however found:
in the calculation for a Higgs mode at unitarity, the first minimum is reached after around 25 µs to
30 µs with a weak dependence on the exact model. This is roughly twice as fast as the experimental
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Figure 6.16: Calculated Higgs oscillations for several quench settings – the same which are shown in figure 6.3 –
and the corresponding fits. The different settings are separated by an additional offset (dashed lines) for better
visibility. All depicted time evolutions are calculated with temperature-dependent gap and condensate fraction
and intrinsically decaying Higgs mode.

observation at unitarity, which has a local minimum after approximately 60 µs.

To investigate the quantitative discrepancy further, the calculated signals are fitted with the
exponentially decaying oscillation 𝑓H(𝑡) from equation 6.1. It was found that the addition of a
constant to 𝑓H(𝑡) leads to a better convergence of the fits in some cases. This is probably connected
to the relatively strong low frequency component in the spectra calculated with 𝛾 = 𝛾H. Some
examples of these fits are shown in figure 6.16. All depicted time evolutions are calculated with
temperature-dependent gap and condensate fraction and decaying Higgs mode; the quench settings
are those whose experimental observations were shown in figure 6.3. The calculated dynamics are not
perfectly described by the rather simple fit function 𝑓H as visible in figure 6.16. Since the calculation
is mainly performed to be compared to the experiment, which has a finite resolution, it is expected
that these deviations would not be observable with real data. Overall, it can be seen that the Higgs
dynamics accelerate from the BCS side of the crossover (high magnetic fields) to the BEC side
(low magnetic fields), as expected. The discrepancy in the position of the first minimum between
experiment and calculation on the other hand can be seen for all depicted interaction strengths.

The frequencies fitted to the observed and calculated dynamics are compared in figure 6.17. They
are normalised to the Fermi frequency calculated from the central density, which has exactly the same
value in both cases because the reconstructed experimental density is the basis of the calculation.
The frequency obtained from the calculated time evolutions varies depending on the chosen model.
Independent of this, it is however found that the calculated Higgs dynamics are about twice as fast as
the observed ones independent of the interaction strength, confirming the observation made before
for the quench to unitarity. This discrepancy in the frequencies is a first hint that a local density
approximated Higgs mode cannot fully describe the observations from our trap. The Higgs frequency
expected according to [67] for a homogeneous gas whose density equals the central density of our
clouds is shown as a reference in the figure and even higher than the calculated ones but this comes at
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Figure 6.17: Comparison of the fitted Higgs oscillation frequencies for observation and local density calculation,
normalised to the Fermi frequency calculated from the central density. Here, the model with temperature-
dependent gap and condensate fraction and decaying Higgs mode is plotted. The bars around the calculated
values denote the range of frequencies obtained from the various methods to calculate the spectrum. As a
reference, the expected frequency for a homogeneous gas at 𝑇 = 0 is given as well. The lower panel is a zoom
into the region where it is possible to fit a frequency to the experimental observation.
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Figure 6.18: Fitted frequencies from experiment and calculation normalised by the Higgs frequency expected
from a homogeneous gas with the central density at 𝑇 = 0, according to [67]. The bars around the calculated
values indicate the range of frequencies calculated with different models.

no surprise since only a tiny fraction of the clouds’ volume can be considered to be roughly described
by this case and most parts of the cloud oscillate at a lower frequency in the calculation.

Another normalisation for the fitted frequencies is the expected homogeneous Higgs frequency
at the central density. This allows us to check how well the fitted frequencies follow the expected
behaviour with varying interaction strength. The results of this normalisation are shown in figure 6.18
and reveal that the frequencies obtained from the calculation are related to the homogeneous Higgs
frequency in the centre by a constant factor ∼ 2/3 relatively independent of the interaction strength.
For the observed frequencies the situation is less clear. On the one hand, an increase in the ratio
𝜔H/𝜔H(𝑟 = 0) is observed across the whole recorded interaction range. Since this is in contrast to
the calculated behaviour, it would be an indication that the LDA approximation misses some aspects
of the inhomogeneous Higgs mode. On the other hand, the observed ratio could also be interpreted
as relatively constant for 1/𝑘F𝑎f > −0.2 and dependent on the interaction strength only below this
threshold. In this case, there would be no general discrepancy between calculation and observation in
the dependence on 1/𝑘F𝑎f but only for the two weakest attractions. The clouds for these measurements
are relatively close to the critical temperature, as evident from their low condensate fractions below
9 %, and high temperatures are predicted to influence the Higgs mode [60]. Overall, the general
dependence of the observed frequencies on 1/𝑘F𝑎 therefore matches the expectations for the Higgs
mode. The absolute values of the observed frequencies are however significantly lower than expected.

The reliability of the frequency predicted by the calculation depends on an accurate reconstruction
of the density in the trap. Due to the high optical depth and the only approximate radial symmetry of
the trapping potential, this reconstruction is prone to systematic errors and it is indeed found that the
reconstructed density profiles overestimate the atom number by around 50%2. While this appears to be
a large error and overestimated densities do indeed lead to overestimated Fermi and Higgs frequencies in
the calculation, the actual effect on the predicted frequency is not as drastic because the Fermi frequency

2 The atom number considered to be the correct atom number is recorded after an expansion time of 5 ms. The reduced
optical depth after expansion eliminates many sources of systematic errors.
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Figure 6.19: Fitted Higgs mode lifetimes from experiment and calculation. The normalisation factors 𝑘F and 𝜔F
are obtained from the central density of the clouds. The calculated lifetimes are obtained from different models
for the spectrum, as explained in figure 6.14.

𝜔F depends on the density 𝑛 only as 𝜔F ∝ 𝑛
2/3. To check the influence of the overestimated density, the

most simple model (𝑇 = 0 value of 𝛥, oscillator density proportional to atom density and no intrinsic
Higgs mode decay) is also applied to density distributions rescaled by a constant factor. This factor is
chosen such that the rescaled density reproduces the correct atom number. It is found that the unaltered
density distributions result in observable frequencies that are around 20% higher than those calculated
from the rescaled density distributions. The systematic error from the density reconstruction could
therefore explain calculated frequencies that would be 1.2 times larger than observed. In reality however,
the calculated frequencies are 2 – 3 times larger than observed. Therefore, a systematic error in the
density reconstruction is unlikely to explain the mismatch between calculated and observed frequencies.

Another quantity to be compared between experiment and calculation is the decay of the Higgs
mode, quantified by its lifetime 𝜏H. From the observations (figure 6.1), it is immediately obvious
that the very fast decay of the inhomogeneous oscillation does not follow the 𝑡

−1/2 prediction for
a homogeneous gas in the BCS limit [64]. This is at least qualitatively consistent with the LDA
calculations where the collective oscillation decays quickly due to dephasing between the independent
Higgs modes. The values for 𝜏H obtained by fitting the experimental and calculated time evolutions
are compared in figure 6.19. For almost all interaction strengths, the calculation predicts a faster
decay than observed in the experiment, especially if an intrinsic decay of the Higgs mode is included
(𝛾 = 𝛾H). This discrepancy can however be explained by the generally faster dynamics predicted
by the LDA models: if the local oscillations are faster, a decay due to dephasing will also happen
sooner. To eliminate this dependence on the absolute timescale of the dynamics, the lifetime is also
normalised by the fitted oscillation frequency. In this way, the quality factor 𝜏 𝜔H of the oscillation
is calculated. Figure 6.20 shows the quality factor for calculations with several models and the
experimental realisation. It is found that the most complex model – with temperature dependent
gap and condensate fraction and an intrinsic decay of the Higgs mode – results in exactly the same
quality factor as observed in the experiment for all interaction strengths with a fittable oscillation in
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Figure 6.20: Quality factor of observed and calculated Higgs modes. There is a striking agreement between
experimental observation and the model with temperature dependent gap and condensate fraction and an
intrinsic decay of the Higgs mode (𝛥(𝑇), 𝑛o ∝ 𝛥
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Figure 6.21: Calculated (left) and observed (right) dynamics after a quench to the BEC side with the corresponding
fit. The final interaction strength is calculated from the central density of the clouds. The calculated dynamics
are shown with an arbitrary offset (dashed lines) and do not include the background dynamics. The calculations
predict improved oscillations towards the BEC limit of the crossover, contrary to the observation. The model
for the calculation is the one with temperature dependent gap and condensate fraction and an intrinsic decay of
the Higgs mode.

the experiment. It is therefore concluded that the decay of the oscillation observed in the experiment
can be explained by the dephasing of local Higgs modes with different frequencies, at least in the
range of interactions where an oscillation is still identifiable in the experimental data.

The good agreement in this range around unitarity raises the question if it continues further to
the BEC side. Fits to the experimental data result in unreliable parameters in this regime with the
previously used function because the fast dynamics decay too quickly. The comparison therefore has
to be done more qualitatively. Figure 6.21 compares the calculated and observed dynamics. Close to
unitarity, i.e. 1/𝑘F𝑎f < 0.5, there is still qualitative agreement between calculation and observation,
similar to the weaker attraction strengths considered above. For 1/𝑘F𝑎f > 0.5 however, an increasing
discrepancy is found: the fast dynamics become increasingly weaker until they are hardly visible
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at all in the experimental data. The calculation on the other hand predicts an improvement of the
oscillation’s visibility for higher values of 1/𝑘F𝑎f . This is an indication that the model is missing
something in this interaction regime. A very plausible possibility is that this is the instability of the
Higgs mode towards the BEC limit as discussed in [59, 60]. Even more so since a rule-of-thumb
threshold for the beginning of bosonic behaviour is the zero-crossing of the single-particle chemical
potential which lies around 1/𝑘F𝑎 ≈ 0.41, coinciding with the onset of qualitative disagreement
between observation and calculation. The necessity of ` > 0 for an observable Higgs mode has been
predicted by [147] and [60] also locates the critical interaction parameter for the observability of the
Higgs mode in the region 0 < 1/𝑘F𝑎 < 1.

Summary

To quickly sum up the results from the calculation using the local density approximation, very good
agreement to the observation was found regarding the damping of the Higgs mode if compared to its
own frequency for interaction strengths not too far on the BEC side of the crossover. This suggests that
the observed damping is due to the dephasing of local Higgs oscillations with differing frequencies.
The dynamics predicted by the models are however faster than the observed ones by a factor of ∼2−3;
this includes both oscillation frequency and decay. For attraction strengths above 1/𝑘F𝑎 ≈ 0.5, the
local density models predict oscillations in contrast to the observation. A possible reason is the
non-observability of the Higgs mode in the BEC limit which is not included in the model and expected
to show up at vaguely this interaction strength.

6.2.4 Quench strength

The biggest question left unanswered by the local density model is the observed low frequency. In
[148], it was found that the mean value of 𝛥 after a quench is lower than in its equilibrium value
with the difference increasing with quench strength. [58] showed that this phenomenon leads to a
reduction of the Higgs frequency which is set by the time averaged value of 𝛥 after the quench. This
effect was not taken into account in the model. In [138], it was shown that even qualitatively different
behaviours are possible for certain quench configurations giving rise to a full quench phase diagram.
It is therefore necessary to take a closer look at the quench strength realised in the measurements.

Figure 6.22 places the experimental quenches in the phase diagram of [138] (which was however
calculated for the homogeneous case) and reveals that all quenches lie within the region “II”. This is
the region in which the Higgs mode manifests itself as the usual damped oscillation. Our previous
analysis was therefore justified. Region “I” is characterised by fast decay of 𝛥 to 0 and region “III” by
long-lived, non-harmonic oscillations with lower frequency than in region “II”, see also [139]. In
general, it is experimentally very challenging to reach regions “I” or “III” because the cloud either has
to be initially in the far BEC limit (region “I”) where particle loss from the trap is a limiting factor or
in the BCS limit (region “III”) where the exponentially suppressed critical temperature hampers the
formation of a superfluid.

In [143], a similar phase diagram is calculated for an elongated harmonic trap and only covering
interaction strengths 1/𝑘F𝑎 ≤ −0.3 at zero temperature. There, a smoothly decreasing Higgs frequency
is predicted for increasing quench strength. A comparison with our quench parameters is shown
in figure 6.23. For the experimentally realised quenches covered by the data provided in [143],
the observable Higgs frequency is expected to be above 83 % of the frequency calculated from the
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Figure 6.22: The quenches from section 6.2.1 placed in the quench phase diagram of [138]. The Fermi energy
is calculated from the central density of the clouds and the equilibrium value 𝛥0 from [67]. Quenches indicated
by red dots did not allow for a fit of 𝜔H.
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Figure 6.23: Comparison of the quench strength in harmonic normalisation with the phase diagram from [143]
which only covers the greenly shaded area. For infinitesimally weak quenches (black dashed line), the Higgs
frequency is predicted to be twice the equilibrium value 𝛥0. Above this line, the observable frequency decreases
continuously, reaching ca. 83 % at the red dashed line. The points are the experimental quenches, with the
yellow points indicating the measurements which allowed for a reliable fit of the frequency.
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Figure 6.24: Observed dynamics after quenches to unitarity with varying quench strength, normalised by the
harmonic oscillator 𝐸F.

equilibrium value of the gap, 𝛥0. This is in disagreement with the experiment where the observed
frequency is below ≈ 50 % of the frequency calculated with 𝛥0 (the result of the local density model),
see figure 6.18. If the trends from [143] can be extrapolated through the whole crossover, a stronger
reduction in the observable Higgs frequency is expected for our quenches with 1/𝑘F𝑎f > −0.3.
Nevertheless, the predicted decrease is still much smaller than the one found in the experiment. It is
also noteworthy that the observable Higgs frequency in [143] seems to level off at around 66 % of
2𝛥0/ℏ with increasing quench strength which is still above our observed ratios.

Experimentally, the dependence on quench strength can be tested by simply varying the current
in the quench coil. The quenches discussed up to now were performed by sending the highest safe
current of 40 A through the coil. In figure 6.24, the observations for quenches to unitarity with
40 A/30 A/20 A corresponding to 35 G/26 G/18 G are presented. The corresponding values for 1/𝑘F𝑎i
are -0.57/-0.43/-0.30 while 1/𝑘F𝑎f = 0 in all cases. Faster dynamics are indeed visible the weaker the
quench gets. However, weaker quench strengths are performed with higher atom numbers because the
quench coil field gradient affects the trap depth. If the observed frequency is properly normalised
with either the harmonic or homogeneous Fermi frequency (calculated from the central density), the
apparent acceleration for smaller quenches no longer holds. Instead, the observed frequencies are
very similar, see figure 6.25. This strongly suggests that the quench strength is not the main cause
for the frequency discrepancy between experiment and model. However, if we would place the 26 G
quench in the phase diagram 6.23, it would only be slightly below the 83 % line while the 35 G quench
lies slightly above it. It is therefore possible that the quench strength cannot be varied far enough to
unambiguously observe the strength dependence of the frequency. The 18 G quench only excites a
barely visible Higgs mode and therefore gives limited insights. This is reflected in the large uncertainty
of the fitted frequency for the weakest quench in figure 6.25.

Weaker quench strengths were also tested for the smallest values of 𝑎f at which no fittable oscillation
was observed. The weaker quenches did not improve the visibility of the oscillation and it can therefore
be ruled out that the increasing quench strength towards the BEC limit causes the observed decay of
the Higgs mode.
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Figure 6.25: The fitted frequency to the observations from figure 6.24 for different initial interaction
strengths/quench strengths to unitarity. Both harmonic and homogeneous normalisation from the cent-
ral density are shown.

6.2.5 Quench direction

In the previous sections, only quenches from weak to strong attraction were investigated. This
implies that 𝛥 had a smaller value before the quench than its equilibrium value at the final interaction
strength. Since the observed small frequencies are difficult to explain by the final interaction or quench
strength, it seems natural to assume that this fact might be related in some other way to 1/𝑘F𝑎i, the
initial interaction strength. This is not directly suggested by any theories, which only predict a small
decrease of the Higgs frequency due to a finite quench strength as discussed in the previous section.
Additionally, the theoretical predictions for the equilibrium value of 𝛥 at 1/𝑘F𝑎i are found to already
predict a Higgs frequency higher than the observed ones. Nevertheless, there is experimentally a
very simple way to investigate dependencies on the initial interaction strength in a different way than
just the quench strength: reversing the quench direction. If the current direction in the quench coil
is reversed, its magnetic field is subtracted from the Feshbach field instead of added. The resulting
quench will then be from strong to weak attraction making 1/𝑘F𝑎i extremely different compared to
the previous measurements.

The observations for several quenches from strong to weak attraction are shown in figure 6.26.
For all quenches, the magnetic field strength was decreased by 35 G and therefore is the highest
achievable quench strength. Again, heavily damped oscillations are visible, which slow down strongly
towards the BCS side. This however has to be taken with care since not all measurements were taken
with comparable atom numbers. The quenches furthest to the BCS side, 1/𝑘F𝑎f < −0.5 for those
depicted in figure 6.26, were performed with stronger evaporative cooling because colder samples
were necessary to remain in the superfluid phase after the quench. The beam powers for the dipole trap
were not changed but the compensation of the residual gradient of the quench coil. This procedure
leads to a tilt of the trap during the ramp-up of the quench coil causing further cooling but also atom
loss, all while preserving the harmonic parameters of the trap. The resulting dynamics slow down
because the absolute values of all relevant quantities like 𝐸F, 𝛥 etc. decrease with the atom number.

It is observed that additionally to the oscillating behaviour, the condensate fraction drops quickly
immediately after the quench, followed by a much slower decay for longer hold times. These
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Figure 6.26: Observed dynamics after quenches from strong to weak attraction. The interaction parameters are
calculated from the Fermi energy under harmonic approximation. The lines are the best fits of the function
𝑓
′ (𝑡), equation 6.9. The two quenches furthest to the BCS side are performed with reduced atom number

resulting in slower dynamics, see main text.

observation motivate a fit with the function

𝑓
′(𝑡) = 𝐴 𝑒

−𝑡/𝜏H cos
(
𝜔H𝑡 + 𝜙

)
+ Δ[1 𝑒

−𝑡/𝜏1 + Δ[2 𝑒
−𝑡/𝜏2 + [0 (6.9)

which is very similar to the function used for quenches in the opposite direction, equations 6.1 and
6.2, with the difference that the background now consists of two exponential decays which reduce the
condensate fraction by Δ[1,2 with decay times 𝜏1,2. Also, the background is no longer split into two
qualitatively different regions.

As before, the fitted frequency can be normalised in different ways. Figure 6.27 shows the fitted
frequencies normalised by the Higgs frequency predicted for the central density at 𝑇 = 0 and compares
both quench directions. It is apparent that the quench from strong to weak attraction shows an even
stronger reduction of the oscillation frequency than the previously considered quenches in the opposite
direction. This result however has to be taken with care because the initial interaction strength sets
the density distribution in the trap for the observed short hold times. The higher 1/𝑘F𝑎i, the higher
the density increase towards the centre becomes, leading in turn to a potentially stronger increase
of 𝜔H(𝑟 = 0) relative to other regions of the cloud. Overall, such an effect would reduce the ratio
𝜔H/𝜔H(𝑟 = 0) shown in figure 6.27.

To investigate this further, the expected observable frequencies under local density approximation
are calculated from the reconstructed densities for these quenches in analogy to section 6.2.3. A
temperature estimation of the clouds as before did not work in this case because the initial interaction
strengths do not extend far enough towards the BCS limit. Also, the residual magnetic field gradient of
the quench coil was compensated to different degrees for different quenches making the temperatures
less comparable. The calculation can therefore only be done for a zero-temperature Higgs mode with
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Figure 6.27: Fitted frequencies for both quench directions normalised by the predicted Higgs frequency for a
homogeneous gas with the central density at 𝑇 = 0. For quenches from strong to weak interaction, the reduction
in frequency is even stronger than in the opposite direction which was discussed before. All quenches in this
figure have a quench strength of 35 G.

the given density profiles. Similar to the quench towards stronger attractions, it is found that the
observable frequency predicted by the calculation in local density approximation is larger than the
actually observed one. The ratio of these frequencies is also very similar for both quench directions,
around 2 to 3.

Around unitarity, the fitted frequency for strong → weak quenches has a high uncertainty, as seen
in figure 6.27. This is most likely due to an insufficient measurement of the long-time decay of the
condensate fraction which makes it difficult to disentangle the heavily damped oscillation and the
two decays in the fit. In figure 6.26, it can be seen that the measurement of the quench to unitarity
only extends to 150 µs and the fit extrapolates to a different long time behaviour compared to other
measurements with similar interaction strength.

It is also possible to normalise the fitted frequency by the Fermi frequency of the harmonic trap.
This is shown in figure 6.28 and in this normalisation both quench directions give very similar
results. Compared to the homogeneous prediction, which, again, can only serve as a rough estimate
of the expected frequency because it describes a different system, the agreement is in principle
remarkably good, especially around unitarity. Further towards the BCS side, it appears that the
harmonic observation decreases slightly faster than expected in the homogeneous case; possibly due
to the finite temperature in the experiment, which is only slightly below the critical temperature in this
limit.

A noteworthy feature is the shift of the region with observable oscillations depending on the quench
direction. For quenches towards a specific limit of the crossover (BEC or BCS), it extends further
towards that same limit than for quenches in the respective opposite direction. This is a strong
indication that the initial state has a non-negligible influence on the dynamics. If the initial state is far
on the BCS side, the relation 𝛥/𝑘B𝑇 before the quench is very small and, together with the disturbance
caused by the quench, could lead to an unstable Higgs mode. It is therefore likely that the increased
lower limit of 1/𝑘F𝑎f for observable oscillations when quenching from the BCS side is due to the
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Figure 6.28: Fitted frequencies for both quench directions normalised by the Fermi frequency of the trap in
harmonic approximation. The dashed line is the prediction for a homogeneous gas at 𝑇 = 0 from [67].

lowest achievable temperature in the experiment and not an intrinsic feature of the Higgs mode. When
quenching from the BEC side on the other hand, temperature should not be an issue. Instead, it is
reasonable to assume that features of the initial state cause the Higgs mode to be unobservable for
small positive values of 1/𝑘F𝑎f . A possibility is the softening of the Fermi edge due to pairing for
increasing attraction strength which leads to an instability of the Higgs mode, see section 2.4.1 and
[75]. This softening should still be present immediately after the quench and could therefore obscure
the Higgs mode at final interaction strengths where it should in principle be observable. For quenches
from strong to weak attraction, 1/𝑘F𝑎i = 1.0 is the largest value with a clearly observable oscillation.
This is significantly larger than 1/𝑘F𝑎f = 0.34, the largest value at which a clear oscillation was found
for quenches from weak to strong attraction (both in harmonic approximation). The criterion for
observability in a general quench is therefore seems not to be related to a single interaction parameter,
for example the larger value of 1/𝑘F𝑎i and 1/𝑘F𝑎f , but must consider both of these values.

6.2.6 Trap influence

A consistent feature so far has been the good agreement between the observed frequency and the
prediction for a homogeneous gas at the same interaction strength and zero temperature. As mentioned
before, this is most likely a coincidence caused by several systematic errors. Nevertheless, it is
interesting to check how robust this agreement is for varying trap frequencies. To this end, quenches
to unitarity with a quench strength of 35 G are performed for different trapping frequencies. The
frequencies are set by the power of the dipole trap beams which are measured and regulated with
photodiodes. The beam power is proportional to the photodiode voltage causing the trap frequencies
to depend on the voltage according to 𝜔trap ∝

√︁
𝑉𝑖 where 𝑖 ∈ {𝐻,𝑉} denotes the horizontal or vertical

dipole trap beam respectively. From the measured trap frequencies of the initial setting 𝑉H = 0.16 V,
𝑉V = 0.1 V used in the previous sections and the known beam shapes, the trap frequencies for other
settings can be calculated.
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Figure 6.29: Dynamics following a quench to unitarity for different trap settings. With increasing trapping beam
powers (photodiode voltages), an acceleration of the dynamics is visible. The beam powers are chosen to keep
the atom number constant.

Figure 6.30: Fitted frequencies from figure 6.29, absolute (left) and normalised by the Fermi frequency in
harmonic normalisation (right) as a function of the geometric mean of the trapping frequencies. In both cases,
the dashed line is the prediction for a homogeneous gas with identical Fermi frequency.

The observations for different trap settings are shown in figure 6.29. Since the beam powers have
been chosen to keep the atom number roughly constant around 𝑁 = 2.7 · 105, they can be compared
without further normalisation. Higher beam powers/photodiode voltages increase the trapping
frequencies and therefore 𝐸F, which is proportional to the geometric mean of the trapping frequencies
�̄�. The ratio 𝜔H/𝐸F is expected to be constant and should therefore lead to accelerated dynamics with
increasing beam powers. This matches the observations. The frequencies are determined by fitting the
same function as previously in section 6.2.1. The results are presented in figure 6.30 both in absolute
and normalised values. They roughly follow the expected scaling with �̄� but a definite conclusion is
hard to draw because the values of 𝜔H cannot be determined precise enough. A stronger variation of
�̄� would be desirable but it is challenging to create a stable condensate for more extreme variations of
the trap parameters. Further studies would be necessary to elucidate this point.
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6.2.7 Quench of a warm superfluid

A possibility to reduce the influence of the inhomogeneities caused by the external potential is the
confinement of the superfluid to the central region of the trap. This can be achieved by preparing
a superfluid only slightly below 𝑇c which, according to the local density approximation, will be
concentrated around the centre of the trap where the variation in the density is small. The Higgs
mode of this superfluid is therefore expected to be less affected by dephasing and potentially better
observable.

Quenching a superfluid with a condensate fraction of a just few percent by 35 G to unitarity however
did not result in any observable oscillation. Very recently, it has been shown theoretically that density
fluctuations, which are created by finite temperatures, are detrimental to the oscillations associated
with the Higgs mode [139]. This could explain the unobservability of the Higgs mode in this almost
homogeneous case close to 𝑇c.

6.2.8 Fourier spectrum

So far the observed frequencies have been determined by a fit to the time evolution of the condensate
fraction. This fit has considerable uncertainties due to the strong damping of the oscillation and the
slow background dynamics of the condensate fraction. An alternative way to find the frequency is the
calculation of the spectra of the observed dynamics by a discrete Fourier transform. In these spectra,
the Higgs frequency is expected to show up as a peak. Figure 6.31 shows several spectra and peaks
are indeed visible, but only for a few quenches – all spectra not shown in figure 6.31 do not exhibit a
peak. The frequencies obtained from fits to the time evolution are also shown in the figure and a rough
agreement to the peak positions is found. Upon a closer look, it appears that the peaks in the spectra
often tend to be at higher frequencies than the fitted ones. It is however difficult to actually confirm
this trend because the sampling of the spectrum is extremely sparse with most peaks containing less
than 5 data points.

This reflects the original intention of the measurement which was to observe the Higgs mode in time
domain. Since the spacing of the points in the spectra is given by da = 1

d𝑡 𝑁 , where d𝑡 is the spacing of
the equally spaced data points in time domain and 𝑁 the total number of points, the spectral resolution
can be improved by either increasing d𝑡 or by increasing 𝑁 . The former is not ideal because it can
obscure dynamics that are faster than expected while the latter increases the number of necessary
experimental cycles. This would extend the already long measurement time with its ∼ 50 repetitions
making the measurement more susceptible to slow drifts in experimental performance.

An interesting observation is that some spectra show faint signs of higher harmonics of the main
frequency. This could be a faint signal of multiple Higgs modes with frequencies 2𝛥/ℏ, 4𝛥/ℏ, 6𝛥/ℏ, . . .
whose existence has indeed been predicted in [149].

6.2.9 Initial growth of the condensate

With the strong damping of the observed oscillatory behaviour, alternative quantities describing the
dynamics following a quench become more interesting. One such quantity is the initial growth of the
condensate immediately after the quench, i.e. before the first local maximum is reached. The growth
rate can be found by fitting a linear function to the first 4 to 5 measured hold times as illustrated in
figure 6.32.
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6.2 Short time dynamics after a quench

Figure 6.31: Fourier spectra calculated from the observed time evolutions. Every plot is labelled by the
interaction quench parameters in harmonic approximation. The vertical line indicates the frequency obtained
from the fits with the width indicating the uncertainty. A green (red) line denotes a quench strength of 26 G
(35 G). The large zero-frequency component of the spectrum is not shown in these plots.
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Figure 6.32: Linear fits to the initial rise of the condensate fraction. The interaction parameters of the quenches
are in harmonic approximation.
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Figure 6.33: Interaction dependence of the growth of the condensed atom number normalised by Fermi time
and total atom number; the Fermi energy is calculated in harmonic approximation.
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Figure 6.34: Number of data points included in the fit to determine the initial growth of the condensate for
quenches with a strength of 35 G. The levelling off of the growth coincides with a reduction of the included
data points. It is possible that this reduction leads to an underestimation of the initial growth, see main text.

To analyse the results, it is helpful to remember that the condensate fraction is given by 𝑁0/𝑁 where
𝑁0 is the number of atoms found in the condensed part after a rapid ramp and 𝑁 the total number of
atoms. For the short hold times considered here, 𝑁 is a constant while 𝑁0 changes with time. The
growth rate 𝜕𝑡𝑁0/𝑁 is therefore plotted against the final interaction parameter in figure 6.33. Since
the dynamics of the system are expected to accelerate with higher atom number/Fermi energy, the
growth rate is normalised by the Fermi time 𝜏F = ℏ/𝐸F to make the various measurements comparable.
It is apparent that the condensate growth accelerates with increasing attraction strength from the BCS
side up to 1/𝑘F𝑎 = 0.4 where the observed growth starts to level off.

In the regime 1/𝑘F𝑎 ≥ 0.5, the result is however less reliable because the duration of the initial rise
decreases, as can be seen in figure 6.2. Less data points therefore cover the initial rise and the hold
time at which the growth rate slows down is difficult to identify. It is therefore possible that regions
with slower growth are included in the fit as well and this would lead to an underestimation of the
initial growth from the fit. In figure 6.34, it can be seen that the levelling off of the initial growth
coincides with a reduction of the data points included in the fit to below 4 for quenches with 35 G. It
can therefore not be excluded that the levelling off is an artefact caused by the finite sampling of the
initial growth instead of an inherent feature of the dynamics.

Interpretation

In general, it is expected that the dynamics of the condensate accelerate with increasing attraction, as
observed, because the time scale of the condensate is set by the value of the order parameter 𝛥 which
increases with attraction strength. It is however difficult to estimate this more quantitatively due to
the system being in a strongly non-equilibrium state. For different quench strengths with identical
1/𝑘F𝑎f , weaker quenches are expected to lead to faster dynamics because the initial attraction is
stronger leading to a higher initial value of 𝛥. This behaviour is actually observed if the different
quench strengths are compared in figure 6.33. For 1/𝑘F𝑎f > 0, the condensate grows much faster
after a weaker quench of 26 G compared to a quench of 35 G. However, almost no difference is
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Figure 6.35: Initial growth of the condensed atom number normalised by Fermi time and the number of initially
condensed atoms for different interaction and quench strengths.

observed for quenches to unitarity. Here, the condensate fractions are fairly similar indicating that 𝛥
is similar which in turn should lead to similar timescales. Around 1/𝑘F𝑎f = 0.5, the difference in
the initial condensate fraction is much more pronounced with the 35 G quench having 𝑁0/𝑁 = 20 %
immediately after the quench compared to 32 % for the 26 G quench.

To further investigate the connection to the initial condensate fraction it is also possible to normalise
𝜕𝑡𝑁0 by the number of initially condensed atoms 𝑁0(𝑡hold = 1 µs) and the Fermi time. The resulting
interaction dependence is shown in figure 6.35 and is qualitatively similar to the normalisation with 𝑁 .
The evolution however appears to be much smoother over the full crossover. Additionally, the quench
strength dependence becomes weaker.

Another aspect is introduced by the “shape” of the Feshbach resonance: quenches of identical
𝐵-field strength become stronger with increasing attraction, see figure 6.23, thus driving the system
further away from equilibrium. The resulting state immediately after the quench should therefore have
more quasiparticle excitations which in turn reduces 𝛥 and slows down the resulting dynamics. There
could therefore be a competition between attraction strength accelerating the dynamics and quench
strength slowing them down. The observed levelling off of the growth towards the BEC limit could be
a consequence of the quench strength gaining the upper hand. It is also an interesting fact that the
levelling off happens roughly at the transition to negative chemical potentials, according to [67].

Overall, it is observed that the condensate grows faster with increasing attraction strength as
expected. The details however appear to be relatively complicated and depending on a number of
additional factors like quench strength and initial condensate fraction. Additionally, growth rates
relatively far on the BEC side are difficult to observe because the initial linear growth slows down
extremely quickly.

6.2.10 Comparison with other measurements

During the work on this thesis, the quench experiment was also performed using the alternative
condensate detection method provided by the neural network from section 4.3. A detailed analysis of
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6.2 Short time dynamics after a quench

Figure 6.36: Dynamics of the condensate fraction after a quench from 1/𝑘F𝑎i = −0.44 to 1/𝑘F𝑎f = 0 as
observed with the help of a neural network. The inset shows data and sine fit after subtraction of the linear fit.
Figure from [93].

the results can already be found in the PhD thesis of Andreas Kell [93], therefore only a brief summary
is given here.

Figure 6.36 shows the dynamics of the condensate fraction after an interaction quench to unitarity
as observed by the neural network. An oscillation in a similar frequency range to those detected
with the rapid ramp, first minimum after around 50 µs, is visible, see also figure 6.2. The signal is
however significantly weaker compared to the rapid ramp detection and only just surpasses the noise
level. For quenches to other interaction strengths, the signal to noise ratio tends to be even worse
making consistently reliable determinations of the frequency difficult. Nevertheless, there is usually a
frequency within 20 % of the theoretical expectation for a homogeneous gas for which an oscillation
improves the simple linear background fit substantially. To check whether the fitted oscillations are
just an artefact of the noisy data, a null-hypothesis test was employed. It revealed that there is only a
1.5 % probability of the observations resulting from random noise. Consequently, there is a 98.5 %
probability that the Higgs mode was observed with this method. A meaningful life time of the Higgs
mode could not be determined from these measurements due to the low signal to noise ratio.

The observations with rapid ramp and neural network exhibit considerable qualitative differences in
the background evolution of the condensate fraction despite of the identical experimental protocol
used in both cases. The neural network observes a steady but relatively slow grow of the condensate
over the whole measurement range while the rapid ramp observes a fast intial increase followed by a
saturation or decline, depending on the quench strength. Since the neural network has been trained
and manages to reproduce the results of the rapid ramp in equilibrium, the discrepancy must be
caused by the non-equilibrium state of the gas. It is not known how the neural network determines
the condensate fraction or, phrased differently, which “assumptions” it employs. Depending on
how many properties of the equilibrium state are taken for granted by the network’s algorithm, the
estimation of the condensate fraction could produce wrong results in a non-equilibrium situation.
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The rapid ramp on the other hand is not well enough understood to rule out unexpected behaviour
in a non-equilibrium situation. The condensate fraction determined in this way could therefore
differ from its analogue equilibrium value as well. The imperfections of either detection method
would not necessarily impede the detection of the Higgs mode because only relative fluctuations
of the condensate fraction have to be found. The observed oscillations however greatly differ in
amplitude and damping (but are similar in frequency) indicating again that at least one of the detection
methods struggles with the non-equilibrium situation. On a speculative level, it seems likely that
the neural network has more troubles with the non-equilibrium situation because it was trained
with equilibrium data only. Further investigations would however be necessary to clarify this point.
One could for example start with very small deviations from equilibrium where neural network and
rapid ramp might predict identical condensate fractions and then gradually increase the non-equilibrium.

A very similar quench experiment was performed at Swinburne University [150] in parallel to the
experiments presented here. There, a Fermi gas was quenched from a normal state in the far BCS
limit (1/𝑘F𝑎i = −1.9 in harmonic approximation) to unitarity, where a superfluid formed. The quench
duration was varied and for the fastest quenches of 50 µs to 1 ms, a heavily damped oscillation of the
condensate fraction similar to our observation is visible in the presented data. This is however not
commented upon in the publication which has a slightly different focus.

Shortly before submission of this thesis, new results from the Swinburne experiment were published
in [151]. For these, a superfluid gas was quenched from 1/𝑘F𝑎i = −0.18 ± 0.02 to unitarity within
50 µs. The condensate fraction was determined by Bragg spectroscopy with two tightly-focussed laser
beams. Since the beam waists are much smaller than the cloud, the Bragg spectroscopy measures
the local condensate fraction. This is a big difference to the rapid ramp method which can only
determine the global condensate fraction. After the quench, they observed clear oscillations of the
local condensate fraction with frequency and damping matching the expectations for the Higgs mode
at unitarity quite well. Together, the results [150, 151] are another strong indication that the heavy
damping of our oscillations is indeed caused by the inhomogeneous density, at least at unitarity, and
that we have observed the Higgs mode.

6.3 Long time dynamics

So far, only the time evolution on “short” timescales has been discussed. “Short” in this context means
everything that evolves much faster than the trap frequencies 𝜔𝑖 which lie in the range of 2𝜋 · 80 Hz to
2𝜋 · 220 Hz. In this section, the time evolution on “long” timescales – those set by the trap frequencies,
which are the lowest characteristic frequencies of the idealised system3 – is analysed. This timescale
is on the order of a few ms.

6.3.1 Condensate fraction and density

The corresponding time evolution of the condensate fraction for different values of 1/𝑘F𝑎f is shown
in figure 6.37. Very clear oscillations of the condensate fraction, albeit not of harmonic nature, are
observed with a “period” of around 3 ms. After roughly two periods, the oscillations stop and the
condensate fraction decays to a new equilibrium value which can also be zero. Since dynamics on

3 Only the experimental imperfection of particle loss from the trap happens on even longer scales of a few seconds.
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Figure 6.37: Time evolution of the condensate fraction after a quench on the timescale set by the trap frequency
for different final interaction strengths. All quenches changed the magnetic field by 35 G and 𝑘F is calculated in
harmonic approximation.

the observed timescale are expected to be governed by the trapping potential, the time evolution of
the density is recorded as well. In contrast to the previous density measurement, the inverse Abel
transform is not employed in this case because a lot of time-consuming averaging would be necessary
for every hold time. Therefore, an alternative quantity, similar to the density, is calculated from the
in-situ size of the cloud. This alternative will be denoted here as the simplified density 𝑛

′ and is given
by the inverse product of the cloud’s widths 𝜎𝑖 along the three axes of the trapping potential 𝑖 = 𝑥, 𝑦, 𝑧

𝑛
′
=

(
𝜎𝑥𝜎𝑦𝜎𝑧

)−1
. (6.10)

The individual sizes are determined by a Gaussian fit to the recorded in-situ images. This approach
relies on the atom number being constant during the observed time such that there is a one to one
correspondence between cloud size and density. A constant atom number for all hold times has been
verified experimentally.

The time evolution of the different 𝜎𝑖 after a quench to unitarity is shown in figure 6.38. It is
observed that the cloud contracts immediately after the quench along all directions. This matches the
expectations because an increased attraction strength should lead to a shrinking of the cloud. However,
the external potential also plays a role because the inhomogeneous magnetic field of the quench coil
reduces the trap frequencies. In turn, this implies that the trap frequencies increase with the quench
and this is a second mechanism leading to a compression of the cloud. After a little less than 2 ms, the
cloud starts to expand again in 𝑦- and 𝑧-direction, a behaviour reminiscent of the “breathing”-mode, a
collective mode with zero angular momentum in the trapping potential that has been studied before in
the BCS-BEC crossover both experimentally [152, 153] and theoretically [154, 155]. In our system,
where all trapping frequencies are distinct4, neither the angular momentum of the collective mode nor
any of its components are conserved and consequently, the different collective modes like breathing,
quadrupole, etc. are coupled [78, 155]. The frequencies of these various modes differ and the coupling

4
𝜔𝑥 = 2𝜋 · 85 Hz, 𝜔𝑦 = 2𝜋 · 137 Hz, and 𝜔𝑧 = 2𝜋 · 214 Hz
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Figure 6.38: Time evolution of the cloud size along the three axes of the trapping potential after a quench from
1/𝑘F𝑎i = −0.57 to 1/𝑘F𝑎f = −0.01.
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Figure 6.39: Time evolution of the simplified density 𝑛
′ for the quenches shown in figure 6.37.
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should therefore cause an overall behaviour characterised by various frequencies and this indeed seems
to match the observation in figure 6.38.

The next step in linking the condensate fraction to the collective density modes is the calculation of
the simplified density 𝑛

′ from the cloud sizes with equation 6.10. The resulting time evolution of 𝑛′ is
shown in figure 6.39 and reveals oscillations very similar to those observed in the condensate fraction.
The observed dynamics in the condensate fraction can therefore be explained as a consequence of
the excitation of collective modes: The increased attraction between the atoms after the quench and
the compression of the trap lead to a contraction of the cloud that initiates the breathing mode of the
trapped gas which couples to other collective modes due to the anisotropic geometry. The result is an
oscillation of the density not describable by a single frequency. The compression of the cloud changes
the local density and therefore the local values of 𝑘F and 𝑇F. Consequently, the equilibrium value
of the condensate fraction changes as well and the system will evolve towards the new equilibrium
value. The variation in 𝑇F seems to be decisive in this case because the behaviour at unitarity, where a
variation in 𝑘F does not change the interaction parameter 1/𝑘F𝑎, is identical to that at finite scattering
lengths.

6.3.2 Cross-correlation

From a comparison of the time evolution of condensate fraction in figure 6.37 and the density in
figure 6.39, it can be seen that the evolution of the density precedes that of the condensate fraction, in
agreement with the previous interpretation. A straightforward question is now the dependence of the
condensate fraction’s delay on the interaction strength. To determine the delay, the cross-correlation
between density and condensate fraction is calculated. The cross-correlation 𝐶𝐶 (𝜏) between two
quantities 𝐴(𝑡𝑖) and 𝐵(𝑡𝑖) sampled at the times 𝑡𝑖 is defined as [156]

𝐶𝐶 (𝜏) =
∑

𝑖 𝐴(𝑡𝑖 − 𝜏)𝐵(𝑡𝑖)√︃∑
𝑖 𝐴(𝑡𝑖)

2 ∑
𝑖 𝐵(𝑡𝑖)

2
(6.11)

where 𝜏 is an optional time-shift between 𝐴 and 𝐵. If 𝐴(𝑡𝑖 − 𝜏) is proportional to ±𝐵(𝑡𝑖), 𝐶𝐶 (𝜏)
will take on the value ±1. 𝐶𝐶 (𝜏) = 0 on the other hand indicates that no linear trend relates the two
quantities. Consequently, if the time evolution of 𝐵 qualitatively follows that of 𝐴 with some delay 𝜏

′,
the cross-correlation exhibits a local maximum at 𝜏′. Since we observe a delay of the condensate
fraction with respect to the density, a local maximum should be found in the cross-correlation for
small positive delays if we equate 𝐵 with the condensate fraction and 𝐴 with the simplified density. To
enhance the interesting oscillatory signal, the time-average of the two measured quantities is subtracted
before calculation of the cross-correlation. The expected maxima are indeed found for all measured
quenches and an example is shown in figure 6.40. The value of 𝜏′ is extracted by fitting the empirical
function of a Gaussian peak on top of an exponentially decaying background to the cross-correlation
data. The asymmetric background is related to the fact that data points have to be dropped to calculate
𝐶𝐶 for non-zero values of 𝜏. In the case of 𝜏 > 0, the longest hold times of the simplified density
and the shortest of the condensate fraction are dropped. The qualitatively different behaviour of the
quantities at long and short hold times then causes the asymmetric background. For delays of around
=2.5 ms, a second peak appears in the cross-correlation due to the period of the observed oscillations.
It is larger than the relevant peak at small positive values of 𝜏 due to the asymmetric background.

The dependence of the condensate fraction’s delay 𝜏
′, normalised by the Fermi time, on the
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Figure 6.40: Cross-correlation between the long time dynamics of simplified density and condensate fraction
for the quench to unitarity. The line is an empirical fit to extract the local maximum around 1 ms which is the
delay of the condensate fraction to the density. The increase of 𝐶𝐶 towards negative delays is caused by the
near-periodicity of the dynamics.

-0.5 0.0 0.5 1.0 1.5 2.0 2.5

-50

0

50

100

1 / kFaf

de
la
y
of
co
nd
en
sa
te

/
τ F

Figure 6.41: Interaction strength dependence of the condensate fraction’s delay determined from the cross-
correlation.
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Figure 6.42: Evolution of the condensate fraction as a function of the density after the quench. Points with
identical scattering lengths are connected in the order of their respective hold times. The shortest hold time,
usually 100 µs, is highlighted in a different colour. The data shown cover the first 600 µs to 800 µs of the
respective measurements.

interaction strength after the quench is shown in figure 6.41. It reveals an increase of the delay with
1/𝑘F𝑎f from the BCS limit up to unitarity from where it stays roughly constant. For 1/𝑘F𝑎f > 0.4,
the delay is however less reliable because the peak broadens into a plateau. Consequently, the local
maximum is harder to determine as also reflected in the error-bars of figure 6.41. The observation of
an increasing delay with attraction strength is counter-intuitive because the dynamics of the condensate
should, at least in a very simple understanding, be related to the timescale set by the order parameter
𝛥 and therefore be able to follow the density faster the higher 1/𝑘F𝑎f . Another plausible expectation
is a dependence on the effective interaction strength of the gas5, peaked around unitarity, because it
could enable a faster thermalisation. A possibility for the observed behaviour is a dependence of the
delay on the quench strength 1/𝑘F𝑎f − 1/𝑘F𝑎i which increases with increasing 1/𝑘F𝑎f for constant
magnetic field quench strengths, see section 6.2.4. A stronger quench should bring the system further
away from equilibrium and therefore create more quasiparticles which could slow down the growth of
the superfluid and lead to larger delays.

6.3.3 Initial compression

A remarkable feature from the interaction strength-dependent delay not mentioned so far is the negative
delay observed for 1/𝑘F𝑎f = −0.74, indicating that the evolution of the condensate fraction precedes
that of the density. This can be understood by examining the effect of the initial contraction of the
cloud on the condensate fraction. Figure 6.42 visualises this by showing the condensate fraction
as a function of the simplified density 𝑛

′. As already known from the previous considerations, the
density always increases immediately after the quench. The condensate fraction however behaves
differently depending on the interaction strength. For the final interaction furthest towards the BCS
5 This decreases towards the BEC limit because the dimers only interact weakly with each other.
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regime, 1/𝑘F𝑎f = −0.74, the condensate fraction increases with the density while it decreases around
unitarity and on the BEC side of the crossover.

The increasing condensate fraction with compression for 1/𝑘F𝑎f = −0.74 is the origin of the
negative delay of the condensate fraction. The response to the initial compression seems to vary
smoothly with attraction strength: around 1/𝑘F𝑎f = −0.36, the condensate fraction is almost unaffected
by the compression and the decrease of the condensate fraction with compression seems to accelerate
continuously towards the BEC limit.

The observed effect of the initial compression is a further indication that the local variation of 1/𝑘F𝑎

due to the decreasing density is of lesser importance for the long time dynamics. 1/𝑘F𝑎 always tends
towards unitarity with increasing 𝑘F and a qualitative change of behaviour in response to a compression
would therefore be expected at unitarity and not at negative scattering lengths as observed. Instead,
the temperature probably plays a more important role if it is even possible to speak of temperature in
this non-equilibrium state. Similar to the compression of a non-interacting gas, the Fermi gas should
heat up if compressed. This is even more reasonable if one considers that it is not coupled to a thermal
bath but reaches its equilibrium temperature, set by the trap depth, through the very slow process of
evaporation – happening on a timescale of seconds. Consequently, the compression is more or less
adiabatic and heats the cloud thereby reducing the condensate fraction. At the same time however,
the absolute value of the critical temperature changes due to the change in 1/𝑘F𝑎 and 𝑇F. Towards
the BCS limit, where the critical temperature increases exponentially with 1/𝑘F𝑎, the increase in 𝑇c
can be expected to surpass the increase in 𝑇 caused by the compression. This results in a condensate
growth with compression. Towards unitarity, the increase in 𝑇c with 1/𝑘F𝑎 slows down compared to
the BCS limit while the heating caused by an adiabatic change in 1/𝑘F𝑎 increases [67]. Together these
effects could explain the observed decrease in condensate fraction with compression. In the BEC
limit, 1/𝑘F𝑎 has basically no effect on the critical temperature and the behaviour only depends on
the compression-induced heating and the change of 𝑇F, which affects the absolute value of 𝑇c. Since
𝑇F depends relatively weakly on the density, it is not surprising that the heating appears to be the
dominant effect and reduces the condensate fraction.

Background of the fast dynamics

The evolution of the condensate fraction during the initial compression, happening during 𝑡hold < 800 µs,
is also relevant in another context: it governs the background for the short time dynamics, which
last for 150 µs at most. This opens the question whether the various observed behaviours of the
background can be explained by the compression effect alone. Figure 6.43 shows that this is not
the case. For a quench of 35 G to 1/𝑘F𝑎f = −0.36, the condensate fraction stays roughly constant
during the compression. The observed oscillation however is not centred around the value to which
the condensate fraction tends after several hundred µs. Therefore the background is more involved
than just the compression effects and the piecewise function from equation 6.2 is used. This however
is not surprising because the quench increases the equilibrium condensate fraction and relaxation to
this new value is expected to be fast and independent of any compression effects

6.3.4 Signs of non-equilibrium

In the previous considerations of the time-evolution of condensate fraction and density, the internal
state of the gas was not analysed very systematically. A question arising here is whether the system

118



6.3 Long time dynamics

0 50 100 150 200 250
0.070

0.075

0.080

0.085

0.090

0.095

0.100

0.105

hold time / µs

co
nd
en
sa
te
fr
ac
tio
n

Figure 6.43: The observed short time dynamics with the constant background inferred from the initial
compression of the cloud for a quench of 35 G to 1/𝑘F𝑎f = −0.36.

Figure 6.44: Time evolution of density and condensate fraction after a quench from 1/𝑘F𝑎i = −1.00 to
1/𝑘F𝑎f = −0.74. After a full oscillation, the condensate is depleted and does not re-form when the density
reaches values that supported a condensate previously.

equilibrates quickly after the initial quench or stays in a non-equilibrium configuration for an extended
amount of time. If the former case holds, the system should follow the induced collective mode as
a thermal state. In the latter case however, the system would be in a non-thermal state during the
collective mode and should exhibit deviations from thermal state characteristics. This would be a
proof that the immediate quench effects influence the system over extended amounts of time.

A first evidence for the non-equilibrium situation is found in the behaviour after a quench relatively
close to the BCS limit where the condensate fraction is very low. The induced collective mode destroys
the initially present condensate around the point of maximal expansion after one period as shown in
figure 6.44. When the cloud contracts again, the cloud reaches a configuration which supported a
condensate previously but the condensate does not re-form. This implies that the system either heated
up above its critical temperature or is in a non-thermal state inhibiting condensation. In either case, it
can be concluded that the system had not fully equilibrated before the depletion of the condensate
indicating that the quench affects the gas for relatively long times of several ms.

Another indication for a non-thermal state is found in the bimodal momentum distribution recorded
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Figure 6.45: Time evolution of the condensed peak width in the momentum distribution after a rapid-ramp. The
opposite phase of the oscillation of the two widths and the large amplitudes at longer hold times indicate a
highly non-thermal state. For comparison, the time evolution of the condensate fraction is shown as well. The
data are for a quench from 1/𝑘F𝑎i = −0.57 to 1/𝑘F𝑎f = −0.01

after the rapid ramp. The width of the condensed peak, the parameters 𝑤𝑥 and 𝑤𝑦 from equation 4.1,
has a rather peculiar time evolution shown in figure 6.45. Initially, 𝑤𝑥 and 𝑤𝑦 oscillate opposed to
each other reminiscent of a quadrupole oscillation. This oscillation is however twice as fast as the
corresponding one in the condensate fraction which in turn is already faster than the oscillation of the
cloud’s size in 𝑥- and 𝑦-directions. The changing shape of the condensed peak can therefore not be a
momentum signature of the collective mode but must be caused by internal dynamics of the cloud
originating in its non-equilibrium configuration. Another feature contradicting the quadrupole origin
is the initial equilibrium size of the condensed peak serving as an (almost) upper or lower bound for
the size in 𝑥- and 𝑦-direction respectively during the first few oscillations. In a quadrupole oscillation,
the symmetric configuration should equal the time-averaged one and this is not the case here.

After a few oscillations, an enormous increase in 𝑤𝑥 is observed which coincides with a minimum
in 𝑤𝑦 resulting in an extremely asymmetric condensed peak. A situation that does not happen in
equilibrium for fermionic 𝑠-wave superfluidity which should always have a symmetric momentum
distribution6. Around the hold time at which the strong asymmetry is observed, the condensate
fraction cedes its strong oscillation and starts to converge to a new, much lower equilibrium value
with a much weaker residual oscillation. It is also found that the thermal background of the bimodal
momentum distribution increases in width rather suddenly around the time the maximum in 𝑤𝑥 is
observed. This indicates that heating takes place at this time. Afterwards the thermal component’s
shape stays constant while another asymmetry of the condensed peak is observed, this time stretched
in 𝑦-direction, before it returns to a more symmetric time evolution.

The clear deviation of the condensed peak behaviour from the equilibrium expectations demonstrates
that the system is in a highly non-equilibrium state and exhibits rich internal dynamics which exceed
those caused by the induced collective mode. The initial interaction quench therefore influences the
system for prolonged times. This observation agrees with the predictions of [157] which state that
a Fermi gas in the BCS-BEC crossover stays in a non-thermal state for prolonged times after a fast
interaction quench. A relatively complicated collective mode caused by an interaction quench in a
system trapped in only one of the three spatial dimensions has been predicted in [158]. The predicted

6 It should however be noted that at least in the non-interacting BEC limit, the condensed peak can be asymmetric in
equilibrium because it is the momentum distribution of the single particle ground state.
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mode decays with time causing a heating of the system which matches our observation at hold times
of around 8 ms at unitarity. The same reference also identifies a non-spherical Fermi surface during
the dynamics, which could be the reason for the observed anisotropy of the condensed peak after a
rapid ramp.

6.4 Conclusion

This very long chapter contained the most important results of this thesis and to wrap up, these are
briefly summarized. The stand-out result is the observation of heavily damped oscillations in the
condensate fraction after interaction quenches in the BCS-BEC crossover. The high frequency of these
results, on the order of the Fermi frequency, shows that they originate from internal dynamics in the
gas and not the external trapping potential. It is therefore concluded that they are the manifestation of
the Higgs mode which has been excited by the interaction quench. These are the firs clear observations
of the Higgs mode in time domain throughout the crossover. Compared to the first measurement
utilising the neural network, the signal-to-noise ratio of the fast dynamics was greatly improved by
using the rapid ramp technique for detection of the condensate. In [150], published during the work
on this thesis, a similar behaviour is visible in the presented data which only cover the unitary Fermi
gas. A clear signal of a local Higgs mode at unitarity was published shortly before submission of this
thesis in [151].

The frequency of the oscillations, normalised by the Fermi frequency in harmonic approximation,
matches the expectations from a homogeneous theory. While the good agreement is certainly
coincidental due to the very different systems and uncertainties in the Fermi frequency arising from
anharmonicities in the trapping potential, it signals that the observed frequencies are in the order
of magnitude expected from the Higgs mode. The inhomogeneity of the gas can be theoretically
accounted for in a local-density approximation but it fails to predict the observed frequency by a
factor of roughly 3. One of the LDA models however correctly predicts the observed damping of
the oscillation as a result of dephasing. It should however be noted that the applicability of the
local-density approximation in non-equilibrium is uncertain. Towards the BEC limit, for interaction
parameters 1/𝑘F𝑎f > 0.5 (determined from the central density), the observed oscillations decay
increasingly faster than predicted by the LDA calculation. This could be the instability of the Higgs
mode due to the loss of particle-hole symmetry which has been predicted multiple time [59, 60, 75].
The instability has been seen in the earlier spectroscopic measurement [57] but the excitation method
made an interpretation of the result difficult. In the measurements presented here, the disappearance
of fast dynamics after the quench can be traced through the BEC side of the crossover.

On longer timescales, governed by the external trapping potential, it is observed that an interaction
quench to stronger attraction causes the cloud to contract thereby initiating a collective mode. The
ensuing density oscillation in turn affects the condensate fraction leading to fairly complicated
dynamics as predicted in [158]. Additionally, a clear signature of a non-thermal internal state of the
gas is found in the momentum distribution recorded after a rapid ramp. Therefore, the observations
are likely to arise from a complex interplay of local, internal and global, trap related dynamics.
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CHAPTER 7

Interaction Modulation

A modulation of a superfluid’s interaction strength can be used to probe its excitations. With the help
of the Feshbach resonance, such a modulation can be realised by a sinusoidal variation of the magnetic
field. This incorporates a drive at a fixed frequency and forces the system to follow the external drive
possibly creating excitations in this way. The modulation is therefore a complimentary approach to
the quench presented in the previous chapter, which caused the system to evolve according to its own
dynamics.

In a modulation scheme, excitations reveal themselves as features, often dips or peaks, in frequency
space. Since these are easy to analyse, it is often the preferred way to determine the frequencies of
excitations such as the Higgs mode. In a superfluid however, complications arise from the quasiparticle
excitations if the Higgs mode is the object of interest. Atom number conservation, which is realised in
our and most other cold-atom experiments, forces quasiparticles to be excited in pairs only – breaking
a condensed pair creates two quasiparticles. Consequently, quasiparticle excitations have a threshold
frequency of 2𝛥/ℏ which is identical to the Higgs mode’s frequency. A clear distinction between
these very different excitations is therefore not trivial. At the experimental platform of this thesis, a
spectroscopic measurement of the Higgs mode was previously performed by modulating the population
of one spin state [57]. The resulting signal could be identified as the Higgs mode after thorough
theoretical modelling.

An interaction modulation with a time-dependent magnetic field has already been conducted in
2005, shortly after the first experimental realisations of the BCS-BEC crossover [159]. The frequency
resolution was however not sufficient to investigate the Higgs mode, which was not of primary concern
back then.

The project presented in this chapter is still ongoing and I was mainly involved in the discussion
and interpretation of the already available results. It therefore includes only an overview of the
experimental implementation and some first results.

7.1 Experimental implementation

To study the Higgs mode, the interaction strength has to be manipulated at the Higgs frequency
which is expected to be in the regime of a few 10s of kHz. Similar to the quench experiments, a
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Figure 7.1: Amplitude dependence of the remaining condensate fraction after a modulation of 300 ms. The
data were recorded at a magnetic field of 716 G (1/𝑘F𝑎 = −0.37 in harmonic approximation). The line is
an exponential decay fitted to the data, appearing as a straight line in the logarithmic plots. The modulation
frequency of 6 kHz (22 kHz) in the left (right) panel is expected to be far below (above) the gap of the system.

|13⟩-mixture of 6Li is prepared in the crossed beam dipole trap. The quench coil can also be used for
this modulation if a different driving circuit, purpose built for this application, is chosen. Details on
the driving circuit can be found in [93]. A modulation of the magnetic field leads to a modulation of
the attraction strength and therefore of the pair size. If the frequency of an excitation is hit in this way,
the system heats up because quasiparticles are created; either by directly breaking pairs or indirectly
by the excitation of the Higgs mode which subsequently decays into quasiparticles. The increase in
temperature is in turn easily observable as a reduction in the condensate fraction, which is measured
with the rapid ramp.

The important parameters of the sinusoidal modulation of the interaction strength are its frequency
𝜔mod, its amplitude 𝐴, and the modulation time 𝑡mod. If the modulation time is kept constant, it is
found that the condensate fraction decreases exponentially as

𝑁0
𝑁

∝ exp
(
−𝛤𝐴2

)
(7.1)

in response to the drive, with the frequency-dependent condensate depletion rate 𝛤. This is shown in
figure 7.1. For short 𝑡mod, the decay is also proportional to exp(−𝑡mod). Both of these observations
agree with the predictions from [160]. For longer 𝑡mod of ∼ 100 ms and more, deviations from the
exponential dependence on 𝑡mod are however observed. They are caused by evaporative cooling of the
gas which increases the condensate fraction and acts against the reduction caused by the modulation.
In absence of the drive, the growth due to evaporation is measured to be exponential with a time
constant of ca. 180 ms. Additional deviations are found if the condensate is almost entirely depleted.
Potential reasons are a modified response close to 𝑇c and difficulties in detecting small condensate
fractions reliably.

The quantity of interest in these measurements is the dependence of 𝛤 on 𝜔mod and 1/𝑘F𝑎, the
mean interaction strength during the modulation. The best results are achieved with a modulation time
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Figure 7.2: Frequency dependence of 𝛤 at 660 G, corresponding to an interaction parameter of 1/𝑘F𝑎 = 0.82 in
harmonic approximation. The orange line is a piecewise fit, quadratic for low and linear for high frequencies.
The red line is the binding energy of the dimers and the shaded region its uncertainty under the assumption of a
total magnetic field uncertainty of 1 G.

of 300 ms. Keeping 𝑡mod constant for all modulation frequencies allows for the use of equation 7.1
to determine 𝛤. 𝐴 is not kept constant for the measurements because 𝛤 can vary by some orders of
magnitude depending on 𝜔mod. An adjustment of 𝐴 is therefore necessary to always have a measurable
drop in the condensate fraction without ever coming close to depleting it. In general, the amplitude is
kept relatively low on the order of 0.1 G to 0.3 G.

7.2 Results

7.2.1 Excitation onset

In a homogeneous system, the gapped excitation spectrum of superfluids leads to an onset frequency
corresponding to the minimum energy necessary for the excitation of a pair of quasiparticles. Above
this frequency, there is a continuum of excitations with arbitrary energy because the momentum of
the individual quasiparticles is not restricted as long as the total momentum of the pair is zero. In
our inhomogeneous gas, the superfluid gap however varies spatially, according to the local density
approximation, and an onset is therefore not necessarily expected. Nevertheless, a gap is still expected
to appear at positive scattering lengths because even the thermal atoms are bound into dimers at these
fields.

Figure 7.2 shows the frequency dependence at a magnetic field close to the BEC limit and an
onset frequency for a strong depletion of the condensate is indeed found at a frequency that matches
the dimer binding energy. Below this threshold frequency, the condensate fraction is still reduced
by the modulation, an observation that has not been made in the old measurement [159]. The only
excitations of the system in this frequency range should be phonons (density modulations). In general,
it seems reasonable that sound modes can be excited by the interaction modulation because the induced
oscillation of the pairs’ sizes could lead to density fluctuations. It is not clear yet, why these excitations
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Figure 7.3: Frequency dependence of 𝛤 around the dimer binding energy, indicated by the red vertical line, in the
BEC limit. The shaded area is the uncertainty of the dimer binding energy under the assumption of a magnetic
field uncertainty of 1 G. The interaction parameter has not been determined precisely but is 1/𝑘F𝑎 ∼ 1.5 in
harmonic approximation. Around the dimer binding energy, a dip in the depletion rate that even extends to
negative values is visible.

were not observed in [159]. A possible explanation could be their different trap geometry with one
weakly and two tightly confined axes compared to our three relatively similar axes. A lower signal to
noise ratio in the old measurement could however also have simply obscured these excitations.

If the system is brought closer to unitarity, the onset frequency stays at the diminishing binding
energy. It is however found that the frequency dependence of 𝛤 at the binding energy becomes
increasingly smoother. Already at positive scattering lengths, the threshold can no longer be reliably
identified. It is therefore, at least at the current state, not possible to investigate the threshold’s
behaviour throughout the crossover.

In the far BEC limit, where the dimer binding energy is larger than the expected value of 𝛥, an
unexpected feature has been found: a local minimum in 𝛤 around the dimer dissociation frequency,
see figure 7.3. This means that the heating effect by the modulation is diminished in a relatively
narrow frequency range. Above the dissociation frequency, 𝛤 still increases strongly, in a similar
fashion as discussed above. The minimum deepens with increasing 1/𝑘F𝑎 (decreasing magnetic
field) and the minimal value of 𝛤 can even be negative. This which corresponds to a growth of the
condensate or a cooling of the cloud due to the modulation. The condensate fraction after modulation
(𝐶𝐹) normalised by its value without modulation (𝐶𝐹0) for various fields is shown in figure 7.4. The
interaction parameters at these fields have not been measured yet. However, the lowest value of 1/𝑘F𝑎

in the figure, reached at the highest field, is roughly 1/𝑘F𝑎 = 1.4 in harmonic approximation. It is
clearly visible that the condensate growth caused by the modulation increases in strength the further
one goes into the BEC limit.

So far, this feature is not understood. Since it is around the dimer binding energy, it could be caused
by a process which selectively brakes thermal dimers into unpaired fermions which no longer take
part in the Bose statistics. This constitutes an effective cooling of the molecular Bose gas since it
removes the more energetic bosons. Factors that could potentially play a role in this process include
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Figure 7.4: Increase of the condensate fraction due to modulation around the dimer binding frequency in the
BEC limit. The vertical lines are the dimer binding energies for selected fields and at slightly lower frequencies
than the maximal values of 𝐶𝐹/𝐶𝐹0 at the same field. The shaded region around the vertical lines is the
uncertainty in the dimer binding energy caused by an uncertainty in the magnetic field value of 1 G.

interactions of the unpaired fermions with the surrounding molecules1 and the spatial separation of
the condensate in the centre of the trap from the thermal dimers around it. More research is however
needed to elucidate these effects.

In figure 7.4, the dimer binding energy has been calculated by the simple relation 𝐸B = −ℏ2/𝑚𝑎
2

which underestimates the binding energy in the BEC limit [162]. The uncertainty caused by the
magnetic field is however larger than this systematic error even for the largest binding energies
considered here.

7.2.2 Resonance

The Higgs mode has a more or less well-defined frequency, depending on its stability, and should
therefore only be excitable in a rather narrow frequency range. To investigate whether it can be
observed by the interaction modulation, the modulation frequency is varied in smaller steps around
the expected, 1/𝑘F𝑎-dependent frequency of the Higgs mode. A peaked feature is indeed found on

1 The corresponding scattering length 𝑎am is 𝑎am ≈ 1.2𝑎 [161]
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Figure 7.5: Observed resonance of 𝛤 at 716 G, 1/𝑘F𝑎 = 0.37 in harmonic approximation. The orange line is a
Gaussian peak on top of a linear background fitted to the data, it is only plotted in the frequency range that was
included in the fit.

top of the background discussed in the previous section as shown in figure 7.5. The feature’s central
frequency 𝜔0, normalised by 𝜔F in harmonic approximation, is found to depend on the interaction
strength. The frequencies can be determined by fitting a Gaussian peak on top of a linear background
to the observed data. These frequencies are compared to theoretically expected Higgs frequencies of a
homogeneous gas with identical Fermi energy in figure 7.6 and found to be consistently higher than
the theoretical value. This could be an indication of the expected increase of the gap in a trap: the
attraction between fermions causes a contraction of the cloud, an effect absent in the homogeneous
case, leading to an increased density and thus a larger gap. The contraction and therefore also the
increase in the gap are expected to increase towards the BEC limit and this increase is also observed
for the fitted frequencies 𝜔0.

It is possible to compare the measured peak to a simulated spectrum of the Higgs mode, calculated
in local-density approximation from the reconstructed density. The procedure is identical to the
calculated dynamics from section 6.2.3 of the quench chapter. The calculation results are compared
with the fitted peak centres in figure 7.7 and very good agreement is found at negative scattering
lengths and unitarity. Towards the BEC limit, there is however an increasing disagreement between
the location of the calculated and observed peak in the spectrum. Since the calculation considers the
increased density due to attractions, another effect must lead to higher resonance frequencies towards
the BEC limit.

Compared to the frequencies observed after an interaction quench, the central frequency of the
peaked feature is consistently located at higher frequencies. The peak is also present well into the
BEC-limit while a meaningful frequency could not be determined in the quench experiments for
1/𝑘F𝑎 𝑓 > 0.4 in harmonic approximation.

From the frequency alone, the feature cannot be identified as the Higgs mode because the

128



7.2 Results

-0.5 0.0 0.5 1.0
0

1

2

3

4

5

6

7

1 / kFa

ω
0
/
ω
F peak frequency

2/ℏ × gap

2 Δ / ℏ

Figure 7.6: Central frequencies of the peaks 𝜔0 in the whole crossover normalised by the Fermi energy in
harmonic approximation. They are compared to the Higgs frequency/quasiparticle breaking threshold expected
from the theory for a homogeneous gas [67].
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Figure 7.7: Comparison of the central frequency of the observed peaks compared to the main frequency of
Higgs spectra calculated in local density approximation from the reconstructed density distributions. The
theoretical predictions for a homogeneous gas [67] are provided for comparison.
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Figure 7.8: Amplitude dependence of the condensate fraction after a modulation at 13.5 kHz, close to the
resonance frequency from figure 7.5. The orange line is the sum of two exponential decays fitted to the data
while the dashed blue line is a single decay as in equation 7.1. The dashed line corresponds to the 𝛤 shown in
figure 7.5.

quasiparticle continuum should have the same threshold frequency. Since the quasiparticle dispersion
relation has a minimum at the gap energy, there should be a peak-like feature in their density of states.
This could in turn cause the excitation and condensate depletion rates to peak at this frequency, similar
to the observations.

A peculiarity is found around the resonance in the amplitude dependence of the condensate fraction
after modulations with constant duration. In contrast to the previously discussed exponential decay
from equation 7.1 for frequencies above and below the resonance, the amplitude dependence around
the resonance is better described as the sum of two exponential decays, see figure 7.8. This means that
small modulation amplitudes disturb the superfluid much stronger than expected around the resonance
frequency which manifests a qualitative change in the response to the modulation. This could be an
indication that the observed resonance is indeed the Higgs mode and not caused by a maximum in
the quasiparticle density of states. It should be noted that in the derivation of the resonance shown
in figure 7.5, the double exponential behaviour around the resonance frequency was not included.
Instead, 𝛤 is calculated from a simple exponential fit, the dashed line in figure 7.8.

Another indicator of the Higgs mode should be its increasing instability towards the BEC limit which
would manifest itself as a continuously broader peak in the depletion rate. Such a broadening is indeed
observed for the resonances. However, the ratio of peak width to central frequency is constant for all
observed interactions. More specifically, it is found that the full width at half-maximum (FWHM) and
the central frequency 𝜔0 are related by roughly FWHM/𝜔0 = 0.39. This ratio being fixed is consistent
with a decay dominated by dephasing similar to the observations from the interaction quenches.

The width of the peak can be compared to the fitted lifetime 𝜏 of the oscillation following the quench.
For a Lorentzian peak, the associated lifetime is given by FWHM = 2/𝜏. Under the assumption that
this relation roughly holds for the observed peaks, the ratio FWHM/𝜔0 from the modulation spectra
can be compared to the combination 2/𝜏𝜔H of fit parameters from the measurement in time domain.
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Figure 6.20 shows that 𝜏𝜔H usually lies in the range of 2 to 3, which implies that 2/𝜏𝜔H lies between
0.66 and 1. If the peak in the modulation spectrum corresponds to an oscillating mode, its property
FWHM/𝜔0 = 0.39 indicates that is slightly more long-lived than the oscillation following a quench. It
is however also noted that the peak in the modulation spectrum has the property 2𝜔0/FWHM = 5. This
is similar to the prediction of some models for local Higgs modes under local density approximation,
see figure 6.20.

7.3 Conclusion

In this experiment, the interaction strength of a Fermi gas in the BCS-BEC crossover was modulated.
Even though a similar experiment has been performed before [159], several new features have been
found. The most important of these is probably a peak in the frequency dependence of the condensate
depletion rate. The central frequency of the peak increases with attraction strength and roughly
correspond to expectations of the Higgs mode. This approximate agreement is also found in the width
of the peak but the expected increase of the width towards the BEC limit, where the Higgs mode
becomes increasingly unstable, is not observed. It is also not possible to fully rule out a connection
of the peak to quasiparticle excitations whose density of states is peaked at the frequency of the
Higgs mode. A better theoretical understanding is probably necessary to resolve this uncertainty. An
anomaly in the condensate fraction’s dependence on the modulation amplitude could be a promising
starting point in this regard.

Similar to the older experiment [159], we observe a strong depletion of the condensate fraction
above a threshold frequency for positive scattering lengths sufficiently far away from the unitary limit.
Additionally, we also detect excitations which lead to a much weaker heating of the condensate below
the threshold frequency; these could be connected to the excitation of sound modes. [159] reports no
such excitations but they could have been obscured by a low signal-to-noise ratio. It is however also
possible that the different trap geometries have an effect on the possibility to excite sound modes.

The most unexpected feature found in with the modulation scheme so far is a very ineffective
heating or even cooling just below the threshold frequency for fast depletion in the BEC limit where
𝐸B ≫ 𝛥. Possible explanations are still on a very vague and speculative level and more investigations
are certainly necessary.
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CHAPTER 8

Summary and Outlook

In this thesis, the BCS-BEC crossover was studied with a focus on the critical temperature and
excitations in the superfluid phase. To this end, quantum simulations were performed with an ultracold
gas of 6Li atoms prepared in a balanced mixture of two spin states. It is confined in an optical dipole
trap which leads to an inhomogeneous density distribution. We developed new detection techniques
for superfluidity based on machine learning that are able to identify the superfluid phase directly from
the atoms’ momentum distribution. In a supervised machine learning approach, it was even possible to
train a convolutional neural network to quantify the condensed fraction of the gas. The labelled dataset
necessary for training in this case was generated with the traditional, not fully understood method
of projecting the momentum distribution to tightly bound dimers to measure the condensed fraction
(“rapid ramp” method). Even though the trained network “inherits” most conceptual difficulties from
the rapid ramp, it still constitutes an improvement by being able to unambiguously identify the phase
transition. A conceptual advancement away from the rapid ramp was achieved with an unsupervised
machine learning approach based on the autoencoder network structure. This made it possible to
detect the phase transition for a wide range of interaction strengths in the crossover for the first time
without relying on a projection of the momentum distribution in any way. The critical temperatures
detected with both methods agreed with each other. Unfortunately, the results of the unsupervised
approach have a higher uncertainty than those from the rapid ramp so that it is not possible to judge the
accuracy of the rapid ramp technique in general terms. It could be interesting to investigate whether
other unsupervised machine learning approaches like the intrinsic dimension [163] can surpass the
accuracy achieved by the autoencoder.

By reconstructing the density distribution of the gas and employing the local-density approximation,
we determined the critical temperature of a homogeneous Fermi gas for various interaction strengths
in the BCS-BEC crossover and observed for the first time an increase of the critical temperature from
unitarity towards the BEC limit. The measured critical temperatures agreed with several theories at
different interaction strengths but no theory matches in the whole crossover. A local maximum at
small positive interaction parameters is in agreement with the results of the supervised approach but
cannot be confirmed due to limitations from the thermometry. An improvement could therefore be
achieved by better thermometry techniques. Especially suitable for our experiment should be the
admixture of bosonic Na atoms whose temperature is much easier to determine. Right now, the mass
difference between Na and Li with its different gravitational sag leads to a separation of the elements in
the dipole trap. More involved trapping potentials should however be able to overcome this limitation,
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for example by also including repulsive beams in the trapping scheme.

While most of the machine learning results were already presented in the theses of my collaborators
[93, 103], the most important new result of this thesis is the unambiguous detection of fast dynamics
in the condensed fraction of the gas after an interaction quench. This was possible due to an increased
time resolution of our implementation of the rapid ramp technique. The most important feature of the
fast dynamics is a quickly decaying oscillation of the condensed number of atoms. This is the expected
signal of the Higgs mode of the superfluid phase and would be its first observation in time domain
throughout the BCS-BEC crossover1. The expected frequency of the oscillation in an inhomogeneous
situation is not clear but the observed frequencies are in the right frequency range and correctly scale
with the interaction strength. Another observation supporting the claim of an observation of the Higgs
mode is the increasing instability of the oscillations towards the BEC limit, where the Higgs mode is
expected to be unobservable. In contrast to the earlier, spectroscopic measurement [57], the increasing
instability is observed directly and does not have to be deduced by interpretation of the result.

With pragmatic modelling of the Higgs mode in local-density approximation, it was possible to
explain the observed damping of the oscillation as the dephasing of independent Higgs modes around
unitarity and towards the BCS limit. Towards the BEC limit the observed oscillations decayed faster
than the predictions of the model, which did not include the increasing instability of the Higgs mode
in this interaction range. This is another indication that the Higgs mode in the crossover has been
observed. The observable frequency predicted by the model differs from the actually observed ones by
a factor of 2 to 3 and this discrepancy is unlikely to be fully explained by the finite interaction quench
strength which was not considered in the model. Nevertheless, the model does predict the observed
scaling of the frequency with interaction strength relatively well.

The main conceptual complications in the interpretation of the interaction quench results arise
from the inhomogeneity of the gas caused by the external trapping potential. A big improvement
would therefore be the realisation of a homogeneous Fermi gas in our experiment. This is possible
by employing spatially structured, repulsive trapping beams, usually a hollow beam and flat light
“sheets”, and has been demonstrated for bosons [164] and fermions [165].

Another interesting study would be the Higgs mode of the two-dimensional version of the BCS-BEC
crossover. In reduced dimensions, spontaneous symmetry breaking is not possible at finite temperatures
[166, 167] and the consequences for the Higgs mode are not well understood. Very recently, it has
been predicted that, at least at 𝑇 = 0, the Higgs mode in the two-dimensional crossover behaves
very similar to its three-dimensional analogue [168]. Experimentally, a two-dimensional system can
be created by tightly confining the atoms in one spatial direction. If thermal energy and chemical
potential of the gas are much lower than the first excited state of the confining potential, no movement
is possible in this direction and the system becomes effectively two-dimensional [13]. Several aspects
of the two-dimensional crossover have already been studied, e.g. in [82, 83, 169], but the Higgs mode
has not been one of them. Some preliminary studies on the two-dimensional gas have already been
performed at our experimental platform [170].

Finally, this thesis presented some first results from experiments in which the interaction strength
between fermions in the BCS-BEC crossover was modulated. The spectrum of the condensate

1 Similar observations at unitarity only were reported during the work on this thesis in [150] and immediately before
submission in [151].
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depletion rate showed a previously unobserved peak in the frequency range where the Higgs mode
should be located. For scattering lengths 𝑎 ≤ 0, the observed resonance matches the expectations
from a local-density model of the Higgs mode. Additionally, an altered dependence of the condensate
depletion rate on the modulation amplitude around the resonance indicates that indeed some special
response of the superfluid happens at these frequencies. Nevertheless, a full understanding of the
observed spectra is not achieved yet and limited by lacking theoretical predictions. Again, the
conceptually simpler homogeneous Fermi gas could help to clarify things in this case.

A surprising result of the modulation experiments has been a growth of the condensate fraction
if the modulation frequency is close to the dimer binding energy in the BEC limit. Here, the
dimer binding energy is the highest characteristic energy scale of the system. This feature has
not been understood yet and more studies are certainly necessary for an explanation. It has, for
example, not been checked yet whether the amplitude dependence of the depletion rate has some
anomalies at these frequencies and interaction strengths. It is also not clear whether the growth by
modulation is a consequence of the gases inhomogeneity or an intrinsic feature of the superfluid, a
question that could also be answered by performing the same experiment with a homogeneous Fermi gas.

Overall, a key result is the observation of the Higgs mode in the BCS-BEC crossover in time domain
and its increasing instability towards the BEC limit. Especially the observation of the instability could
improve the theoretical understanding of the crossover because it can provide information on the
degree of particle-hole symmetry present at various interaction strengths. Alternatively, one could
also ask about the amount of symmetry necessary for an observable Higgs mode. The measurements
can also serve as a benchmark for possible theoretical descriptions of the inhomogeneous Higgs
mode. These are still lacking and therefore a quantitative explanation of the experimental results is not
possible at the moment.

Another key result of this thesis is the measurement of the critical temperature for a wide range
of interaction strengths in the BCS-BEC crossover. The measured temperatures agree well with
theoretical predictions and are compatible with the maximum proposed in [71]. The measurement
uncertainties however do not allow for a confirmation of this maximum whose precise characteristics
therefore remain an open question.

A detection of the phase transition in a novel approach based on unsupervised machine learning
was able to confirm the results obtained with a technique based on the rapid ramp over a large range
of interaction strengths. Considering the applicability of the rapid ramp, the accuracy of the new
approach is not high enough to draw general conclusions and more experiments are necessary to
clarify this issue further.
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APPENDIX A

Laser Systems

This appendix gives a brief summary on the setups used for generation of the laser light necessary
for trapping, cooling and imaging the atoms as described in chapter 3. Detailed descriptions of the
different setups can be found in earlier theses and will be referenced.

Laser system for Lithium atoms

The laser source for all 671 nm light are two homebuilt external cavity diode lasers with commercially
available laser diodes1. Light from one of the diode lasers is amplified through a series of two tapered
amplifiers2 and used for the six beams of the Lithium MOT with around 16 mW per beam. An
admixture of repumping light is added with the help of an electro-optic modulator (EOM).

Some of the light is used to lock the laser’s frequency to the atomic reference of a Lithium-
spectroscopy cell. The design of the cell is described in detail in [171]. A recent upgrade has
been the replacement of the cell’s viewports, which have to be heated to around 180 °C to prevent
Lithium condensation on the windows. This temperature is very close to the old fused silica viewports’
maximum rating of 200 °C and the vacuum broke when this temperature was greatly surpassed – most
likely by a faulty power supply regulation. Now, viewports with sapphire windows that can withstand
up to 400 °C have been installed. The new windows are birefringent and this can in principle affect
the generation of a lock signal by mixing polarisations. After the installation of the new viewports
however, the lock signal was immediately recovered without any noticeable effect of the birefringence.

The light from the second diode laser is amplified by a single tapered amplifier (model as above)
and used to generate the light for the Zeeman slower, optical pumping and imaging. The various
slightly differing frequencies for the beams and their respective repumping admixtures are adjusted
with the help of acousto-optic modulators. The second diode laser is locked to the first diode laser via
an offset lock. To image the atoms at the high magnetic fields of the Feshbach resonance close to
1 000 G, the laser has to be detuned substantially from the low-field resonance; for the ground state
of the imaging transition this is evident from figure 3.2. The offset between the lasers in the lock
can therefore be tuned over around 2.2 GHz with the help of an EOM. This sweep is performed slow
enough to keep the second laser in lock with the first one.

1 Eagleyard EYP-RWE-670-00702-100-SOT02-0000
2 Eagleyard EYP-TPA-670-00500-2003-CMT02-0000
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Appendix A Laser Systems

The details of the technical implementation and sketches of the laser system can be found in [79]
and [80].

Laser system for Sodium atoms

The 589 nm light for trapping and cooling Sodium atoms is generated by a single external cavity diode
laser3 running at 1 178 nm. It is amplified with the help of a Raman fibre amplifier4 and frequency
doubled to 589 nm with the help of a lithium triborate crystal placed inside a bow-tie cavity. The
cavity’s output is split into several paths which provide the light for Zeeman slower, MOT, and optical
pumping beams and imaging light. The correct frequencies are again set with the help of AOMs and
EOMs. A small portion of the 589 nm light is used to lock the diode laser to the Na D2 line with the
help of a spectroscopy cell.

The laser system is described in detail in [79] and the spectroscopy cell in [172].

Plug laser

The repulsive light beam for the magnetic trap is generated with a commercial laser system5, coupled
through a photonic crystal fibre6 and focussed onto the trap centre. The power of the beam can be
stabilised with an AOM but this feature has not been used recently because the output power of the
laser has degraded from 15 W to 10.4 W over time. Neither the reduced maximum power nor the
unregulated final power after the fibre have had an observable impact on the experiment’s performance.
Details about this can be found in [79, 80].

Dipole trap laser

The laser source for the dipole trap is a commercially available fibre laser at 1 070 nm with an output
power of up to 50 W7. The light is split into two paths for the two dipole trap beams and coupled into
two fibres; one a photonic crystal fibre optimised for high powers8 and the other a standard single
mode optical fibre9 which has been working well for many years now. The power in both paths is
regulated with an AOM and a PID controller. A good power stabilisation is crucial for these beams
because the evaporative cooling in the dipole trap relies on the controlled reduction of laser power.
Additionally, fluctuating beam powers after evaporation would heat the cloud again. The construction
of this laser system is documented in [173].

3 Toptica ECDL DL pro
4 8 W 1 178 nm Raman Fiber Amplifier by MPB Communications Inc.
5 Sprout-G Laser by Lighthouse Photonics
6 NKT Photonics, Photonic Crystal Fiber Patch Cable LMA-PM-15-S/A, 2m, SMA905/FC APC
7 IPG Photonics, model YLR-50-LP
8 NKT LMA-PM-15
9 Thorlabs P3-1064PM-FC-10
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APPENDIX B

Channel Select Circuit

Circuit diagram

On the following two pages the circuit diagram of the channel select circuit is shown for reference.

Power supply calibration

The voltage from an analogue output of the control computer sets the current output of the power
supplies that creates the Feshbach field at the atoms. The current needed for a specific magnetic field
strength has been found by calibrating the Feshbach coils during the construction of the experiment
[80]. Without the channel select circuit, the correct control voltage 𝑉 for a given current 𝐼 is given by
the function 𝑉 (𝐼) = 0.011729258 V

A 𝐼.
After installation of the channel select circuit, it was immediately found that this formula is no

longer valid to the necessary accuracy because the imaging light was no longer resonant to the atoms.
This is a clear sign that a wrong magnetic field had been set. By measuring the current through the
coils with a current transducer it was found that the current was still proportional to the control voltage
but the proportionality factor had to be adjusted leading to 𝑉 (𝐼) = 0.0117807021 V

A 𝐼. With this small
adjustment, the atom number was brought back to its old value and the channel select circuit could be
used without any further modifications.
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