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Abstract

This thesis presents two precision tests of lepton universality: the first measurement of the ratio
of light-lepton branching fractions of inclusive semileptonic 𝐵-meson decays, 𝑅(𝑋𝑒/`) = B(𝐵 →
𝑋𝑒a)/B(𝐵 → 𝑋`a), and the first successful measurement of inclusive 𝐵 → 𝑋𝜏a decays, measured
in a ratio relative to 𝐵 → 𝑋ℓa decays (ℓ = 𝑒, `), 𝑅(𝑋𝜏/ℓ) = B(𝐵 → 𝑋𝜏a)/B(𝐵 → 𝑋ℓa).

Experimental data from electron-positron collisions at the 𝛶(4𝑆) resonance collected with the
Belle II detector is used, that corresponds to an integrated luminosity of 189 fb−1. Continuum
𝑒
+
𝑒
− → 𝑞𝑞 events are constrained using 18 fb−1 of off-resonance data, collected 60 MeV below the

𝛶(4𝑆) resonance. One 𝐵 meson from the 𝛶(4𝑆) → 𝐵𝐵 decay is fully reconstructed in a hadronic
decay mode. In the signal or normalization decay of the second 𝐵 meson, 𝐵 → 𝑋 [𝜏 → ℓaa]a or
𝐵 → 𝑋ℓa, a charged lepton candidate is required. The hadronic system 𝑋 is left unconstrained,
rendering this analysis sensitive to all possible hadronic final states.

The light-lepton ratio 𝑅(𝑋𝑒/`) is extracted in a binned maximum-likelihood fit to the lepton-
momentum spectra above 1.3 GeV. The fit is performed simultaneously for both lepton flavors,
resulting in a substantial cancellation of correlated systematic uncertainties. The yields from 𝐵𝐵

backgrounds are constrained in a fit to control-sample data defined by the presence of two 𝐵-meson
candidates with the same flavor. The value of

𝑅(𝑋𝑒/`) = 1.007 ± 0.009 (stat.) ± 0.019 (syst.)

is obtained, which aligns with the Standard-Model expectation. This is the most precise branching
fraction-based test of lepton universality in semileptonic 𝐵-meson decays to date.

For the measurement of 𝑅(𝑋𝜏/ℓ), significant discrepancies between experimental data and simulation,
mostly attributed to the modeling of𝐷-meson decays within the hadronic system 𝑋 , are revealed. A new
data-driven method to identify, quantify, and correct these modeling inaccuracies is developed, which
simultaneously ameliorates the modeling of several observables that are associated with the hadronic
system. This technique enables the extraction of 𝑅(𝑋𝜏/ℓ) in a two-dimensional binned maximum-
likelihood fit to the lepton-momentum spectra and the squared missing mass in the event. The resulting
𝑅(𝑋𝜏/ℓ) values for electrons and muons are 𝑅(𝑋𝜏/𝑒) = 0.232 ± 0.020 (stat.) ± 0.037 (syst.), and
𝑅(𝑋𝜏/`) = 0.222 ± 0.027 (stat.) ± 0.050 (syst.), respectively. The combination of lepton flavors in a
weighted average of correlated values yields

𝑅(𝑋𝜏/ℓ) = 0.228 ± 0.016 (stat.) ± 0.036 (syst.).

The results are in agreement with the Standard-Model predictions and represent a complementary test
of the longstanding flavor anomaly observed in the exclusive ratios 𝑅(𝐷 (∗) ).
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CHAPTER 1

Introduction

Particle physics aims to understand the fundamental building blocks of matter and the underlying
forces that govern their interactions in the universe. The current state of knowledge is summarized
in three fundamental symmetries within the Standard Model of particle physics (SM). This model
successfully describes a wide range of phenomena and particle-physics processes across various scales,
as elaborated on in Chapter 2. Despite its significant achievements, the SM cannot serve as a final
theory due to inherent limitations. Hence, the aspiration of contemporary particle physicists is to
extend the SM, aiming for a more comprehensive theory that addresses its shortcomings.

In particle-collider experiments, these topics are investigated on the microscopic scale by generating
highly energetic interactions within a controlled environment. Advancements in our understanding are
pursued using two distinct strategies. In the high-energy approach, the center-of-mass energies are
maximally enhanced, allowing for the potential direct production of particles that are too massive to
have been observed previously. On the other hand, the high-precision approach seeks to indirectly
unveil new physical phenomena by measuring the properties of known particles within a precisely
controlled setting.

An example of the latter approach is the Belle II experiment, where electrons and their antiparticles
collide at a precisely controlled energy, amplifying the reaction 𝑒+𝑒− → 𝛶(4𝑆) → 𝐵𝐵. Chapter 3
provides an overview of the experimental setup and introduces the techniques employed to interpret
and validate the responses of the detector. The controlled production of heavy 𝐵-mesons enables to
precisely measure their decay chains and to deepen the understanding of the underlying processes.
Potential deviations from theoretically expected properties could indicate the presence of undiscovered
heavy particles before their direct production.

Semileptonic 𝐵-meson decays 𝐵 → 𝑋𝑙a into a hadronic final state 𝑋 , a charged lepton (𝑙 = 𝑒, `, 𝜏),
and an undetectable neutrino, provide both high experimental and theoretical precision, consequently
serving as excellent probes of the SM. Over the past decade, results from various experiments focusing
on exclusive semileptonic decays, where a specific decay mode is reconstructed (𝑋 = 𝐷

(∗) ), have
started to suggest intriguing trends that challenge the concept of lepton universality. This principle, a
fundamental property of the SM, postulates the three charged leptons to only differ by their masses.

In this thesis, lepton universality in semileptonic 𝐵-meson decays is investigated in an inclusive
manner, where all decays involving the quark-level transitions 𝑏 → 𝑐𝑙a and, rarely, 𝑏 → 𝑢𝑙a

are considered. This approach enhances statistical precision and sensitivity to all hadronic finals
states 𝑋 . However, this choice presents a substantial challenge in effectively controlling the various
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Chapter 1 Introduction

background sources, and there is an increased sensitivity to inaccuracies in the modeling. The
inclusive event selection resulting in such a generalized data set is presented in Chapter 4. In
Chapter 5, the identification and quantification of potential sources of uncertainty, along with the
overall signal-extraction fit setup, are detailed.

Based on these techniques, this thesis presents the first measurement of the ratio of branching fractions
of inclusive semileptonic 𝐵-meson decays into light leptons, 𝑅(𝑋𝑒/`) = B(𝐵 → 𝑋𝑒a)/B(𝐵 → 𝑋`a),
as outlined in Chapter 6 and published in Reference [1]. Due to the distinctive signatures of light
leptons of both flavors within the Belle II detector, this marks the most precise branching-fraction
based test of lepton universality with 𝐵-mesons to date.

Particular attention has been drawn to decays involving the 𝑏 → 𝑐𝜏a quark transition in recent
measurements. The high mass of the 𝜏 lepton enhances the sensitivity of semitauonic 𝐵-meson decays
to yet unobserved physical phenomena. However, the reconstruction of 𝜏 leptons solely relies on their
decay products, leading to a substantially increased number and variety of background processes.
This poses a significant difficulty in ensuring the reliable control and modeling of all participating
processes, a challenge that has not been adequately addressed before.

In Chapter 7 of this thesis, experimental techniques are developed to investigate and correct
inaccuracies in the modeling of physical processes, as well as to quantify remaining uncertainties.
This advancement enables the first successful measurement of inclusive semitauonic 𝐵-meson decays,
measured in the ratio 𝑅(𝑋𝜏/ℓ) = B(𝐵 → 𝑋𝜏a)/B(𝐵 → 𝑋ℓa) (ℓ = 𝑒, `) and published in Refer-
ence [2]. This is presented and discussed in Chapter 8. In Chapter 9, the findings of this thesis are
contextualized and an outlook on potential future improvements is provided.

Initially, this work started as a collaborative effort with the University of Melbourne. Unless
explicitly stated otherwise, all the developments, techniques, and results presented in this thesis reflect
the author’s individual contributions to the research. Natural units, namely ℏ = 𝑐 = 1, are used
throughout, and charge conjugation is implied in all physical processes. The symbol 𝑙 is used to denote
all three charged leptons, 𝑙 = {𝑒, `, 𝜏}, whereas ℓ is specifically reserved for light leptons, ℓ = {𝑒, `}.
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CHAPTER 2

Theoretical overview

The theoretical framework that summarizes the current knowledge of the universe at its smallest scales
is referred to as the Standard Model of particle physics (SM), which is introduced in Section 2.1. This
work is based on the analysis of semileptonic 𝐵-meson decays, with their distinctive characteristics
detailed in Section 2.2. In this context, several intriguing measurements serve as motivation for
conducting further precise tests to explore these decays for signs of phenomena beyond the SM, as
elaborated on in Section 2.3.

2.1 Standard Model of particle physics

The SM includes the fundamental building blocks of matter, the elementary particles (see Sec. 2.1.1).
Additionally, it describes the forces that govern the particle interactions in a relativistic quantum
field theory (QFT) [3], namely the electromagnetic and weak nuclear forces [4–7], and the strong
nuclear force [8] (see Secs. 2.1.2 and 2.1.3). The SM has been remarkably successful in explaining
and predicting the behavior of particles, making it a cornerstone of modern theoretical physics.
Nevertheless, the SM is known to be incomplete for several reasons that are outlined in Section 2.1.4.

2.1.1 Particles and forces

The SM was developed in the 1960s and consists of 17 different fundamental particles that are
summarized in Figure 2.1. It successfully describes particle properties and interactions to very high
precision [9–11] and predicted the existence of several particles like gluons, the charm and the top
quark as well as the𝑊 and 𝑍 boson before their discovery [12]. In 2012, the SM was completed by
the discovery of the Higgs boson [13–15].

In the SM, particles are characterized based on their spin, mass and charge. Apart of the gravitational
force, which is negligibly weak on microscopic scale, the SM contains three of the four known
interactions of the universe that are mediated by vector gauge bosons with integer spin 𝑆 = 1. The
characteristics of each interaction is encoded in each gauge boson’s properties.

The electromagnetic force is mediated by the photon, denoted 𝛾, which couples to the electric charge.
Since the photon is massless, the range of the electromagnetic interaction is essentially boundless,
rendering it relevant and observable even on macroscopic scales. Furthermore, this force facilitates

3



Chapter 2 Theoretical overview

Figure 2.1: The elementary particles of the SM are illustrated. Different colors indicate different particle
properties as outlined in more detail in the text. Figure from Reference [16].

the creation of bound states like atoms and molecules, consequently, manifesting prominently in our
everyday experiences.

The strong nuclear interaction is mediated by gluons, denoted 𝑔. Unlike electric charge, which
exists in two polarities (positive and negative), there are three distinct strong charges (as well as
their corresponding anti-charges) that combine to strong-charge neutrality.These strong charges are
commonly referred to as color charges. Gluons carry color and anticolor charge themselves, so that
they interact with one another. This distinctive feature explains the short-range character of the strong
force despite the gluon’s masslessness.

The massive𝑊± bosons and the 𝑍0 boson serve as the mediators of the weak nuclear force, which
was initially observed in radioactive decays. Due to the substantial mass of these mediator bosons,
the range of the weak force is constrained to approximately O(1 fm) and its effective strength is
comparably weak. Consequently, it stands as the sole force that does not lead to the formation of
bound states.

The consistency of the SM necessitates the existence of a scalar particle with a spin of zero, known
as the Higgs boson. This particle arises from the Higgs mechanism, which generates the particle’s
masses and is explained in more detail in Section 2.1.3.

Fermions, that are defined to carry half-integer spin, are categorized into two types of particles,
leptons and quarks, and into three generations of four particles each that only differ from the other
generations by the particle’s masses. Each fermion generation consists of two leptons organized
in a weak isospin doublet. One of these leptons is the electrically neutral neutrino (a𝑒, a`, or a𝜏),
that exclusively interacts via the weak force. The other member of the doublet is the charged lepton
(electron, muon, or 𝜏 lepton), which additionally interacts electromagnetically. Furthermore, within

4



2.1 Standard Model of particle physics

each fermion generation, there is a quark doublet. The up-type quark (up, charm, or top quark) in this
doublet carries an electric charge of 𝑞 = +2

3 , while the down-type quark (down, strange, or bottom
quark) possesses a charge of 𝑞 = − 1

3 . Additionally, all quarks carry a color charge, making them
subject to interactions via the strong force, as well as via the weak and the electromagnetic force.

For each fermion, there exists a corresponding anti-fermion with an identical mass but opposite
quantum numbers (such as electric charge). In the SM, matter and antimatter particles are exclusively
created in pairs and mutually annihilate, producing highly energetic radiation. Based on missing
observations of sufficient amounts of such characteristic radiation in the universe, it is widely assumed
that the existing universe is predominantly composed of matter rather than antimatter, as elaborated on
in Section 2.1.4.

The particle’s masses are distributed over several orders of magnitude ranging from the electron
mass of 511 keV to the top-quark mass of 173 GeV [17]. The neutrinos are assumed to be massless in
the SM. Due to the energetic preference for heavy particles to decay into lighter ones, only fermions
belonging to the first generation (and neutrinos) are stable. Consequently, in today’s cooled-down
universe the vast majority of existing matter is composed of first-generation fermions. Particles of the
second and third generation can be generated in high-energy processes but are relatively short-lived.

In the following sections, the theoretical foundation of the different forces and the SM in general are
briefly presented.

2.1.2 Quantum field framework of the Standard Model

The SM is formulated as a local, gauge-invariant quantum field theory (QFT). This means that its
mathematical framework ensures that its Lagrangian and equations of motion are invariant under
certain gauge transformations associated with the fundamental symmetry group that describes the SM:

SU(3)C × SU(2)L × U(1)Y (2.1)

In this context, SU(3)C represents the symmetry group associated with the strong force. SU(2)L
represents the weak isospin symmetry group and U(1)Y represents the group associated with
hyptercharge which together form the theory of electroweak interaction. The Higgs mechanism
eventually breaks the latter two symmetries SU(2)L × U(1)Y → U(1)em as outlined in more detail in
Section 2.1.3.

Quantum field theories provide a framework that combines the principles of quantum mechanics
and special relativity and serves as the foundation for describing the behavior of particles and their
interactions. By imposing the conditions of Lorentz invariance and local SU(N) gauge invariance, the
Yang-Mills Lagrangian [18] of a any SU(N) gauge theory can be constructed as follows:

LYM = Ψ 𝑓 (𝑖𝛾
`
𝜕` − 𝑚 𝑓 )Ψ 𝑓︸                     ︷︷                     ︸

free fermion field

− 1
4
𝐹

a
`a𝐹

`a
a︸     ︷︷     ︸

vector boson field

− 𝑔Ψ 𝑓 𝛾
`
𝑇aΨ 𝑓 𝐴

a
`︸              ︷︷              ︸

fermion-boson coupling

(2.2)

Within this equation, Ψ 𝑓 and Ψ 𝑓 represent fermion fields, 𝐴𝑎` stands as the gauge boson field, 𝑇a
is identified as the generator of the SU(N) group, 𝑔 represents the coupling strength and 𝐹`aa is the
gauge-invariant bosonic field-strength tensor defined as:

𝐹
`a
a = 𝜕

`
𝐴
a
a − 𝜕a𝐴`a − 𝑔 𝑓abc𝐴

`

b 𝐴
a
c (2.3)
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Chapter 2 Theoretical overview

Here, 𝑓abc represents the completely antisymmetric structure constant of the corresponding symmetry
group, with its definition grounded in the commutator of the group’s generators: [𝑇a, 𝑇b] = 𝑖 𝑓abc𝑇c.

The physical differential equations of motion for any field Φ𝑖 such as Ψ 𝑓 or 𝐴𝑎` can be obtained by
employing the principle of least action, resulting in the Euler-Lagrange equation:

𝜕`

(
𝜕L

𝜕 (𝜕`Φ𝑖)

)
− 𝜕L
𝜕Φ𝑖

= 0 (2.4)

Applying Equation (2.4) to (2.2), the first term yields the famous Dirac equation and describes a freely
propagating fermion field Ψ 𝑓 (e.g. electrons or muons) with mass 𝑚 𝑓 . The subsequent terms are
more gauge-group dependent and are discussed in the following.

The theory governing the electromagnetic interaction is Quantum Electrodynamics (QED) [19], a
local U(1)em gauge theory. Due to its abelian nature, the structure constant 𝑓abc reduces to zero and the
group generator 𝑇a becomes trivial. Consequently, Equation (2.3) simplifies to 𝐹`a = 𝜕`𝐴a − 𝜕a𝐴`.
Within QED, 𝐴` can be identified as a free, massless vector field, commonly referred to as the photon.

In Equation (2.2), the third term accounts for the coupling between gauge bosons and fermions,
with the interaction strength being the fermion’s electric charge, 𝑔 = 𝑞 𝑓 , in the context of QED.
Remarkably, the addition of the coupling term is necessary to satisfy local SU(N) gauge invariance,
thereby establishing boson-fermion interactions a direct consequence of this fundamental symmetry [20,
21].

The coupling “constant” 𝛼em = 𝑒
2

4𝜋 , where 𝑒 is the elementary electric charge, quantifies the
effective coupling strength of the electromagnetic force. Despite its name, it is not a constant value
but depends on the momentum transfer 𝑞` of a given process. Using the Callen-Symanzik equation of
the renormalisation group [22, 23], the running coupling of QED can be calculated as follows:

𝛼em(𝑞
2) =

𝛼em(`
2)

1 − 𝛼em(`
2) 1

3𝜋 ln(𝑞2/`2)
(2.5)

Here, `2 represents the renormalization scale, usually chosen on the order of the external momentum
scale 𝑞2. The electromagnetic coupling strength 𝛼em increases with higher energies, i.e., higher 𝑞2

values or shorter distances, from approximately 1
137 at atomic energy scales (O(10 eV)) to 1

129 at the
energy scale corresponding to the mass of the 𝑍0 boson (91.19 GeV).

Quantum Chromodynamics (QCD) [8], provides the theoretical framework for understanding the
strong nuclear force and can be constructed analogously to QED. In the context of QCD, the gauge
transformation corresponds to the non-abelian SU(3)C gauge group.

Within the QCD Lagrangian (derived from Eq. (2.2)), the coupling strength of the strong force is
denoted 𝑔 ≡ 𝑔s. In this context, the vector gauge boson fields 𝐴a

` ≡ 𝐺 represent the eight massless
gluon fields, each associated with a different color-anticolor combination. The fermions upon which
this force acts are the quark fields Ψ𝑞. The distinctive phenomenological behaviors of the strong
and the electromagnetic interactions can be attributed to the non-abelian nature of the SU(3) group.
Consequently, the structure constant 𝑓abc does not vanish and induces self interacting vertices of the
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2.1 Standard Model of particle physics

gluons. In a simplified representation, the QCD Lagrangian yields

LQCD = Ψ𝑞Ψ𝑞 − 𝐺𝐺 − 𝑔s𝐺𝐺𝐺 − 𝑔2
s𝐺𝐺𝐺𝐺 − 𝑔sΨ𝑞Ψ𝑞𝐺. (2.6)

This formulation not only encompasses gluon-quark couplings similar to the photon-fermion couplings
in QED, but also results in vertices involving three or four gluons (see Fig. 2.2).

q

q

g

(a) 𝑔sΨ𝑞Ψ𝑞𝐺

g

g

g

(b) 𝑔s𝐺𝐺𝐺

gg

g g

(c) 𝑔2
s𝐺𝐺𝐺𝐺

Figure 2.2: The QCD interaction vertices, as depicted in Feynman diagrams, are illustrated and associated with
their corresponding terms in the Lagrangian.

One direct consequence of these self-interacting vertices in QCD is a modification in the running
behavior of the strong coupling. Specifically, the three-gluon vertex introduces a change in the sign
of the beta function in the Callen-Symanzik equation, leading to the running of the QCD coupling
𝛼s =

𝑔𝑠
4𝜋 being described as follows:

𝛼s(𝑞
2) =

𝛼s(`
2)

1 + 𝛼s(`
2) 11𝑁C−2𝑁 𝑓

12𝜋 ln(𝑞2/`2)
≡ 12𝜋

(11𝑁C − 2𝑁 𝑓 ) ln(𝑞2/𝛬2
QCD)

(2.7)

In this equation, 𝑁C represents the number of colors and 𝑁 𝑓 is the effective number of strongly
interacting fermions (quarks in the SM). Due to this altered coupling behavior, 𝛼s decreases as the
momentum scale increases or as length scales shorten as illustrated in Figure 2.3. This phenomenon is
known as the asymptotic freedom of quarks at high energies.

In contrast, at low momenta or larger distances, the strength of the coupling increases significantly.
The energy scale at which QCD becomes too strong to be predictable with perturbation theory is
characterized by 𝛬QCD, with an approximate value ranging from 200 to 300 MeV [17]. When two
color-charged quarks are separated, the strong coupling generates an increasingly powerful force
field between them. This binding energy eventually surpasses the threshold for producing additional
quark-antiquark pairs, which then combine to form color-neutral bound states (hadrons) in a process
referred to as hadronization. Consequently, colored particles cannot be observed freely in nature,
a concept known as confinement. Moreover, the range of the strong interaction is limited to short
distances of approximately 1/𝛬QCD ≈ 1 fm [20, 24].

These color-neutral hadrons can be categorized into two groups based on their constituents. Firstly,
there are mesons, which consist of a color-charged quark and an anti-quark with corresponding
anti-color. Secondly, a color-neutral state can be achieved by combining three quarks with distinct
color charges. Such three-quark objects are referred to as baryons. Furthermore, it is theoretically
possible to form color-neutral objects by binding higher numbers of quarks and antiquarks together. In
fact, evidence for tetraquarks, composed of two quarks and two antiquarks, as well as for pentaquarks,

7



Chapter 2 Theoretical overview

Figure 2.3: Measurements of the strong coupling strength 𝛼s at different energies 𝑄 reveal its variation from
high values at low energies (confinement) to relatively lower values at high energies (asymptotic freedom).
Figure from Reference [17].

has been reported in recent experiments [25–28]. However, distinguishing these states from complex
molecule-like baryon-meson structures can be challenging.

The third fundamental interaction within the SM is the weak nuclear force. In the 1960s, Glashow,
Weinberg, and Salam demonstrated independently how it could be unified with the electromagnetic
force to create the electroweak interaction [5–7]. This electroweak unification is governed by the
symmetry group represented as SU(2)L × U(1)Y in which three vector bosons𝑊 `

1 ,𝑊 `

2 , and𝑊 `

3 and
the interaction strength 𝑔w are associated with the SU(2)L symmetry group. The electroweak theory
describes both charged and neutral currents of the electromagnetic and the weak interaction. The
weak charged currents are mediated by the𝑊± bosons, that are expressed as linear combinations of
𝑊
`

1 and𝑊 `

2 :

𝑊
`,±

=
1
√

2

(
𝑊
`

1 ∓ 𝑖𝑊 `

2
)

(2.8)

They exclusively interact with left-chiral particles (or right-chiral antiparticles), as indicated by
the symmetry group’s subscript. Mathematically, this is represented by the projection operator
𝑃L = 1

2 (1 − 𝛾5), which is applied to each𝑊±-fermion interaction. This characteristics sets the weak
interaction apart as the only force which is maximally parity violating, as experimentally shown in
References [29, 30]. Consequently, all left-chiral particles are organized into weak isospin doublets
(𝑢L, 𝑑L) or (aL, 𝑙L) and carry a weak isospin 𝑇w = 1

2 . In contrast, right-chiral particles like 𝑒R
are singlets under SU(2)L transformations with 𝑇w = 0. Additionally, every particle possesses a
hypercharge 𝑌 due to the local U(1)Y symmetry which governs the coupling to the corresponding
vector boson 𝐵` with interaction strength 𝑔′. In this framework, the electric charge 𝑞 follows from
𝑞 = 𝑇3 + 𝑌

2 , where 𝑇3 signifies the third component of the weak isospin [20, 24].

The observed neutral gauge bosons, 𝛾 and 𝑍0, are mixtures of both 𝐵` and the 𝑊 `

3 through the
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2.1 Standard Model of particle physics

weak mixing angle \w: (
𝐴
`

𝑍
`

)
=

(
cos \w sin \w
− sin \w cos \w

)
·
(
𝐵
`

𝑊
`

3

)
(2.9)

Utilizing the relationship between the elementary electric charge and the weak mixing angle,
expressed as 𝑒 = 𝑔w sin \w = 𝑔

′ cos \w, the coupling of the 𝑍0 boson to fermions, denoted as
𝑔𝑍 = 𝑔w𝑇3 cos \w − 𝑔′𝑌2 sin \w, can be written as follows:

𝑔𝑍 =
𝑔w

cos \w
(𝑇3 − 𝑞 sin2

\w), (2.10)

effectively resulting in different coupling strengths to the left-chiral and right-chiral components of a
particle.

The name-giving weakness of the interaction is a direct consequence of the substantial masses of
the gauge bosons,𝑊± and 𝑍0, as the effective coupling scales with 𝑔2

w/𝑚
2
𝑊 /𝑍 . The weak coupling

constant 𝛼w =
𝑔

2
w

4𝜋 itself amounts to roughly 1
29.5 at low energies and hence would be larger than the

electromagnetic coupling [20, 24].
The discovery of massive gauge bosons poses a challenge to the essential requirement of gauge

invariance within the Yang-Mills theory. For instance, a term like 1
2𝑚

2
𝐴𝐴`𝐴

` is evidently not invariant
under the local U(1) gauge transformation 𝐴` → 𝐴

′
` = 𝐴` − 𝜕`𝜒. Furthermore, the fermion mass

term −𝑚ΨΨΨ (see Eq. (2.2)) can also be expressed as −𝑚Ψ(ΨRΨL + ΨLΨR). This term couples
left-chiral and right-chiral particle states, even though they respond differently to local SU(2)L gauge
transformations. Consequently, this term violates the necessary gauge invariance, as demonstrated by
t’Hooft [3, 31, 32], and renders the electroweak theory non-renormalisable.

To address this challenge, the Higgs mechanism was developed. It introduces a mechanism that
breaks local gauge invariance, which will be discussed in the following section.

2.1.3 Electroweak symmetry breaking

In the SM, both the massive gauge bosons and the charged fermions acquire their mass due to the Higgs
mechanism, independently proposed by Englert and Brout, as well as by Higgs in 1964 [33, 34]. Within
this context, the corresponding mass terms in the Lagrangian emerge from the interaction between the
particles and the Higgs field after spontaneous symmetry breaking of SU(2)L × U(1)Y → U(1)em.

The minimal choice to enable the generation of three massive gauge bosons is to introduce a pair of
complex scalar fields organized as a weak isospin doublet, the Higgs doublet:

Φ =

(
𝜙
+

𝜙
0

)
=

1
√

2

(
𝜙1 + 𝑖𝜙2
𝜙3 + 𝑖𝜙4

)
(2.11)

The possible additional terms arising in the Lagrangian for the scalar fields, maintaining invariance
under both SU(2)L and U(1)Y gauge transformations, can be expressed as follows:

LHiggs ⊃ (𝐷`Φ)†(𝐷`Φ)︸             ︷︷             ︸
free Higgs and Higgs-𝑊 /𝑍0 interaction

− 𝑦 𝑓

(
�̄�Φ𝑅 + �̄�Φ†

𝐿

)
︸                   ︷︷                   ︸
Higgs-fermion interactions

−
(
`

2
Φ

†
Φ + _(Φ†

Φ)2
)

︸                     ︷︷                     ︸
Higgs potential 𝑉Higgs (Φ)

(2.12)
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Chapter 2 Theoretical overview

In this equation, the covariant derivative 𝐷` is given by 𝐷` = 𝜕` + 𝑖 𝑔w
2 ®𝜎 · ®𝑊` + 𝑖 𝑔

′

2 𝑌Φ𝐵` with
the hypercharge of the Higgs doublet of 𝑌Φ = 1. The symbol 𝐿 represents a left-handed lepton
or quark doublet 𝐿 = ( 𝑓 u

𝐿 , 𝑓
d
𝐿)

†, 𝑅 denotes the corresponding right-handed singlets, and 𝑦 𝑓 is the
fermion-dependent strength of the Yukawa coupling to the Higgs [20, 24].

The Higgs potential (see Eq. (2.12)) obtains a non-trivial minimum when the `2 term adopts a
negative value. Under this condition, the field Φ settles into a vacuum state in a process known as
spontaneous symmetry breaking. This new state is characterized by

|Φ| =

√︄
− `

2

2_
B

𝑣
√

2
. (2.13)

Here, 𝑣 is referred to as the vacuum expectation value of the Higgs field, which can be obtained from
experimental measurements of 𝑚𝑊 , 𝑚𝑍 , and 𝑔w and is determined to be 𝑣 = 246 GeV. Excitations of
the field around the new minimum define a particle state that corresponds to the SM Higgs boson.
Without loss of generality, the unitary gauge can be chosen, expressing the Higgs doublet as

Φ =
1
√

2

(
0

𝑣 + ℎ

)
. (2.14)

In this equation, the Higgs boson is represented by ℎ [20, 24]. Subsequently, the Higgs potential reads

𝑉Higgs(Φ) = _𝑣2
ℎ

2 + _𝑣ℎ3 + 1
4
_ℎ

4 − 1
4
_𝑣

4. (2.15)

The first term induces the Higgs boson mass, measured to be 𝑚ℎ ≈ 125 GeV [35, 36]. Additionally,
so far unmeasured Higgs self-couplings are predicted that are experimentally very challenging but
interesting to probe [37–39].

After symmetry breaking, the first term of the Higgs Lagrangian yields:

(𝐷`Φ)†(𝐷`Φ) = 1
2
(𝜕`ℎ) (𝜕

`
ℎ) + 1

4
𝑔

2
w𝑊

−
`𝑊

`,+(𝑣 + ℎ)2 (2.16)

+ 1
8

(
𝐵` 𝑊`,3

) (
𝑔
′2 −𝑔w𝑔

′

−𝑔w𝑔
′

𝑔
2
w

) (
𝐵
`

𝑊
`

3

)
(𝑣 + ℎ)2. (2.17)

The components scaled by only the vacuum-expectation value result in the generation of the gauge
boson masses. By acquiring mass, vector bosons obtain an additional degree of freedom, the
longitudinal polarization, compared to their previous massless state. This additional degree of freedom
can be attributed to the Goldstone modes of the Higgs field, that are absorbed by the weak gauge
bosons.

Following the diagonalization of the term in Equation (2.17), along with the definition of the weak
mixing angle \w = tan \w =

𝑔
′

𝑔w
and Equation (2.9), the mass matrix of the neutral gauge bosons can

be formulated as
1
8
𝑣

2
(
𝐴` 𝑍`

) (
0 0
0 𝑔

2
w + 𝑔′2

) (
𝐴
`

𝑍
`

)
. (2.18)

The presence of a massless photon is deduced and the 𝑍0 boson mass can be derived [20, 24].
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2.1 Standard Model of particle physics

The second term of Equation (2.12) becomes responsible for generating fermion masses by coupling
the left- and right-chiral fermion fields. As an illustrative example, for the first quark doublet, this
term can be expressed as:

L ⊃ −
𝑦𝑑√

2
(𝑑L𝑑R + 𝑑R𝑑L) (𝑣 + ℎ). (2.19)

This term leads to the derivation of the down quark mass of 𝑚𝑑 = 𝑦𝑑
𝑣√
2
. The Hermitian conjugate of

the Lagrangian provides masses to up-type quarks [20, 24].

Generally, the weak eigenstates that define the SU(2)L doublets and singlets do not need to
correspond to the physical mass eigenstates that are relevant for the free-particle propagation. Indeed,
when explicitly extending the Higgs-fermion interaction term from Equation (2.12) to encompass
multiple fermion generations, non-diagonal mass matrices for quarks emerge after symmetry breaking.
The mass eigenstates of quarks can be derived through the diagonalization of these mass matrices,
involving distinct transformations in flavor space for both left- and right-chiral fields. From these
transformations, the Cabibbo-Kobayashi-Maskawa (CKM) matrix [40, 41] is obtained, which
serves as a linkage between the weak eigenstates, from here on explicitly denoted with a prime, and
the mass eigenstates: ©«

𝑑
′

𝑠
′

𝑏
′

ª®¬ =
©«
𝑉𝑢𝑑 𝑉𝑢𝑠 𝑉𝑢𝑏
𝑉𝑐𝑑 𝑉𝑐𝑠 𝑉𝑐𝑏
𝑉𝑡𝑑 𝑉𝑡𝑠 𝑉𝑡𝑏

ª®¬︸                       ︷︷                       ︸
𝑉CKM

©«
𝑑

𝑠

𝑏

ª®¬ (2.20)

When expressed in terms of mass eigenstates, the quark coupling to the𝑊 bosons becomes proportional
to the CKM-matrix elements. Thus, the probability of a flavor transition from the 𝑖-th generation up-
type quark to the 𝑗-th generation down-type quark is determined by |𝑉𝑖 𝑗 |

2 and flavor-changing charged
currents do occur at tree level. The field of particle physics concerned with precise measurements of
quark-flavor transitions is commonly referred to as flavor physics.

The CKM-matrix elements are fundamental parameters of the SM and must be measured experi-
mentally. Their magnitudes are determined to be [17]:

|𝑉CKM | = ©«
0.97373 ± 0.00031 0.2243 ± 0.0008 0.00382 ± 0.00020

0.221 ± 0.004 0.975 ± 0.006 0.0408 ± 0.0014
0.0086 ± 0.0002 0.0415 ± 0.0009 1.014 ± 0.029

ª®¬ (2.21)

This configuration reveals a clear hierarchy, resulting in what is known as CKM suppression of flavor
transitions between different quark generations. The CKM matrix is required to be unitary in the
absence of any unknown particles fields, making it a stringent test of the SM’s consistency. One of the
off-diagonal unitary conditions, referred to as the unitary triangle is particularly suitable for these
tests due to similar orders of magnitude in its different terms:

𝑉𝑢𝑑𝑉
∗
𝑢𝑏 +𝑉𝑡𝑑𝑉

∗
𝑡𝑏 +𝑉𝑐𝑑𝑉

∗
𝑐𝑏 = 0 (2.22)

It can be visualized as a triangle in the complex plane, typically represented after normalization by
𝑉𝑐𝑑𝑉

∗
𝑐𝑏, so that its vertices are located at (0, 0), (0, 1), and ( �̄�, [̄). Here, �̄�, [̄ are parameters from the

Wolfenstein parameterization [42]). Testing the closure of this triangle is achieved through various
approaches that combine available experimental data, as outlined in more detail in References [43, 44].
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This results in one of the most iconic plots in the field of flavor physics, as illustrated in Figure 2.4.
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Figure 2.4: Experimental constraints on the unitary triangle are shown, as provided by the CKMfitter group [45].
Numerous different experimental measurements serve as input and are tested for consistency.

Sections 2.2 and 2.3 introduce additional powerful methods for scrutinizing the SM, leading to
a similarly iconic plot (see Sec. 2.3.1). To provide context, Section 2.1.4 first presents reasons why
these tests are imperative.

2.1.4 Shortcomings of the Standard Model

Despite the Standard Model’s outstanding success in accurately describing microscopic processes
with remarkable precision, it is evident that the SM must be incomplete.

This incompleteness becomes particularly obvious at cosmic scales, where gravity, the dominating
force at these scales, is not accounted for within the SM framework at all. Instead, Einstein’s theory of
general relativity, formulated in 1915 [46], remains the most recent and successful theory of gravity,
despite its incompatibility with the QFT framework of the SM [47]. While gravity has negligible effects
at the energies that are currently explored in experimental particle physics, its significance becomes
pronounced latest at the Planck scale of approximately 1019 GeV, necessitating the development of a
coherent theory of quantum gravity.

In addition, astronomical observations have unveiled that only approximately 5% of the universe’s
energy is composed of baryonic matter [48], which is described by the SM. In contrast, about 26.5%
is constituted by dark matter, which is observed solely through gravitational interaction. Potential
dark matter candidates are as-yet-undiscovered particles that do not, or only extremely loosely, engage
with the electromagnetic and strong force. The absence of observations of weakly interacting massive
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particles (WIMPs) around their anticipated energy scale of O(1 TeV) [49, 50], which would account for
the universe’s dark matter abundance through thermal production with weak interaction cross-sections,
has prompted expanded exploration of alternative dark matter candidates and solutions. These include
scenarios like axions [51–54], sterile neutrinos [55–57], primordial black holes [58], or more exotic
theories as modified Newtonian dynamics [59]. The remaining 68.5% of the universe’s energy is
attributed to dark energy with unknown origin, which is accountable for the observed accelerated
expansion of the universe.

Furthermore, a significant matter-antimatter asymmetry characterizes our universe, substantiated
not only by our existence but also through measurements of the relative abundance of light chemical
elements in the early universe after nucleosynthesis [48, 60]. This contradicts the expected equal
production of matter and antimatter after the Big Bang. Such an asymmetry can originate from
scenarios that deviate from thermal equilibrium, such as potentially during the moment of electroweak
symmetry breaking [61, 62] (see Sec. 2.1.3). Moreover, it necessitates baryon-number violating
processes, like hypothetical sphalerons [63], and the violation of charge-parity (CP) symmetry [64].
The CKM matrix, as discussed in Section 2.1.3, introduces a non-trivial complex phase due to its
three-dimensionality, resulting in CP violation within the SM framework. Its size is directly related
to the area of the unitary triangle depicted in Figure 2.4. However, it falls short by several orders of
magnitude in explaining the observed asymmetry in the universe [65, 66]. Consequently, the existence
of additional CP-violating processes is indispensable.

In the SM, neutrinos are massless, as mentioned in Section 2.1.1. However, the observation of
neutrino oscillations has established the existence of neutrino masses [67–69]. If these masses were
acquired through the same Higgs mechanism as for other fermions (see Sec. 2.1.3), it would necessitate
the existence of right-chiral neutrinos. These right-chiral neutrinos would be singlets under all of
the SM’s gauge transformations, implying that their properties are not protected by any intrinsic
symmetry. This fact, along with the substantial difference in required Yukawa-coupling strengths
of 𝑦a . O(10−13) compared to 𝑦𝑒 = O(10−6) or 𝑦𝑡 = O(1) suggests alternative mechanisms for
neutrino mass generation [70, 71]. The interplay of this issue with other unresolved questions in
particle physics, as outlined above, is particularly intriguing.

In addition to the problems mentioned so far, several properties of the SM are unsatisfactory from a
theoretical perspective.

Even without considering the neutrino sector, the SM involves 18 free parameters that are not
predicted by theory. These include three force coupling constants, two parameters defining the Higgs
mechanism, nine different Yukawa couplings determining the particle masses, three CKM angles, and
the CP-violating phase in 𝑉CKM. Additionally, there is the possibility of a CP-violating parameter in
QCD, denoted as \QCD, which is experimentally measured to be indistinguishable from zero. It is
desirable to seek more fundamental explanations for these parameters within more comprehensive
theories.

Following the successful unification of the electromagnetic and weak forces, there is a compelling
notion that all quantum field theories may arise from a more fundamental symmetry that is spontaneously
broken. Such candidates for grand unified theories, like SO(10) → · · · → SU(3)C × SU(2)L ×
U(1)Y [72], not only naturally require the existence of right-chiral neutrinos but also introduce
leptoquarks, particles with quark and lepton properties. Leptoquarks will be further explored in
Section 2.3. The existence of a connection between fundamental forces gains support from the
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Chapter 2 Theoretical overview

observation that quantum anomalies are avoided solely because of specific relationships between the
electric charges of quarks and the number of different colors in the strong interaction, despite the
theoretical independence of these parameters. These grand unified theories are typically situated at
energy scales around 1016 GeV, which is inferred from the running of interaction coupling strengths.
It is not unfounded to speculate that quantum gravity, expected to become significant latest at Planck
scale of 1019 GeV, might also play a role in such a unification.

Lastly, the Higgs mass lacks protection from symmetries due to the scalar nature of the Higgs boson.
This implies that quantum corrections would naturally drive its value up to the highest existing energy
scales. In essence, the presence of any hypothetical new particles at energy scales such as 1016 GeV -
1019 GeV, that interact directly or indirectly with the Higgs, would render the relatively low Higgs
mass highly unnatural [73, 74].

Several extensions of the SM have been proposed to address some of the presented caveats. Many
of these extensions, including the extensively studied supersymmetry [75], predict an extended Higgs
sector, such as a two-Higgs-doublet model (2HDM) [76]. These extended Higgs sectors not only
provide possible additional CP-violating mechanisms to address the matter-antimatter asymmetry,
they also introduce charged Higgs bosons, which will be discussed in Section 2.3.

2.2 Semileptonic 𝑩-meson decays

The Standard Model can be rigorously examined in a relatively model-independent manner by
comparing precise experimental measurements of SM processes to their theoretical prediction.
Depending on the precision of both, experiment measurements and theoretical calculations, it is
possible to derive constraints on potential unknown interactions. These constraints can often surpass
the limits of direct search experiments by a significant margin [77].

Usually, electroweak interactions can be precisely calculated using perturbation theory, allowing
for accurate theoretical predictions. However, for the strong interactions, perturbation theory is
inadequate beyond hard scattering processes, making theory predictions involving hadronization
processes challenging. Semileptonic 𝐵-meson decays encompass both, as elaborated in the following
sections.

2.2.1 Fundamental characteristics

The 𝐵 meson is an intriguing particle for investigation. It consists of a third-generation bottom quark
and a first-generation up or down quark, featuring a clear mass hierarchy between them. Additionally,
the 𝑏-quark mass 𝑚𝑏 ≈ 4.2 GeV [17] is significantly larger than the QCD scale of 𝛬QCD ≈ 200 -
300 MeV, resulting in the 𝑏 quark’s velocity being minimally influenced by QCD dynamics. These
properties allow for calculations within the framework of heavy quark effective theories (HQETs).
HQETs reorganize the effective Lagrangian using an approach similar to perturbation theory, expressing
it in inverse powers of 𝑚𝑄, where 𝑄 represents a heavy quark, either 𝑏 or 𝑐. In the heavy quark limit
𝑚𝑄 → ∞, the effective Lagrangian becomes independent of the heavy quark’s mass, flavor, or spin,
essentially treating it as a static source of the color field. Consequently, the dynamics of the meson
primarily involve interactions between the light quark and this stationary potential. Corrections to
these simplifications are suppressed by O(1/𝑚𝑄).
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2.2 Semileptonic 𝐵-meson decays

This work is centered around the study of semileptonic 𝐵-meson decays, 𝐵 → 𝑋𝑙a. They are
initiated by the underlying parton decay 𝑏 → 𝑐 or, rarely, 𝑏 → 𝑢. In these processes, the 𝐵 meson
decays into either a charged electron, muon, or 𝜏 lepton, along with a neutrino a and a hadronic
component denoted as 𝑋 . As illustrated in Figure 2.5, these decays occur at tree-level, making them
relatively frequent. Furthermore, leptons generate distinct signatures in particle detectors (see Chap. 3),
increasing experimental sensitivity. Additionally, semileptonic 𝐵-meson decays are theoretically better
understood than purely hadronic decays for reasons elaborated below, which renders them highly
effective for probing the SM and for measuring the fundamental CKM-matrix elements 𝑉𝑞𝑏.

!𝑏

𝑐

𝑾!

𝒍!

𝝂𝒍

𝑽𝒄𝒃

𝑞

𝑞

Figure 2.5: A tree-level 𝐵 → 𝑋𝑐 𝑙a decay is illustrated as described in the SM.

In semileptonic 𝐵 → 𝑋𝑙a decays, the four-momentum transfer to the leptonic system is significantly
smaller than the mass of the 𝑊 boson. Consequently, the dynamics of the 𝑊 boson is negligible,
leading to the effective Hamiltonian:

𝐻eff = 𝑉𝑞𝑏

(
𝑞𝛾

` (1 − 𝛾5)𝑏
) 4𝐺F√

2

(
𝑙𝛾` (1 − 𝛾5)a

)
+ h.c., with 𝑞 = {𝑢, 𝑐}. (2.23)

Here, the Fermi constant 𝐺F√
2
=

𝑔
2
w

8𝑚2
𝑊

represents the effective coupling strength of weak decays in the
low-energy limit. As leptons do not participate in the strong interaction, the equation can be factorized
into a leptonic and a hadronic current. The leptonic part is governed by the weak interaction, making
it straightforward to calculate via perturbation theory. In constrast, the hadronic current involves
non-perturbative strong interactions resulting from the heavy quark interacting with the light degrees
of freedom inside the hadrons.

Both theoretically and experimentally, two complementary approaches are employed to study these
decays. In the exclusive approach, a specific decay mode like 𝐵 → 𝐷𝑙a or 𝐵 → 𝐷

∗
𝑙a is selected, and

different theoretical considerations are applied depending on the hadron’s properties. This is briefly
discussed in the following section.

In constrast, the inclusive approach does not specify the hadronic system, encompassing all of the
exclusive decays. Inclusive theory calculations take advantage of the fact that the total decay rate can
be expressed as an expansion involving a manageable number of non-perturbative terms, referred to as
the heavy quark expansion (HQE) [78].
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Chapter 2 Theoretical overview

2.2.2 Decay kinematics and parameterization

Since𝑉𝑐𝑏 � 𝑉𝑢𝑏, the large majority of 𝐵 → 𝑋𝑙a decays (𝑙 = 𝑒, `, 𝜏) are governed by the 𝑏 → 𝑐 quark
transition, resulting in a hadronic final state containing a 𝑐 quark, denoted as 𝑋𝑐 . The complexity of
the decay kinematics varies depending on the properties of the 𝑋𝑐 meson involved.

For the most prevalent 𝐵 → 𝐷
(∗)
𝑙a decays, the decay amplitude is proportional to the following

matrix element, which is derived from Equation (2.23):

M(𝐵 → 𝐷
(∗)
𝑙a) = −𝑉𝑐𝑏 〈𝐷

(∗) |𝑐𝛾` (1 − 𝛾5)𝑏 |𝐵〉 𝑖𝐺F√
2

(
𝑙𝛾` (1 − 𝛾5)a

)
(2.24)

The description of non-perturbative hadron transitions relies on form factors. They are functions
dependent on the squared transferred four-momentum 𝑞

2, with 𝑞` = 𝑃
`

𝑙
+ 𝑃`a = 𝑃

`

𝐵
− 𝑃`

𝑋𝑐
, which

correlates with the mass of the virtual𝑊 boson.1 Various approaches exist for parameterizing these
form-factor functions, which are discussed in the following.

In the context of the decay involving the pseudoscalar 𝐵 meson transitioning to a pseudoscalar 𝐷
meson, the hadronic current can be characterized in terms of the vector 𝑓+(𝑞

2) and scalar 𝑓0(𝑞
2) form

factors, yielding the decay rate:

dΓ
d𝑞2 =

𝐺
2
F |𝑉𝑐𝑏 |

2

24𝜋3 | ®𝑝𝐷 |
3

(
1 −

𝑚
2
𝑙

𝑞
2

) [
𝑓

2
+ (𝑞

2)
(
1 +

𝑚
2
𝑙

2𝑞2

)
+ 3

2
𝑚

2
𝑙

𝑞
2

(
𝑚

2
𝐵 − 𝑚2

𝐷

2𝑚𝐵 | ®𝑝𝐷 |

)
𝑓

2
0 (𝑞

2)
]

. (2.25)

For decays involving electrons or muons (denoted as ℓ = 𝑒, `), the approximation 𝑚ℓ ≈ 0 GeV is
suitable, leading to the differential rate of 𝐵 → 𝐷ℓa becoming independent of 𝑓0(𝑞

2).
For 𝐵 → 𝐷

∗
𝑙a, which involves the vector meson 𝐷∗, the description is more complex, leading to

four form-factor functions instead of two. The increased complexity of the decay kinematics is fully
characterized by four independent kinematic variables, which also take into account the 𝐷∗ meson’s
daughter particles (𝐷∗ → 𝐷𝜋/→ 𝐷𝛾). These variables include the momentum transfer 𝑞2 or the
related recoil parameter 𝑤 = (𝑚2

𝐵 + 𝑚2
𝐷

∗ − 𝑞2)/(2𝑚𝐵𝑚𝐷∗), along with three angular variables: the
angle between lepton and virtual𝑊 boson \𝑙, the angle between 𝐷 and 𝐷∗ meson \𝑉 , and the angle
between the decay planes of the𝑊 boson and 𝐷∗ meson 𝜒.

The Caprini-Lellouch-Neubert (CLN) parameterization [79], leverages the spin-flavor symmetry
of HQET to reduce the number of free parameters in the form factors. In this parameterization,
the form factors are expressed as expansions in the complex variable 𝑧, which is derived from the
momentum transfer 𝑞2. Additionally, constraints from unitarity are applied. For 𝐵 → 𝐷ℓa decays with
𝑚ℓ ≈ 0 GeV, this results in two free parameters: the form factor at zero recoil, G(𝑤(𝑞2

max) = 1), and
the linear slope parameter 𝜌2. The latter parameter is determined experimentally from the differential
𝑞

2 spectrum, while regardless of the chosen form-factor parameterization and decay, input from lattice
QCD theory predictions [80–82] is indispensable in order to derive the form-factor normalization
(here G(1)) to determine CKM-matrix elements. In the case of 𝐵 → 𝐷

∗
ℓa and 𝑚ℓ ≈ 0 GeV, four

form-factor parameters are derived from the differential spectrum of the four characteristic decay
variables described above. For decays involving 𝜏 leptons, the lepton mass becomes non-negligible,

1 In this thesis, four-momenta are represented by uppercase letters, 𝑃, to differentiate them from the absolute values of
three-momenta, denoted as lowercase 𝑝 ≡ | ®𝑝 |. However, for the squared transferred four-momentum 𝑞

2, the lowercase
letter is employed in alignment with common literature.
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2.2 Semileptonic 𝐵-meson decays

introducing an additional parameter for both 𝐵 → 𝐷𝜏a and 𝐵 → 𝐷
∗
𝜏a.

A more general parameterization is the Boyd-Grinstein-Lebed (BGL) parameterization [83]. This
approach relies solely on QCD dispersion relations. The form factors in the BGL parameterization are
expressed as a power series in 𝑧 and are proportional to Blaschke factors, containing the 𝐵𝑐 or 𝐵∗

𝑐 poles.
The truncation order of the power series, and thus the number of independent parameters, can, for
example, be determined on data using the nested hypothesis test [84]. Like in other parameterizations,
these parameters must be determined through fits to experimental data, with additional input from
lattice QCD at zero recoil.

More recently, the Bernlochner-Ligeti-Papucci-Robinson-Xiong-Prim (BLPRXP) parameteriza-
tion [85] was proposed. This parameterization adopts a supplemental power counting scheme for
HQET, which is based on counting insertions of the transverse residual momentum within HQET
correlators, referred to as the residual expansion. What sets this approach apart is the independence
from model-dependent calculations like QCD sum rules or light-cone sum rules. The authors argue
that higher-order terms within this power counting may be naturally suppressed, and that adopting this
parameterization can result in significant simplifications of the second-order power corrections in
HQET. Furthermore, in Reference [85], all the form-factor parameters required for characterizing
𝐵 → 𝐷

(∗)
ℓa and 𝐵 → 𝐷

(∗)
𝜏a decays are extracted simultaneously, ensuring a coherent treatment of

semileptonic decays into light leptons and 𝜏 leptons.

An additional significant contribution of the inclusive 𝐵 → 𝑋𝑐𝑙a decays arises from orbital
excitations of the 𝑋𝑐 mesons, specifically the four 1𝑃 states with orbital angular momentum 𝐿 = 1
in the non-relativistic quark model. The 𝐷1 and 𝐷∗

2 state, with subscripts indicating their total spin
𝐽, exhibit relatively narrow widths of approximately 30 MeV. Additionally, there are two broader
resonances with widths of a few hundred MeV, known as the 𝐷∗

0 and the 𝐷 ′
1. Collectively, these four

states are summarized as 𝐷∗∗.
The decay kinematics of these states were initially studied by Leibovich, Ligeti, Stewart, and

Wise (LLSW) [86, 87] within the HQET framework. In this model, the differential decay widths
are expressed as functions of the recoil parameter and the angle between the lepton and charmed
meson. A key observation is that certain 𝛬QCD/𝑚𝑐,𝑏 corrections to form factors at zero recoil are
determined by the mass splittings of the (𝐷, 𝐷∗), (𝐷∗

0, 𝐷
′
1), and (𝐷1, 𝐷

∗
2) meson doublets. To reduce

the number of free parameters, a linear shape is assumed for the unknown leading-order term2 in the
form-factor parameterization, and the form factors of the broad states are deduced from the narrow
states’ form-factor slope and normalization using quark-model predictions.

More recent investigations by Bernlochner, Ligeti, and Robinson (BLR) [88, 89] have aimed to
mitigate model dependencies and assumptions in this parameterization, resulting in a more data-driven
description of the decay kinematics. In this approach, the form-factor parameters for both narrow
and broad 𝐷

∗∗ states are obtained through fits to experimental data independently, and several
parameter-assumptions are generalized.

In comparison to the 1𝑆 states 𝐷 and 𝐷∗, the experimental data for the 𝐷∗∗ states remains relatively
limited. This data limitation results in larger uncertainties in branching fraction and decay kinematics,
particularly for the broad 𝐷∗∗ states. A detailed discussion of these uncertainties is presented in
Sections 3.4.3, 5.3.2, 5.3.3 and 8.1.2.

The 𝐵 → 𝑋𝑢𝑙a decays present a distinct and interesting topic within the field of semileptonic

2 The leading-order Isgur-Wise function
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Chapter 2 Theoretical overview

𝐵-meson decays, accompanied by both experimental and theoretical challenges. Unlike 𝐵 → 𝑋𝑐𝑙a

decays, these events involve light hadronic final states and are theoretically described by various
frameworks for inclusive decays [90–94]. Similarly to the description of 𝐵 → 𝐷

(∗)
𝑙a decays,

exclusive 𝐵 meson decays into light resonances, such as 𝜋, 𝜌, and 𝜔 mesons, are described using
form-factor parameterizations as introduced, e.g., in References [95, 96]. Non-resonant decays into
multiple hadronic final states play a more significant role, and their composition among existing light
resonances is typically considered in hybrid models [97]. However, 𝐵 → 𝑋𝑢𝑙a decays experience
strong CKM-suppression, resulting in significantly lower branching fractions compared to 𝐵 → 𝑋𝑐𝑙a

decays, making their relevance limited in the context of this thesis.

2.3 Lepton universality

The coupling terms of charged leptons in the SM Lagrangian are given as:

L ⊃ −
∑︁

𝑙=𝑒,`,𝜏

Ψ𝑙𝛾
`

[
𝑞𝐴

a
` +

𝑔𝑤

2
√

2

(
1 − 𝛾5

)
𝑊

±
` +

𝑔w
2 cos \w

(
𝑇3 − 2𝑞 sin2

\w − 𝛾5
𝑇3

)
𝑍

0
` +

𝑦𝑙√
2
ℎ

]
Ψ𝑙

(2.26)
The electroweak gauge interactions are lepton-flavor independent, a symmetry referred to as lepton
universality.3 This symmetry has been experimentally validated to a high degree of precision (O(1 ‰)
to O(1%)) in decays of𝑊± and 𝑍0 bosons [98–110]. The coupling to the Higgs already violates global
lepton universality, resulting in the different masses of the leptons. Therefore, lepton-universality
tests primarily aim to examine the experimental agreement with theory predictions within the SM
framework.

Numerous theoretical frameworks predict processes that introduce lepton-flavor dependent couplings,
extending beyong the SM. One notable example is an extended Higgs sector featuring two Higgs
doublets, a necessity in various beyond-the-SM scenarios. In this context, charged Higgs bosons 𝐻±

emerge and directly establish charged currents with coupling strengths proportional to the distinct
lepton masses at tree level [111]. These deviations from lepton universality would be particularly
pronounced in 𝐵-meson decays involving 𝜏 leptons, making them a sensitive probe for such extensions.

Another intriguing theoretical avenue involves theories that unify QCD and electroweak interactions,
introducing particles known as leptoquarks. Leptoquarks facilitate interactions between quarks and
leptons and can give rise to lepton-specific couplings to the 𝑏 quark. Such interactions could manifest
as deviations in 𝐵 → 𝑋𝑙a decays [112], again increasing the sensitivity of these decays to new physical
phenomena. Both of these processes are depicted in Figure 2.6. The magnitude of observed deviations
from the SM-only predictions depends on the mass and coupling properties of these hypothetical
intermediate particles.

Both in experimental measurements and theoretical calculations, precision is further enhanced
when quantities are expressed as (branching-fraction) ratios of lepton flavors, as utilized in the two

3 In the literature, the term lepton-flavor universality is also commonly used. However, some recent publications have
favored a clearer distinction between measurements that probe the universality of the coupling (i.e., by looking for lepton
universality violation (LUV)) and measurements that probe direct lepton-flavor violation (LFV) such as in decays like
𝑍

0 → 𝑒`. Therefore, this work follows the notation of lepton universality.
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Figure 2.6: Lepton-universality violating processes are illustrated, that may alter the tree-level 𝐵 → 𝑋𝑐 𝑙a decay.
In the depicted scenario, a charged Higgs boson serves as the mediator particle, highlighted in red, while an
alternative scenario involving an intermediate leptoquark (LQ) is represented in gold.

analyses presented in this thesis:

𝑅(𝑋𝑒/`) =
B(𝐵 → 𝑋𝑒a)
B(𝐵 → 𝑋`a) and 𝑅(𝑋𝜏/ℓ) =

B(𝐵 → 𝑋𝜏a)
B(𝐵 → 𝑋ℓa) with ℓ = {𝑒, `}. (2.27)

This enables the cancellation of experimental and theoretical uncertainties on common factors, such
as those related to specific event-selection efficiencies (see Sec. 5.4) or the magnitude of |𝑉𝑐𝑏 |.

In the past decade, several measurements investigating exclusive semileptonic 𝐵-meson decays have
reported evidence of lepton-universality violation. Section 2.3.1 introduces various measurements
indicating an enhanced 𝐵 → 𝐷

(∗)
𝜏a branching fraction. In Section 2.3.2, the experimental status of

related inclusive measurements with 𝑏 quarks is summarized, and the measurement of 𝑅(𝑋𝜏/ℓ) is
motivated. Section 2.3.3 provides an overview of observations challenging light-lepton universality,
motivating the measurement of 𝑅(𝑋𝑒/`).

2.3.1 The 𝑹(𝑫 (∗)
) anomaly

In a manner similar to Equation (2.27), exclusive branching-fraction ratios serve as a precise tool for
investigating lepton universality:

𝑅(𝐷 (∗) ) = B(𝐵 → 𝐷
(∗)
𝜏a)

B(𝐵 → 𝐷
(∗)
ℓa)

. (2.28)

These ratios have been quantified by various experiments at 𝐵 factories (see Sec. 3.1), including
BaBar [113, 114], Belle [115–118] and Belle II [119], as well as by LHCb [120, 121].

The BaBar, Belle and Belle II experiments use a relatively pure 𝐵𝐵 sample produced in 𝑒+𝑒− →
𝛶(4𝑆) → 𝐵𝐵 decays [122]. One of the 𝐵 mesons is reconstructed using specific tagging methods to
determine its flavor. In References [113–117, 119], hadronic 𝐵-meson decay modes are employed
(see Sec. 4.1), providing excellent kinematic information for the 𝐵 mesons but resulting in very low
efficiencies of O(0.1%). Semileptonic tagging, as used in Reference [118], reconstructs one 𝐵 meson
in semileptonic decays, yielding higher efficiencies of O(1%) but at the expense of less precise
kinematic information due to the missing neutrino on the tag-side. Most analyses have measured
leptonic signal 𝜏-lepton decays into electrons and muons, 𝜏 → ℓaa. However, in the case of the
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Chapter 2 Theoretical overview

analysis summarized in References [116, 117], a different approach is taken by investigating hadronic
final states 𝜏 → 𝜋a and 𝜏 → 𝜌a, which provides the ability to probe polarization properties.

The LHCb experiment, operating in the forward direction of high-energy proton-proton collisions,
operates within a significantly distinct experimental environment compared to the 𝐵 factories. It
is particularly well suited for the measurement of charged particle tracks. In Reference [120], a
simultaneous determination of 𝑅(𝐷) and 𝑅(𝐷∗) is carried out by considering muonic 𝜏-lepton
decays, while Reference [121] extracted the ratio B(𝐵0 → 𝐷

∗− [𝜏+ → 𝜋
+
𝜋
−
𝜋
+(𝜋0)a𝜏]a𝜏)/B(𝐵0 →

𝐷
∗−
𝜋
+
𝜋
−
𝜋
+), from which 𝑅(𝐷∗) can be derived.

The experimental findings are combined and compared to the SM predictions by the HFLAV
collaboration [123] as illustrated in Figure 2.7.
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Figure 2.7: The experimental input from BaBar [113, 114], Belle a [115], b [116, 117], c [118], LHCb a [120],
b [121] and Belle II [119] is combined by the HFLAV collaboration [123] and compared to the SM prediction.
The experimental combination deviates from the SM prediction by 3.3𝜎. Figure from Reference [123].

Despite the diverse experimental environments and analysis strategies, the different results exhibit a
reasonable level of consistency with each other (𝑝(𝜒2) = 33%). When combined into an experimental
world average, they reveal a significant deviation from the SM prediction by 3.3𝜎 – commonly referred
to as the 𝑅(𝐷 (∗) ) anomaly.

The semileptonic branching fractions into light leptons are measured precisely and align with their
SM expectation. Therefore, the observed excess in 𝑅(𝐷) and 𝑅(𝐷∗) indicates an elevated branching
fraction of 𝐵 mesons decaying into 𝜏 leptons.

Notably, the CMS collaboration recently reported excesses, each with a local significance of
approximately three standard deviations, in two distinct analyses involving 𝜏 leptons [124, 125]. Both
analyses possess sensitivity to leptoquarks with masses of 𝑚LQ ' O(1 TeV), which could enhance
the coupling between 𝑏 quarks and 𝜏 lepton. The concordance between these findings and their
consistency with the 𝑅(𝐷 (∗) ) anomaly is yet to be investigated.
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2.3 Lepton universality

2.3.2 Inclusive 𝒃 → 𝑿𝝉𝝂 measurements

Unlike exclusive measurements, which specifically select well-controlled 𝐷 and 𝐷∗ decay modes,
inclusive measurements do not impose constraints on the particle composition of the decay’s hadronic
system. Therefore, the measurement of the inclusive ratio

𝑅(𝑋𝜏/ℓ) =
B(𝐵 → 𝑋𝜏a)
B(𝐵 → 𝑋ℓa) (2.29)

not only encompasses an unexplored fraction of 14 − 20 % of semitauonic 𝐵-meson decays (including
𝐷

∗∗, non-resonant 𝑋𝑐 , and 𝑋𝑢 final states), but also includes a significant fraction of 𝐵 → 𝐷
(∗)
𝜏a and

𝐵 → 𝐷
(∗)
ℓa decays that are excluded in 𝑅(𝐷 (∗) ) analyses, as illustrated in Figure 2.8 for 𝐵 → 𝑋ℓa

decays.

𝑫∗∗ℓ𝝂: 16.4%

𝑫𝐠𝐚𝐩ℓ𝝂: 10.2%
𝑿𝒖ℓ𝝂: 1.5% Unconsidered

𝑫 → ⋯ ℓ𝝂: 16.4%
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𝑫∗ → 𝑫 → ⋯ ℓ𝝂:
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Reconstructed
𝑫 → ⋯ ℓ𝝂: 
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Unconsidered 𝑫∗ → 𝑫 → ⋯ ℓ𝝂: 36.7%

Figure 2.8: The composition of 𝐵 → 𝑋ℓa decays (ℓ = 𝑒, `) is depicted, highlighting the fraction of decays
targeted in exclusive 𝑅(𝐷 (∗) ) analyses. These modes, averaged from References [113–119], are represented
by the dark blue displaced segments. Approximately a quarter of the 𝐵 → 𝐷

(∗)
ℓa decays are intended for

reconstruction in exclusive analyses, while the remaining 𝐵 → 𝐷
(∗)
ℓa decays in lighter blue are not considered,

primarily due to disregarded 𝐷-meson decay modes. The 𝐷∗∗, non-resonant 𝐷∗∗
gap, and 𝑋𝑢 decays contribute

only to an inclusive analysis, depicted in golden and gray.

The total statistical overlap of exclusive and inclusive analyses further reduces to approximately
O(0.5%) due to experimental selection efficiencies (see Sec. 8.2.3). This renders the inclusive
approach independent, both statistically and in its sensitivity to systematic uncertainties, to exclusive
measurements, making it a powerful and complementary test of the anomaly reported in Section 2.3.1.

For the parameter 𝑅(𝑋𝜏/ℓ), Reference [126] predicts 𝑅(𝑋𝜏/𝑒) = 0.220 ± 0.004 and 𝑅(𝑋𝜏/`) =
0.221 ± 0.004, effectively replacing a prior calculation within the same theoretical framework that
yielded 𝑅(𝑋𝑐) = 0.212±0.003. [127]. Another theoretical calculation utilizing an alternative approach
suggests 𝑅(𝑋𝑐) = 0.223 ± 0.004 [128], and by partly the same authors, 𝑅(𝑋𝑢) = 1/2.97 [129]. These
values can be combined with averaged branching-fraction values from [130].

B(𝐵 → 𝑋𝑐ℓa) = (10.65 ± 0.16)% and B(𝐵 → 𝑋𝑢ℓa) = (0.191 ± 0.027)% (2.30)
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to derive 𝑅(𝑋𝜏/ℓ) = 0.225 ± 0.006. Taking the arithmetic average of the two 𝑅(𝑋𝜏/ℓ) predictions and
their associated uncertainties yields

𝑅(𝑋𝜏/ℓ)SM = 0.223 ± 0.005 (2.31)

and with B(𝐵 → 𝑋ℓa) = (10.84 ± 0.16)% [130]

B(𝐵 → 𝑋𝜏a)SM = (2.41 ± 0.06)%. (2.32)

Experimentally, inclusive 𝐵-meson decay measurements necessitate comprehensive angular coverage
of the particle collisions and their decay products, as well as a precise understanding of the initial state
conditions. Consequently, such measurements pose significant challenges for proton-proton collision
experiments, making them widely recognized as uniquely suited to 𝑒+𝑒− colliders.

The related decay branching fraction of an inclusive 𝑏-hadron admixture into 𝜏 leptons,B(b-admix →
𝑋𝜏a), has been measured using 𝑒+𝑒− collisions at the 𝑍0 resonance at LEP by the L3 [131, 132],
DELPHI [133], ALEPH [134], and OPAL [135] collaborations.

At LEP, 𝑏 quarks are generated in pairs through the process 𝑒+𝑒− → 𝑍
0 → 𝑏𝑏. Subsequently, these

𝑏 quarks undergo hadronization, resulting in a jet of particles each. This yields a distinct back-to-back
event structure which is leveraged in the measurements to distinguish the daughters of the two 𝑏 quarks.
A multivariate tool is employed to identify a 𝑏-hadron signature within one of the jets allowing for the
analysis of the other jet in terms of the signal signature. In this context, the selection process focuses
exclusively on hadronically decaying 𝜏 leptons. The signal is extracted from the the missing energy
distribution 𝐸miss, which is calculated by subtracting the measured energy on the signal side from the
beam energy. In these measurements, the primary sources of systematic uncertainties are related to
the modeling of 𝐸miss and the parameters associated with 𝑏-quark hadronization.

To facilitate a meaningful comparison of the LEP measurements with 𝐵-meson properties, for
which both experimental and theoretical data are available, they must be corrected by the ratio of
the 𝐵-meson lifetime and the average 𝑏-hadron lifetime at LEP 𝜏𝐵/𝜏𝑏-admix = 1.0075 ± 0.0032. In
Figure 2.9, the corrected results are summarized, demonstrating alignment with the SM expectations
for B(𝐵 → 𝑋𝜏a).

However, the experimental precision of the LEP results is insufficient to validate or falsify the
findings outlined in the previous Section 2.3.1, as indicated in the same figure. Therefore, a dedicated
measurement of B(𝐵 → 𝑋𝜏a) with 𝐵 mesons, performed within the same experimental setup as
the 𝑅(𝐷 (∗) ) results, and considering the advancements made in 𝐵-meson physics over the last two
decades, is desirable.

At Belle, such a measurement of 𝑅(𝑋𝜏/ℓ) = B(𝐵 → 𝑋𝜏a)/B(𝐵 → 𝑋ℓa) was accomplished as
part of a PhD thesis [136]. In this study, the analysis utilized hadronic tagging, and the signal was
extracted through a two-dimensional fit involving the lepton momentum in the 𝐵sig frame, denoted
𝑝
𝐵
ℓ , and the missing mass squared 𝑀2

miss, which is a complex quantity discussed in more detail in
Section 7.2.2. Notably, the 𝑀2

miss distribution is exceptionally sensitive to a multitude of distinct
detector-and-simulation based effects, all of which have the potential to be inaccurately modeled.
Indeed, significant mismodeling of this quantity was observed in signal-depleted sidebands, and the
issue could not be fully resolved within the scope of the thesis.

Consequently, the result was not approved by the Belle collaboration to be officially published in a
peer-reviewed journal, and therefore, it should be considered with caution. Nonetheless, its suggested
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Figure 2.9: The individual lifetime-corrected LEP results of B(b-admix → 𝑋𝜏a) (blue, [131–135]) and their
combination (black) are presented and compared to the sum of suggested B(𝐵 → 𝐷

(∗)
𝜏a) based on the

exclusive 𝑅(𝐷 (∗) ) findings (dark purple, [113–121, 123]). The latter already approaches saturation with the
SM expectation of B(𝐵 → 𝑋𝜏a), leaving very little room for anticipated additional decays in 𝐵 → 𝑋𝜏a. An
extrapolation of this sum to account for remaining components of the full 𝑋𝜏a branching fraction is presented
(light purple). Additionally, an unofficial 𝑅(𝑋𝜏/ℓ) measurement from a PhD thesis is included (light gray, [136])
and all these results are compared against the SM predictions of B(𝐵 → 𝑋𝜏a) (gray band, [126, 128–130]).

B(𝐵 → 𝑋𝜏a) value is presented in Figure 2.9. Similarly to the 𝐵-factory based 𝑅(𝐷 (∗) ) results, it
indicates a substantial increase in the production of 𝜏 leptons compared to their lighter counterparts.

The first successful, collaboration-approved 𝐵-meson-based measurement of 𝑅(𝑋𝜏/ℓ) is presented
in this thesis and published in Reference [2].

2.3.3 Tests of light-lepton universality with 𝑩 mesons

Beyond the intriguing results related to 𝜏 leptons that challenge lepton universality, evidence for
lepton-universality violating processes has also been observed in measurements comparing electrons
to muons in semileptonic 𝐵-meson decays.

An asymmetry in the angular distributions of electrons and muons originating from 𝐵
0 → 𝐷

∗−
ℓ
+
a

decays has been reported in Reference [137], reaching a significance of four standard deviations (4𝜎).
This finding is based on a reinterpretation of a measurement conducted by the Belle collaboration [138],
which aimed to extract the CKM-matrix element 𝑉𝑐𝑏 by examining the distributions of 𝑤, \ℓ , \𝑉 , and
𝜒 (see Sec. 2.2.2). In the context of this reinterpretation, the aforementioned angles were compared
between electrons and muons, revealing a notable deviation from SM expectations. This finding
not only prompted more comprehensive investigations in the context of light-lepton universality in
𝐵-meson decays as presented in this thesis. A series of exclusive analyses by Belle and Belle II
focused on the angular characteristics of 𝐵 → 𝐷

∗
ℓa events. Their results, published shortly after the

publication of this work’s result related to electron-muon universality [1], do not find evidence for
lepton-universality violation (LUV) in angular parameters within the limits of their precision [139–142].
Comprehensive investigations into the potential violation of light-lepton universality in 𝐵 → 𝑋ℓa
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decays continue to be desirable.
Furthermore, in 2022, the LHCb collaboration reported a measurement of the ratio

𝑅𝐾 + (1.1 < 𝑞2
< 6.0 GeV2) = B(𝐵+ → 𝐾

+
𝑒
+
𝑒
−)

B(𝐵+ → 𝐾
+
`
+
`
−)

= 0.846+0.042+0.013
−0.039−0.012. (2.33)

This result deviates from the SM expectation of unity by 3.1 standard deviations [143]. The
𝑏 → 𝑠ℓ

+
ℓ
− transition, which is a loop process in the SM, is particularly sensitive to physics beyond

the SM, such as leptoquarks which enable this transition already at tree-level. However, in an
extended analysis that covered a wider 𝑞2 range and included the related ratio 𝑅

𝐾
0
𝑆
= B(𝐵0 →

𝐾
0
𝑆
𝑒
+
𝑒
−)/B(𝐵0 → 𝐾

0
𝑆
`
+
`
−), LHCb updated their previous measurement with a new value that is

consistent with the SM prediction [144, 145].4

Nevertheless, decays involving 𝑏 → 𝑠ℓ
+
ℓ
− transitions remain very interesting for probing LUV.

Multiple analyses have measured the angular distributions for muons in such decays in several different
hadronic modes [147–153], consistently revealing deviations from the anticipated SM distribution.
Additionally, Belle II recently reported notable evidence of an elevated branching fraction in the
related decay 𝐵+ → 𝐾

+
aa, exhibiting a deviation from SM expectation at a level of 2.7 standard

deviations [154].
In summary, the universality of electrons and muons has been questioned in various semileptonic

𝐵-meson decays, prompting a more comprehensive examination involving tree-level processes within
the scope of this thesis. This analysis bridges an experimental gap by presenting the first measurement
of the ratio of inclusive, semileptonic 𝐵 meson decay rates, published in Reference [1]:

𝑅(𝑋𝑒/`) =
B(𝐵 → 𝑋𝑒a)
B(𝐵 → 𝑋`a) . (2.34)

As documented in Reference [126], the SM calculation for 𝑅(𝑋𝑒/`) results in the value

𝑅(𝑋𝑒/`)SM = 1.006 ± 0.001. (2.35)

Prior to this work, the exclusive branching fraction ratio

𝑅(𝐷∗−
𝑒/`) =

𝐵
0 → 𝐷

∗−
𝑒
+
a

𝐵
0 → 𝐷

∗−
`
+
a
= 1.01 ± 0.01 ± 0.03 (2.36)

represented the sole measurement of its kind [138]. This measurement was conducted within the
same analysis that served as input for the angular reinterpretation discussed above. While for inclusive
decays, comparisons of kinematic distribution shapes in 𝐵 → 𝑋𝑐ℓa decays have been made for
electrons and muons [155], an inclusive, branching fraction-based test of light-lepton universality has
not yet been performed before.

4 The updated measurement was published on the same day as the 𝑅(𝑋𝑒/`) analysis presented in this thesis and was
featured in the same synopsis within the Physics Magazine [146].
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Experimental setup

In the scope of this thesis, data collected at the Belle II experiment is analyzed, which is situated at
KEK in Tsukuba, Japan, and started full data taking in 2019. It is operated by the Belle II collaboration,
which consists of 1170 scientists from 27 different countries at the moment of writing.

The primary objectives of Belle II encompass precision measurements at the intensity frontier,
especially with 𝐵mesons but also with charmed mesons, to refine the knowledge about the fundamental
CKM parameters and to search for physical phenomena beyond the SM. Additionally, searches for
light dark matter, hadron spectroscopy and precision measurements with 𝜏 leptons are part of Belle II’s
competitive program beyond flavor physics [156, 157].

The pioneers of precision measurements involving 𝐵mesons were the CLEO [158] and ARGUS [159]
experiments, which operated at symmetric 𝑒+𝑒− collision energies starting 1979 and 1982. Their
work laid the foundation for subsequent experiments, particularly the asymmetric-energy 𝐵-physics
experiments BaBar [160] and Belle [161], that mainly operated in the 2000s. Belle II, in turn, is the
direct successor of Belle. Additionally, since its launch in 2010, the LHCb experiment [162], based at
the Large Hadron Collider (LHC) at CERN in Switzerland, is also specialized in precise 𝑏-hadron
measurements, albeit in the context of proton-proton collisions.

In Section 3.1, the SuperKEKB particle accelerator and collider [163] is introduced. Surrounding
its interaction region, the Belle II detector [164] is located, which is presented briefly in Section 3.2.
Section 3.3 provides a brief overview of the algorithms employed for final-state particle reconstruction
at Belle II. Finally, Section 3.4 elaborates on the experimental and simulated data samples utilized in
this thesis.

3.1 SuperKEKB accelerator

The SuperKEKB accelerator is an asymmetric electron-positron collider primarily operating at a
center-of-mass (c. m.) energy corresponding to the 𝛶(4𝑆) mass,

√
𝑠 = 𝑚𝛶 (4𝑆) = 10.58 GeV. It serves

as the successor to the KEKB accelerator, which was located at the same site and operated at similar
energies [165, 166].

Due to the resonant production of𝛶(4𝑆) mesons, an excited 𝑏𝑏 state that almost exclusively decays
into 𝐵+

𝐵
− or 𝐵0

𝐵
0 pairs, the relative production of 𝐵 mesons via the process 𝑒+𝑒− → 𝛶(4𝑆) → 𝐵𝐵

is enhanced by a factor of three to four compared to non-resonant production at higher energies.
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Consequently, such experiments are commonly referred to as 𝐵 factories. This section provides
a brief introduction to the essentials of SuperKEKB, with more detailed information available in
References [156, 163].

Figure 3.1: The SuperKEKB accelerator is illustrated schematically. Figure from Reference [163].

In Figure 3.1, a schematic view of SuperKEKB is provided. Initially, free electrons are generated
using a photo-cathode high-current radio-frequency gun and are subsequently introduced into a linear
accelerator. A collision of parts of the electron beam with a 14 mm thick tungsten target yields the
production of positrons. These positrons are separated through a magnetic field and subsequently
undergo controlled manipulation within the positron dumping ring to minimize their beam emittance.
Following this, they are injected into the remaining section of the linear accelerator. In this linear
accelerator segment, both electrons and positrons are accelerated to energies of 7 GeV and 4 GeV,
respectively, before they are injected into the electron or positron ring. Ultimately, the electron and
positron beams are brought into collision at the interaction point (IP), which is embedded by the
Belle II detector.

The mass of the 𝛶(4𝑆) meson is situated just above threshold for 𝐵𝐵 production, causing the 𝐵
mesons to be generated nearly at rest in the c. m. system. Consequently, they would have a very limited
flight length before undergoing decays, so that a separation between the IP and the 𝐵-meson decay
vertices would experimentally become impossible. This challenge is overcome by the mentioned
asymmetric electron and positron beam energies of 7 GeV and 4 GeV, respectively. This results in a
Lorenz boost of 𝛽𝛾 = 0.28 for the c. m. system relative to the laboratory frame, resulting in an average
𝐵-meson flight length of 130 µm. The ability to spatially separate the IP and the two 𝐵-meson decay
vertices is particularly important for studies of CP-violating events involving 𝐵 mesons. These events
were initially observed by the previous experiments Belle and BaBar, and the KEKB accelerator, the
predecessor to SuperKEKB, operated at an even higher boost for this purpose.

The achievable instantaneous luminosity L is one of the key performance indicators of a particle
accelerator. Luminosity refers to the number of interactions between beam particles per unit of time
and area and is proportional to the number of particles per bunch, the number of bunches, and their
collision frequency. Currently, the official target luminosity for SuperKEKB is set at 6 × 1035 cm−2s−1,
representing a 30-fold increase compared to KEKB. This enhanced luminosity is expected to be
achieved through the implementation of the nano-beam collision scheme, proposed in Reference [167].
This scheme focuses on squeezing the vertical beta function by minimizing the longitudinal size of the
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beam overlap at the IP. This overlap is characterized by a relatively large crossing angle between the
beams and an extremely small horizontal beam size. These design modifications are anticipated to
reduce the vertical beta function by a factor of up to 15 − 20 when compared to KEKB. Furthermore,
the beam currents are planned to be doubled. With this design, SuperKEKB has already surpassed
the previous world record for instantaneous luminosity by more than twice its value, achieving
L = 4.71 × 1034 cm−2s−1 [168].

3.2 Belle II detector

The Belle II detector, depicted in Figure 3.2, is a general-purpose detector and consists of several
nested subsystems arranged in a closed cylinder structure around the IP. The cylindrical portion is
referred to as the barrel, which is closed by the forward and backward endcaps. It is designed to
provide necessary information to identify particles produced in the 𝑒+𝑒− collision and to measure
their energies and momenta over a broad range, spanning from tens of MeV to several GeV. The
different subsystems, most of which are embedded in a uniform 1.5 T magnetic field generated by
a superconducting solenoid, are introduced briefly in the following sections, while more extensive
details are available in Reference [164].

Pixel Detector (PXD)

Silicon Vertex Detector (SVD)

Central Drift Chamber (CDC)

Time-of-Propagation Counter (TOP)
Aerogel Ring-Imaging Cherenkov 
Counter (ARICH)

Electromagnetic Calorimeter (ECL)

Superconducting Solenoid

𝐾!" / Muon Detector (KLM)

Figure 3.2: The Belle II detector is illustrated schematically. Figure adapted from Reference [169].

Belle II is equipped with several upgrades compared to its predecessor, the Belle detector [161].
These improvements allow the Belle II detector to maintain the same level of performance as Belle
while operating in an environment characterized by considerably higher event rates and substantially
increased radiation background levels.

The Belle II coordinate system is established as a right-handed system, originating at the IP. In this
system, the 𝑧-axis extends in the direction of the electron beam, the 𝑦-axis points vertically upward, and
the 𝑥-axis extends along the radial direction towards the outside of the accelerator ring. Considering
the cylindrical structure of the detector, it is advantageous to employ cylindrical coordinates (𝑟, 𝜙, 𝑧),
with 𝑧 = 𝑟 cos \. Within this system, the polar angle \ quantifies the angle relative to to the 𝑧-axis and
is directly related to various subdetector-acceptance regions. The radius 𝑟 provides the distance to the
IP within the 𝑥-𝑦 plane, and the detector’s symmetry around the beam pipe renders it independent of
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the azimuthal angle 𝜙.

3.2.1 Vertexing and tracking system

The innermost detector systems have the primary task of measuring the charged particle trajectories,
commonly referred to as tracks. Due to the uniform 1.5 T magnetic field, the charged particle
trajectories are curved, enabling the determination of particle charges and momenta. Additionally,
these tracks are extrapolated to identify the common point of origin of multiple particles, known as
the decay vertex of their parent particle.

The precision achievable for primary particle vertices is limited by the distance between the IP and
the first particle detection layers, as well as the resolution of the initial detector [170]. Consequently,
the innermost detection layers are positioned as closely as feasible to the particle beams and their
IP, which are enclosed by a double-walled beryllium beam pipe with an outer radius of 12 mm. This
section introduces the three distinct subdetectors specializing in tracking and vertexing at Belle II.

Pixel Detector (PXD)

Compared to its predecessor, Belle II features a new innermost detector, the Pixel Detector (PXD) [171],
which significantly improves the spatial resolution in the determination of particle vertex positions.
The PXD is designed to incorporate two layers of silicon-pixel sensors positioned at radii of 14 mm
and 22 mm, thereby covering an angular range of \ = 17° to \ = 150°. The layers are composed
of 8 and 12 ladders, respectively, with each ladder consisting two sensor modules with 768 × 250
pixel sensors each (see Fig. 3.3(a)). This arrangement results in a significantly larger number of
channels when compared to silicon-strip detectors and comparably smaller occupancy levels. This is
particularly advantageous when dealing with the substantial background rates near the beam pipe, as
backgrounds increase inversely with the square of the radial distance. Due to a production delay, the
configuration of the outer layer comprised only two ladders in the data-taking period relevant for this
thesis. The complete installation of the PXD took place during the first long shutdown period from
2022 to 2023.

(a) (b) (c)

Figure 3.3: A schematic view of the PXD (a) and the SVD (b) are presented. Additionally, in (c) the axial (top)
and stereo (bottom plot) wire structure of the CDC is illustrated. The relative size of the detectors with respect
to each other is depicted in Figure 3.2. Figures from References [172–174].

As Belle II probes physics at much lower energies compared to the LHC experiments, the PXD
utilizes DEPFET (DEpleted p-channel Field Effect Transistor) technology, which enables the use
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of extremely thin sensors of only 75 µm, minimizing multiple scattering. The DEPFET technology
provides the benefit of integrating signal detection and amplification within a single device. This
technological advantage allows for the placement of the PXD’s readout electronics outside the
acceptance region, removing the requirement for active cooling within the detector. The modules are
designed to withstand a 20 Mrad radiation dose and their hit-efficiency is measured to be 98%, while
providing an average spatial resolution of 15 µm [171].

Silicon Vertex Detector (SVD)

The Silicon Vertex Detector (SVD) [175] comprises four layers of double-sided silicon-strip detectors,
positioned at radii of 39 mm, 80 mm, 105 mm, and 135 mm, respectively. Similar to the PXD, the
SVD provides an angular coverage of \ ∈ [17°, 150°]. The SVD layers consist of 7 to 16 ladders,
while each ladder contains 2 to 5 sensors, accumulating to a total of 224 000 strips (see Fig. 3.3(b)).
In comparison to Belle, the SVD occupies a larger volume. Hence, the efficiency for reconstructing
𝐾

0
𝑆
→ 𝜋

+
𝜋
− decays is enhanced. Moreover, the readout chips are replaced to provide faster readout

times.
The front and back-side readout strips are rotated by 90° relative to each other. This configuration

allows for a two-dimensional reconstruction of charge deposition without the necessity for additional
strip layers and thus minimizing the material budget per ladder. During its first year of data taking, the
hit efficiency exceeded 99.5% and the spatial resolution ranged from 18 µm to 35 µm [176].

Central Drift Chamber (CDC)

The Belle II Central Drift Chamber (CDC) [177] is an upgrade of the Belle CDC and serves multiple
essential functions. Its main purpose is the reconstruction of charged particle trajectories, enabling the
determination of their charges and momenta. Additionally, the CDC plays a crucial role in particle
identification, especially for low-momentum tracks that do not extend to the outer detectors specialized
for this purpose. This is accomplished by assessing the energy loss of charged particles as they traverse
the gas volume of the CDC.

The CDC is a multi-wire proportional drift chamber, filled with a gas mixture composed of equal
parts helium (He) and ethane (C2H6). Its volume extends between an inner cylinder with a radius of
160 mm and an outer cylinder with a radius of 1 130 mm, encompassing more than 55 000 sense and
field wires. These wires are organized in 56 radial layers, which are further subdivided into groups of
alternating axial superlayers, aligned with the solenoidal magnetic field along to the 𝑧-axis, and stereo
superlayers, slightly inclined relative to the axial layers (see Fig. 3.3(c)). This arrangement allows for
three-dimensional track reconstruction.

The CDC maintains the same angular coverage as the previous subsystems, i.e., \ ∈ [17°, 150°],
and delivers an average spatial resolution of 120 µm. In combination with the SVD and PXD, track
finding efficiencies of more than 95% are achieved in most detector regions and relative 𝑝T resolutions
of less than 0.5% are attained for particles with momenta greater than 300 MeV [174].

3.2.2 Particle-identification system

In Belle II, two new dedicated particle-identification devices are introduced in both the barrel and the
endcap regions. Compared to Belle, they significantly enhance the excellent 𝜋/𝐾 particle identification
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also to the kinematic limits of low momenta. These devices are positioned outside the CDC and are
briefly introduced in the following.

Time-of-Propagation counter (TOP)

The Time-of-Propagation counter (TOP) [178] is composed of 16 quartz radiator bars, each 2 cm
thick, and encloses the CDC in the barrel region. Its bars are equipped with a mirror at one end and
micro-channel-plate photomultiplier tube arrays at the other. Its operating principle is illustrated in
Figure 3.4(a).

(a) TOP (b) ARICH

Figure 3.4: The operating principles of the TOP (a) and ARICH (b) detectors are illustrated. Figures from
References [178, 179].

When charged particles traverse the quartz radiators, they emit Cherenkov photons in a cone
characterized by an opening angle \C, which depends on the particle’s velocity. Due to the high
refractive index of quartz, the Cherenkov light is internally reflected, which enables the determination
of \C based on the photon’s propagation time from the emission point to the photomultipliers. Based on
the time distribution of the photons, various charged particle hypotheses are evaluated and compared,
although the TOP is tuned for an optimal 𝜋/𝐾 differentiation. The TOP achieves a 85% identification
efficiency for charged kaons while maintaining a 10% pion-misidentification rate [180].

Aerogel Ring-Imaging Cherenkov counter (ARICH)

The Aerogel Ring-Imaging Cherenkov counter (ARICH) [181] completes the particle-identification
system in the forward endcap region, which features a high particle occupancy due to the boost of the
c. m. system. The ARICH detector consists of 20 mm thick silica aerogel tiles arranged in two layers,
serving as the active material responsible for generating Cherenkov photons from traversing charged
particles. These tiles are arranged in a ring-like structure with an inner radius of 420 mm and an outer
radius of 1 145 mm. A photon detection system concludes the detector after 160 mm of expansion
space, allowing the Cherenkov photons to produce a ring image whose radius depends on \C (see
Fig. 3.4(b)).

This design enables ARICH to differentiate kaons from pions across most of their momentum
spectrum, specifically 𝑝 ∈ [0.4, 4] GeV, and to provide discrimination power between electrons, muons,
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and pions below 1 GeV. A kaon-identification efficiency of 94% is achieved at a pion-misidentification
rate of 11% [179].

3.2.3 Outer detector systems

The subsystems located outside the particle-identification detectors are briefly summarized in this
section.

Electromagnetic Calorimeter (ECL)

The Electromagnetic Calorimeter (ECL) [182] is designed to measure the energies of electromag-
netically interacting particles. Hence, it is the central subsystem for the detection of photons and
additionally contributes to the electron identification. Furthermore, it provides information for the 𝐾0

𝐿

detection, luminosity measurements, and for the trigger system.
It is composed of 8 736 thallium-doped caesium iodide CsI(Tl) crystals, which are reused from

Belle’s ECL. They are arranged within a 3 m long barrel structure with an inner radius of 1.25 m and
forward and backward endcaps. The ECL provides an angular coverage of \ ∈ [12.4°, 155.1°] except
for two gaps of roughly 1° between the barrel and endcap regions.

The interaction of traversing electromagnetically interacting particles and the dense CsI(Tl)
crystal material yields electromagnetic showers, i.e., cascades of newly generated particles, that are
proportional to the initial particle’s energy. The crystals are designed to have a length of 30 cm, roughly
corresponding to 16 radiation lengths, so that photons and electrons deposit their entire energy in the
ECL. Positioned at the end of each crystal, photodiodes detect the scintillation light generated by the
electromagnetic showers. This enables the measurement of photon energies spanning from 20 MeV to
4 GeV. Newly introduced readout electronic have been implemented in the ECL that help to mitigate
the issue of noise pile-up, which is particularly important for missing-energy studies. The relative
energy resolution achieved by the ECL varies from 2.5% for photon energies of 𝐸𝛾 = 100 MeV to
1.7% at 𝐸𝛾 = 5 GeV [182].

Superconducting solenoid

The barrel structure of the ECL is enclosed by a cylindrical solenoid measuring 3.4 m in diameter and
4.4 m in length. Its coil is constructed from a superconducting niobium-titanium-copper (NiTi/Cu)
alloy and cooled by a liquid helium cryogenic system. It is supplied with a 4 400 A current, generating
a uniform 1.5 T magnetic field aligned parallel to the beam axis, so that charged particle trajectories
are bent inside the tracking system. The magnetic flux return is facilitated by Belle II’s outer iron
support structure.

𝑲0
𝑳 and Muon detector (KLM)

The outermost and largest structure of Belle II, depicted in green in Figure 3.2, is the 𝐾0
𝐿

and Muon
detector (KLM) [183]. It is dedicated to the 𝐾0

𝐿
-meson and muon identification and is constructed

using alternating layers of up to 47 mm thick iron plates, that serve as absorber material, and active
detector elements. In the barrel region of the KLM, resistive plate chambers are used, while scintillator
strips and silicon photomultipliers are employed in the end-cap regions and in the two innermost active
barrel layers. The KLM provides an angular coverage of \ ∈ [20°, 155°].
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Muons, being minimally ionizing particles, deposit only small amounts of energy in the preceding
subsystems. Consequently, muons with sufficient momenta of 𝑝` > 0.6 GeV traverse the KLM and
leave unique particle-identification information.

Neutral 𝐾0
𝐿

mesons, which are undetected by the inner subsystems, interact either with the ECL, that
accounts for 0.8 interactions lengths for orthogonally traversing hadrons, or the KLM (equivalent to
3.9 interaction lengths), resulting in the creation of hadronic showers. These showers can be utilized
to determine the direction of the 𝐾0

𝐿
meson. However, due to persistent challenges in accurately

simulating 𝐾0
𝐿

interactions with the KLM, any attempts at 𝐾0
𝐿

reconstruction are refrained from in this
thesis. Instead, the KLM is exclusively utilized for the identification of muons.

3.3 Particle reconstruction and identification

To convert raw detector data into more manageable, higher-level information for analysis purposes,
reconstruction algorithms are indispensable. These algorithms convert raw detector objects into
clusters (see Sec. 3.3.1), collections of PXD, SVD, and CDC clusters and hits into particle tracks (see
Sec. 3.3.2), and provide particle-identification (PID) variables (see Sec. 3.3.3).

Ultimately, the objective is to accurately identify all the final-state particles produced during
the initial collision. Short-lived particles decay before interacting with the detector and must be
reconstructed from their long-lived daughter particles, that are photons, 𝐾0

𝐿
-mesons, electrons, muons,

protons, deuterons, and charged kaons and pions. Neutrinos exit the detector without detection. Other
particles may also exit the detector with minimal or no interaction, particularly beyond its acceptance
regions. Moreover, each detector introduces intrinsic noise that can mimic detector responses.

3.3.1 Cluster reconstruction

Clustering involves the basic idea of combining spatially neighboring detector responses into merged
clusters, which facilitates the measurement of their characteristic properties such as position and
energy. This clustering process represents an initial stage in the reconstruction procedure and is
employed by various detectors within Belle II. PXD and SVD clusters serve as input in the track
reconstruction as discussed in the subsequent section.

ECL clusters are essential for the reconstruction of photons, since photons are electrically neutral
and remain undetected by the tracking system. These clusters are formed by merging neighboring
ECL crystals with an energy deposition above a certain threshold. Using local maxima in energy
deposition, the regions of interest are iteratively divided into clusters. The final cluster energy is then
corrected to account for potential fractions of the electromagnetic shower that passed through the
entire ECL and other detector effects.

3.3.2 Track reconstruction

In a uniform magnetic field, charged particle trajectories follow a helical path and can be characterized
by five parameters. These parameters include the track’s coordinates at the point of closest approach
(POCA) to the measured interaction point in both the 𝑥-𝑦 plane (d𝑟) and the 𝑧 direction (d𝑧).1

Additionally, they encompass the angle between the transverse momentum at the POCA and the

1 Alternatively, the POCA’s distance to the origin of the coordinate system can be used, referred to as 𝑑0 and 𝑧0.
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𝑥-axis, 𝜙0, the curvature of the track signed in accordance with the particle’s charge 𝜔, and the
angle between the track and the 𝑧-axis, which is correlated with the polar angle of the coordinate
system _ = 𝜋

2 − \ [170, 174]. The purpose of a track-reconstruction algorithm is not only to identify
charged-particle trajectories but also to accurately measure these five parameters to determine particle
momenta and vertices.

The track reconstruction workflow in Belle II is illustrated in Figure 3.5 and relies on input hits or
clusters from the PXD, SVD, and CDC tracking system. The algorithm must correctly combine these
inputs into track candidates, while large amounts of signals from machine-induced backgrounds and
detector noise complicate this task.

Figure 3.5: The track reconstruction workflow at Belle II is illustrated. Figure from Reference [174].

At the initial stage, filtered CDC hits serve as input for two distinct pattern-recognition algorithms:
a global algorithm for track finding based on the Legendre algorithm [184], and a local cellular
automaton algorithm [185]. The results obtained from these two algorithms are combined, and the
CDC-only tracks are subsequently fitted using a deterministic annealing filter (DAF) [186].

A stochastic gradient-boosted decision tree (BDT) [187] is employed to combine various properties
of CDC-track candidates, creating a quality indicator to distinguish between real particle tracks (true
tracks), erroneous CDC hit combinations (fake tracks), and instances of multiple tracks originating
from the same particle (clone tracks). These cases may arise due to factors such as low momentum
particles traversing multiple turns of their helical trajectory or non-continuous track trajectories caused
by particle-material interactions. The BDT builds upon prior work outlined in Reference [188]. As
part of the Belle II author-list qualification task conducted by the author of this thesis, it underwent
improvement, and was rigorously evaluated using real data. The input parameters for the quality
indicator are selected based on their consistency between simulations and data. Among these
parameters, the most important ones, in addition to kinematic properties, include the total number of
hits, hits per layer, and the maximum distance without hits along the track.

The filtered CDC-track candidates are extrapolated to the SVD using a combinatorial Kalman filter
(CKF) [189, 190] to merge appropriate SVD clusters with the track. The remaining SVD clusters are
utilized by a dedicated standalone SVD track-finding algorithm [191], which is particularly useful
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for low-momentum particles that do not generate enough hits in the CDC. The outcome from both
processes are merged and refitted using the DAF.

As the PXD experiences excessive occupancies, it is not directly involved in the initial track-finding.
Instead, the fitted CDC and SVD tracks are extrapolated to the PXD using another CKF. This
step aims to identify matching PXD clusters, ultimately enhancing the impact parameter resolution.
Subsequently, a track fit is performed with a DAF provided by the Genfit2 package [186]. During this
fit, all tracks are treated with the assumptions of pion, kaon, and proton mass hypotheses to accurately
account for energy loss and material effects.

3.3.3 Particle identification

Final-state charged particles are differentiated from each other by exploiting their distinct interactions
with various subdetectors. The information collected from each subdetector is independently analyzed
to derive an individual subdetector-specific likelihood, Lsubdet.

𝑖 , for each charged-particle hypothesis,
𝑖 = 𝑒, `, 𝜋, 𝐾, 𝑝, 𝑑. These subdetector-specific likelihoods are then multiplied to create a global
likelihood for each particle hypothesis, L𝑖. Subsequently, all information is combined into a global
likelihood ratio, that is ultimately used for particle identification:

PL/L
𝑖

=
L𝑖

L𝑒 + L` + L𝜋 + L𝐾 + L𝑝 + L𝑑
. (3.1)

Additionally, specific binary ratios are available, that are particularly interesting to distinguish charged
pions and kaons:

PL/L
(𝑖 | 𝑗) =

L𝑖
L𝑖 + L 𝑗

. (3.2)

In the case of charged hadrons, the TOP and ARICH information is combined with specific ionization
d𝐸/d𝑥 measurements from the CDC. The independent d𝐸/d𝑥 information provided by the SVD
is currently not integrated into the official particle-identification procedure at Belle II. Muon
identification primarily relies on data from the KLM for 𝑝` > 0.6 GeV, while electron identification
utilizes data from the ECL. To maximize the utility of the ECL-cluster observables, a multiclass
BDT classifier P𝑒, presented in Reference [192], is used for electron identification. This classifier,
which also incorporates the particle-identification likelihoods, outperforms PL/L

𝑒 significantly. Lepton
identification is particularly relevant for this analysis. Its performance is carefully investigated in
experimental studies as outlined in more detail in Section 3.4.4.

In this thesis, neutral 𝐾0
𝐿

mesons are not considered, so that photons are the single neutral particles
of interest. Their identification relies on the characteristics of ECL clusters. Clusters with a relatively
symmetrical shape, typically produced by photons or electrons, can be differentiated from asymmetric
clusters generated by hadrons. Photon candidates are identified by clusters that lack an associated
charged particle track. Since hadron interactions often produce secondary split-off clusters, a
distinction between these clusters and photons is essential and is outlined in Section 4.4.1.

3.4 Experimental data and simulated samples

This section provides an overview of the data samples used in this thesis. In Section 3.4.1, the
experimental collision-data sample is presented, while Section 3.4.2 introduces the simulated data
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sample. The modeling of semileptonic 𝐵-meson decays is particularly important for this work so
that their simulation is revisited in Section 3.4.3. Additional adjustments applied to the simulation
regarding lepton-identification efficiencies are discussed in Section 3.4.4.

Both, experimental and simulated data are analyzed using the Belle II analysis software framework
(basf2) [193, 194], primarily written in C++ and Python.

3.4.1 Experimental data sample

In its initial four years of operation, spanning from 2019 to 2022, the Belle II detector recorded a total
time-integrated luminosity, a measure for the data sample size, of

∫
Ld𝑡 = 424 fb−1 [195]. Out of

this accumulated data set, 363 fb−1 were collected at the 𝛶(4𝑆), with an additional 42 fb−1 gathered
60 MeV below the resonance. Additionally, 19 fb−1 of data were collected at slightly higher energies
to facilitate studies concerned around quarkonium physics.

The analyses presented in this thesis, however, are restricted to data collected until the end of
2021. This data sample corresponds to an integrated luminosity of 189 fb−1 at the 𝛶(4𝑆) resonance,
equivalent to approximately 198 × 106

𝐵𝐵 pairs. Additionally, an off-resonance data sample is used
that corresponds to an integrated luminosity of 18 fb−1 .

The off-resonance data sample profits from the fact that only continuum events, i.e., 𝑒+𝑒− → 𝑞𝑞,
where 𝑞 = {𝑢, 𝑑, 𝑠, 𝑐}, are produced in the hadronic channels below the 𝛶(4𝑆) energy. This feature
makes the off-resonance data sample a clean, data-driven representation of these events at Belle II. To
compensate for the 1/𝑠 dependence in the 𝑒+𝑒− → 𝑞𝑞 cross section, the yield of the off-resonance
data sample is adjusted by a global correction factor 𝑐off-res:

𝑐off-res =

(√
𝑠off-res√
𝑠𝛶 (4𝑆)

)2

≈ 0.989 (3.3)

The energy and momentum of particles in this data set are also adjusted by a scaling factor of
1/√𝑐off-res = 1.006 to account for the reduced c. m. energy available in comparison to collisions at the
𝛶(4𝑆) resonance. While this correction has a minor impact on most applications, it is particularly
important when calculating the beam-constrained mass 𝑀bc and the energy difference Δ𝐸 between the
reconstructed tag-side 𝐵-meson candidate 𝐵tag and the expected collision energy

√
𝑠𝛶 (4𝑆) as discussed

in Section 4.1. For off-resonance data samples, these quantities must be calculated using

𝑀
corr
bc =

√√√√(√
𝑠𝛶 (4𝑆)

2

)2

−
(
𝑝
∗
𝐵tag√
𝑐off-res

)2

(3.4)

Δ𝐸
corr

=
𝐸
∗
𝐵tag√
𝑐off-res

−
√
𝑠𝛶 (4𝑆)

2
. (3.5)

Here, 𝐸∗
𝐵tag

and 𝑝∗𝐵tag
indicate the measured energy and the absolute value of the three-momentum of

the tagged 𝐵-meson candidate in the c. m. system, respectively.
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3.4.2 Monte Carlo simulation

Simulation plays a critical role in high-energy physics, serving as a vital tool for understanding the
behavior of particle interactions and the response of detectors. Monte Carlo (MC) simulations are
used to model and analyze both signal and background events.

The simulation of 𝑒+𝑒− → 𝛶(4𝑆) → 𝐵𝐵 events is performed using the software package
EvtGen [196]. This event generator relies on input information of the produced particles, encompassing
their masses, spins, decay widths, lifetimes, and decay modes with their corresponding branching
fractions and theoretical decay models. All known semileptonic and hadronic 𝐵-meson and 𝐷-meson
decays based on Reference [17] are included. In addition, approximately 42% of the 𝐵-meson
decays are modeled to decay fully hadronically using hadronization and fragmentation functions from
PYTHIA [197]. The continuum events 𝑒+𝑒− → 𝑞𝑞 are simulated with KKMC [198] and PYTHIA. In
most relevant parts of this analysis, however, they are substituted by the off-resonance data sample
unless otherwise specified, as the modeling of quark fragmentation is very challenging and not always
reliable. For final-state radiation of photons emitted from charged particles, Photos [199] is used. The
detector geometry, its responses and material interaction is simulated with Geant4 [200]. Subsequently,
specifically simulated beam-induced backgrounds are added to the events [201].

In addition to the quantities reconstructed based on the (simulated) detector response, MC simulations
provide insights into the underlying generated physical processes. In this thesis, the former is denoted
reconstruction level, while the latter is referred to as generator-level information. This facilitates
the classification of reconstructed particle candidates into true and fake particles, depending on their
underlying nature (see Sec. 3.4.4).

Additionally, simulations allow for the design of signal-extraction strategy in a box closed analysis,2

i.e., without direct feedback of experimental data in the signal region. The efficiencies of selection
criteria are assessed for both signal and backgrounds and MC-simulated templates serve as probability
density functions in the signal-extraction fit input. For these purposes, it is crucial to confirm that the
simulation accurately reproduces real-world data and validation of the simulations against experimental
observations is a substantial component of this process.

The MC simulations are produced centrally by the collaboration. This analysis uses simulation
samples corresponding to an integrated luminosity of 900 fb−1 for𝛶(4𝑆) → 𝐵

0
𝐵

0 and𝛶(4𝑆) → 𝐵
+
𝐵
−

events. The important semileptonic 𝐵 → 𝑋𝑙a decays are carefully revisited and updated to reflect the
latest knowledge. This is presented in detail in the following section.

3.4.3 Modeling of semileptonic 𝑩-meson decays

As introduced in Section 2.2, inclusive semileptonic 𝐵-meson decays, 𝐵 → 𝑋𝑙a, are a miscellany
of different exclusive decays. Their relative composition is determined by the individual branching
fractions, which are introduced below. The kinematic characteristics of these decays are governed
by form-factor parameterizations that are discussed subsequently. Finally, necessary adjustments of
experimentally poorly constrained non-resonant gap-mode and 𝐵 → 𝐷

∗∗
𝑙a decays are outlined.

2 This is also commonly known as a blind analysis, but this term is now sometimes considered ableist.
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Branching fractions

Table 3.1 provides a summary of the branching fractions, that all semileptonic 𝐵-meson decays are
updated to. Their relative composition is additionally illustrated in Figure 2.8.

Decay B(𝐵+) B(𝐵0)

𝐵 → 𝑋𝑢ℓa (1.65 ± 0.21) · 10−3 (1.51 ± 0.19) · 10−3

𝐵 → 𝐷ℓa (2.41 ± 0.07) · 10−2 (2.24 ± 0.07) · 10−2

𝐵 → 𝐷
∗
ℓa (5.50 ± 0.11) · 10−2 (5.11 ± 0.11) · 10−2

𝐵 → 𝐷
∗
0ℓa (4.20 ± 0.75) · 10−3 (3.90 ± 0.70) · 10−3

𝐵 → 𝐷
′
1ℓa (4.20 ± 0.90) · 10−3 (3.90 ± 0.84) · 10−3

𝐵 → 𝐷1ℓa (6.63 ± 1.09) · 10−3 (6.16 ± 1.01) · 10−3

𝐵 → 𝐷
∗
2ℓa (2.93 ± 0.32) · 10−3 (2.73 ± 0.30) · 10−3

𝐵 → 𝐷
(∗)
𝜋ℓa - -

𝐵 → 𝐷𝜋𝜋ℓa (0.62 ± 0.89) · 10−3 (0.58 ± 0.82) · 10−3

𝐵 → 𝐷
∗
𝜋𝜋ℓa (2.16 ± 1.02) · 10−3 (2.01 ± 0.95) · 10−3

𝐵 → 𝐷[ℓa (3.77 ± 3.77) · 10−3 (4.09 ± 4.09) · 10−3

𝐵 → 𝐷
∗
[ℓa (3.77 ± 3.77) · 10−3 (4.09 ± 4.09) · 10−3

𝐵 → 𝐷𝑠𝐾ℓa (0.30 ± 0.14) · 10−3 -
𝐵 → 𝐷

∗
𝑠𝐾ℓa (0.29 ± 0.19) · 10−3 -∑

𝐵 → 𝑋𝑐ℓa (10.8 ± 0.6) · 10−2 (10.1 ± 0.6) · 10−2

𝐵 → 𝑋𝑢𝜏a (0.56 ± 0.28) · 10−3 (0.51 ± 0.25) · 10−3

𝐵 → 𝐷𝜏a (7.21 ± 0.22) · 10−3 (6.70 ± 0.22) · 10−3

𝐵 → 𝐷
∗
𝜏a (1.41 ± 0.03) · 10−2 (1.31 ± 0.03) · 10−2

𝐵 → 𝐷
∗
0𝜏a (0.34 ± 0.14) · 10−3 (0.31 ± 0.13) · 10−3

𝐵 → 𝐷
′
1𝜏a (0.25 ± 0.10) · 10−3 (0.23 ± 0.09) · 10−3

𝐵 → 𝐷1𝜏a (0.66 ± 0.13) · 10−3 (0.62 ± 0.12) · 10−3

𝐵 → 𝐷
∗
2𝜏a (0.21 ± 0.04) · 10−3 (0.19 ± 0.03) · 10−3

𝐵 → 𝐷𝜋𝜋𝜏a (0.70 ± 1.00) · 10−4 (0.66 ± 0.94) · 10−4

𝐵 → 𝐷
∗
𝜋𝜋𝜏a (0.25 ± 0.12) · 10−3 (0.23 ± 0.11) · 10−3

𝐵 → 𝐷[𝜏a (0.43 ± 0.43) · 10−3 (0.47 ± 0.47) · 10−3

𝐵 → 𝐷
∗
[𝜏a (0.43 ± 0.43) · 10−3 (0.47 ± 0.47) · 10−3∑

𝐵 → 𝑋𝑐𝜏a (2.40 ± 0.08) · 10−2 (2.24 ± 0.08) · 10−2

Table 3.1: The presented branching fractions are used for simulated 𝐵 → 𝑋ℓa and 𝐵 → 𝑋𝜏a decays for charged
(left) and neutral (right) 𝐵-mesons.

The majority of semileptonic decays into light leptons are attributed to the resonant 𝐵 → 𝐷ℓa and
𝐵 → 𝐷

∗
ℓa decays. Their measured branching fractions are combined for neutral and charged 𝐵mesons
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under the assumption of isospin symmetry, using the world-averaged values from Reference [130].
For the 𝐵 → 𝐷

∗∗
ℓa decays (𝐷∗∗ = 𝐷∗

0, 𝐷 ′
1, 𝐷1, 𝐷∗

2), not all possible final states have been measured
to date. To estimate their total branching fraction, an extrapolating from existing measurement to
the unobserved 𝐷∗∗ final-state decays is conducted while also assuming isospin symmetry. This
extrapolation, along with the expected abundance of 𝐷∗∗ → 𝐷

(∗)
𝜋 decays in comparison to the

measured branching fraction of non-resonant 𝐵 → 𝐷
(∗)
𝜋ℓa decays, aligns with the assumption that

all measured 𝐵 → 𝐷
(∗)
𝜋ℓa events originate from 𝐷

∗∗ decays. Consequently, the branching fraction
of this specific non-resonant portion is set to zero.

The sum of all previously mentioned resonant decays is smaller than the measured total semileptonic
decay width 𝐵 → 𝑋𝑐ℓa [17]. This difference is filled with non-resonant gap modes 𝐵 → 𝐷

(∗)
𝜋𝜋ℓa

and 𝐵 → 𝐷
(∗)
[ℓa. Among these, only B(𝐵 → 𝐷

(∗)
𝜋
+
𝜋
−
ℓa) has been experimentally measured [202].

This result is extrapolated to the other charge configurations to estimate their total branching fractions.
The remaining gap is accounted for by 𝐵 → 𝐷

(∗)
[ℓa decays and is assigned a branching-fraction

uncertainty of 100%.
Both resonant and non-resonant CKM-suppressed 𝐵 → 𝑋𝑢ℓa decays are simultaneously simulated

using a hybrid model [97] which is adjusted in terms of its internal parameters based on Reference [17].
The overall 𝐵 → 𝑋𝑢ℓa branching fraction is taken from the same reference.

The branching fractions of semitauonic 𝐵-meson decays are determined by combining the corres-
ponding light-lepton branching fractions with the SM predictions for 𝑅(𝐷 (∗) ) [203], 𝑅(𝐷∗∗) [88], and
𝑅(𝑋𝑢) [129]. The remaining difference to the inclusive B(𝐵 → 𝑋𝜏a), based on the SM prediction of
𝑅(𝑋𝜏/ℓ) [126, 128–130] (see Eq. (2.32)), is accounted for by including semitauonic gap modes, with
their relative fractions assumed to be equivalent to those of the corresponding light-lepton gap modes.

The branching fractions of leptonically decaying 𝜏 leptons are updated according to Reference [17]:

B(𝜏 → 𝑒aa) = (17.82 ± 0.04)% (3.6)
B(𝜏 → `aa) = (17.39 ± 0.04)% (3.7)

Form factor modeling

The kinematic distributions of 𝐵 → 𝑋𝑙a decays are described using form-factor parameterizations
as introduced in Section 2.2.2. For the 𝑅(𝑋𝑒/`) measurement (see Chap. 6), the 𝐵 → 𝐷

(∗)
ℓa

decays are described using the BGL model [83] with parameters extracted from experimental data in
References [204, 205]. For the measurement of 𝑅(𝑋𝜏/ℓ) (see Chap. 8), the consistent treatment of
𝐵-meson decays into 𝜏 leptons and into light leptons is essential. A consistent and recent extraction of
all relevant parameters is presented in Reference [85], using the BLPRXP parameterization. This is
adopted for all 𝐵 → 𝐷

(∗)
ℓa and 𝐵 → 𝐷

(∗)
𝜏a decays.

The 𝐵 → 𝐷
∗∗
ℓa and 𝐵 → 𝐷

∗∗
𝜏a decays, involving higher excitations of the charmed meson, are

described using the BLR model [88, 89]. As elaborated in the following, the non-resonant gap modes
are modeled using intermediate, broad 𝐷∗∗ resonances within the BLR model.

Modeling of non-resonant 𝑩 → 𝑿𝒄 𝒍𝝂 decays

Semileptonic 𝐵-meson decays into non-resonant final states, specifically 𝐵 → 𝐷
(∗)
𝜋𝜋𝑙a and 𝐵 →

𝐷
(∗)
[𝑙a, represent a region of interest that is insufficiently constrained by existing measurements.

These decays, introduced to bridge the gap between the sum of individual branching ratios for measured
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exclusive decays 𝐵 → 𝐷
(∗,∗∗)

𝑙a and the total semileptonic 𝐵-meson decay width, are referred to as
gap modes.

As summarized in Table 3.2, dedicated simulated samples are generated to account for these gap
modes, using intermediate broad 𝐷∗∗ resonances, denoted 𝐷∗∗

gap, in the decay description with masses
and widths identical to 𝐷∗

0 and 𝐷 ′
1:

𝐵 → [𝐷∗∗
gap → 𝐷

(∗)
𝜋𝜋]𝑙a 𝐵 → [𝐷∗∗

gap → 𝐷
(∗)
[]𝑙a (3.8)

As of now, there is no experimental evidence supporting the existence of an additional broad state
in semileptonic transitions. Nonetheless, this model provides a more plausible representation of
the kinematics in the three-body decay, 𝐵 → 𝐷

∗∗
gap𝑙a, than compared to a purely phase-space-based

model in which all final-state particles are evenly distributed. A visual comparison of the kinematic
distributions for the different models are shown in Figure 3.6.

Decay Simulated sample size
𝐵

0/ 𝐵0
𝐵
+/ 𝐵−

𝐵 → [𝐷 ′
1 → 𝐷𝜋𝜋]ℓa 16.0 ab−1 14.0 ab−1

𝐵 → [𝐷∗
0 → 𝐷𝜋𝜋]ℓa 16.0 ab−1 14.0 ab−1

𝐵 → [𝐷 ′
1 → 𝐷

∗
𝜋𝜋]ℓa 3.2 ab−1 2.8 ab−1

𝐵 → [𝐷∗
0 → 𝐷

∗
𝜋𝜋]ℓa 3.2 ab−1 2.8 ab−1

𝐵 → [𝐷∗
0 → 𝐷[]ℓa 1.8 ab−1 1.8 ab−1

𝐵 → [𝐷 ′
1 → 𝐷

∗
[]ℓa 1.8 ab−1 1.8 ab−1

𝐵 → [𝐷 ′
1 → 𝐷𝜋𝜋]𝜏a 44.2 ab−1 40.8 ab−1

𝐵 → [𝐷∗
0 → 𝐷

∗
𝜋𝜋]𝜏a 12.8 ab−1 11.1 ab−1

𝐵 → [𝐷∗
0 → 𝐷[]𝜏a 6.3 ab−1 6.5 ab−1

𝐵 → [𝐷 ′
1 → 𝐷

∗
[]𝜏a 6.3 ab−1 6.5 ab−1

Table 3.2: The sample sizes in units of integrated luminosity are summarized for the simulated 𝐵 → 𝐷
∗∗
gap𝑙a

decays.

A phase-space based description would result in lower lepton momenta than what is expected from
semileptonic 𝐵-meson decays. Consequently, both the transferred momentum 𝑞

2 and the invariant
mass of the hadronic system 𝑀𝑋 would be affected, with 𝑞2 being smaller and 𝑀𝑋 being larger than
compared to the 𝐷∗∗-meson based model.3

Broad 𝑫∗∗ modeling

Table 3.3 summarizes the masses and widths of the four orbitally excited 𝐷∗∗ mesons.
Two of the four 𝐷∗∗ mesons, specifically the 𝐷∗

0 and the 𝐷 ′
1, which are also used in the gap-mode

modeling, feature a significant width of hundreds of MeV. This poses a substantial challenge when
3 In this thesis, the lowercase symbol 𝑚 is used to denote particle masses, such as 𝑚𝛶 (4𝑆) , 𝑚𝐷 (∗,∗∗) , and 𝑚ℓ . For composite

quantities like 𝑀𝑋 , 𝑀bc, and 𝑀2
miss, that rely on the reconstruction and combination of multiple particles, the uppercase

symbol 𝑀 is used.
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Figure 3.6: The introduced 𝐵 → 𝐷
∗∗
gapℓa decay model for non-resonant 𝐵-meson decays into light leptons

(orange) is compared to kinematic distributions as prediction by pure phase-space considerations (blue).

Particle 𝐷
∗
0 𝐷

′
1 𝐷1 𝐷

∗
2

Mass 2 343 MeV 2 412 MeV 2 422 MeV 2 461 MeV
Width 229 MeV 314 MeV 31.3 MeV 47.3 MeV

Table 3.3: The central mass values and widths of the 𝐷∗∗ mesons, according to Reference [17], are presented.

modeling their lineshapes. Within the used simulations, a notable contribution of 𝐵 → 𝐷
∗∗
ℓa decays

is observed with implausibly high values of the mass of the 𝐷∗∗ meson, reaching up to 5 GeV, as
illustrated in Figure 3.7. In 𝐵 → 𝐷

∗∗
𝜏a decays, the substantial 𝜏-lepton mass prevents such scenarios.
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Figure 3.7: The generator-level mass distributions of the different 𝐷∗∗ mesons, originating from 𝐵 → 𝐷
∗∗
ℓa

decays (ℓ = 𝑒, `), are illustrated.

While these instances are not explicitly forbidden from a physical perspective, it is expected that
their occurrence is significantly suppressed due to the limited phase space available. Consequently,
a simplistic Breit-Wigner assumption might be inadequate for describing the broad 𝐷∗∗ lineshape.
This is particularly evident in the kinematic distributions of the momentum transfer 𝑞2, the recoil
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parameter 𝑤 = (𝑚2
𝐵 + 𝑚2

𝐷
∗∗ − 𝑞2)/(2𝑚𝐵𝑚𝐷∗∗), and the lepton momentum in the 𝐵-meson rest frame,

𝑝
𝐵
ℓ , as presented in Figure 3.8. Especially the 𝑤 distribution exhibits a conspicuous peak at its

minimal value of 𝑤 = 1, which is expected to be unrealistic. Similarly, events around 𝑞2 ≈ 0 GeV2 are
overrepresented.
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Figure 3.8: The generator-level 𝑤, 𝑞2 and 𝑝𝐵ℓ distributions for 𝐵 → 𝐷
∗
0ℓa and 𝐵 → 𝐷

′
1ℓa decays are illustrated.

Simulated events featuring a very high 𝐷∗∗ mass are highlighted in red.

At the moment, the kinematic characteristics of the 𝐵 → 𝐷
∗∗
𝑙a decays are modeled using the BLR

model, which relies on the narrow-width approximation, a feature shared with any other existing
form-factor model of semileptonic 𝐵-meson decays. Various theoretical uncertainties concerning
the 𝐷∗∗ mesons, such as the possibility of the 𝐷∗

0 being an exotic quark state (see Ref. [17]) and
the potential for interferences with other 𝐷𝜋 final states, currently prevent the precise prediction of
kinematics that takes into account the substantial 𝐷∗∗ widths. Consequently, the BLR model remains
the most reliable choice for describing 𝐵 → 𝐷

∗∗
𝑙a decays. Since its parameters are obtained from a

fit to data in Reference [89], the model effectively reproduces the experimentally confirmed decay
kinematics as long as 𝐷∗∗ masses do not significantly deviate from their central values.

Hence, to address the occurrence of physically implausible events, this analysis incorporates upper
thresholds on the 𝐷∗∗ masses. For the 𝐷∗

0 meson, all events are rejected in which the generator-level
mass deviates from its central value by more than 3 times the width (approximately 700 MeV). In the
case of the𝐷 ′

1 meson, events with mass deviations exceeding 2.5 times the width (approximately 1 GeV)
are excluded. The impact of these threshold implementations can be observed in Figure 3.8, where the
blue distributions, after excluding events with excessively high 𝐷∗∗ masses, yield considerably more
physically realistic shapes for the kinematic variables 𝑤 and 𝑞2.

To account for the rejected events, the remaining events are scaled up to maintain a constant total
number of events. Additional shape and efficiency uncertainties resulting from this procedure are
discussed in Section 8.1.2.

41



Chapter 3 Experimental setup

3.4.4 Lepton-identification corrections

The classification of charged tracks and neutral clusters into particle types relies on the specific detector
responses that can be difficult to model correctly. Hence, discrepancies in particle-identification
efficiencies and misidentification probabilities between the simulated MC samples and collision
data are expected to a certain extend. To account for these inaccuracies, the particle-identification
performance is calibrated in dedicated control samples, consisting of well-measurable decays. In the
presented analyses, the lepton identification (LID) is particularly important, so that its calibration is
outlined below.

Using generator-level information, a reconstructed lepton candidate is classified as a true lepton if it
can be associated with a generated MC lepton, denoted ℓ± ID→ ℓ

±. If the reconstructed object arises
from another particle type, typically a charged pion or kaon, or if the underlying track cannot be linked
to any generated particle, it is labeled a fake lepton.

Efficiencies for the identification of true leptons are studied in 𝐽/𝜓 → ℓ
+
ℓ
− as well as 𝑒+𝑒− →

ℓ
+
ℓ
−(𝛾) and 𝑒+𝑒− → (𝑒+𝑒−)ℓ+ℓ− decays using a tag and probe method. Probabilities for charged

pions to be misidentified as leptons, also referred to as fake rates, are obtained in 𝐾0
𝑆
→ 𝜋

+
𝜋
− and

𝑒
+
𝑒
− → 𝜏

±(1-prong)𝜏∓(3-prong) decays. For charged-kaon fake rates, 𝐷∗+ → [𝐷0 → 𝐾
−
𝜋
+]𝜋+

events are used.
Correction weights, 𝑤LID, for simulated efficiencies and fake rates are determined in discrete

intervals of lab-frame momentum 𝑝ℓ , polar angle \ℓ , and lepton charge 𝑞 via 𝑤LID(𝑝ℓ , \ℓ , 𝑞) =

𝜖data(𝑝ℓ , \ℓ , 𝑞)/𝜖MC(𝑝ℓ , \ℓ , 𝑞). They are provided by the Belle II Particle Identification group for
different lepton-selection working points based on the identification classifier PL/L

ℓ
or Pℓ introduced

in Section 3.3.3. The LID-classifier thresholds are either set to fixed values or optimized in a
three-dimensional grid of 𝑝ℓ , \ℓ , and 𝑞 to achieve a uniform lepton-identification efficiency throughout
the entire phase space.

The correction weights, uncertainties, and their kinematic coverage are illustrated in the appendix
in Section B.1, specifically Figures B.2 to B.5. An overview of the average correction weights applied
to electron and muon candidates is provided in Table 3.4. The kinematic coverage and the treatment
of uncertainties are discussed in Section 5.3.5.

Particle Electron Muon

Identification P𝑒 : 𝜖𝑒 = 80% P𝑒 > 0.99 PL/L
` > 0.95 PL/L

` > 0.99
𝑝
𝐵
𝑒 > 1.3 GeV 𝑝𝑒 > 0.5 GeV 𝑝

𝐵
` > 1.3 GeV 𝑝` > 0.7 GeV

ℓ
± ID→ ℓ

± 0.971 ± 0.012 0.976 ± 0.013 0.935 ± 0.023 0.931 ± 0.009
𝜋
± ID→ ℓ

± 2.2 ± 0.8 2.1 ± 0.5 0.81 ± 0.03 0.85 ± 0.03
𝐾

± ID→ ℓ
± 1.2 ± 0.5 1.5 ± 0.9 1.29 ± 0.13 1.15 ± 0.24

Table 3.4: The average correction weights and uncertainties for lepton efficiencies and hadron-to-lepton
misidentification probabilities are summarized for the two different lepton-selection strategies that are used in
this work (see Secs. 4.3 and 7.1).
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CHAPTER 4

Event reconstruction and selection

As motivated in Section 2.3, the primary objective of this thesis is to measure two inclusive
branching-fraction ratios: the light-lepton ratio 𝑅(𝑋𝑒/`) and the tau-to-light-lepton ratio 𝑅(𝑋𝜏/ℓ):

𝑅(𝑋𝑒/`) =
B(𝐵 → 𝑋𝑒a)
B(𝐵 → 𝑋`a) and 𝑅(𝑋𝜏/ℓ) =

B(𝐵 → 𝑋𝜏a)
B(𝐵 → 𝑋ℓa) with ℓ = {𝑒, `}. (4.1)

To achieve this goal, the event selection is specifically tailored to reconstruct 𝐵 → 𝑋ℓa (referred to
as normalization) and 𝐵 → 𝑋𝜏a (denoted signal) decays in 𝑒+𝑒− → 𝛶(4𝑆) → 𝐵𝐵 events. Here, 𝑋
represents an inclusive sample encompassing all possible hadronic states, as described in Section 2.3.2.
The 𝜏 lepton in signal events is reconstructed using leptonic 𝜏 → ℓaa decays. While this constraint
limits the selection to 35% of all 𝜏-lepton decays (see Eq. (3.6)), it enables the effective suppression
of substantial levels of hadronic backgrounds, streamlines the event-selection process, and mitigates
several experimental uncertainties. An illustrative representation of such an event is presented in
Figure 4.1.
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Figure 4.1: A schematic view of an 𝛶(4𝑆) → [𝐵tag → had.] [𝐵sig → 𝑋 [𝜏 → ℓaa]a] event is shown.

One 𝐵 meson, referred to as the tagged 𝐵 meson (𝐵tag), is reconstructed to decay fully hadronically
as outlined in more detail in Section 4.1. The remaining final-state particles in the event are associated
with the accompanying 𝐵 meson, referred to as the signal 𝐵 meson (𝐵sig). To enhance the purity
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Chapter 4 Event reconstruction and selection

of events originating from 𝑒
+
𝑒
− → 𝛶(4𝑆) → 𝐵𝐵, a dedicated algorithm is developed to suppress

continuum events resulting from 𝑒
+
𝑒
− → 𝑞𝑞, as introduced in Section 4.2.

From the particles assigned to the signal 𝐵 meson, either an electron or a muon is required, referred
to as the electron or muon channel, respectively. Section 4.3 details the selection criteria for the
signal lepton in the 𝑅(𝑋𝑒/`) measurement, while Section 7.1 motivates the signal-lepton selection
used for the 𝑅(𝑋𝜏/ℓ) measurement. The reconstruction of the hadronic system 𝑋 follows an inclusive
approach in both measurements, involving the combination of all remaining charged-particle tracks
and ECL clusters not associated with the 𝐵tag candidate or the signal lepton. To maintain the purity of
the selected sample and suppress particles originating from sources other than the 𝐵sig decay, such as
beam-induced backgrounds, quality criteria are imposed as outlined in Section 4.4.

One of the key challenges in both analyses is to ensure that all relevant components are accurately
modeled. Therefore, the event selection is meticulously designed to prevent any bias between simulated
and experimental data, as elaborated in the subsequent sections.

4.1 Hadronic 𝑩-meson tagging

At 𝐵 factories like Belle II, the controlled collision of electrons and positrons at the 𝛶(4𝑆) energy
serves a dual purpose. It not only increases the relative abundance of 𝐵 mesons but also provides
a coherent production of 𝐵0

𝐵
0 and 𝐵

+
𝐵
− pairs in the 𝛶(4𝑆) decays. A common strategy is the

reconstruction of the kinematics and flavor of one of the two 𝐵 mesons, a process known as tagging,
with the identified 𝐵 meson denoted as 𝐵tag. Due to the coherent 𝐵𝐵 production, this allows for direct
inferences regarding the kinematics and flavor of the accompanying signal 𝐵meson, 𝐵sig. Furthermore,
each final-state particle can be uniquely associated with one of the two 𝐵 mesons within the event.

Several tagging strategies are possible ranging from high-efficiency approaches with limited
kinematic control and signal purity in inclusive tagging, to strategies with lower efficiencies of O(1%)
providing good flavor information but limited kinematic knowledge in semileptonic tagging, and
finally, full kinematic and flavor control with high purity at the cost of very low efficiencies of O(0.1%)
in the case of hadronic tagging.

This analysis is characterized by an inclusive signal decay 𝐵sig → 𝑋𝑙a. Any imposition of
requirements on the 𝑋 system itself restricts its inclusiveness, which makes the task of background
rejection particularly challenging. To address this issue, stringent kinematic constraints from the 𝐵tag
candidate are desirable. Hence, this analysis adopts the hadronic tagging approach. For this purpose,
the Full Event Interpretation (FEI) algorithm [206] is utilized, which is integrated into the basf2
framework.

The Full Event Interpretation algorithm

Figure 4.2 provides a schematic overview of the working principles of the FEI algorithm. It
processes objects identified within basf2, including charged tracks, displaced vertices, and neut-
ral clusters. In a hierarchical six-stage approach, these objects are reconstructed as final-state
particles (𝑒±, `±, 𝐾±

, 𝜋
±
, 𝑝, 𝐾

0
𝐿
, 𝛾). Subsequently, they are combined to form intermediate particles

(𝜋0
, 𝐾

0
𝑆
, 𝐽/𝜓 , 𝐷 (∗)

, 𝐷
(∗)
𝑠 , 𝛬, 𝛬𝑐 , 𝛴), and ultimately, a combination of intermediate and final-state

particles results in the identification of the tagged 𝐵 meson. At each stage of this process, a BDT
evaluates the likelihood that the (combined) particle is reconstructed accurately. The BDT uses various
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4.1 Hadronic 𝐵-meson tagging

Figure 4.2: A schematic overview of the FEI algorithm is presented, to be read from top to bottom. Figure from
Reference [206].

input features to generate a numerical output-classifier score for each particle. These features comprise
the particle’s kinematic information, vertex position, and, where applicable, properties of its daughter
particles, such as their relative angle or their respective output-classifier scores. In total, O(10 000)
distinct decay chains are reconstructed by the FEI algorithm, resulting in 36 different exclusive 𝐵+

decay modes and 32 𝐵0 decay modes, as summarized in Tables B.1 and B.2 in the appendix. The
reconstruction quality of the 𝐵tag meson is assessed using the final output score, denoted as PFEI.

In this thesis, centrally produced subsets of experimental and simulated data are used that are
skimmed based on the successful application of the FEI algorithm. A general event-level preselection
is applied to these samples, designed to reduce events that deviate substantially from a 𝐵𝐵 event where
one 𝐵 meson undergoes a purely hadronic decay:

Cleaned track: |𝑑0 | < 0.5, |𝑧0 | < 2.0, 𝑝
T
> 0.1 GeV

Cleaned cluster: \ ∈ [17°, 150°], 𝐸 > 0.1 GeV
Event requirements: 𝑁cleaned track ≥ 3 (4.2)

𝑁cleaned cluster ≥ 3
𝐸
∗
tot. > 4 GeV

A minimal number of tracks and clusters, subject to specific quality criteria, is required to suppress
low-multiplicity events like 𝑒+𝑒− → ℓ

+
ℓ
−(𝛾). Additionally, the total c. m. energy 𝐸∗

tot. is required
to exceed 4 GeV. In a previous selection approach, an additional constraint was placed on the total
energy deposited in the ECL by the cleaned tracks and clusters: 𝐸ECL ∈ (2, 7) GeV. However, in the
scope of this thesis, it was recognized that this criterion introduces an electron-momentum-dependent
bias in the comparison between experimental and simulated data, as elaborated in Section 8.1.5.
Consequently, this requirement was removed at a later stage of the analysis, and new skimmed samples
were generated for the entire collaboration, forming the basis for the presented results.
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Efficiency calibration

The modeling of the reconstruction efficiency of the FEI relies not only on a precise simulation of
the individual detector responses to the final-state particles (see Sec. 3.4.4), but also on the accurate
representation of all hadronic 𝐵 and charm-meson decays. As mentioned in Section 3.4.2, however,
around half of the hadronic 𝐵 decays are modeled using a general approach with PYTHIA, which may
not always be entirely reliable. Similarly, approximately 40% of the kinematic 𝐷-decay descriptions
are based on phase-space assumptions due to a lack of more precise knowledge. Consequently,
significant differences between simulated and experimental tagging efficiencies are expected.

As demonstrated in Section 5.4, the data-to-MC discrepancies in the 𝐵tag-reconstruction efficiencies
cancel in the measured ratios 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ), rendering the absolute correction factor irrelevant
for these measurements. Nevertheless, preliminary correction factors for 𝐵tag-reconstruction efficien-
cies, derived in a FEI-calibration study using 𝐵 → 𝑋ℓa events as in Reference [207], are applied to
align the absolute count of experimental and simulated events. These calibration factors, dependent
on the reconstructed 𝐵tag and signal-lepton flavors, are summarized in Table 4.1.

𝐵
+
tag𝑒

−
𝐵
+
tag`

−
𝐵

0
tag𝑒

−
𝐵

0
tag`

−

0.65 ± 0.03 0.64 ± 0.03 0.72 ± 0.04 0.72 ± 0.04

Table 4.1: The FEI-calibration factors for PFEI > 0.1 in dependence of the reconstructed 𝐵tag and signal-lepton
flavor are summarized. They are applied as a baseline correction to the simulations.

They are provided for various PFEI thresholds corresponding to different 𝐵tag selection efficiencies
and purities. As precise modeling of the diverse participating decay modes is a pivotal challenge in
inclusive analyses, any added complexity arising from misidentified 𝐵tag candidates is minimized by
selecting the most stringent threshold, for which calibration factors are provided, namely, PFEI > 0.1.
In Section 7.3.1, the calibration is revisited and the calibration factors are updated.

Selection refinements

A single event may yield multiple 𝐵tag candidates reconstructed within the same or different decay
channels. In such instances, the 𝐵tag candidate with highest PFEI is chosen. The independence of
the best-candidate selection from particle selections associated with the 𝐵sig minimizes tag-side
dependencies for signal events as discussed, for example, in Reference [208] and validated in
Section 5.4.

To further enhance the purity of the 𝐵tag candidates, requirements on the beam-constrained mass
𝑀bc and the energy difference Δ𝐸 are imposed, that are motivated in the following: 1

𝑀bc =

√︄(√
𝑠

2

)2

−
(
𝑝
∗
𝐵tag

)2
∈ [5.2725, 5.285] GeV (4.3)

Δ𝐸 = 𝐸
∗
𝐵tag

−
√
𝑠

2
∈ [−0.15, 0.1] GeV. (4.4)

1 For off-resonance data, these quantities are corrected as presented in Equations (3.4) and (3.5).
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4.1 Hadronic 𝐵-meson tagging

These quantities leverage the understanding that the 𝛶(4𝑆) → 𝐵𝐵 decay is a two-body decay into
two 𝐵-mesons with same mass. Consequently, in the c. m. frame, each 𝐵-meson’s energy equals the
particle beam energy, or correspondingly, half of the c. m. energy

√
𝑠. For correctly reconstructed

𝐵tag candidates, 𝑀bc should align with the nominal 𝐵-meson mass, either 𝑚𝐵+ = 5 279.3 MeV or
𝑚
𝐵

0 = 5 279.7 MeV [17]. The energy difference Δ𝐸 should be close to zero within detector resolution
effects. While Δ𝐸 strongly relies on the assigned particle hypotheses of the particles associated with
the 𝐵tag, the dependence of the beam-constrained mass 𝑀bc on particle identification is comparably
weak and only emerges in the boost into the c. m. system [122].
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Figure 4.3: The energy difference Δ𝐸 and the beam-constrained mass 𝑀bc are presented for experimental data
(black points) and MC simulations (filled histograms). Dashed lines depict the event-selection requirements
imposed on these quantities. Continuum events are determined by off-resonance data (red). Simulated 𝐵𝐵 events
are categorized into good 𝐵tag events, where all particles associated with the 𝐵tag are correctly reconstructed.
Candidates with inaccuracies in the reconstruction are then subdivided into correct and wrong-charge tags,
based on the success in determining the 𝐵tag charge.

In Figure 4.3, the modeling of 𝑀bc and Δ𝐸 is examined by comparing experimental to simulated
data.2 For this purpose, the simulated 𝐵𝐵 sample is categorized into a set of good 𝐵tag candidates,
where all particles originating from the 𝐵tag are correctly reconstructed and assigned. As expected,
these tags exhibit a peak around 𝑀bc ≈ 𝑚𝐵 ≈ 5.28 GeV. The remaining 𝐵tag candidates are classified
into correct and wrong-charge events, depending on the success of the 𝐵tag-charge reconstruction.
Similarly to continuum events, modeled via off-resonance data (see Sec. 3.4.1), events with inaccurately
reconstructed 𝐵tag candidates are expected to follow an empirical function introduced by the ARGUS
collaboration [209]. While this holds for wrong-charge candidates, the correct-charge distribution
features a small peaking structure around the 𝐵-meson mass, attributed to reconstructions with
negligible shortcomings, such as the exchange of two pions in their relative position within the 𝐵tag
decay chain.

While a satisfactory agreement between data and MC is evident in the peaking structure of 𝑀bc, a
noticeable discrepancy becomes apparent at the kinematic endpoint of the spectrum. This disparity

2 The figures presented are generated with additional signal-lepton requirements, as outlined in Section 4.3. Nonetheless,
the influence of signal-side effects on these quantities is minimal.
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Chapter 4 Event reconstruction and selection

is attributed to variations in the achieved c. m. energy, which determines the kinematic maximum
of 𝑀bc, towards lower values in experimental data, as depicted in Figure 4.4. In contrast, a constant
value of

√
𝑠 = 10.57956 GeV is used in simulations and to correct off-resonance data.
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Figure 4.4: The achieved c. m. energies
√
𝑠 in experimental data are depicted in blue. Unlike simulations,

illustrated in orange, which consistently employ
√
𝑠 = 10.57956 GeV, a substantial deviation of this value

towards lower magnitudes is noticeable in the experimental collisions.

To eliminate poorly modeled regions, the𝑀bc requirement is tightened to𝑀bc ∈ [5.2725, 5.285] GeV,
effectively rejecting substantial portions of suboptimal 𝐵tag candidates and continuum events while
retaining the vast majority of good tags. Alternative strategies, such as a fixation of

√
𝑠 in the 𝑀bc

calculations in data to the MC value, were tested but found to result in larger discrepancies.
Discrepancies between data and MC are also observed in the distributions of Δ𝐸 . However, the

current requirement of Δ𝐸 ∈ [−0.15, 0.1] GeV, already present in the centrally produced skimmed
data sets, has minimal impact on 𝐵𝐵 events and is thus considered to be negligible.

4.2 Continuum suppression

At the 𝛶(4𝑆) resonance, the cross section for continuum events, 𝜎(𝑒+𝑒− → 𝑞𝑞) = 3.69 nb, is more
than three times higher than 𝜎(𝑒+𝑒− → 𝛶(4𝑆)) = 1.11 nb [156]. Despite the stringent constraints on
the 𝐵tag properties that effectively suppress the majority of continuum events, they still constitute a
substantial background source for inclusive analyses. Event-shape quantities that leverage the unique
characteristics of continuum and 𝐵𝐵 events provide an effective means of suppression. As 𝐵 mesons
are produced with c. m. momenta of approximately 330 MeV, i.e., nearly at rest in the c. m. system,
their decay products distribute isotropically in the detector. In contrast, continuum events are produced
with a significant boost of the much lighter initial particles, resulting in a back-to-back structure of the
event. This distinction is visualized in Figure 4.5.

Various quantities were designed to quantify the different event topologies, with detailed explanations
provided in Reference [122]. A brief summary is presented below.

• Thrust axis and magnitude: The thrust axis ®𝑇 defines the unit vector along which the
total projection of a collection of momenta is maximized. For particles associated with the
𝐵tag candidate, their momenta yield ®𝑇𝐵, while all other particles not associated with the 𝐵tag
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4.2 Continuum suppression

Figure 4.5: The characteristic event topology of 𝑒+𝑒− → 𝑞𝑞 events in the c. m. frame is visualized and compared
to the 𝑒+𝑒− → 𝛶(4𝑆) → 𝐵𝐵 topology. Due to different initial momenta, distinct features emerge that can be
leveraged for effective separation. Figure from Reference [210].

contribute to ®𝑇𝑜.
The definition of thrust axes enables the measurement of quantities with high separation
potential, such as the angle between the thrust of the 𝐵tag candidate and the 𝑧-axis \𝑇𝐵 ,𝑧 ,
which is differently distributed for 𝛶(4𝑆) → 𝐵𝐵 and continuum events due to the spins of the
participating particles. Additionally, the cosine of the angle between 𝐵tag candidate and the
remaining particles’ trust cos \𝑇 peaks at high absolute values for continuum events with a
back-to-back structure but is isotropically distributed for 𝐵𝐵 events (see Fig. 4.6(b)).
Furthermore, the thrust magnitude 𝑇 , a scalar observable, is defined as:

𝑇 =

∑
𝑖 | ®𝑇 · ®𝑝𝑖 |∑
𝑖 | ®𝑝𝑖 |

. (4.5)

Jet-like structures result in values close to 𝑇 = 1, while isotropic events are quantified with
𝑇 ≈ 0.5.

• CLEO cones: Originally introduced by the CLEO collaboration in Reference [211], CLEO
cones denote a series of variables quantifying momentum flow. Starting at ®𝑇𝐵, the cones are
defined along 10° intervals, and all magnitudes of particle momenta pointing into each interval
are summed (𝐶𝐶𝑖). Alternatively, only particles not associated with the 𝐵tag can be used (𝐶𝐶𝑜𝑖 ).
In the context of jet-like continuum events, the particle momentum flow is expected to be
concentrated within small opening angles, whereas 𝐵𝐵 events should exhibit a more evenly
distributed flow.

• Fox-Wolfram Moments: Another valuable parameterization of phase-space distributions of
momentum and energy flow in an event was originally introduced in Reference [212]. The
normalized 𝑘-th order Fox-Wolfram moment 𝐻𝑜𝑜/𝑠𝑜

𝑘
is defined for a collection of particles with

momenta ®𝑝𝑖 as

𝐻
𝑜𝑜/𝑠𝑜
𝑘

=

∑
𝑖, 𝑗 | ®𝑝𝑖 | | ®𝑝 𝑗 |𝑃𝑘 (cos \𝑖, 𝑗)∑

𝑖, 𝑗 | ®𝑝𝑖 | | ®𝑝 𝑗 |
, (4.6)

where 𝑃𝑘 represents the 𝑘-th order Legendre polynomial.
When the normalized Fox-Wolfram moment is calculated with 𝑖 associated with the 𝐵tag
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Chapter 4 Event reconstruction and selection

candidate’s particles (labeled 𝑠) and 𝑗 from the other particles, it is denoted as 𝐻𝑠𝑜𝑘 . When 𝑖
and 𝑗 both are from the other particles, 𝐻𝑜𝑜𝑘 is used. Ratios of the Fox-Wolfram moments can
be defined, with the most effective continuum suppression quantity being 𝑅2 (see Fig. 4.6(a)),
representing the ratio of the second-order to zeroth-order Fox-Wolfram moment.

The quantities are derived using the 𝐵tag candidate, as detailed in Section 4.1, which enables a
clear categorization of particles with respect to 𝐵tag and 𝐵sig. The remaining particles are required
to include at least one signal-lepton candidate, as described in Section 4.3, and to fulfill specific
quality requirements, as outlined in Section 4.4. However, the particle selection associated with 𝐵sig
is expected to be of secondary importance for this section.

To optimize separation, the listed continuum-suppression quantities are combined into a multivariate
classifier, PCS. For this purpose, a BDT [187] is trained using 𝐵𝐵 events featuring a good 𝐵tag
candidate (see Sec. 4.1) as signal and simulated continuum events as background. In Table 4.2, the
different input quantities are presented in order of their relative importance for the separation power
when training an inclusive classifier that utilizes all quantities as input.

The superordinate target of the presented continuum suppression is to avoid any data-MC bias in
the remaining 𝐵𝐵 events. Since continuum backgrounds are subsequently determined by the limited
off-resonance data set, characterized by significant statistical uncertainties, a maximized separation
remains desirable.

Figure 4.6 displays two quantities with the highest separation power, 𝑅2 and cos \𝑇 . While good
agreement between data and simulation is evident for cos \𝑇 , a notable discrepancy is observed for
𝑅2. Simulated 𝐵𝐵 events, in particular, exhibit substantially different distributions compared to
experimental data, where the latter suggests a more continuum-like behavior for 𝐵𝐵. Consequently, if
𝑅2 was used in the event selection, the simulation would overestimate the remaining number of 𝐵𝐵
events with similar event shapes as continuum, as demonstrated in Figure 4.6(c).
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Figure 4.6: Experimental data is compared to MC simulation for quantities expected to exhibit the highest
differences between continuum and 𝐵𝐵 events: the ratio of Fox-Wolfram moments, 𝑅2 (a), and the cosine of the
angle between ®𝑇𝐵 and ®𝑇𝑜, cos \𝑇 . The latter is presented without additional cuts (b) and with an additional cut
of 𝑅2 < 0.3 applied (c).

To prevent potential bias, any quantity that exceeds a threshold in a 𝜒2 comparison test between
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4.2 Continuum suppression

CS quantities Importance
Inclusive PCS Selective PCS

𝑅2 100 –
| cos \𝑇 | 53 100
𝐻
𝑠𝑜
20 24 –

𝐻
𝑠𝑜
10 17 –
𝑇𝑜 12 –
𝐻
𝑠𝑜
12 12 31

| cos \𝑇𝐵 ,𝑧 | 10 15
𝐻
𝑠𝑜
22 8 11
𝑇𝐵 7 –

𝐶𝐶
𝑜
2 7 9

𝐻
𝑜𝑜
0 4 –
𝜒 4 –

𝐻
𝑠𝑜
02 4 19

𝐻
𝑠𝑜
01 4 7

𝐶𝐶
𝑜
3 3 6

𝐶𝐶
𝑜
1 2 4

𝐻
𝑜𝑜
2 2 –

𝐶𝐶2 2 –

𝐸T 2 9
𝐶𝐶1 2 –
𝐶𝐶

𝑜
4 1 4

CS quantities Importance
Inclusive PCS Selective PCS

𝐻
𝑜𝑜
1 1 –

𝐶𝐶
𝑜
5 1 3

𝐻
𝑜𝑜
4 1 4

𝐻
𝑠𝑜
04 1 4

𝐶𝐶
𝑜
9 1 3

𝐶𝐶3 1 –

𝐻
𝑠𝑜
03 1 2

𝐶𝐶
𝑜
7 0 2

𝐻
𝑠𝑜
24 0 3

𝐶𝐶
𝑜
8 0 2

𝐶𝐶9 0 –
𝐶𝐶6 0 –

𝐻
𝑠𝑜
00 0 –

𝐻
𝑜𝑜
3 0 –

𝐶𝐶
𝑜
6 0 2

𝐶𝐶5 0 –
𝐶𝐶7 0 –
𝐶𝐶8 0 –

𝐻
𝑠𝑜
14 0 2

𝐶𝐶4 0 –

Table 4.2: The quantities considered in the training of two multivariate classifiers to suppress continuum, denoted
as PCS, are listed. For the inclusive classifier, all variables are utilized, while the selective classifier only employs
variables listed with a number in the corresponding column. These numbers represent the variable’s importance
for the multivariate classifier and are derived by quantifying the difference in the classifier’s separation potential
with and without the respective quantity. The importance values are normalized such that the most relevant
quantity is assigned a value of 100.

experimental data and simulation3 is excluded from the multivariate classifier, and a selective BDT is
trained using only the well-modeled quantities. In Table 4.2, the relative importance of the remaining
quantities is presented, while excluded quantities are indicated by not having a value.

In Figure 4.7, the output classifier values are compared between experimental data and simulation
for both the inclusive and the selective BDT. Notably, the data-MC agreement improves when only
well modeled quantities serve as input. Significance scans using 𝑆/

√
𝑆 + 𝐵 with 𝐵𝐵-event yields

as signal 𝑆 and continuum-event yields as background 𝐵 demonstrate that the selective classifier,

3 A relatively arbitrary threshold of 𝜒2/dof. < 3 is chosen. In this study, only statistical uncertainties of the simulated
distributions are considered, leading to an underestimation of the total uncertainties and artificially high resulting 𝜒2

values.
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Figure 4.7: Experimental data is compared to MC simulations for both the inclusive classifier, utilizing all
quantities listed in Table 4.2, and the selective classifier, relying solely on well-modeled ones (top row).

Uncertainty-normalized residuals (𝑁Data − 𝑁MC)/
√︃
𝜎

2
Data + 𝜎

2
MC are shown below (central row). The separation

potential of the classifiers is assessed through a significance scan, where the classifier threshold is incrementally
raised along the 𝑥-axis, and the remaining number of signal 𝐵𝐵 events 𝑆 is compared to the number of background
continuum events 𝐵 via 𝑆/

√
𝑆 + 𝐵 (bottom row). The event-selection requirement PCS (selective) > 0.2 is

illustrated as a dashed line.

although not performing as well as an inclusive classifier, still provides substantial separation power.
For the event selection, a conservative threshold value of PCS > 0.2 is chosen based on the selective
classifier, roughly rejecting 55% of the continuum events while retaining 96.5% of the 𝐵𝐵 events.
The higher 𝑆/

√
𝑆 + 𝐵 values achievable by the inclusive classifier demonstrate that the continuum

suppression can be optimized in future when the modeling of event-shape variables improves.
In theory, the separation of good and bad 𝐵tag candidates could be similarly improved, as discussed

in Section A.1 in the appendix. This refinement might enhance the good-𝐵tag purity sufficiently to
enable a relaxation of the 𝐵tag-selection criterion of PFEI > 0.1, thereby resulting in substantially
increased data sample sizes. However, given the existing inaccuracies in the modeling of c. m. energies,
as depicted in Figure 4.4, no additional selections are implemented for now.

4.3 Signal-lepton selection in the 𝑹(𝑿𝒆/𝝁) measurement

The tracks and neutral ECL clusters not associated with the 𝐵tag candidate constitute the 𝐵sig side.
Among the reconstructed tracks, either an electron or a muon candidate is required with a lepton
charge corresponding to the inferred 𝐵sig flavor.

Different signal-lepton requirements are applied for the measurements of 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ).
This section focuses on the criteria used in the measurement of 𝑅(𝑋𝑒/`), as summarized in Table 4.3.
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4.3 Signal-lepton selection in the 𝑅(𝑋𝑒/`) measurement

Section 7.1 motivates the updated lepton-selection requirements used for the measurement of 𝑅(𝑋𝜏/ℓ).

Signal lepton flavor Requirements

ℓ 𝑝
𝐵
ℓ > 1.3 GeV, d𝑟 < 1 cm, |d𝑧 | < 3 cm, \ ∈ [17°, 150°]

𝑒 P𝑒 : 𝜖𝑒 = 80%, 𝑝T
𝑒 > 0.3 GeV, PL/L

𝑝 < 0.9
` PL/L

` > 0.95, 𝑝T
` > 0.4 GeV

Table 4.3: The requirements used to identify signal-lepton candidates in the 𝑅(𝑋𝑒/`) measurement are presented.
Common requirements for both lepton flavors are denoted by ℓ.

Prompt light leptons originating from 𝐵 → 𝑋ℓa decays exhibit relatively higher momenta compared
to leptons from 𝐵 → 𝑋 [𝜏 → ℓaa]a decays. Moreover, as discussed in more detail in Section 7.1,
various 𝐵𝐵-background events, semileptonic 𝐷-meson decays and hadrons mimicking leptons, yield
lepton candidates with relatively low momenta. Consequently, in the measurement of 𝑅(𝑋𝑒/`), a
stringent requirement is imposed on the lepton momentum in the 𝐵sig frame, specifically 𝑝𝐵ℓ > 1.3 GeV
(see Fig. 4.12, presented in Sec. 4.5). This criterion is primarily chosen to ensure the independence of
𝑅(𝑋𝑒/`) from potential beyond-SM contributions from 𝐵 → 𝑋𝜏a decays (see Sec 2.3.1), 4 but it also
effectively suppresses the majority of background events.

The selection of electron candidates relies on P𝑒 with classifier thresholds tuned in a three-
dimensional grid of (𝑝ℓ , \ℓ , 𝑞) to achieve a uniform 80% identification efficiency (see Secs. 3.3.3,
3.4.4, Fig. B.1). The corresponding pion and kaon fake rates for 𝑝𝑒 > 1 GeV are approximately 0.04%
and less than 0.01%, respectively [213]. To suppress secondary electrons from other sources, their
extrapolated trajectories are required to satisfy d𝑟 < 1 cm and |d𝑧 | < 3 cm. Additionally, electron
candidates are required to be within the CDC-acceptance region.

In contrast to the likelihood-ratio based classifier PL/L
𝑒 , high P𝑒 values can coexist with high

likelihoods for another particle type. Indeed, a notable fraction of fake electrons is attributed to
antiprotons, which interestingly tend to be almost exclusively negatively charged. Fortunately, they are
effectively suppressed by requiring PL/L

𝑝 < 0.9, rejecting 80% of the antiproton fakes while minimally
affecting signal leptons (O(0.1%)).

Due to their small mass, bremsstrahlung radiation is common for electrons as they traverse the dense
detector material. Therefore, their four-momenta are adjusted by incorporating photon candidates
detected within a cone centered on the electron’s direction. The opening angle of this cone is optimized
in a dedicated study depending on the electron’s momentum magnitude in the laboratory frame,
as detailed in Section A.2 in the appendix. For 𝑝𝑒 > 1.0 GeV, the large majority of events in this
measurement due to the stringent requirement on 𝑝𝐵ℓ , photon clusters with 𝐸𝛾 < 1.2 GeV are added
if their angle to the track falls within a 3.6° cone. For 𝑝𝑒 < 0.6 GeV and 𝑝𝑒 ∈ [0.6, 1.0] GeV, only
relevant for electron candidates associated with the 𝑋 system as outlined in Section 4.4, maximal
photon energies of 90 MeV and 0.9 GeV are considered, respectively, and optimized cone opening
angles of 7.8° and 4.2° are selected. The bremsstrahlung corrections are validated on experimental
data in a study conducted by Paolo Rocchetti from Melbourne, which employs an inclusive sample of

4 In fact, the measurement of 𝑅(𝑋𝑒/`) was initially designed to serve as a cross-check in a high-𝑝𝐵ℓ control sample of
the 𝑅(𝑋𝜏/ℓ ) analysis. Additional minor requirements on the transverse lepton momenta 𝑝T

ℓ (see Tab. 4.3) have been
introduced in the same context.
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𝐽/𝜓 → 𝑒
+
𝑒
−.

The bremsstrahlung correction method influences the distribution of electron momenta. However,
as the measurements of 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ) do not rely on electron momenta to reconstruct
specific invariant masses of mother particles, the selection efficiencies are hardly affected. In general,
there is good agreement between data and simulation in all pertinent bremsstrahlung properties,
including the fraction of corrected electrons and the absolute and relative energy distributions of
bremsstrahlung photons. Thus, both 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ) are essentially unaffected by the specific
bremsstrahlung-correction approach chosen, as demonstrated in Section 6.2.4.

Similar to electrons, muon candidates must be within the CDC-acceptance region and meet the
criteria d𝑟 < 1 cm and |d𝑧 | < 3 cm. Identification is based on PL/L

` , with a stringent requirement of
PL/L
` > 0.95. For 𝑝` > 1 GeV, the resulting muon selection efficiency averages to 90%, corresponding

to pion and kaon fake rates of 3% and 1.2%, respectively [213].
If multiple signal-lepton candidates from the same event meet the criteria, the lepton with the

highest likelihood-ratio classifier PL/L
ℓ

is chosen.

4.4 Reconstruction of the hadronic system 𝑿

The hadronic system 𝑋 is reconstructed using the remaining tracks and ECL clusters that are not
associated with the 𝐵tag or the signal-lepton candidate. They need to fulfill specific quality requirements
outlined in Table 4.4, as motivated in the following.

Particle Requirements

𝑁crystal > 1.5, |𝑡𝛾 − 𝑡0 | < 200 ns, \ ∈ [17°, 150°],
𝛾 𝐸

forward
𝛾 > 40 MeV, 𝐸barrel

𝛾 > 55 MeV, 𝐸backward
𝛾 > 90 MeV,

Δ𝑅
track
cluster > 30 cm

Leptons d𝑟 < 1 cm, |d𝑧 | < 3 cm, \ ∈ [17°, 150°]
𝑒 P𝑒 : 𝜖𝑒 = 80%, 𝑝T

𝑒 > 0.3 GeV, PL/L
𝑝 < 0.9

` PL/L
` > 0.95, 𝑝T

` > 0.4 GeV

Charged hadrons d𝑟 < 2 cm, |d𝑧 | < 4 cm, \ ∈ [17°, 150°]
𝐾 PL/L

𝐾
> 0.6

𝑝 PL/L
𝑝 > 0.5

𝜋 all remaining tracks

Table 4.4: The requirements used to identify particle types within the 𝑋 system are summarized. Lepton
requirements are commonly applied to electron and muon candidates, while kaon, proton, and pion candidates
need to satisfy the common requirements of charged hadrons.
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4.4 Reconstruction of the hadronic system 𝑋

4.4.1 Photon selection

The identification of photons faces the primary challenge of distinguishing them from ECL clusters
generated by beam-induced backgrounds and from split-off clusters caused by charged hadrons (see
Sec. 3.3.3).

In accordance with internal recommendations from the Belle II Neutral Particle Group, photon
clusters are required to satisfy baseline-selection criteria outlined in Table 4.4. The number of ECL
crystals included in the cluster, 𝑁crystal, must exceed 1.5. Non-integer values arise when energies
are split among neighboring clusters. Additionally, the fitted time of the recorded waveform of the
highest-energy crystal, 𝑡𝛾 , in relation to the event time, 𝑡0, is required to agree within 200 ns. Moreover,
the angle \ must be within the CDC-acceptance region so that clusters caused by charged particles can
be excluded based on their detected track.
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(b) Region-dependent 𝐸𝛾 requirements

Figure 4.8: The distribution of ECL clusters in the polar angle \ is illustrated for clusters meeting the baseline
selection criteria (a) and those subjected to additional cluster-energy requirements (b). Simulated events are
categorized into primary photons (light blue), generated at any stage within the 𝐵𝐵 decay chain; secondary
photons (yellow), emerging in particle-detector interactions and encompassing split-off clusters caused by
hadrons; and fake photons (gold), representing ECL clusters without MC particle origin, such as hadron
split-offs (again) and clusters from beam-induced backgrounds. Additionally, continuum events, identified by
off-resonance data without generator-level information, are summarized in one category (light gray).

In Figure 4.8(a), the distribution of ECL clusters with respect to the polar angle \ is presented.
While experimental data agrees well with simulated distributions in most regions, it is apparent
that the number of ECL clusters in the backward region (\ ∈ [130.7°, 155.1°]) is overestimated by
simulation. This region is expected to be highly polluted by beam-induced background events, that
are particularly challenging to model. To investigate this further, the energy distributions of the
reconstructed ECL clusters are studied, as shown in Figure 4.9 in the forward (\ ∈ [12.4°, 31.4°]),
barrel (\ ∈ [32.2°, 128.7°]), and background regions, respectively.

A clear deficit in data compared to simulation is evident at low energies, where beam-induced
background clusters are expected. This further supports the hypothesis that the data-MC discrepancies
can be attributed to an overestimation of beam-induced backgrounds in the simulation. To address this,
low-energy clusters are excluded by imposing minimal-energy requirements depending on the detector
region. Specifically, ECL clusters are required to have energies greater than 40 MeV, 55 MeV, and
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(c) Backward: \ ∈ [130.7°, 155.1°]

Figure 4.9: The energy distributions of ECL clusters are compared between experimental data and simulation in
the forward (a), barrel (b) and backward (c) region. Simulated events are categorized as in Figure 4.8.

90 MeV in the forward, barrel, and backward region, respectively.
The variations in beam currents and collimator adjustments during different data-taking periods

result in varying fractions of beam-induced backgrounds. Primary-photon clusters originating
from 𝛶(4𝑆) → 𝐵𝐵 events, however, are unaffected by changes in the beam current. Therefore,
any dependencies in the ECL-cluster distribution on the data-taking period can be attributed to
beam-induced backgrounds. Figure 4.10(a) illustrates the ECL-cluster distributions for different
data-taking periods. Indeed, distinct patterns are observed when clusters are only required to meet the
baseline-selection criteria. These discrepancies disappear when the minimal-energy requirements are
applied, as demonstrated in Figure 4.10(b). This suggests that a sufficient beam-induced background
suppression is achieved.
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Figure 4.10: The normalized energy and polar-angle distributions of ECL clusters are presented for different
data-taking periods: “P12 & B16”, recorded in 2020 with comparatively low beam currents (gold); and different
data buckets, recorded early 2021 (green, blue, red). The clusters are selected using the baseline-selection
only (a) or with additional region-dependent 𝐸𝛾 requirements (b). In the lower plots, the difference of each
distribution compared to the blue “B18 & B20” is presented relative to the latter one.

Apart of beam-induced backgrounds, another significant source of backgrounds are split-off clusters
caused by hadron interactions with the detector. Three quantities are studied to separate such clusters
from physical photons. First, clusters caused by charged hadrons are expected to feature a small spatial
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4.4 Reconstruction of the hadronic system 𝑋

separation from the particle track. Therefore, the distance of the cluster to the closest track, Δ𝑅track
cluster,

is considered. Additionally, clusters caused by hadron interactions are expected to deviate in shape
compared to photon clusters. This is utilized in the multivariate classifier PZernike, which employs
eleven Zernike moments [214]. Finally, a specific multivariate classifier was designed to suppress
background clusters PBKG. Both, PZernike and Δ𝑅

track
cluster serve as inputs together with more high-level

cluster properties such as 𝐸𝛾 , \𝛾 , and |𝑡𝛾 − 𝑡0 |.
In Figure 4.11 all quantities are presented for experimental data and simulation. Moreover, their

separation potential between physical photons originating from 𝐵𝐵 decays and background clusters is
examined using the metric 𝑆/

√
𝑆 + 𝐵.
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Figure 4.11: The most promising quantities for suppressing background clusters are compared between
experimental data and simulation (top and center). Their separation potential, assessed through a significance
scan with threshold values incrementally increasing with the 𝑥-axis, is illustrated in the bottom row. Simulated
events are categorized as in Figure 4.8.

The multivariate classifier PBKG exhibits a continuous drift in the ratio of experimental data to
simulation, which cannot be attributed to mismodeling of background clusters. Consequently, this
quantity is not considered further. The modeling of both Δ𝑅

track
cluster and PZernike is satisfactory, and their

separation potential is nearly identical. Hence, the simpler quantity Δ𝑅
track
cluster is used and clusters are

required to satisfyΔ𝑅track
cluster > 30 cm. All cluster requirements for photon identification are summarized

in Table 4.4.

4.4.2 Charged-particle selection and 𝑿-system properties

Charged-particle tracks not associated with the 𝐵tag or the signal-lepton candidate are assigned to
the 𝑋 system if they are consistent with originating from the interaction point. In comparison to
lepton candidates, the IP requirements are slightly relaxed for hadron candidates to d𝑟 < 2 cm in radial
direction and |d𝑧 | < 4 cm along the beam axis, allowing for the inclusion of tracks from 𝐾

0
𝑆
→ 𝜋

+
𝜋
−

decays. Mass hypotheses are assigned to the tracks in a sequential order. The mass of the first satisfied
particle-identification criterion, listed in Table 4.4, is chosen in the order electron, muon, kaon, proton.
Any remaining tracks that do not satisfy any of these criteria are assigned the pion mass.
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Chapter 4 Event reconstruction and selection

In this context, electron candidates are chosen from reconstructed tracks with transverse momentum
𝑝

T
𝑒 exceeding 0.3 GeV. This criterion facilitates detection in the ECL, aiding the differentiation from

charged hadrons. Muons are particularly challenging to distinguish from charged pions, especially
at lower momenta, due to their similar masses. Therefore, the initial momentum threshold for
muon candidates on the transverse momentum 𝑝

T
` is set slightly tighter than for electrons, requiring

𝑝
T
` > 0.4 GeV. Both times, the same LID-classifier working points are utilized as in the signal-lepton

selection.
To maximize the inclusiveness of the analysis, no additional constraints are imposed. This approach

minimizes potential data-MC bias by reducing the number of quantities on which the event selection
relies. Furthermore, no efforts are made to combine particles within the 𝑋 system into intermediate
resonances like 𝜋0, 𝐾0

𝑆
, or 𝛬0. Similarly, track curlers are not explicitly rejected, as investigations

show discrepancies between experimental and simulated data for associated variables.
The four-momentum 𝑃𝑋 of the 𝑋 system is obtained by combining the four-momenta of all

charged-particle and photon candidates associated with the 𝑋 system. The invariant mass of the 𝑋
system, denoted as 𝑀𝑋 , is calculated via:

𝑀𝑋 =

√︃
𝐸

2
𝑋 − | ®𝑝𝑋 |

2. (4.7)

This quantity is crucial in the 𝑅(𝑋𝜏/ℓ) extraction, as detailed in Section 7.3. Additionally, the
kinematic properties of the 𝑋 system serve as input for the measurement of the momentum transfer
(𝑞2) and the missing mass squared (𝑀2

miss):

𝑞
2
=

(
(
√
𝑠, ®0) − 𝑃∗

𝐵tag
− 𝑃∗

𝑋

)2
(4.8)

𝑀
2
miss =

(
(
√
𝑠, ®0) − 𝑃∗

𝐵tag
− 𝑃∗

𝑋 − 𝑃∗
ℓ

)2
. (4.9)

Here, 𝑃∗
𝐵tag

and 𝑃∗
ℓ represent the measured four-momenta of the 𝐵tag and signal-lepton candidate in

the c. m. system, respectively.
The criteria for selecting photons and charged particles are further investigated in relation to

the ultimate precision on 𝑅(𝑋𝜏/ℓ). To achieve this, the 𝑅(𝑋𝜏/ℓ) signal-extraction fit, detailed in
Chapters 5 and 8, is executed with varying degrees of stringency applied to the requirements for photon
candidates or charged particles. Optimal signal significance is attained with the presented, relatively
loose criteria, as imposing stricter requirements leads to an increased number of missed particles,
consequently elevating 𝑀2

miss values. Given that high 𝑀2
miss values are a distinctive characteristic

of 𝐵 → 𝑋 [𝜏 → ℓaa]a signal decays, as elaborated in Section 8.1.1, overly stringent requirements
diminish the potential for effective separation.

4.5 Event categorization

In Figure 4.12, the lepton momentum distributions in the 𝐵sig rest frame, 𝑝𝐵ℓ , are depicted for the
electron and muon channels.

The simulated events are categorized based on the signal-lepton candidate’s nature and origin, using
generator-level information. The most frequently used event categories are introduced in the following.
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Figure 4.12: The lepton-momentum distributions in the 𝐵sig rest frame, 𝑝𝐵ℓ , are depicted for the electron (left)
and muon (right) channels. The stringent requirement of 𝑝𝐵ℓ > 1.3 GeV, applied in the 𝑅(𝑋𝑒/`) measurement, is
represented by a dashed line. The 𝐵 → 𝑋𝜏a signal-decay distribution, enhanced by a factor of 15, is prominently

displayed with a red line. Uncertainty-normalized residuals in box-opened regions (𝑁Data−𝑁MC)/
√︃
𝜎

2
Data + 𝜎

2
MC

are shown below.

• X𝝉𝝂: Events are classified to be 𝐵 → 𝑋𝜏a signal decays when the lepton is correctly identified
as an electron or muon, and the lepton’s origin is a 𝜏-lepton from a 𝐵 → 𝑋𝜏a decay. This
category encompasses all possible hadronic states 𝑋 . The specification of the leptonic decay
mode (𝑿[𝝉 → ℓ𝝂𝝂]𝝂) is used interchangeably, for instance, to highlight the light-lepton flavor.

• D(∗)ℓ𝝂: Events with signal-lepton candidates correctly identified from a 𝐵 → 𝐷ℓa decay are
labeled accordingly, as are candidates from a 𝐵 → 𝐷

∗
ℓa decay.

• D∗∗ℓ𝝂: Events with signal-lepton candidates correctly identified from a 𝐵 → 𝐷
∗∗
ℓa decay

(𝐷∗∗ = 𝐷∗
0, 𝐷 ′

1, 𝐷1, 𝐷∗
2) are labeled accordingly. The 𝐷∗∗ meson is restricted to decay into

experimentally observed decay modes or their isospin-symmetric counterparts, in contrast to
𝐵 → 𝐷

∗∗
gapℓa decays, that are assigned to the next category.

• Other Xcℓ𝝂: This category includes signal-lepton candidates correctly identified from 𝐵 →
𝑋𝑐ℓa decays that are not listed before. In this example, this encompasses the non-resonant 𝐷∗∗

gap

modes 𝐵 → 𝐷
(∗)
𝜋𝜋ℓa and 𝐵 → 𝐷

(∗)
[ℓa, which are simulated with an intermediate 𝐷∗

0 or 𝐷 ′
1

resonance (see Sec. 3.4.3), but also includes the rare 𝐵 → 𝐷
(∗)
𝑠 𝐾ℓa decays.

• Xuℓ𝝂: This category comprises correctly identified signal-lepton candidates originating from
resonant and non-resonant 𝐵 → 𝑋𝑢ℓa decays, i.e., 𝐵-meson decays into light hadrons.

• Other 𝑩𝑩: This category includes all 𝛶(4𝑆) → 𝐵𝐵 processes that cannot be assigned to the
other listed categories. In this example, only true signal-lepton candidates from 𝐵 → 𝑋𝑠ℓℓ

decays are included, which are extremely rare compared to the other events, with an order of
O(1) events.
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• Secondaries: Events with signal-lepton candidates from 𝐵𝐵 events that are associated with a
true lepton, originating neither from a 𝐵 meson nor from a 𝜏 lepton in a 𝐵 → 𝑋𝜏a decay, are
labeled as secondaries. This category mostly consists of electrons and muons from semileptonic
𝐷-meson decays but also includes events like 𝐽/𝜓 → ℓ

+
ℓ
−, 𝛾 → 𝑒

+
𝑒
−, and 𝐾−/𝜋− → `

−
a`.

• Fakes: Events with signal-lepton candidates from 𝐵𝐵 events not stemming from a true lepton
are labeled fakes. This category is primarily composed of charged pions and kaons mimicking
the signal lepton, and in the case of electrons, (anti)protons. Misreconstructed tracks lacking a
generator-level particle origin also contribute.

• Continuum: Continuum events from 𝑒
+
𝑒
− → 𝑞𝑞 decays are labeled accordingly. They are

determined by off-resonance data (see Sec. 3.4.1).

In control samples enriched with specific processes, these categories are further divided or combined,
such as into 𝐵 → 𝑋ℓa (ℓ = 𝑒, `) or 𝐵 → 𝑋𝑙a (𝑙 = 𝑒, `, 𝜏) decays.

As illustrated in Figure 4.12, the high-momentum sample 𝑝𝐵ℓ > 1.3 GeV is predominantly populated
by 𝐵 → 𝑋ℓa decays, making it well-suited for the precise measurement of 𝑅(𝑋𝑒/`) (see Chap. 6).
The low-momentum sample is box-closed, i.e., no experimental data is used to probe 𝐵 → 𝑋𝜏a decays
before their extraction in Section 8.2.1. Continuum backgrounds, as well as 𝐵𝐵 backgrounds (fakes
and secondaries), are also most abundant at low-momenta. In the electron channel, backgrounds are
predominantly composed of secondary events. In the muon channel, the total amount of backgrounds
is higher, due to a notably larger occurrence of fake leptons.
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CHAPTER 5

Signal-extraction fit setup

The determination of the inclusive branching-fraction ratios 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ) relies on the
measured yields 𝑁meas

𝑘 for 𝐵 → 𝑋𝑒a, 𝐵 → 𝑋`a, and 𝐵 → 𝑋 [𝜏 → ℓaa]a decays, along with their
corresponding selection efficiencies 𝜖𝑘 , as outlined in Section 5.1. The yields are extracted in a
maximum-likelihood fit to experimental data detailed in Section 5.2, while the selection efficiencies are
obtained using MC simulation. The quantification of statistical and systematic uncertainties associated
with 𝑁meas

𝑘 and 𝜖𝑘 is fundamental to the presented measurements and is extensively discussed in
Sections 5.3 and 5.4.

5.1 𝑹(𝑿𝒆/𝝁) and 𝑹(𝑿𝝉/ℓ) determination

To compute 𝑅(𝑋𝑒/`), the branching fraction for each light-lepton decay 𝐵 → 𝑋ℓa is determined by
dividing the extracted yield 𝑁meas

ℓ by the corresponding selection efficiency 𝜖ℓ = 𝑁
sel
ℓ /𝑁gen

ℓ
. This

efficiency is calculated by comparing the number of events for the specific decay in simulation
satisfying the event-selection requirements, 𝑁sel

ℓ , to the total number of generated events for that decay,
denoted as 𝑁gen

ℓ
. In each 𝛶(4𝑆) → 𝐵𝐵 decay, two 𝐵 mesons are produced. Therefore, 𝑁gen

ℓ
is given

by 𝑁gen
ℓ

= 2 · 𝑁
𝐵𝐵

· B(𝐵 → 𝑋ℓa), using the corresponding branching fraction used in simulation (see
Tab. 3.1). The quantity 𝑁

𝐵𝐵
represents the generated number of 𝐵𝐵 pairs in simulation, which is

54 · 106 of 𝐵+
𝐵
− events in addition to 51 · 106 of 𝐵0

𝐵
0 events in each 100 fb−1 of simulated data.

Consequently 𝑅(𝑋𝑒/`) is determined as:

𝑅(𝑋𝑒/`) =
B(𝐵 → 𝑋𝑒a)
B(𝐵 → 𝑋`a) =

𝑁
meas
𝑒 /𝜖𝑒

𝑁
meas
` /𝜖`

=
𝑁

meas
𝑒

𝑁
meas
`

·
𝑁

sel
`

𝑁
sel
𝑒

·
𝑁

gen
𝑒

𝑁
gen
`

. (5.1)

The extracted yields 𝑁meas
ℓ and the efficiencies 𝜖ℓ are treated as uncorrelated. However, due to shared

systematic uncertainties, 𝑁meas
𝑒 and 𝑁meas

` , as well as 𝜖𝑒 and 𝜖`, exhibit correlations. Therefore, the
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uncertainty on 𝑅(𝑋𝑒/`), denoted as Δ𝑅(𝑋𝑒/`), is expressed as follows:

Δ𝑅(𝑋𝑒/`)
2
=

(
𝑅(𝑋) · Δ𝑁𝑒

𝑁𝑒

)2
+

(
𝑅(𝑋) · Δ𝑁`

𝑁`

)2

+
(
𝑅(𝑋) · Δ𝜖𝑒

𝜖𝑒

)2
+

(
𝑅(𝑋) · Δ𝜖`

𝜖`

)2

(5.2)

+ 2 ·
(
𝑅(𝑋)
𝑁𝑒

)
·
(
−𝑅(𝑋)
𝑁`

)
· 𝐶𝑁𝑒 ,𝑁`

+ 2 ·
(
−𝑅(𝑋)

𝜖𝑒

)
·
(
𝑅(𝑋)
𝜖`

)
· 𝐶𝜖𝑒 , 𝜖` .

In this equation, 𝑅(𝑋) ≡ 𝑅(𝑋𝑒/`) and 𝑁𝑖 ≡ 𝑁
meas
𝑖 are used for brevity. A leading Δ denotes the

uncertainty associated with the respective variable, and 𝐶𝑖, 𝑗 denotes the covariance between two
correlated values.

In the 𝑅(𝑋𝜏/ℓ) measurement, signal 𝜏 leptons are required to decay leptonically, 𝐵 → 𝑋 [𝜏 → ℓaa]a.
Hence, the signal efficiency is computed as 𝜖𝜏→ℓ = 𝑁

sel
𝜏→ℓ/𝑁

gen
𝜏→ℓ with 𝑁gen

𝜏→ℓ = 𝑁
gen
𝜏 · B(𝜏 → ℓaa).

The semitauonic 𝐵-meson branching fraction required for 𝑅(𝑋𝜏/ℓ) is obtained by B(𝐵 → 𝑋𝜏a) =
B(𝑋 [𝜏 → ℓaa]a)/B(𝜏 → ℓaa), resulting in the cancellation of the dependence on B(𝜏 → ℓaa) in a
lepton-flavor specific extraction:

𝑅(𝑋𝜏/ℓ) =
B(𝐵 → 𝑋𝜏a)
B(𝐵 → 𝑋ℓa) =

1
B(𝜏 → ℓaa) ·

B(𝑋 [𝜏 → ℓaa]a)
B(𝐵 → 𝑋ℓa) =

1
B(𝜏 → ℓaa) ·

𝑁
meas
𝜏→ℓ/𝜖𝜏→ℓ
𝑁

meas
ℓ /𝜖ℓ

=
𝑁

meas
𝜏→ℓ

𝑁
meas
ℓ

·
𝑁

sel
ℓ

𝑁
sel
𝜏→ℓ

·
𝑁

gen
𝜏→ℓ/B(𝜏 → ℓaa)

𝑁
gen
ℓ

=
𝑁

meas
𝜏→ℓ

𝑁
meas
ℓ

·
𝑁

sel
ℓ

𝑁
sel
𝜏→ℓ

·
𝑁

gen
𝜏

𝑁
gen
ℓ

, ℓ = {𝑒, `}. (5.3)

The lepton-flavor specific ratios 𝑅(𝑋𝜏/𝑒) and 𝑅(𝑋𝜏/`) are combined in a weighted average of
correlated values 𝑅(𝑋𝜏/ℓ), following the methodology outlined in Reference [215], as expressed by

𝑅(𝑋𝜏/ℓ) = b · 𝑅(𝑋𝜏/𝑒) + (1 − b) · 𝑅(𝑋𝜏/`) with b =
Δ

2
` − 𝐶𝑒,`

Δ
2
𝑒 + Δ

2
` − 2𝐶𝑒,`

. (5.4)

Here, Δℓ represents the uncertainty of each lepton-flavor specific value of 𝑅(𝑋𝜏/ℓ), and 𝐶𝑒,` denotes
their correlation. The uncertainty on the combined average is determined, following the same reference
and notation, as

Δ𝑅(𝑋𝜏/ℓ)
2
=

Δ
2
𝑒Δ

2
` − 𝐶𝑒,`

Δ
2
𝑒 + Δ

2
` − 2𝐶𝑒,`

. (5.5)

5.2 Fit model

In the fitting procedure, the set of model parameters ( ®𝑁meas, ®\) that provides the best agreement
with experimental data is determined. Here, ®𝑁meas

= (𝑁meas
𝑒 , 𝑁

meas
` , . . . ) is a vector encompassing

all extracted yields. For this purpose, a binned maximum-likelihood fit is performed that utilizes
the shape differences of signal, normalization, and background events in one or two discriminating
variables to extract their yields 𝑁meas

𝑘 . The different event types are represented in the fit by normalized
templates that are derived from MC simulation. The fraction of events of a specific event type 𝑘 in bin
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5.2 Fit model

𝑖 is denoted 𝑓𝑖𝑘 and is directly obtained from the MC histogram ℎ via

𝑓𝑖𝑘 =
ℎ𝑖𝑘∑bins
𝑗 ℎ 𝑗𝑘

, (5.6)

where ℎ𝑖𝑘 is the number of reconstructed events of the event type 𝑘 in histogram bin 𝑖. The total
amount of expected events in each bin 𝑖 is denoted by aexp

𝑖
and is obtained by summing over the

expected fractions of each event type in this bin times their respective yields:

a
exp
𝑖

( ®𝑁meas) =
templates∑︁

𝑘

𝑁
meas
𝑘 · 𝑓𝑖𝑘 . (5.7)

The probability of observing aobs
𝑖 events in bin 𝑖 when aexp

𝑖
events are expected follows the Poisson

distribution:

P(aobs
𝑖 |aexp

𝑖
) =

(
a

exp
𝑖

)aobs
𝑖

a
obs
𝑖 !

exp(−aexp
𝑖

). (5.8)

Therefore, the likelihood L of observing a specific distribution of events in experimental data is
calculated as the product of independent Poisson probabilities for all bins:

L(®a obs | ®a exp( ®𝑁meas)) =
bins∏
𝑖

P(aobs
𝑖 |aexp

𝑖
). (5.9)

Systematic template-shape uncertainties are directly integrated into the likelihood function through
nuisance parameters \𝑖𝑘 for each template 𝑘 and bin 𝑖. This modifies Equation (5.6) to

𝑓𝑖𝑘 =
ℎ𝑖𝑘 + 𝜎𝑖𝑘\𝑖𝑘∑bins

𝑗

(
ℎ 𝑗𝑘 + 𝜎𝑗𝑘\ 𝑗𝑘

) , (5.10)

where𝜎𝑖𝑘 denotes the uncertainty of the histogram entry ℎ𝑖𝑘 . During the fitting procedure, the nuisance
parameters are constrained by a multivariate Gaussian distribution N( ®\ | ®0, 𝛴\ ) with mean values ®0 and
the correlation matrix 𝛴\ . This correlation matrix contains the bin-to-bin correlation within and among
templates arising from systematic uncertainties. It is of size (bins · templates) × (bins · templates)
and is derived from the total covariance matrix 𝐶\ , discussed in Section 5.3.

Additionally, a template yield 𝑁meas
𝑘 can be constrained to an external value with uncertainty

𝑁
ext
𝑘 ± 𝜎ext

𝑘 via N(𝑁meas
𝑘 | 𝑁ext

𝑘 , 𝜎
ext
𝑘 ). Consequently, the final likelihood function is given by

L(®a obs | ®a exp( ®𝑁meas
, ®\)) =

bins∏
𝑖

P(aobs
𝑖 |aexp

𝑖
) · N ( ®\ |®0, 𝛴\ ) ·

constraints∏
𝑘

N(𝑁meas
𝑘 | 𝑁ext

𝑘 , 𝜎
ext
𝑘 ). (5.11)

The set of model parameters ( ®𝑁meas, ®\) that maximizes this function corresponds to the most suitable
model to explain observed data. To enhance computational efficiency and avoid expensive products
and exponential functions, the negative logarithm of the likelihood is minimized instead, utilizing an
optimization procedure based on the MINUIT software package [216].
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Chapter 5 Signal-extraction fit setup

For the 𝑅(𝑋𝜏/ℓ) measurement presented in Chapter 8, four templates are defined for each lepton
flavor: the signal template 𝑋𝜏a, the normalization template 𝑋ℓa, the 𝐵𝐵-background template,
and the template representing continuum events 𝑒+𝑒− → 𝑞𝑞. Both lepton flavors, ℓ = {𝑒, `}, are
simultaneously fitted, resulting in a total of eight templates, to capture systematic correlations between
lepton flavors. Off-resonance data is used to constrain the continuum-template yields 𝑁meas

cont. of each
lepton flavor individually, based on the total observed number of lepton-flavor specific off-resonance
data 𝑁obs

off-res via (see Sec. 3.4.1)

𝑁
ext
cont. = 𝑁

obs
off-res · 𝑐off-res ·

189 fb−1

18 fb−1 and 𝜎
ext
cont. =

√︃
𝑁

obs
off-res · 𝑐off-res ·

189 fb−1

18 fb−1 . (5.12)

For the 𝑅(𝑋𝑒/`) measurement presented in Chapter 6, a similar setup is chosen. Since 𝐵 → 𝑋𝜏a

decays are suppressed via a stringent 𝑝𝐵ℓ threshold, any remaining 𝐵 → 𝑋𝜏a decays are merged into
the 𝐵𝐵-background templates, which are constrained as outlined in Section 6.1.1.

The implementation of systematic uncertainties as nuisance parameters is discussed in the following.

5.3 Systematic uncertainties

Systematic effects introduce uncertainties to the input template shapes, and these uncertainties can be
correlated between different templates and lepton flavors. They are quantified in a concatenated vector
®𝜎 of size (bins · templates), where each entry represents the uncertainty of a template’s histogram bin.
This approach enables the quantification of correlations across different templates, which is particularly
important for the achieved precision in the measurement of 𝑅(𝑋𝑒/`). Similarly, all template-histogram
entries are concatenated into the vector ®ℎ. A covariance matrix𝐶syst.

\
is constructed for each systematic

uncertainty. The total covariance matrix 𝐶\ , and subsequently, the correlation matrix 𝛴\ used in the
likelihood function (see Eq. (5.11)), is derived by summing all individual covariance matrices.

The total uncertainty of the selection efficiency 𝜖𝑘 of event type 𝑘 is obtained by summing individual
efficiency uncertainties in quadrature. Correlations across event types are tracked by the covariance
matrix 𝐶𝜖 . It is convenient to define the vectors ®𝜖 and Δ®𝜖 of size 𝑘 with event-type efficiencies and
uncertainties as entries, respectively.

The quantification of the uncertainties is based on event weights 𝑤evt and is outlined in the following.
Here, the event weight 𝑤evt = 𝑤

B · 𝑤LID · . . . is the product of all event-specific correction factors
that are already applied to simulation, such as updates to the branching fractions (see Sec. 3.4.3)
or calibrated lepton-identification efficiencies (see Sec. 3.4.4). If not stated differently, the running
indices 𝑖 and 𝑗 always refer to the (bins · templates) entries of ®ℎ or ®𝜎 in this section.

5.3.1 Simulation-sample size

The limited number of simulated events introduces statistical uncertainties on the expected number of
events per histogram bin ℎ𝑖 . For each bin 𝑖, these uncertainties are derived as

𝜎𝑖 =

√︄∑︁
evt∈𝑖

(
𝑤

2
evt

)
(𝑖 ∈ bins, templates). (5.13)
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5.3 Systematic uncertainties

The uncertainty on the selection efficiency Δ𝜖𝑘 for each event type 𝑘 is calculated in a similar manner
but by summing over all events of that type. The uncertainties associated with simulation-sample size
are uncorrelated due to their statistical nature. Consequently, the covariance matrices are given by
diagonal matrices 𝐶MC

\ = diag(®𝜎2) and 𝐶MC
𝜖 = diag(Δ®𝜖).

5.3.2 Branching-fraction uncertainties

Branching-fraction uncertainties of exclusive decays like 𝐵 → 𝐷
(∗,∗∗)

𝑙a alter the effective composition
of inclusive 𝐵 → 𝑋𝑙a decays. This causes a shape uncertainty in the 𝑋ℓa and 𝑋𝜏a template histograms.
The individual uncertainty on each histogram bin 𝜎𝑖 is quantified by replacing the event weight 𝑤evt by
𝑤evt · 𝜎

B/𝑤B , where 𝑤B ± 𝜎B
= (Bnew ± ΔBnew)/BMC for events of the specific probed branching

fraction, and 𝑤B ±𝜎B
= 1±0 otherwise. Here, BMC is the branching fraction used in MC simulations,

which is updated by the values (Bnew ± ΔBnew) as summarized in Table 3.1.
The branching-fraction uncertainties for light leptons are assumed to be fully correlated between

𝐵 → 𝑋𝑒a and 𝐵 → 𝑋`a decays, resulting in the cancellation of most branching-fraction uncertainties
for 𝑅(𝑋𝑒/`). For simplicity, semitauonic branching-fraction uncertainties are assumed not to be
correlated with those of light leptons, which is a conservative assumption.1 Finally ®𝜎 is obtained by
the sum of replaced weights:

𝜎𝑖 =
∑︁
evt∈𝑖

(
𝑤evt ·

𝜎
B

𝑤
B

)
(𝑖 ∈ bins, templates). (5.14)

In the determination of the efficiency uncertainties, branching-fraction uncertainties simultaneously
alter 𝑁sel and 𝑁gen, canceling most but not all of their impact on 𝜖𝑘 .

The branching-fraction uncertainties of one decay are fully correlated across all bins and templates
that contain this decay. Therefore, the covariance matrices are constructed using the outer products
𝐶

B
\ = ®𝜎 ⊗ ®𝜎 and 𝐶B

𝜖 = Δ®𝜖 ⊗ Δ®𝜖 .

5.3.3 Uncertainties of form-factor parameters

As described in Section 2.2.2, form-factor parameters govern the kinematic properties of the
semileptonic 𝐵-meson decays. The number of parameters required to describe the decay varies
depending on the decay mode and form-factor model. Experimental measurements of the parameters
used in this thesis are provided in References [85, 89, 204, 205].

The uncertainties of the parameters are converted into histogram-shape uncertainties through event
weights 𝑤FF

evt. For this purpose, the software package HAMMER [217] is used. It provides weight factors
for each event, quantifying the relative likelihood of this event to occur in one form-factor model with
a specific set of parameters (FF1) compared to another one (FF2):

𝑤
FF
evt =

dΓFF1
evt

dΓFF2
evt

· Γ
FF2

Γ
FF1

. (5.15)

1 In fact, as described in Section 3.4.3, the semitauonic branching fractions are directly proportional to the light-lepton ones,
multiplied by predictions of the ratios 𝑅(𝐷 (∗,∗∗) ). The resulting positive correlation slightly reduces the uncertainty
on 𝑅(𝑋𝜏/ℓ ) associated with branching fractions. However, the uncertainties on 𝑅(𝐷 (∗,∗∗) ) are significantly larger than
those on light-lepton branching fractions, making this effect negligible.
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Chapter 5 Signal-extraction fit setup

Here, the ratio of differential decay rates dΓFF1
evt /dΓ

FF2
evt depends on the kinematic properties of the

input event on generator level. Additionally, different form-factor models or parameter sets yield
different total decay rates ΓFF. Uncertainties on the total rate, however, are already considered in
branching-fraction uncertainties (see Sec. 5.3.2). Therefore, the event weight is normalized by the ratio
of total rates of the two compared models. Consequently, 𝑤FF

evt only reflects changes to the kinematic
distributions.

This procedure is performed both to update MC simulations to more recent form-factor models as
summarized in Section 3.4.3, and to quantify the effect of form-factor parameter uncertainties. For the
latter, the measured parameter set, represented as the vector of nominal values ®𝑝 nom, is orthogonally
varied via

®𝑝 ±
𝑚 = ®𝑝 nom ±

√︁
_𝑚 ®𝑒𝑚 (𝑚 = 1, . . . , 𝑁params). (5.16)

Here, _𝑚 and ®𝑒𝑚 represent the 𝑚-th eigenvalue and eigenvector of the covariance matrix of the
form-factor parameters.

Similar to the previous section, the impact on the template histograms is determined by replacing
each event weight 𝑤evt by 𝑤±𝑚

evt = 𝑤evt · 𝑤
FF( ®𝑝±𝑚)
evt /𝑤FF( ®𝑝nom)

evt . This yields histograms that represent the
up (+) and down (−) variations. The bin uncertainties are calculated for each eigendirection 𝑚 through

𝜎
𝑚
𝑖 =

ℎ
+𝑚
𝑖

− ℎ−𝑚

𝑖

2
(𝑖 ∈ bins, templates), (5.17)

and the covariance matrix, which includes correlated and anticorrelated bins, is given by

𝐶
FF
\ =

𝑁params∑︁
𝑚

®𝜎𝑚 ⊗ ®𝜎𝑚. (5.18)

As the event selection relies on the lepton momentum, form-factor variations lead to an efficiency
uncertainty despite their total-rate normalization. The efficiency uncertainty Δ𝜖

FF
𝑘 on event type 𝑘

caused by each form-factor model is estimated by

(
Δ𝜖

FF
𝑘 · 𝑁gen

𝑘

)2
=

𝑁params∑︁
𝑚

max

(��� ∑︁
evt∈𝑘

(
𝑤
+𝑚
evt

)
− 𝑁sel

𝑘

���, ��� ∑︁
evt∈𝑘

(
𝑤
−𝑚

evt
)
− 𝑁sel

𝑘

���)2

with 𝑁sel
𝑘 =

∑︁
evt∈𝑘

(
𝑤evt

)
.

(5.19)
The efficiency uncertainties associated with one form-factor model are assumed to be fully correlated
across templates, i.e., 𝐶 FF

𝜖 = Δ®𝜖 FF ⊗ Δ®𝜖 FF.
More specific treatments of additional form-factor uncertainties are discussed in Section 8.1.2.

5.3.4 Uncertainties of the track-reconstruction efficiency

Uncertainties of the track-reconstruction efficiency are considered by assigning an uncertainty of
0.3% per track associated with 𝐵sig. This number is based on recommendations from the Belle II
Performance Group and is derived in studies using 𝑒+𝑒− → 𝜏

+
𝜏
− events. Consequently, the relative

event-specific uncertainty is given by

𝜎
track. eff.
evt = (1.003)𝑁

𝐵sig
tracks − 1, (5.20)
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5.3 Systematic uncertainties

from which ®𝜎 is calculated as in Equation (5.14) with 𝑤track. eff.
= 1. For Δ𝜖𝑘 , the counterpart of

Equation (5.14) is summed over all events of event type 𝑘 and 𝐶 track. eff.
𝜖 = Δ®𝜖 ⊗ Δ®𝜖 .

5.3.5 Lepton-identification uncertainties

As discussed in Section 3.4.4, uncertainties associated with the lepton identification are determined in
a three-dimensional grid of lab-frame momentum 𝑝ℓ , polar angle \ℓ , and lepton charge 𝑞 for true and
fake leptons of each lepton flavor. The extensive number of resulting weight factors and uncertainties
makes an approach as used in the previous sections inconvenient. Instead, the LID-correction factor
𝑤

LID
𝑚 of each (𝑝ℓ , \ℓ , 𝑞) interval 𝑚 is assigned a set of variations

®𝑤G
𝑚 = 𝑤

LID
𝑚 + ®G

(
0, 𝜎stat.

𝑚

)
+ ®G𝑚

(
®0, 𝐶syst.

𝑤

) (
𝑚 = 1, . . . , 𝑁 𝑝ℓ , \ℓ ,𝑞intervals for 𝑒, `, 𝜋 → 𝑒, . . .

)
. (5.21)

Here, ®G represents a set of 𝑁var = 300 values generated from the corresponding Gaussian distribution.
The statistical uncertainty of each correction factor 𝜎stat.

𝑚 is assumed to be independent for each (𝑝ℓ , \ℓ ,
𝑞) interval, while possible correlations of the systematic uncertainties between all correction factors
are incorporated by using the 𝑚-th entry of a multivariate Gaussian distribution with covariance matrix
𝐶

syst.
𝑤 .
For the 𝑅(𝑋𝑒/`) extraction, the systematic uncertainties are assumed to be fully correlated between

all phase-space intervals of the same lepton type but uncorrelated between different types. In this
context, lepton type refers to the lepton flavor, charge and origin. For example, efficiency-correction
factors of positively charged electrons are not linked to fake-rate correction factors for negatively
charged kaons mimicking muons. This approach leads to maximal efficiency uncertainties for
𝐵 → 𝑋𝑒a and 𝐵 → 𝑋`a decays.

In the high-momentum sample used for the 𝑅(𝑋𝑒/`) extraction, the systematic uncertainties
associated with the LID corrections used in this measurement are primarily influenced by discrepancies
between the muon-efficiency calibration factors derived from the 𝐽/𝜓 → `

+
`
− and the low-multiplicity

𝑒
+
𝑒
− → `

+
`
−(𝛾) control channels. As recognized by the Belle II Particle Identification Group

subsequently, these discrepancies are caused by an inaccurate treatment of the low-multiplicity
trigger, resulting in a systematic shift of the correction factors across all intervals of (𝑝ℓ , \ℓ , 𝑞)
for 𝑒+𝑒− → `

+
`
−(𝛾). Thus, the assumption of completely correlated systematic uncertainties is

retroactively found to be valid.
The measurement of 𝑅(𝑋𝜏/ℓ) is particularly sensitive to the shapes of lepton-momentum distributions.

Thus, for this measurement, the systematic uncertainties are assumed to be completely uncorrelated,
resulting in maximal shape uncertainties, especially between the low-momentum and high-momentum
regions.

Since the set of variations ®𝑤G
𝑚 is assigned to each event in interval𝑚, full correlation for uncertainties

of the same factor are maintained across all templates, while factors from different (𝑝ℓ , \ℓ , 𝑞) intervals
are either uncorrelated or only systematically correlated. A set of varied template histograms is
generated by a set of replaced event weights for each bin 𝑖 using

®ℎG
𝑖
=

∑︁
evt∈𝑖

(
𝑤evt ·

®𝑤G

𝑤
LID

)
(𝑖 ∈ bins, templates). (5.22)
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Finally, the covariance matrix 𝐶LID
\ is constructed as follows:(

𝐶
LID
\

)
𝑖 𝑗
=

1
𝑁var − 1

𝑁var∑︁
𝑛=1

(ℎG
𝑖𝑛
− ℎ𝑖) (ℎ

G
𝑗𝑛
− ℎ 𝑗) (𝑖, 𝑗 ∈ bins, templates). (5.23)

The efficiency uncertainty for each event type 𝑘 is estimated as the standard deviation, denoted std, of
observed variations on 𝑁sel

𝑘 :

Δ𝜖𝑘 · 𝑁
gen
𝑘

= std

( ∑︁
evt∈𝑘

(
𝑤evt ·

®𝑤G

𝑤
LID

)
− 𝑁sel

𝑘

)
(𝑘 ∈ templates). (5.24)

The efficiency correlation between two event types 𝑘 and 𝑙 is determined by the Pearson correlation
coefficients of the different variations on 𝑁sel

𝑘 and 𝑁sel
𝑙 .

As depicted in Figures B.2 to B.5, not all phase-space regions of all lepton types are covered by
correction factors. In cases where correction factors are not available for certain lepton candidates,
they are assigned a correction weight of 𝑤LID

= 1. For uncovered regions, where correction weights
are available for the lepton type in other phase-space regions, the weight uncertainty is determined by
calculating the arithmetic average of the total (stat. & syst.) uncertainties, along with the deviations of
the nominal weight factors from unity for this lepton type and charge:

𝜎
2
uncovered =

(
𝑁
𝑝ℓ , \ℓ
intervals

)−1 intervals∑︁
𝑚

[
𝜎

2
𝑚 +

(
𝑤

LID
𝑚 − 1

)2
]

. (5.25)

For lepton types that lack coverage entirely, such as antiprotons mimicking electrons or lepton
candidates based on a misreconstructed track without generator-level particle origin, a 100% uncertainty
(𝜎uncovered = 1) is assigned. The weight variations for lepton candidates in uncovered phase-space
regions or for uncovered lepton types are generated through

®𝑤G
𝑚 = 1 + ®G

(
0, 𝜎uncovered

)
(𝑚 ∈ uncovered types) . (5.26)

Distinct variations are generated independently for each uncovered lepton type and charge. Specifically,
for electron candidates stemming from (anti)protons, separate variations are introduced for low- and
high-momentum fake leptons (𝑝𝑒 ≶ 1 GeV). This distinction is motivated by differences in observed
data-MC discrepancies in the proton-fake momentum distribution, as illustrated in Figure 5.1.

LID-efficiency corrections exhibit excellent coverage for all lepton flavor and charge configuration,
ensuring complete coverage for all true leptons, including secondaries, in the measurements of
𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ). Likewise, correction weights are provided for nearly the entire phase space for
pions falsely identified as leptons.

Table 5.1 provides a summary of the relative compositions of fake leptons per lepton flavor and
charge in the 𝑅(𝑋𝑒/`) and the 𝑅(𝑋𝜏/ℓ) measurements, respectively. The percentage of uncovered fake
types relative to the total number of backgrounds in each lepton channel is presented, providing insights
into their relative importance. Additionally, the relative uncertainty, derived by Equation (5.25), is
displayed for uncovered lepton candidates.

In the 𝑅(𝑋𝑒/`) analysis, 2.9% of the electron backgrounds, that are mostly composed of well-covered
secondary leptons, are not covered by LID corrections (mostly antiproton fakes). In the muon channel,
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5.3 Systematic uncertainties

Fake origin Fake composition Uncovered by Rel. unc. Uncovered vs. tot. bkgs.
of this charge LID tables of uncovered of this lepton flavor

𝑅(𝑋𝑒/`): [P𝑒 : 𝜖𝑒 = 80%, PL/L
` > 0.95, 𝑝𝐵ℓ > 1.3 GeV]

𝜋
− ID→ 𝑒

− 30.7% - - -
𝐾

− ID→ 𝑒
− 29.3% 0.7% 54% 0.01%

𝑝 ID→ 𝑒
− 38.7% 100% 100% 2.5%

Nan ID→ 𝑒
− 1.6% 100% 100% 0.1%

𝜋
+ ID→ 𝑒

+ 66.0% - - -
𝐾

+ ID→ 𝑒
+ 28.4% 0.7% 32% 0.01%

𝑝 ID→ 𝑒
+ 1.0% 100% 100% 0.05%

Nan ID→ 𝑒
+ 4.6% 100% 100% 0.2%

𝜋
− ID→ `

− 66.4% - - -
𝐾

− ID→ `
− 24.1% - - -

Nan ID→ `
− 9.4% 100% 100% 3.1%

𝜋
+ ID→ `

+ 65.4% - - -
𝐾

+ ID→ `
+ 25.5% - - -

Nan ID→ `
− 9.1% 100% 100% 3.0%

𝑅(𝑋𝜏/ℓ): [P𝑒 > 0.99, 𝑝𝑒 > 0.5 GeV, PL/L
` > 0.99, 𝑝` > 0.7 GeV]

𝜋
− ID→ 𝑒

− 12.2% - - -
𝐾

− ID→ 𝑒
− 31.3% 2.3% 372% 0.05%

𝑝 ID→ 𝑒
− 54.0% 100% 100% 3.4%

Nan ID→ 𝑒
− 2.5% 100% 100% 0.01%

𝜋
+ ID→ 𝑒

+ 39.8% 1.0% 356% 0.01%
𝐾

+ ID→ 𝑒
+ 57.0% 2.0% 1 052% 0.04%

𝑝 ID→ 𝑒
+ 1.5% 100% 100% 0.05%

Nan ID→ 𝑒
+ 1.7% 100% 100% 0.05%

𝜋
− ID→ `

− 73.7% - - -
𝐾

− ID→ `
− 16.9% 25.4% 95% 1.3%

Nan ID→ `
− 9.4% 100% 100% 2.9%

𝜋
+ ID→ `

+ 74.6% - - -
𝐾

+ ID→ `
+ 16.3% 25.3% 43% 1.4%

Nan ID→ `
− 9.1% 100% 100% 3.0%

Table 5.1: The relative composition of mis-identified leptons is summarized for both lepton flavors and charges
in the 𝑅(𝑋𝑒/`) (top) and the 𝑅(𝑋𝜏/ℓ) (bottom) measurements. Lepton-candidates caused by misreconstructed
tracks are labeled Nan.The relative coverage of the LID correction tables is displayed for each fake type and, if
applicable, their assigned relative uncertainty is presented. Additionally, their total relevance compared to the
whole background composition per lepton channel (electron or muon, charges combined) is listed.
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Figure 5.1: Simulation is compared to experimental data in the proton-fake enriched control sample defined
by PL/L

𝑝 > 0.9 as introduced in Section 7.2.1. Below each plot, uncertainty-normalized residuals are shown,
excluding the introduced 100% LID uncertainty. The left plot, illustrating the momentum distribution, justifies
the introduction of uncorrelated sets of LID correction-weight uncertainties for proton fakes below and above
𝑝𝑒 = 1 GeV. In the right plot, depicting the distribution of proton fakes in 𝑀𝑋 , the overall MC yield is adjusted
to match the data, enhancing the comparability in shape rather than yield.

in total 6.1% of all backgrounds are not covered. In the 𝑅(𝑋𝜏/ℓ) analysis, the total uncovered
fractions are 3.6% for the electron channel and 8.6% for the muon channel. In both analyses, the total
background composition is carefully reinvestigated and calibrated in control samples as outlined in
Sections 6.1.1 and 7.3.4.

5.4 Independence of the 𝑩tag-selection efficiency

As discussed in Section 4.1, significant deviations between experimental and simulated data are
observed for the 𝐵tag-selection efficiency, caused by various effects.

To mitigate systematic uncertainties associated with the 𝐵tag-selection efficiency in the measurements,
the selection of 𝐵tag candidates is conducted independently of any signal-side information. Moreover,
the semileptonic 𝐵-meson decay rates are measured in ratios 𝑅(𝑋𝜏/ℓ) and 𝑅(𝑋𝑒/`), where the
tag-induced data-MC bias is expected to cancel. In this section, the validity of this assumption is
demonstrated for the tau-to-light-lepton ratio 𝑅(𝑋𝜏/ℓ) (see Sec. 5.4.1) and for the electron-to-muon
ratio 𝑅(𝑋𝑒/`) (see Sec. 5.4.2).

5.4.1 Signal vs. normalization decays

In this study, the requirement specified in Table 4.3 of 𝑝𝐵ℓ > 1.3 GeV is omitted from the event
selection, allowing for low-momentum signal-lepton candidates with 𝑝T

𝑒 > 0.3 GeV and 𝑝T
` > 0.4 GeV.

Figure 5.2 provides a comparison of key 𝐵tag properties between signal (𝐵sig → 𝑋𝜏a) and normalization
(𝐵sig → 𝑋ℓa) decays in simulation.

The normalized distributions for the FEI output classifier PFEI, essential in the event selection, are
presented. Moreover, the composition of FEI reconstruction modes, as summarized in Tables B.1
and B.2, is compared between signal and normalization decays. In each case, the 𝑋𝜏a and 𝑋ℓa
distributions are statistically consistent with the hypothesis that they are drawn from the same underlying

70



5.4 Independence of the 𝐵tag-selection efficiency

0.0

0.5

1.0

1.5

2.0

2.5

3.0

No
rm

. a
rb

. u
ni

ts

2 = 21.7 / 19,
p value = 0.300

Belle II Simulation

0.00

0.05

0.10

0.15

2 = 22.7 / 26,
p value = 0.650

Belle II Simulation

X
X

0.00

0.05

0.10

0.15

0.20 2 = 25.5 / 29, p value = 0.652
Belle II Simulation

0.2 0.4 0.6 0.8 1.0
FEI

-2.0
0.0
2.0

No
rm

. R
es

id
.

D
+

D
+

0

D
+

0
0

D
+

+

D
+

+
0

D
0

+

D
D

0 K
+

D
D

*0
K

+

D
*

D
0 K

+

D
*

D
*0

K
+

D
D

+
K

0 S
D

*
D

+
K

0 S
D

D
*+

K
0 S

D
*

D
*+

K
0 S

D
D

+ s
D

*
+

D
*

+
0

D
*

+
0

0

D
*

+
+

D
*

+
+

0

D
D

*+ s
D

*
D

+ s
D

*
D

*+ s
J/

K
0 S

J/
K

+

J/
K

0 S
+

c
p

+ D
0 p

p
D

pp
+

D
*

pp
+

D
0 p

p
+

B 0
tag reconstruction modes

-2.0
0.0
2.0

D
0

+
D

0
+

0
D

0
+

0
0

D
0

+
+

D
0

+
+

0
D

0 D
+

D
0 D

+
K

0 S
D

*0
D

+
K

0 S
D

0 D
*+

K
0 S

D
*0

D
*+

K
0 S

D
0 D

0 K
+

D
*0

D
0 K

+
D

0 D
*0

K
+

D
*0

D
*0

K
+

D
0 D

+ s
D

*0
+

D
*0

+
0

D
*0

+
0

0
D

*0
+

+
D

*0
+

+
0

D
0 D

*+ s
D

*0
D

+ s
D

0 K
+

D
+

+
D

+
+

0
J/

K
+

J/
K

+
+

J/
K

+
0

J/
K

0 S
+

c
p

+
0

c
p

+
+

D
0 p

p
+

D
*0

pp
+

D
+

pp
+

D
*+

pp
+ c
p

+

B+
tag reconstruction modes

-2.0
0.0
2.0

Figure 5.2: The normalized PFEI and 𝐵tag reconstruction-mode distributions are presented for 𝐵 → 𝑋𝜏a and
𝐵 → 𝑋ℓa decays, along with the uncertainty-normalized residuals shown below. A 𝜒

2 test is performed,
not considering empty bins, to assess the hypothesis that signal and normalization distributions agree within
statistical uncertainty. The corresponding 𝑝 values are provided in each figure, with one degree of freedom
subtracted from the count of filled bins to account for the normalization of the distributions.

distribution, as demonstrated in 𝜒2 tests. The unobserved reconstruction modes 𝐵tag → 𝐷
(∗)
𝐷

(∗)+
𝐾

0
𝑆
,

𝐵
+
tag → 𝐷

(∗)+
𝑝𝑝𝜋

+
𝜋
−, and 𝐵0

tag → 𝐷
∗0
𝑝𝑝𝜋

+
𝜋
− (not shown) are excluded from the 𝜒2 tests.

The absence of any observable discrepancies in the reconstruction-mode distribution between signal
and normalization decays strongly supports the assumption that any mechanism introducing tag-side
dependencies is not manifesting in a significant way. This finding underscores the independence of
the ratio 𝑅(𝑋𝜏/ℓ) from 𝐵tag properties.

Any interference between particles from the 𝐵sig decay and the selected 𝐵tag candidate, or vice
versa, would lead to the classification of these events as bad 𝐵tag candidates. Consequently, 𝐵tag
dependencies on the signal side would be evident in varied fractions of bad to good tags for different
𝐵sig decay modes. As detailed in Section 4.1, the beam-constrained mass 𝑀bc serves as an excellent
discriminator between bad and good tags, providing a robust indication of whether the 𝐵tag selection
is differently affected by 𝐵sig-meson decays into 𝑋𝜏a compared to 𝑋ℓa.

In Figure 5.3(a), the normalized 𝑀bc distributions are displayed for various event types. Fake and
secondary events feature a significantly lower fraction of events in the 𝑀bc ≈ 𝑚𝐵 peak compared
to 𝑋ℓa or 𝑋𝜏a decays, suggesting a reduced presence of good 𝐵tag candidates. Analogously, their
fraction of events with a bad 𝐵tag candidate, contributing to the empirical ARGUS function, is higher.
This observation may be attributed to the fact that most fake and secondary events emerge from
hadronically decaying 𝐵sig mesons, leading to higher multiplicities compared to semileptonic 𝐵sig
decays. As a result, the probability of falsely assigning one of the signal-side particles to the 𝐵tag is
enhanced.

Signal and normalization decays, however, feature the same final-state particles so that equal good-to-
bad 𝐵tag fractions are expected. A 𝜒

2 test confirms the statistical consistency of their 𝑀bc distributions
within uncertainties. Moreover, the comparison of high- and low-momentum 𝐵 → 𝑋ℓa decays in
Figure 5.3(b) does not reveal evidence of a dependence of 𝑀bc on the signal-lepton momentum. Given
that the lepton momentum is the primary distinction between signal and normalization decays (in
addition to the number of undetected neutrinos) this further substantiates the assumption of tag-side
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Figure 5.3: In (a), the normalized 𝑀bc distributions for fakes, secondaries, 𝑋𝜏a, and 𝑋ℓa events are presented,
with uncertainty-normalized residuals compared to the 𝑋ℓa distribution shown below. A 𝜒

2 test is performed
on the latter two distributions, supporting the assumption that they are indistinguishable within statistical
uncertainties. In (b), the 𝑀bc distributions for normalization decays are shown, categorized by high and low
lepton momenta, and compared in a 𝜒2 test.

equality for 𝑋𝜏a and 𝑋ℓa.
In summary, no difference in the 𝐵tag properties is observed in simulated signal and normalization

modes within statistical precision. A repetition of the studies in a lepton-flavor specific manner, i.e.,
𝑋 [𝜏 → 𝑒aa]a vs. 𝑋𝑒a and 𝑋 [𝜏 → `aa]a vs. 𝑋`a, yields the same conclusion. This makes any
efficiency difference between the two templates highly unlikely, as it would need to be caused by
factors not adequately represented in simulation.

To further investigate and rule out such a scenario, the 𝑩tag properties are also examined in
experimental data in the following.

Two challenges complicate such a comparison: the absence of a kinematic region with high signal
purity and the difficulty of conducting the test without box-opening. A signal-enriched data sample is
defined by 𝑝𝐵ℓ < 1.0 GeV and 𝑀2

miss > 5.0 GeV (see Fig. 8.1), resulting in a composition of 45% 𝑋ℓa,
32% 𝐵𝐵 backgrounds, 12% continuum events and 11% 𝑋𝜏a decays in simulation. Any potential 𝐵tag
differences are expected to first manifest in distinct 𝑀bc distributions. Therefore, this study focuses
on 𝑀bc to address the limited statistical precision of this sample. Unfortunately, the 𝑀bc range is
constrained to 𝑀bc ∈ [5.2725, 5.285] GeV (see Eq. (4.3)) in this study.

In the initial step, the non-signal event types are subtracted from experimental data to exclusively
attribute remaining events to signal decays. The 𝑀bc shape of continuum events can be directly
inferred from off-resonance data, utilizing the entire off-resonance data set to increase statistical
precision. The 𝑀bc shapes of the normalization mode are determined in experimental data with a
requirement of 𝑝𝐵ℓ > 1.6 GeV (see Figs. 4.12 and B.17), achieving a purity of over 95% for 𝑋ℓa
decays. Backgrounds from 𝐵𝐵 events, i.e., fakes and secondaries, are constrained in the control sample
𝑀𝑋 > 3.0 GeV, which is composed of 4% 𝑋ℓa decays, 23% continuum, and 73% 𝐵𝐵-background
events (see Fig. B.20).

As demonstrated in Figure 5.4, off-resonance data features a significantly different 𝑀bc shape
compared to on-resonance data, as expected due to the absence of any good-tag candidates. Meanwhile,
the 𝑀bc shapes of experimental data agree well with predictions from simulation in the 𝑋ℓa enriched
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Figure 5.4: The normalized 𝑀bc distributions in experimental data and simulation are presented for off-resonance
data compared to on-resonance data (left), in a 𝑋ℓa-enriched control sample (center left), and a 𝐵𝐵 background-
enriched sample (center right). After subtracting continuum components from data in the latter sample,
experimental data shows improved agreement with the 𝐵𝐵-background shape predictions (right).

control sample. In the background-enriched high-𝑀𝑋 sample, the 𝑀bc shapes in data do not match
predictions from 𝐵𝐵 backgrounds alone. However, after subtracting the expected 23% continuum
contribution, the remaining experimental data shape aligns well with the 𝐵𝐵 background-only
𝑀bc-shape prediction.
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Figure 5.5: In (a), the normalized 𝑀bc distribution of experimental data in the signal-enriched sample is
compared to experimental-data predictions of the three additional event types, as derived from Figure 5.4. The
background-subtracted experimental data is then used to determine the 𝑀bc shape for 𝑋𝜏a, which is compared
in a 𝜒2 test to the experimental observation of 𝑀bc for 𝑋ℓa (b).

In Figure 5.5(a), the 𝑀bc shapes of the three extracted event types are compared to experimental
data in the signal-enriched sample. To maintain a box-closed analysis, only normalized shapes of
experimental data in the signal sample are considered. The expected 𝑀bc shape of signal events in
experimental data is determined by subtracting the 𝑀bc shapes of the three other event types from the
total 𝑀bc shape in this sample. In this procedure, the absolute expected yield for each background
component is derived from simulation. Assuming that their yield predictions are well-modeled, the
remaining experimental data should exclusively arise from 𝑋𝜏a decays, regardless of any deviation in
its yield from the simulated SM expectation. The subtracted data is then normalized to avoid revealing
the actual signal-yield expectation and compared to the normalized 𝑀bc shape of the 𝑋ℓa control
sample in a 𝜒2 test, as illustrated in Figure 5.5(b).
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No evidence for an 𝑀bc-shape difference in the signal and normalization mode is found in
experimental data (𝜒2

= 6.5/9, corresponding to a 𝑝 value of 0.686), although the statistical precision
of the signal-shape prediction is very limited. The same procedure is repeated to test the 𝐵tag
reconstruction-mode distribution as presented in Figure 5.6. Again, no evidence for differences
between signal and normalization is found within very high statistical uncertainties.
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Figure 5.6: The 𝐵tag reconstruction-mode distributions are compared between experimental data for background-
subtracted 𝑋𝜏a and 𝑋ℓa. The agreement is quantified in 𝜒2 tests, excluding empty bins. Bins with significantly
negative values are likely a result of background event overestimations, probably due to limited statistics
especially in off-resonance data. These three bins in 𝐵+, highlighted by yellow residuals, account for less than
1% of the normalization and signal decays, making their overall impact on 𝑋𝜏a and 𝑋ℓa negligible. As a result,
they are excluded from the 𝜒2 test.

The conclusions drawn from the aforementioned tests align with numerous similar analyses
conducted within the Belle II collaboration. As a whole, there is no indication of a 𝐵tag dependence
on the signal side that is not adequately modeled. Consequently, this analysis operates under the
assumption that the tagging efficiency completely cancels out in the measured ratio 𝑅(𝑋𝜏/ℓ) within
the provided statistical precision, and no additional uncertainties are introduced.

5.4.2 Electron vs. muon normalization decays

In the 𝑅(𝑋𝑒/`) measurement, the 𝐵 → 𝑋𝑒a branching fraction is measured relative to B(𝐵 → 𝑋`a),
requiring 𝑝𝐵ℓ > 1.3 GeV for both lepton flavors. This section investigates any potential data-MC bias
in this ratio induced by the 𝐵tag selection.

Figure 5.7 illustrates the normalized 𝐵tag reconstruction-mode distributions in both experimental data
and simulation for the electron and muon channels. In both cases, there is an observed disagreement
in the relative fraction of certain reconstruction modes between 𝑋𝑒a and 𝑋`a. For the muon channel,
the fraction of selected 𝐵tag candidates in 𝐵tag → 𝐷

(∗)
𝜋
+
𝜋

0 reconstruction modes is enhanced
compared to the electron channel. Similarly, 𝐵tag-candidate decays into 𝐵tag → 𝐷

(∗)
𝜋
+
𝜋
+
𝜋
−(𝜋0) and

𝐵tag → 𝐷𝐷𝑠 are relatively more frequent for 𝐵sig decays into 𝑋𝑒a.
Speculatively, this phenomenon could be attributed to the increased difficulty in distinguishing

muons from charged pions compared to electrons. Consequently, a signal muon might more frequently
be misidentified as a pion associated with the 𝐵tag, leading to a higher likelihood of the 𝐵tag-candidate
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Figure 5.7: The normalized 𝐵tag reconstruction-mode distributions for 𝐵 → 𝑋𝑒a and 𝐵 → 𝑋`a decays are
displayed in experimental data (top) and simulation (bottom). The corresponding ratios of reconstruction-mode
fractions are shown below.

to be rejected during the subsequent event selection based on PFEI or 𝑀bc. As a result, 𝐵tag modes
with a higher abundance of charged pions may experience a marginal depletion in the muon channel.

Differences in 𝐵tag distributions for 𝑋𝑒a and 𝑋`a decays become relevant for 𝑅(𝑋𝑒/`) only if
these discrepancies are not accurately represented in the simulation. However, both experimental
and simulated data show similar excesses. To quantify if these excesses are appropriately captured
in the simulation, the relative ratio of normalized fractions for 𝑋𝑒a and 𝑋`a per reconstruction
mode is compared between experimental data and simulation in Figure 5.8. The equivalence of the
𝑋𝑒a/𝑋`a-ratio distributions in experimental data and simulation is tested in a 𝜒2 test. The resulting
𝑝 values, 0.127 for 𝐵0

tag candidates and 0.568 for 𝐵+
tag candidates, provide no evidence of mismodeling

of the electron-muon differences in the reconstruction-mode distributions.
The mismodeling of 𝐵tag-selection efficiencies depends on the reconstruction mode as observed in

the data-MC differences in Figure 5.9. This can be attributed in part to the inadequate modeling of 𝐷
decays as discussed in more detail in Section 7.2.3, but various additional factors, such as mismodeled
particle-identification probabilities and vertex-reconstruction efficiencies, may contribute. To ensure
the absence of bias in the 𝑅(𝑋𝑒/`) measurement, the mismodeling is required to be independent of
the signal-lepton flavor. A comparison of the reconstruction-mode-dependent data-MC discrepancies
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0.00

0.25

0.50

0.75

1.00

1.25

1.50

Xe
 / 

X

B 0
tag: 2: 34.3 / 26, p value = 0.127

Belle II Preliminary dt = 189fb 1

Simulation
Exp. data

0.6

0.8

1.0

1.2

1.4 B +
tag: 2: 27.1 / 29, p value = 0.568

Belle II Preliminary dt = 189fb 1
D

+

D
+

0

D
+

0
0

D
+

+

D
+

+
0

D
0

+

D
D

0 K
+

D
D

*0
K

+

D
*

D
0 K

+

D
*

D
*0

K
+

D
D

+
K

0 S
D

*
D

+
K

0 S
D

D
*+

K
0 S

D
*

D
*+

K
0 S

D
D

+ s
D

*
+

D
*

+
0

D
*

+
0

0

D
*

+
+

D
*

+
+

0

D
D

*+ s
D

*
D

+ s
D

*
D

*+ s
J/

K
0 S

J/
K

+

J/
K

0 S
+

c
p

+ D
0 p

p
D

pp
+

D
*

pp
+

D
0 p

p
+

B 0
tag reconstruction modes

-2.0
-1.0
0.0
1.0
2.0

No
rm

. R
es

id
.

D
0

+

D
0

+
0

D
0

+
0

0

D
0

+
+

D
0

+
+

0

D
0 D

+

D
0 D

+
K

0 S
D

*0
D

+
K

0 S
D

0 D
*+

K
0 S

D
*0

D
*+

K
0 S

D
0 D

0 K
+

D
*0

D
0 K

+

D
0 D

*0
K

+

D
*0

D
*0

K
+

D
0 D

+ s
D

*0
+

D
*0

+
0

D
*0

+
0

0

D
*0

+
+

D
*0

+
+

0

D
0 D

*+ s
D

*0
D

+ s
D

0 K
+

D
+

+

D
+

+
0

J/
K

+

J/
K

+
+

J/
K

+
0

J/
K

0 S
+

c
p

+
0

c
p

+
+

D
0 p

p
+

D
*0

pp
+

D
+

pp
+

D
*+

pp
+

c
p

+

B+
tag reconstruction modes

-2.0
-1.0
0.0
1.0
2.0

Figure 5.8: The correlation between the 𝐵tag-reconstruction-mode selection and the signal-lepton flavor is
examined in both experimental data and simulation, with normalized residuals shown below. The equality of
distributions is tested using a 𝜒2 test, considering only statistical uncertainties, and the resulting 𝑝 values are
provided.

is performed for signal electrons and muons. Again, the hypothesis of equal distributions is tested in a
𝜒

2 test, providing no evidence of discrepancies within statistical uncertainty (see Fig. 5.9).
In conclusion, there is no indication that reconstruction-mode-dependent effects between signal

electrons and muons are inadequately modeled, within the limits of statistical precision. Consequently,
to avoid double-counting statistical uncertainties, no additional uncertainties on the 𝐵tag-selection
process are introduced for 𝑅(𝑋𝑒/`).
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Figure 5.9: The reconstruction-mode-dependent data-MC discrepancies are presented for 𝑋𝑒a (top) and 𝑋`a
(center). The corresponding ratios of reconstruction-mode fractions are shown below. These ratios are compared
between electron and muon channel (bottom) and their equality of distributions is tested using a 𝜒2 test.
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CHAPTER 6

Measurement of the light-lepton ratio 𝑹(𝑿𝒆/𝝁)

In this chapter, the first measurement of the inclusive light-lepton branching-fraction ratio 𝑅(𝑋𝑒/`) =
B(𝐵 → 𝑋𝑒a)/B(𝐵 → 𝑋`a) is presented. Initially anticipated as a cross-check for the 𝑅(𝑋𝜏/ℓ)
measurement, the unique characteristics and competitive precision of the 𝑅(𝑋𝑒/`) measurement
inspired a dedicated effort to measure it independently, as motivated in Section 2.3.3. Some analysis
choices, however, might have been different in an analysis specifically designed from the outset to
measure 𝑅(𝑋𝑒/`). The results are published in Reference [1].

In Section 6.1, the result-extraction strategy is outlined and tested. Statistical and systematic
uncertainties of the 𝑅(𝑋𝑒/`) measurement are quantified and validated. In Section 6.2, the measurement
on experimental data is presented, discussed, and validated in its stability.

Initially, distinct simulation calibration factors were introduced for each lepton flavor to address mis-
modeled 𝐵tag-selection efficiencies, as discussed in Sections 4.1 and 7.3.1. However, in Section 5.4.2,
it is demonstrated that 𝑅(𝑋𝑒/`) is not influenced by the 𝐵tag selection, meaning that lepton-flavor
dependent calibration factors directly correspond to distinct branching fractions for B(𝐵 → 𝑋𝑒a)
and B(𝐵 → 𝑋`a). Consequently, the initial calibration need to be inverted to accurately extract
non-trivial values of 𝑅(𝑋𝑒/`). Although unintentional, this led to the analysis being effectively
conducted in a box-closed manner, as the true electron-to-muon fraction remained obscured until
shortly before their extraction in Section 6.2.

During the journal-review process of 𝑅(𝑋𝑒/`) and the ongoing 𝑅(𝑋𝜏/ℓ) analysis, a selection
criterion on the total ECL energy (𝐸ECL) applied at an early data-processing stage on centrally
produced subsets was identified to introduce a notable bias in 𝑅(𝑋𝑒/`), as discussed in Section 8.1.5.
The measurement of 𝑅(𝑋𝑒/`) was repeated with the selection removed while keeping all other analysis
choices unchanged, and the results are presented in the following. Studies conducted prior to the
removal of the 𝐸ECL selection are appropriately identified.

6.1 𝑹(𝑿𝒆/𝝁)-extraction strategy and quantification of uncertainties

The 𝑅(𝑋𝑒/`)-extraction strategy, including the fit setup and the handling of background events, is
discussed in Section 6.1.1. The quantification, validation, and discussion of the impact of various
uncertainty sources are covered in Sections 6.1.2 and 6.1.3. Section 6.1.4 is dedicated to the validation
of the fit setup, demonstrating its capability to extract various values of 𝑅(𝑋𝑒/`).
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Chapter 6 Measurement of the light-lepton ratio 𝑅(𝑋𝑒/`)

6.1.1 Fit setup and background calibration

As detailed in Sections 4.3 and 5.2, the 𝑅(𝑋𝑒/`) measurement is performed in the high-momentum
data sample 𝑝𝐵ℓ > 1.3 GeV through a binned maximum-likelihood fit. This fit utilizes three templates
– 𝑋ℓa, 𝐵𝐵-backgrounds, and continuum events – for each lepton flavor. The fitting process is carried
out simultaneously in both the electron and muon channels, resulting in significant cancellation of
systematic uncertainties. The yields of the continuum events are constrained using off-resonance data.

As extensively discussed in Section 7.2, notable discrepancies between experimental data and
simulation are identified in various quantities correlated to the kinematic properties of the hadronic
system 𝑋 . As a consequence, the extraction of 𝑅(𝑋𝑒/`) is conducted independently of any quantities
dependent on 𝑋-system properties.1 Instead, it is solely based on the lepton momentum in the 𝐵sig

frame, 𝑝𝐵ℓ , which is demonstrated to be well-modeled, as illustrated in Figure 4.12. In detail, the
momentum distribution is divided into ten intervals of 100 MeV each per lepton flavor, starting at the
low-momentum threshold for the 𝑅(𝑋𝑒/`) extraction of 𝑝𝐵ℓ > 1.3 GeV. The uppermost bin edge is
designated as an overflow bin to include all events with higher lepton momenta.

The number of unconstrained 𝐵𝐵 backgrounds per 𝑝𝐵ℓ interval is tiny compared to 𝑋ℓa decays in the
utilized high-momentum region (see Fig. 4.12). In particular, the number of non-resonant 𝐷∗∗

gap-mode
decays, assigned a 100% branching-fraction uncertainty, is similar in size in the muon channel and
even larger in the electron case. Consequently, the capability of the extraction fit to distinguish
the 𝐵𝐵-background templates from 𝑋ℓa is limited. A two-dimensional fit incorporating additional
quantities with enhanced separation power between the templates, such as 𝑀𝑋 or 𝑞2, would rely on
the modeling of the 𝑋 system, making it unfeasible without sophisticated simulation reweighting (see
Sec. 7.3). Instead, a background-enriched control sample is employed to constrain the 𝐵𝐵-background
template yields.

For this purpose, the same-flavor control sample is defined. In this data sample, the lepton-charge
requirement is reversed compared to the nominal event selection, ensuring that only signal-lepton
candidates are used that suggest a 𝐵sig flavor equivalent to the 𝐵tag candidate. As apparent in a
comparison of Figures 6.1 and 6.5, this results in a significant enrichment of 𝐵𝐵 backgrounds, along
with 𝑋ℓa decays from 𝐵

0/𝐵0-mixing events. Figure 6.2 illustrates substantial differences in the
normalized shapes of 𝑋ℓa and 𝐵𝐵-background templates, establishing the same-flavor control sample
as effective for constraining backgrounds.

Analogous to the extraction in the opposite-flavor signal sample, the control-sample 𝐵𝐵-background
yields are determined in a binned maximum-likelihood fit in ten intervals of 𝑝𝐵ℓ using three templates
per lepton flavor: continuum events constrained by off-resonance data, 𝐵𝐵 backgrounds, and 𝑋ℓa.
The pre- and post-fit distributions are presented in Figure 6.1. In Table 6.1, the fit results of all
template yields are summarized, while their correlations are presented in Table 6.2. The global 𝜒2

value, introduced in more detail in Equation 6.4, is 𝜒2
global = 14.7, yielding a 𝑝 value of 0.55 for 16

degrees of freedom.
The 𝐵𝐵-background and 𝑋ℓa yields are strongly correlated. Nevertheless, the capability of the

fit to accurately extract 𝐵𝐵-background calibration factors is demonstrated in Section 6.1.3. In this
section, the impact of different 𝐷-meson decay distributions on 𝑅(𝑋𝑒/`) is investigated. Since varying
𝐷-meson decay distributions lead to scaled high-𝑝𝐵ℓ 𝐵𝐵-background yields, this effectively serves as
a 𝐵𝐵-background linearity test.
1 In Section 6.1.3, the remaining effects of the mismodeling are demonstrated to cancel out for 𝑅(𝑋𝑒/`).
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Figure 6.1: The pre-fit (a) and post-fit (b) distributions of 𝑝𝐵ℓ are presented for the fit templates and experimental
data in the same-flavor control sample. The uncertainty-normalized residuals are displayed below. In the pre-fit
case, uncertainties from both experimental data and simulation are combined for the residual normalization,
while in the post-fit case, only statistical uncertainties from data are used.
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Figure 6.2: The normalized 𝑝𝐵ℓ distributions of the 𝑋ℓa and 𝐵𝐵-background templates in the same-flavor control
sample for the electron (left) and muon (right) channel.

Electron channel Muon channel
𝑁

sel
𝑁

meas
𝑁

meas/𝑁sel
𝑁

sel
𝑁

meas
𝑁

meas/𝑁sel

𝑋ℓa 5 555 5 142 ± 235 0.93 ± 0.05 6 617 6 303 ± 309 0.95 ± 0.05
𝐵𝐵 background 2 131 2 705 ± 236 1.27 ± 0.11 3 707 4 346 ± 323 1.17 ± 0.09

Continuum 314 332 ± 53 1.05 ± 0.17 993 1 004 ± 102 1.01 ± 0.10

Table 6.1: The pre-fit (𝑁sel) and post-fit (𝑁meas) yields of the fit templates in the same-flavor control sample are
summarized, along with their relative factor used to constrain 𝐵𝐵 backgrounds in the signal-sample fit.
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Chapter 6 Measurement of the light-lepton ratio 𝑅(𝑋𝑒/`)

Electron channel Muon channel
𝑋𝑒a 𝐵𝐵 Bkg. (𝑒) Cont. (𝑒) 𝑋`a 𝐵𝐵 Bkg. (`) Cont. (`)

𝑋𝑒a 1.00 −0.89 0.00 0.27 −0.27 0.01
𝐵𝐵 Bkg. (𝑒) −0.89 1.00 −0.31 −0.26 0.26 −0.01

Cont. (𝑒) 0.00 −0.31 1.00 0.00 0.00 0.00

𝑋`a 0.27 −0.26 0.00 1.00 −0.90 0.00
𝐵𝐵 Bkg. (`) −0.27 0.26 0.00 −0.90 1.00 −0.22

Cont. (`) 0.01 −0.01 0.00 0.00 −0.22 1.00

Table 6.2: The correlations of the extracted template yields in the same-flavor control sample are presented.

In both the electron and muon channel, the extracted 𝐵𝐵-background yields, 𝑁meas, exceed their
predictions by simulation, 𝑁sel. The relative yield factors 𝑁meas/𝑁sel are used to correct and constrain
the 𝐵𝐵-background yields 𝑁sel

𝐵𝐵,ℓ
in the signal-sample fit:

𝑁
sel
𝐵𝐵,𝑒

= 1 463
· (1.27±0.11)

→ 𝑁
ext
𝐵𝐵,𝑒

= 1 857 ± 162 (6.1)

𝑁
sel
𝐵𝐵,`

= 4 463
· (1.17±0.09)

→ 𝑁
ext
𝐵𝐵,`

= 5 233 ± 389 (6.2)

The 𝑋ℓa yields experience a slight reduction in the fit. In Section 6.2.4, alternative fit setups to
constrain the 𝐵𝐵-background yields are explored, demonstrating that they do not introduce deviations
in the final result.

6.1.2 Estimation of uncertainties

To assess the magnitude of statistical and each systematic uncertainties on 𝑅(𝑋𝑒/`), multiple fits
are performed on the simulated spectrum using Asimov data. In this context, Asimov data refers
to pseudo-data with bin yields precisely matching the simulated spectrum. Statistical uncertainties,
stemming from the limited size of the experimental data sample, are determined in a fit where all
nuisance parameters are fixed at zero. The impact of each systematic uncertainty (see Sec. 5.3) on
the 𝑅(𝑋𝑒/`) uncertainty is obtained by conducting a fit with all but one sources of uncertainty fixed,
taking the quadrature difference on the resulting uncertainties between the two fit setups. These results
are detailed in Table 6.3.

The total uncertainty is estimated through a fit incorporating all sources of systematic uncertainty.
This outcome is then compared to the sum of squared individual uncertainties. Any discrepancies
that persist are attributed to correlated effects between individual sources of uncertainty and are
presented as Total corr.. In this context, negative values emerge when the summation of squared
individual uncertainties produces a total uncertainty higher than what is observed in the fit. Likewise,
the combined effect of all 𝑋𝑐ℓa branching-fraction and form-factor uncertainties is compared to the
sum of individual uncertainties in B(𝑋𝑐ℓa) corr. and FF 𝑋𝑐ℓa corr., respectively.

At each step, the uncertainties on each yield 𝑁meas are obtained from the output of MINUIT’s HESSE
function, which provides the Hessian matrix addressing correlations between parameters. Additionally,
the results are cross-validated against the uncertainty prediction resulting from a profile-likelihood
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Uncertainty Relative uncertainty [%]

source Electron channel Muon channel
𝑅(𝑋𝑒/`)Cont. 𝐵𝐵 Bkg. 𝑋𝑒a Cont. 𝐵𝐵 Bkg. 𝑋`a

Total 11.6 8.6 0.6 7.8 6.5 0.7 2.1

Exp. sample size 9.4 8.2 0.5 7.7 5.3 0.6 0.8
Sim. sample size 6.4 1.3 0.1 0.8 2.4 0.2 0.3

Lepton ID 0.5 1.5 0.1 0.9 2.0 0.2 1.9
Track-reco. eff. 0.1 0.0 0.0 0.0 0.0 0.0 0.0
B(𝑋𝜏a) total 0.0 0.0 0.0 0.0 0.0 0.0 0.0
B(𝑋ℓa) total 2.0 1.7 0.1 0.7 2.1 0.2 0.2

B(𝑋𝑢ℓa) 1.8 0.0 0.0 0.1 1.3 0.1 0.1
B(𝐷ℓa) 0.1 0.3 0.0 0.1 0.2 0.0 0.0
B(𝐷∗

ℓa) 0.4 0.7 0.0 0.3 0.8 0.1 0.0
B(𝐷∗∗

ℓa) 0.4 0.9 0.0 0.4 0.8 0.1 0.1
B(𝐷 (∗)

𝜋𝜋ℓa) 0.1 0.9 0.0 0.4 0.8 0.1 0.0
B(𝐷 (∗)

[ℓa) 0.5 1.7 0.1 0.7 1.5 0.2 0.1
B(𝐷 (∗)

𝑠 𝐾ℓa) 0.0 0.1 0.0 0.0 0.1 0.0 0.0
B(𝑋𝑐ℓa) corr. 0.2 -1.5 -0.1 -0.6 -1.2 -0.1 -0.1

FF 𝑋𝑐ℓa total 0.7 1.5 0.1 0.6 1.4 0.1 0.1

FF 𝐷ℓa 0.1 0.0 0.0 0.0 0.0 0.0 0.0
FF 𝐷∗

ℓa 0.4 0.8 0.0 0.4 0.7 0.1 0.0
FF 𝐷∗∗

ℓa 0.6 1.2 0.1 0.5 1.2 0.1 0.1
FF 𝐷∗∗

gapℓa 0.4 1.3 0.1 0.6 1.2 0.1 0.1
FF 𝑋𝑐ℓa corr. -0.3 -1.3 -0.1 -0.6 -1.2 -0.1 -0.1

Total corr. -0.4 -1.5 -0.1 -0.9 -1.5 -0.2 0.0

Table 6.3: A detailed breakdown of both relative statistical and systematic uncertainties is provided for each
template yield 𝑁meas. Uncertainties linked to form-factor parameters are denoted by the abbreviation “FF”. The
uncertainties on the ratio 𝑅(𝑋𝑒/`), extracted from yields and efficiencies of the 𝑋ℓa decays 𝑁meas

𝑒 , 𝑁meas
` , 𝜖𝑒,

and 𝜖`, are also provided.

scan, conducted using MINUIT’s MINOS function.
In total, a combined uncertainty of 2.1% on 𝑅(𝑋𝑒/`) is predicted. The uncertainties from

branching fractions and form factors substantially cancel due to their correlation in 𝐵 → 𝑋𝑒a and
𝐵 → 𝑋`a decays. Residuals in the cancellation originate from interdependencies between 𝑋ℓa
yields and uncorrelated 𝐵𝐵 backgrounds. The largest individual source of uncertainty is associated
with LID-efficiency and fake-rate uncertainties, accounting for a relative uncertainty on 𝑅(𝑋𝑒/`)
of 1.9%. This source of uncertainty is uncorrelated between lepton flavors and mostly affects Δ𝜖ℓ .
Uncertainties associated with track-reconstruction efficiency or semitauonic branching fractions
are negligible. Statistical uncertainties, resulting from the limited sizes of the experimental-data
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and simulation samples, contribute to a total of 0.8% and 0.3%, respectively, making the 𝑅(𝑋𝑒/`)
extraction systematically limited.

In Section A.3 in the appendix, the predicted uncertainties are validated using ensembles of
artificially generated data sets and are found to be robust.

6.1.3 Effects of modified 𝑫-meson decay distributions

As discussed in Section 7.2.2, properties that rely on information from the hadronic system 𝑋 exhibit
significant mismodeling. There is compelling evidence suggesting that this mismodeling is mainly
attributed to inaccuracies in modeling 𝐷-meson decay distributions, particularly in the case of 𝐷 → 𝐾

0
𝐿

(see Sec. 7.2.3). In this section, the expected independence of various 𝐷-meson decay distributions
on 𝑅(𝑋𝑒/`) is validated.

For this investigation, several simulation samples are generated by adjusting the 𝐷-meson decay
distributions. The modifications involve varying the relative fraction of 𝐷-meson decays into
specific kaon charges and excitations, as illustrated in Table 6.4. The presented distributions are
designed to cover deviations from the nominal MC distribution for each individual branching fraction
(𝐷 → 𝐾

0/𝐾±/𝐾∗) of several standard deviations in both directions.2 By design, the resulting
distribution may significantly differ from the experimental world averages reported in Reference [17]
and Table 7.5 for other inclusive 𝐷-meson decay branching fractions.3 Therefore, these distributions
are not intended to serve as reliable scenarios. Instead, they are expected to represent edge cases within
the vast hyperparameter space of physical and unphysical 𝐷-meson decay distributions, encompassing
various kinematic properties of the decay products. Each distribution should be interpreted as a
deviation from the SM values by several standard deviations.

In Figures B.6 to B.8 and B.9 to B.11 in the appendix, the resulting 𝑀𝑋 and 𝑝𝐵ℓ distributions for the
investigated 𝐷-meson decay distributions are illustrated, respectively. While 𝑀𝑋 is highly sensitive
to the 𝐷-decay modeling, the lepton-momentum distribution for 𝑋ℓa decays is almost unaffected.
However, deviations in the lepton-momentum distribution are observed for 𝐵𝐵-background events. For
the stringent threshold of 𝑝𝐵ℓ > 1.3 GeV used to measure 𝑅(𝑋𝑒/`), these shape deviations primarily
reduce to constant yield factors, making this study well-suited to probe the background calibration, as
described in Section 6.1.1.

The reweighted samples are fitted against the nominal simulation in the opposite-flavor signal
region. This involves executing the complete 𝑅(𝑋𝑒/`)-extraction pipeline, including the calibration of
𝐵𝐵-background yields in the same-flavor control sample through a fit against experimental data.

Table 6.5 presents the various 𝐵𝐵-background yields and the corresponding calibration factors
extracted, compared to the nominal scenario of unchanged 𝐷-meson decay distributions.4 The majority
2 This is denoted as the local pull. In each distribution, the relevant deviation is measured against the nominal MC

distribution (see Tab. 7.5). For example, the 𝐷0 → 𝐾
0/𝐾0 branching fraction ranges from 23.6% (distribution 7),

deviating by 16.3% or 4.1 times the branching-fraction uncertainty of 4% from Reference [17], to 53.8% (distribution
9), corresponding to a 3.5𝜎 deviation in the opposite direction. For the local pull of each distribution, displayed in
Figure 6.3, deviations in 𝐷+ are additionally combined to these values. Variations of branching-fraction into charged
kaons, normalized by their uncertainty, exhibit even stronger deviations.

3 This is denoted as the global pull, where the deviations of all presented inclusive branching fractions from the nominal
MC distribution are collectively combined in quadrature.

4 This study is performed before the removal of the 𝐸ECL requirement, resulting in background calibration factors of 1.22
and 1.07 in the default scenario. After removing the 𝐸ECL selection, central calibration factors of 1.27 and 1.17 are
extracted (see Tab. 6.1).
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𝐷 → . . . Distr. 1: 𝐾∗ ⇑ [%] Distr. 2: 𝐾∗ ⇑⇑ [%] Distr. 3: 𝐾∗ ⇓⇓ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 55.1 34.6 52.9 41.7 57.6 26.6

𝐾
+ 3.5 6.5 3.2 5.7 3.9 7.4

𝐾
0/ 𝐾0 41.7 55.2 44.9 51.0 37.8 59.6

𝐾
∗+/ 𝐾∗− 18.2 6.1 28.1 7.7 6.7 2.6

𝐾
∗0/ 𝐾∗0 12.7 28.3 17.8 44.9 4.9 9.1

𝐷 → . . . Distr. 4: 𝐾0 ⇓↓ [%] Distr. 5: 𝐾0 ⇑↑ [%] Distr. 6: 𝐾± ⇑↑ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 63.0 38.7 49.5 22.7 67.5 36.8

𝐾
+ 3.6 7.6 3.7 6.4 4.1 7.6

𝐾
0/ 𝐾0 31.9 45.9 47.8 68.9 30.5 52.5

𝐾
∗+/ 𝐾∗− 11.6 4.1 13.8 5.0 11.6 4.5

𝐾
∗0/ 𝐾∗0 9.1 21.4 9.1 17.3 9.3 21.3

𝐷 → . . . Distr. 7: 𝐾± ⇑⇑↑ [%] Distr. 8: 𝐾± ⇓↓ [%] Distr. 9: 𝐾± ⇓⇓↓ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 76.0 41.4 47.8 26.1 39.4 21.5

𝐾
+ 4.5 8.0 3.3 6.5 3.0 6.1

𝐾
0/ 𝐾0 23.6 48.8 46.8 61.1 53.8 64.7

𝐾
∗+/ 𝐾∗− 10.7 4.4 13.6 4.7 14.4 4.7

𝐾
∗0/ 𝐾∗0 9.4 22.7 9.0 17.9 8.9 16.4

Table 6.4: The nine investigated 𝐷-meson decay distributions used to probe 𝑅(𝑋𝑒/`) stability are presented,
created by adjusting the inclusive 𝐷-meson branching fractions to specific kaon flavors, as indicated in each
title. The nominal 𝐷-meson decay distribution in simulation and the experimental world averages are provided
in Table 7.5.

of the relative background calibration factors (“0” / 𝑖) align closely with the anticipated values based
on the input 𝐵𝐵-background yield changes 𝑖 / “0”, deviating by no more than 1%. Deviations of
up to 3% are observed only in the scenario with significantly enhanced 𝐾∗ contributions (𝐷-meson
decay distribution number 2). The uncertainties of the extracted calibration factors, used as Gaussian
constraints in the likelihood function, range from 10% to 20%.

Figure 6.3 illustrates the subsequently extracted 𝑅(𝑋𝑒/`) values, which deviate from the expected
unity by no more than 0.3%, recovering the 1% to 3% deviations observed in the background-calibration
factors. Despite the extreme scenarios explored here (global pulls of up to 12𝜎), the resulting effect on
𝑅(𝑋𝑒/`) is an order of magnitude smaller than the leading systematic uncertainties associated with LID
corrections. Consequently, the assumption of canceling 𝐷-meson branching-fraction uncertainties for
𝑅(𝑋𝑒/`) is validated, and no additional uncertainties are introduced. Furthermore, the 𝐵𝐵-background
calibration in the same-flavor control sample is demonstrated to be sensitive to small background-yield
deviations.
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Dist. number “0” 1 2 3 4 5 6 7 8 9

𝑒 Bkg. yield 1 736 1 586 1 295 1 889 1 714 1 757 1 754 1 768 1 722 1 707
Extr. factor 1.219 1.354 1.703 1.104 1.226 1.211 1.197 1.179 1.235 1.253

Yield: 𝑖 / “0” 1 0.914 0.746 1.088 0.988 1.013 1.011 1.019 0.992 0.984
Factor: “0” / 𝑖 1 0.900 0.716 1.104 0.994 1.006 1.018 1.033 0.987 0.973

` Bkg. yield 3 567 3 320 2 855 3 824 3 567 3 565 3 613 3 649 3 532 3 498
Extr. factor 1.072 1.143 1.298 1.003 1.080 1.063 1.056 1.045 1.082 1.093

Yield: 𝑖 / “0” 1 0.931 0.800 1.072 1.001 1.000 1.013 1.023 0.990 0.981
Factor: “0” / 𝑖 1 0.938 0.826 1.068 0.992 1.009 1.015 1.026 0.991 0.981

Table 6.5: The variations in 𝐵𝐵-background yields in the same-flavor control sample are presented for modified
𝐷-meson decay distributions (see Tab. 6.4) in the electron (top) and muon (bottom) channel. The corresponding
extracted background-calibration factors from fits against experimental data are also presented. When compared
to the nominal scenario “0”, the ratio of calibration factors should align with the reverse ratio of yields in a
perfect fit.
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Figure 6.3: The extracted 𝑅(𝑋𝑒/`) values, obtained by fitting templates with modified 𝐷-meson decay
distributions (see Tab. 6.4) against the nominal simulation, are illustrated as black crosses. No deviation exceeds
0.3%. The approximate local pull on the specifically varied inclusive branching fractions (shown in gold) is
highlighted in red, while the global pull, considering the deviation of all inclusive 𝐷 → 𝐾 branching fractions,
is presented in blue on top of the plot.

6.1.4 Validation of the fit setup

The ability of the fit setup to extract different values of 𝑅(𝑋𝑒/`) is tested in a linearity test. In this
test, the value of 𝑅(𝑋𝑒/`) in simulation is scaled by a certain factor in the target data set, achieved
by multiplying the 𝑋𝑒a yield accordingly. The probed factors and resulting values of 𝑅(𝑋𝑒/`) are
presented and visualized in Figure 6.4. Even for small scaling factors of a few percent, the extracted
𝑅(𝑋𝑒/`) values deviate from expectations by not more than 3 · 10−3%, i.e., at the fifth decimal place.
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𝑋𝑒a factor Extracted 𝑅(𝑋𝑒/`)

0.60 0.599999 ± 0.013433
0.75 0.749998 ± 0.016140
0.90 0.899999 ± 0.018998
0.96 0.959999 ± 0.020124
0.97 0.970016 ± 0.020211
0.98 0.980011 ± 0.020396
0.99 0.990028 ± 0.020341
1.01 1.010015 ± 0.021071
1.02 1.019984 ± 0.021160
1.03 1.029999 ± 0.021450
1.04 1.039999 ± 0.021639
1.10 1.100019 ± 0.022744
1.20 1.200010 ± 0.024687
1.35 1.350007 ± 0.027544
1.50 1.500009 ± 0.030300
2.00 2.000058 ± 0.039976
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Figure 6.4: The tested 𝑋𝑒a scaling factors are provided along with the corresponding extracted values of
𝑅(𝑋𝑒/`). These values are visually represented on the right (red crosses), while a straight line representing
perfect linearity is shown in blue. The uncertainty associated with 𝑅(𝑋𝑒/`) (too small to be shown on the right)
scales with the 𝑋𝑒a yield, consequently increasing for larger scaling factors.

6.2 Measurement and validation studies

The measured value of 𝑅(𝑋𝑒/`) is presented and discussed in Section 6.2.1. A fiducial result with
reduced model-dependence is presented in Section 6.2.2. Section 6.2.3 explores a hypothetical
dependence on the lepton-momentum threshold, 𝑝𝐵ℓ > 1.3 GeV, and Section 6.2.4 demonstrates the
stability of the result against various additional effects.

6.2.1 Measurement of 𝑹(𝑿𝒆/𝝁)

Figure 6.5 presents a visual comparison between the 𝑅(𝑋𝑒/`)-extraction fit templates and experimental
data both before and after the fitting process.

The extracted yields 𝑁meas are provided in Table 6.6. The corresponding correlations are summarized
in Table 6.7.

No significant deviations in pre-fit and post-fit yields are observed, suggesting that the constraints on
𝐵𝐵-background and continuum yields have only a minor impact on the overall likelihood. The electron
efficiency is 𝜖𝑒 = (1.77 ± 0.04) · 10−3, and the muon efficiency is 𝜖` = (2.14 ± 0.06) · 10−3, with a
correlation of 0.76 between the two efficiencies due to shared systematic uncertainties. Efficiency
depletion resulting from the mismodeled 𝐵tag selection, as demonstrated to cancel for 𝑅(𝑋𝑒/`) in
Section 5.4.2, is not taken into account in these values.

Utilizing Equations (5.1) and (5.2), 𝑁meas
𝑒 = 50956 ± 287, 𝑁meas

` = 61294 ± 441, and a correlation
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Figure 6.5: The pre-fit (a) and post-fit (b) distributions of 𝑝𝐵ℓ are presented for the fit templates and experimental
data in the signal sample. The uncertainty-normalized residuals are displayed below. In the pre-fit case,
uncertainties from both experimental data and simulation are combined for the residual normalization, while in
the post-fit case, only statistical uncertainties from data are used.

Electron channel Muon channel
𝑁

sel
𝑁

meas
𝑁

sel
𝑁

meas

𝑋ℓa 51 720 ± 289 50 956 ± 287 62 050 ± 440 61 294 ± 441
𝐵𝐵 background 1 857 ± 159 1 794 ± 159 5 233 ± 340 5 211 ± 341

Continuum 648 ± 75 668 ± 74 1 684 ± 131 1 680 ± 132

Table 6.6: The pre-fit (𝑁sel) and post-fit (𝑁meas) yields of the fit templates in the 𝑅(𝑋𝑒/`) signal sample are
summarized. The uncertainties presented for 𝑁sel are derived in fits to Asimov data as described in Section 6.1.2.

of 0.027, the extracted value of 𝑅(𝑋𝑒/`) is

𝑅(𝑋𝑒/`) = 1.007 ± 0.009 (stat.) ± 0.019 (syst.). (6.3)

This result is in agreement with the SM prediction of 𝑅(𝑋𝑒/`) = 1.006 ± 0.001 [126], as well
as with previous [138] and subsequent [139, 141] exclusive measurements. It represents the first
lepton-universality test based on inclusive 𝐵-meson branching fractions and stands as the most precise
branching-fraction-based examination of lepton-universality in semileptonic 𝐵-meson decays to date.

In Figure 6.6, the pulls on the constrained nuisance parameters are depicted. Some deviations
from zero are observed for the continuum template, likely stemming from statistical fluctuations due
to the limited precision of the off-resonance data set. In the case of 𝑋𝑒a and 𝑋`a, consistent pulls
toward lower values are noted, particularly in the lower lepton-momentum region. This is attributed
to the non-resonant 𝐷∗∗

gap components, which have a 100% uncertainty assigned and appear to be
overestimated in the simulation. The observed evidence for overestimated gap-mode components is
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Electron channel Muon channel
𝑋𝑒a 𝐵𝐵 Bkg. (𝑒) Cont. (𝑒) 𝑋`a 𝐵𝐵 Bkg. (`) Cont. (`)

𝑋𝑒a 1.00 −0.75 −0.26 0.03 −0.02 −0.05
𝐵𝐵 Bkg. (𝑒) −0.75 1.00 −0.05 −0.03 0.03 0.06

Cont. (𝑒) −0.26 −0.05 1.00 −0.01 0.01 0.01

𝑋`a 0.03 −0.03 −0.01 1.00 −0.54 −0.23
𝐵𝐵 Bkg. (`) −0.02 0.03 0.01 −0.54 1.00 −0.04

Cont. (`) −0.05 0.06 0.01 −0.23 −0.04 1.00

Table 6.7: The correlations of the extracted template yields in the signal-sample fit for 𝑅(𝑋𝑒/`) are presented.
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Figure 6.6: The pulls on the nuisance parameters for the electron and muon-channel templates are shown after
the 𝑅(𝑋𝑒/`)-extraction fit.

consistent with similar findings in the 𝑅(𝑋𝜏/ℓ) analysis (see Sections 7.3.2 and 8.2.1), as well as with
Belle II’s measurements of hadronically [119] and semileptonically [218] tagged 𝑅(𝐷 (∗) ) analyses.

Additionally, the post-fit uncertainties for these nuisance parameters are significantly smaller than
one, indicating that the fit to experimental data successfully constrained them. As seen in Figure 4.12,
the input gap-mode yields are notably larger than the statistical uncertainty of the data. Due to the
distinct gap-mode shape, the fit is able to distinguish them from the remaining 𝑋ℓa template, resulting
in constrained nuisance parameters.

The overall agreement between the fit results and experimental data is evaluated through a global
𝜒

2 value, computed by considering the remaining residuals between experimental data and post-fit
templates, along with the pulls on nuisance parameters and the constraints on 𝐵𝐵-background and
continuum yields:

𝜒
2
global = 𝜒

2
Data vs. MC + 𝜒

2
NP pulls + 𝜒

2
constraints

=

bins∑︁
𝑖

(
𝑁

data
𝑖 − 𝑁MC

𝑖

𝜎
data
𝑖

)2

+ ®\ 𝑇𝐶−1
\
®\ +

constraints∑︁
𝑘

(
𝑁

meas
𝑘 − 𝑁ext

𝑘

𝜎
ext
𝑘

)2

(6.4)

= 11.71 + 9.62 + 0.21 = 21.54. (6.5)
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The global 𝜒2 value is approximately evenly driven by post-fit data-MC residuals and nuisance
parameter pulls. The corresponding 𝑝 value for 18 degrees of freedom (dof.) is determined by

𝑝 value
(
𝜒

2
global = 21.54, dof. = 𝑁bins − 𝑁

fitted
yields = 18

)
= 0.25. (6.6)

This indicates reasonable agreement, with no evidence of concerning pulls in data, nuisance parameters,
or constraints on continuum templates and 𝐵𝐵 backgrounds.

In Sections 6.2.3 and 6.2.4, the stability of the extracted 𝑅(𝑋𝑒/`) result is thoroughly examined.
No indications of instabilities are identified, affirming the reliability of the presented result.

6.2.2 Fiducial 𝑹(𝑿𝒆/𝝁) measurement

To mitigate model dependence, a fiducial measurement of 𝑅(𝑋𝑒/`) is presented, where 𝑁gen
ℓ

(see
Sec. 5.1) is recalculated in the restricted phase space defined by selecting events with a generated
𝐵sig-frame lepton momentum satisfying 𝑝𝐵ℓ > 1.3 GeV:

𝑁
gen
ℓ

= 2 · 𝑁
𝐵𝐵

· B(𝐵 → 𝑋ℓa, 𝑝
𝐵
ℓ > 1.3 GeV). (6.7)

Here, B(𝐵 → 𝑋ℓa, 𝑝
𝐵
ℓ > 1.3 GeV) denotes the branching fraction of 𝐵 mesons decaying into 𝑋ℓa

with the respective 𝑝𝐵ℓ requirements. Thereby, a model dependence is introduced for 𝑁gen
ℓ

, which aligns
with the one for 𝑁sel

ℓ . This results in a cancellation of both effects in the efficiency 𝜖ℓ = 𝑁
sel
ℓ /𝑁gen

ℓ

and, consequently, a reduced model dependence in the measurement of 𝑅(𝑋𝑒/`).

For this purpose, 62 · 106
𝐵 → 𝑋ℓa events are generated with EvtGen (without detector simulation),

aligning with the branching fractions and form-factor models as introduced in Section 3.4.3. The
fraction of events, denoted as 𝐹ℓ , exceeding 𝑝𝐵ℓ = 1.3 GeV is compared between electrons and muons,
and their ratio is found to be

𝐵
0 : 𝐹𝑒/𝐹` = 0.99750 ± 0.00035 (stat.) ± 0.00020 (syst.) (6.8)

𝐵
+ : 𝐹𝑒/𝐹` = 0.99772 ± 0.00034 (stat.) ± 0.00021 (syst.) (6.9)

Comb. : 𝐹𝑒/𝐹` = 0.99761 ± 0.00025 (stat.) ± 0.00021 (syst.). (6.10)

Systematic uncertainties are primarily induced by form-factor variations. The observed values
are consistent for neutral and charged 𝐵 mesons within statistical uncertainties. Hence, they
are assumed to be equal, and their combined value is considered. The fiducial result, denoted
as 𝑅(𝑋𝑒/` | 𝑝𝐵ℓ > 1.3 GeV), is obtained by multiplying 𝐹𝑒/𝐹` with the nominal result from
Equation (6.3):

𝑅(𝑋𝑒/` | 𝑝𝐵ℓ > 1.3 GeV) = 𝑅(𝑋𝑒/`) ·
𝐹𝑒

𝐹`
= 1.005 ± 0.009 (stat.) ± 0.019 (syst.). (6.11)

This result exhibits a reduced dependence on (form-factor) model predictions of the relative fraction
of 𝐵 → 𝑋ℓa decays with 𝑝𝐵ℓ > 1.3 GeV.
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6.2.3 Dependence on the lepton-momentum threshold

To assess the sensitivity of the result to the choice of the 𝑝𝐵ℓ threshold, 𝑅(𝑋𝑒/`) is remeasured
while varying the threshold to 1.1, 1.2, and 1.4 GeV. Lower values would introduce non-negligible
contributions from 𝐵 → 𝑋𝜏a decays, while higher values would necessitate a modified 𝐵𝐵-background
calibration strategy due to the lower event counts. To maintain comparability, the same 𝑝𝐵ℓ bin widths
of 100 MeV each, up to 2.3 GeV, are retained, resulting in twelve, eleven, and nine bins for the three
additionally investigated 𝑝𝐵ℓ thresholds, respectively.

This study is performed before the removal of the 𝐸ECL requirement. In this setting, the extracted
value of 𝑅(𝑋𝑒/`) with the nominal requirement of 𝑝𝐵ℓ > 1.3 GeV is

𝑅(𝑋𝑒/`) = 1.033 ± 0.010 (stat.) ± 0.019 (syst.). (6.12)

The subsequent removal of the 𝐸ECL-selection requirement is not expected to change the conclusions
drawn in this section.

The 𝐵𝐵 backgrounds can be individually calibrated for each 𝑝𝐵ℓ setup based on the same-flavor
control sample, as outlined in Section 6.1.1. In Table 6.8, the different calibration factors 𝑁meas/𝑁sel

for each 𝑝
𝐵
ℓ threshold are summarized. Deviations between these factors may be attributed to a

greater variety of backgrounds becoming relevant at lower momenta, including the controversial
𝑋𝜏a contribution. At higher momenta, the total number of backgrounds is reduced, making their
calibration-factor extraction more challenging, as reflected by higher uncertainties. Both effects are
beyond the scope of the probed effect in this section.

𝑝
𝐵
ℓ > 1.1 GeV 𝑝

𝐵
ℓ > 1.2 GeV 𝑝

𝐵
ℓ > 1.3 GeV 𝑝

𝐵
ℓ > 1.4 GeV

𝑒 channel 1.24 ± 0.06 1.31 ± 0.09 1.22 ± 0.14 1.14 ± 0.21
` channel 1.10 ± 0.04 1.19 ± 0.06 1.07 ± 0.10 0.94 ± 0.14

Table 6.8: The extracted background-calibration factors 𝑁meas/𝑁sel for each lepton flavor for different 𝑝𝐵ℓ
thresholds.

Subsequently, 𝑅(𝑋𝑒/`) is extracted in the opposite-flavor signal sample, and the obtained values
are illustrated in Figure 6.7(a).

As a substantial fraction of both experimental and simulated data is common across all results,
these values exhibit strong correlations. To quantify the expected level of fluctuation among different
𝑝
𝐵
ℓ threshold results, it is essential to determine the anticipated correlation.
Accurately capturing the correct correlations based on statistical and systematic uncertainties

between the same-flavor control sample and the signal sample in toy data is a highly non-trivial task.
Given this challenge, a simplified approach is adopted for the calibration of 𝐵𝐵-background yields,
since the capability of the fit setup to correctly extract different 𝐵𝐵-background calibration factors
is already demonstrated in Section 6.1.3. Consequently, in this section, background fluctuations are
reduced by utilizing the 𝐵𝐵-background calibration factors corresponding to the nominal 𝑝𝐵ℓ threshold
of 1.3 GeV for the 𝑅(𝑋𝑒/`) extractions with all investigated 𝑝𝐵ℓ thresholds.

The corresponding 𝑅(𝑋𝑒/`) results are visualized in Figure 6.7(b). Their deviations from the
values extracted with individual 𝐵𝐵-background calibration factors (see Fig. 6.7(a)) align with the
differences in 𝐵𝐵-background calibration factors outlined in Table 6.8. Moreover, any potentially
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Figure 6.7: The extracted 𝑅(𝑋𝑒/`) values for different 𝑝𝐵ℓ thresholds are presented in two scenarios: (a) when
the background is calibrated separately for each threshold, and (b) when consistent calibration factors from the
nominal threshold of 1.3 GeV are applied.

indicated systematic growth of 𝑅(𝑋𝑒/`) with an increased 𝑝𝐵ℓ threshold, as observed in Figure 6.7(b),
is attributed to the limited 𝐵𝐵-background calibration method.

This approach enables the quantification of agreement among the individual 𝑅(𝑋𝑒/`) measurements.
To achieve this, 500 toy data samples are generated as target data (see Sec. A.3) for 𝑝𝐵ℓ > 1.1 GeV in
the opposite-flavor signal region, capturing fluctuations from all systematic sources of uncertainty
based on the total systematic covariance matrix 𝐶\ . The choice of 𝑝𝐵ℓ intervals allows the same set
of toys to be employed for 𝑅(𝑋𝑒/`) extractions with more stringent lepton-momentum thresholds.
This is achieved by rejecting the first one, two, or three bins per lepton flavor. Consequently, four
connected 𝑝𝐵ℓ -threshold-dependent 𝑅(𝑋𝑒/`) values are extracted for each toy sample, facilitating the
quantification of their correlations.

The resulting two-dimensional scatter plots are illustrated in Figure 6.8(a). The correlation between
each pair of 𝑅(𝑋𝑒/`) values is given by Pearson correlation coefficients, resulting in a correlation
matrix 𝛴𝑅 of 𝑅(𝑋𝑒/`) values of

𝛴
syst.
𝑅

=

©«
1.0000 0.9973 0.9942 0.9826
0.9973 1.0000 0.9984 0.9892
0.9942 0.9984 1.0000 0.9946
0.9826 0.9892 0.9946 1.0000

ª®®®¬ . (6.13)

The correlation among the four measurements, arising from their shared fraction of events in
the experimental sample, is evaluated through 500 resamplings of the experimental data set with
replacement – a technique referred to as bootstrapping [219]. The individual 𝑅(𝑋𝑒/`) measurements,
obtained by rejecting the first one, two, or three 𝑝𝐵ℓ bins per lepton flavor, are illustrated in Figure 6.8(b).
This leads to a correlation matrix of

𝛴
stat.
𝑅 =

©«
1.0000 0.9797 0.9615 0.9046
0.9797 1.0000 0.9912 0.9504
0.9615 0.9912 1.0000 0.9728
0.9046 0.9504 0.9728 1.0000

ª®®®¬ . (6.14)
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Figure 6.8: Scatter plots, illustrating two of the four 𝑅(𝑋𝑒/`) measurements per toy data sample each, are
presented. In (a), variations due to systematic uncertainties are shown. Scatter plots resulting from bootstrapped
experimental data, representing variations due to statistical uncertainties, are depicted in (b). In each upper
right corner, the Pearson correlation coefficient is provided.

While systematic effects only induce a minimal decorrelation among different 𝑅(𝑋𝑒/`) values (see
Eq. (6.13)), statistical effects lead to greater fluctuations, reflected by smaller correlations among the
various 𝑝𝐵ℓ thresholds.

Finally, a 𝜒2 test is employed to assess the agreement among the four 𝑅(𝑋𝑒/`) measurements from
Figure 6.7(b):

𝜒
2
= ( ®𝑅 − 𝑅)T · 𝐶−1

𝑅 · ( ®𝑅 − 𝑅) = 3.90. (6.15)

Here, ®𝑅 represents each individual 𝑅(𝑋𝑒/`) measurement, 𝑅 is their weighted average, and 𝐶−1
𝑅 is the

inverted total covariance matrix, derived from the individual uncertainties and the total correlation
matrix 𝛴 stat.

𝑅 + 𝛴 syst.
𝑅

. The 𝑝 value, which quantifies the consistency of the four 𝑅(𝑋𝑒/`) measurements,
is given by

𝑝 value
(
𝜒

2
= 3.90, dof. = 3

)
= 0.27. (6.16)

There is no significant evidence of deviations from consistency. Therefore, the 𝑅(𝑋𝑒/`) measurement
is expected to be stable against investigated variations of the 𝑝𝐵ℓ threshold.

6.2.4 Additional validations and crosschecks

The robustness of the 𝑅(𝑋𝑒/`) measurement against potentially underappreciated systematic effects is
validated by re-evaluating it in various slightly modified fit setups or subsets of experimental data and
simulation. The summarized results are presented in Table 6.9 and are discussed in the following.
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Scenario 𝑅(𝑋𝑒/`) (rel. to nominal)

Nominal 1.007 ± 0.009 (stat.) ± 0.019 (syst.)
No bremsstrahlung correction 1.006 ± 0.009 (stat.) ± 0.019 (syst.) (−0.04%)
Simultaneous fit: OF + SF 1.006 ± 0.009 (stat.) ± 0.019 (syst.) (−0.1%)
Simultaneous fit: OF + SF(𝐵+

tag) + SF(𝐵0
tag) 1.007 ± 0.009 (stat.) ± 0.019 (syst.) (+0.01%)

𝑁
𝑋
ℓ = 0 1.011 ± 0.010 (stat.) ± 0.019 (syst.) (+0.4%)

𝑁
𝑋
ℓ ≥ 1 0.985 ± 0.022 (stat.) ± 0.019 (syst.) (−2.2%)

Table 6.9: Various 𝑅(𝑋𝑒/`) values are presented for alternative fit setups or subsets of experimental data.
Additional details for each configuration are outlined in the text.

Bremsstrahlung modeling

A potential bias arising from hypothetically mismodeled bremsstrahlung effects is assessed by refitting
𝑅(𝑋𝑒/`) while using the uncorrected electron momenta. As detailed in Sections 4.3 and A.2, the
accurate modeling of all relevant bremsstrahlung properties makes any bias caused by them unlikely.
Indeed, the resulting extracted value deviates from the nominal value by only 0.04%, which is two
orders of magnitude below leading uncertainties.

𝑩𝑩-background calibration

In the background calibration presented in Section 6.1.1, the extracted 𝑋ℓa yields experience a
reduction of 7% (𝑒) and 5% (`), respectively, while their observed reduction in the signal-extraction fit
only corresponds to 1.5% each (see Tab. 6.6). Due to the strong correlation with the 𝐵𝐵-background
yields in the same-flavor sample (see Tab. 6.2), this directly influences the obtained background-
calibration factors. To evaluate potential biasing effects resulting from a suboptimal background
calibration, a simultaneous fit in the opposite-flavor signal sample (OF) and same-flavor control sample
(SF) is performed, only allowing for consistent template-yield scaling.

In another test, the same-flavor control sample is additionally subdivided by 𝐵tag charge, leveraging
the fact that 90% of all 𝑋ℓa events in the same-flavor sample populate the neutral-𝐵tag channel due to
𝐵

0/𝐵0 mixing, while 𝐵𝐵 backgrounds are roughly evenly distributed by 𝐵tag charge. In hindsight,
such a setup generally appears superior compared to the artificial division of background calibration
and signal extraction into two separate steps. However, due to the ongoing review process, the initial
fit setup was not updated. Fortunately, the extracted 𝑅(𝑋𝑒/`) values of all setups only deviate by
0.01% to 0.1% (see Tab. 6.9), demonstrating that the nominal scenario does not introduce biasing
𝐵𝐵-background calibrations.

Multiple lepton candidates

An 𝑅(𝑋𝑒/`) extraction using only the 83% subset of events without a lepton candidate in the 𝑋
system, denoted 𝑁𝑋ℓ = 0, yields 𝑅(𝑋𝑒/`) = 1.011 ± 0.010 (stat.) ± 0.019 (syst.), in contrast to
𝑅(𝑋𝑒/`) = 0.985 ± 0.022 (stat.) ± 0.019 (syst.) when using only events with one or more lepton
candidates in addition to the signal lepton, 𝑁𝑋ℓ ≥ 1. Since the majority of second-lepton candidates
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exhibit the opposite charge compared to the signal lepton, this separation predominantly probes the
impact of substantially different 𝑋-system properties for 𝑅(𝑋𝑒/`). Additionally, potential biases from
the selection of the best signal-lepton candidate are investigated, although with limited sensitivity.

The statistical correlations between the two subsets and the nominal data set are estimated using
𝜌𝐴,𝐵 = 𝑁𝐴𝐵/

√︁
𝑁𝐴𝑁𝐵, where 𝑁𝐴, 𝑁𝐵, and 𝑁𝐴𝐵 represent the subset yield, the yield of the full

data set, and the yield of the overlap (100% of the subset), respectively. For the single-lepton
sample, a correlation of 0.91 is derived, while for the multiple-lepton data set, the correlation is 0.41.
Considering these correlations, the resulting pulls between subset and nominal results are 0.97𝜎 and
1.10𝜎 for single and multiple lepton candidates, respectively. The two subsets, which are statistically
independent of each other, are consistent with each other within 1.08𝜎.

Thus, the probability of the 𝑅(𝑋𝑒/`)-deviations being solely caused by statistical fluctuation is
approximately 16%, not even accounting for decorrelation of systematic uncertainties. Consequently,
no significant evidence for a biasing effect is found.

Lepton charge, 𝑩tag charge, and 𝑴𝑿

Several additional subsets of experimental data have been examined with the 𝐸ECL requirement still in
place. They are briefly summarized in the following.

In Table 6.10, the 𝑅(𝑋𝑒/`) values extracted in subsets divided by signal-lepton and 𝐵tag charge are
summarized. The results split by signal-lepton charge show consistency within 0.14𝜎. Similarly,
values from the subsets split by 𝐵tag-candidate charge agree within 0.8𝜎, considering a 100%
correlation of systematic uncertainties.

Scenario 𝑅(𝑋𝑒/`)

Nominal 1.033 ± 0.010 (stat.) ± 0.019 (syst.)

ℓ
+ 1.028 ± 0.014 (stat.) ± 0.028 (syst.)
ℓ
− 1.034 ± 0.014 (stat.) ± 0.027 (syst.)
𝐵
+
tag 1.040 ± 0.017 (stat.) ± 0.019 (syst.)
𝐵

0
tag 1.023 ± 0.013 (stat.) ± 0.019 (syst.)

Table 6.10: Extracted 𝑅(𝑋𝑒/`) values are presented for various subsets of experimental data. In each test, the
𝐸ECL-selection requirement is still present, causing a relative shift in all 𝑅(𝑋𝑒/`) values compared to Table 6.9.
Additional details for each configuration are outlined in the text.

The invariant mass of the hadronic system, denoted as 𝑀𝑋 , is particularly sensitive to the
mismodeling of 𝐷-meson decays (see Sec. 7.2.3). In addition to the study in Section 6.1.3, 𝑅(𝑋𝑒/`) is
extracted in two 𝑀𝑋 samples: a low-𝑀𝑋 sample (𝑀𝑋 < 1.6 GeV, or 1.7 GeV), enriched with 𝐷-meson
decays that are underestimated by simulation (see Fig. 7.10), and a high-𝑀𝑋 sample (𝑀𝑋 > 1.6 GeV,
or 1.7 GeV), where the 𝑋ℓa population is overestimated and most backgrounds are located. Two 𝑀𝑋

thresholds are examined, chosen to approximately split either experimental or simulated data in half.
Table 6.11 summarizes the relative deviations of the extracted 𝑅(𝑋𝑒/`) values from the nominal value.
All of these deviations are well below the statistical precision of 1%, providing further support for the
assumption that mismodeling effects in the 𝑋 system cancel out in 𝑅(𝑋𝑒/`).
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𝑀𝑋 threshold Low 𝑀𝑋 High 𝑀𝑋

1.6 GeV −0.1% 0.5%
1.7 GeV 0.65% 0.0%

Table 6.11: The relative deviations in the extracted 𝑅(𝑋𝑒/`) values, based on subsets of 𝑀𝑋 , compared to the
nominal value from Table 6.10, are presented.

Data-taking periods

Subset ∫
L d𝑡 𝑅(𝑋𝑒/`) value 𝜖

subset
𝑒

𝜖
all
𝑒

𝜖
subset
`

𝜖
all
`

(
𝜖

subset
`

𝜖
all
`

)
·
(
𝜖

subset
𝑒

𝜖
all
𝑒

)−1

label (rel. deviation)

P12 63.3 fb−1 1.112 (+7.4%) 1.009 0.954 1.054 (+5.4%)
B16 - B21 64.1 fb−1 1.034 (+0.1%) 0.997 1.023 0.974 (-2.6%)
B22 - B25 62.5 fb−1 0.984 (-4.9%) 0.994 1.025 0.972 (-2.8%)

Table 6.12: The relative deviations of extracted 𝑅(𝑋𝑒/`) values based on subsets of data-production periods,
compared to the nominal value from Table 6.10, are presented. Additionally, the LID-efficiency differences
of subset vs. the entire data set are provided. Since 𝑅(𝑋𝑒/`) is proportional to 𝜖`/𝜖𝑒, the expected effect of
lepton-flavor combined efficiency differences is also provided.

Finally, a split into three different data-taking periods is conducted to test the run dependence of
𝑅(𝑋𝑒/`). The details of this division and the corresponding results are outlined in Table 6.12.

Significant deviations from the nominal result from Table 6.10 are observed. As visible in
Figure 6.9, these deviations arise from varying lepton-identification efficiencies across different
data-taking periods. While run-independent MC simulations with constant efficiencies are used, the
muon-identification efficiency is considerably lower in the early data-taking periods (“P12”) compared
to the values achieved in later periods. Unfortunately, specific LID-correction factors for each data
period are not available. Instead, they are derived from the average difference between experimental
data and simulation when considering the entire data set of 189 fb−1 . Consequently, the muon
efficiencies are overestimated by simulation when 𝑅(𝑋𝑒/`) is extracted only from P12-data, resulting
in an enhanced value.

Similarly, averaged LID-correction factors underestimate the muon efficiency when only late run
periods (“B22 - B25”) are considered. The size of deviating efficiencies is estimated by comparing
subset-specific LID efficiencies to the averaged values derived from the entire data set. These values
are presented in Table 6.12 and align well with observed deviations in the extracted 𝑅(𝑋𝑒/`) values.

Remaining discrepancies can be attributed to the fact that Figure 6.9, the sole information available
at the time of this study, only presents efficiency results based on the 𝐽/𝜓 → ℓ

+
ℓ
− calibration channel

and LID working points of PL/L
ℓ

> 0.9. In contrast, this analysis employs a combination of all
calibration channels, P𝑒 : 𝜖𝑒 = 80% and PL/L

` > 0.95 (see Sec. 4.3). Furthermore, differences in
fake-rate calibration factors are not considered in the presented considerations. Additionally, statistical
fluctuations of the order of 1% ·

√
3 = 1.7% are expected.

As a result, the observed deviations of 𝑅(𝑋𝑒/`) values in different data-taking periods can be
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6.2 Measurement and validation studies

Figure 6.9: Lepton-identification efficiencies for electrons (left) and muons (right) in both experimental data and
simulation are presented for different data-production periods. The efficiencies are based on the 𝐽/𝜓 → ℓ

+
ℓ
−

calibration channel and LID working points of PL/L
ℓ

> 0.9. LID correction factors are derived by comparing the
efficiency of experimental data to the efficiency of run-independent MC (blue vs blue and purple vs purple).
The 𝑥-axis displays different data-production periods, ranging from proc12 (referred to as P12 in the text),
recorded up to summer 2020, to bucket 25 (B25), recorded in summer 2021. This figure, despite its limited
pixel size, was generously provided by the Belle II Performance Group [213].

attributed to run-dependent LID efficiencies. The provided LID-correction factors are only valid for
the entire data set, as used in the nominal result of 𝑅(𝑋𝑒/`).
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CHAPTER 7

Towards a measurement of 𝑹(𝑿𝝉/ℓ):
understanding the hadronic system 𝑿

To enable the first successful measurement of the tau-to-light-lepton ratio 𝑅(𝑋𝜏/ℓ) (see Chap. 8), several
adjustments to the event selection are necessary when compared to the extraction of the light-lepton
ratio 𝑅(𝑋𝑒/`) (see Chap 6). In particular, the lepton-momentum thresholds are significantly reduced
to enhance the efficiency for 𝐵 → 𝑋 [𝜏 → ℓaa]a signal decays. Low-momentum leptons, however, are
more challenging to distinguish from hadrons, leading to a notable increase in the relative contribution
of fakes. Similarly, lower momentum thresholds amplify the yield and diversity of true leptons
from secondary decays. Consequently, additional criteria are implemented to mitigate background
contributions, as elaborated in Section 7.1. Furthermore, incorporating additional kinematic properties
becomes necessary to discriminate signal decays from backgrounds and the normalization decay
𝐵 → 𝑋ℓa. This renders a detailed understanding of the hadronic system 𝑋 indispensable.

Due to the inclusiveness of this analysis, a large variety of different physical processes contribute,
making a correct modeling of kinematic observables extremely challenging. In particular, the quantities
𝑀𝑋 , 𝑞2, and 𝑀2

miss are powerful variables to separate signal, normalization, and backgrounds from each
other. In Section 7.2, several control samples are introduced to validate the modeling of all relevant
processes. A significant mismodeling is observed, which is thoroughly examined and understood
within the same section. In Section 7.3, a data-driven reweighting strategy is introduced to correct
the mismodeling. This reweighting is essential for this work, representing the key development that
enables the first measurement of 𝑅(𝑋𝜏/ℓ).

7.1 Signal-lepton selection in the 𝑹(𝑿𝝉/ℓ) measurement and
𝑩𝑩-background suppression

In a first stage, the transverse momenta of electron candidates are required to satisfy 𝑝T
𝑒 > 0.3 GeV,

while for muon candidates 𝑝T
` > 0.4 GeV is demanded.

In order to mitigate fake-lepton backgrounds, the LID-classifier working points are updated
compared to their selection for the 𝑅(𝑋𝑒/`) extraction (cf. Sec. 4.3). For electrons, P𝑒 > 0.99 is used.
Compared to the previous working point, tuned to a uniform efficiency of 80%, this results in lower
efficiencies of 70% but stronger fake suppression for 𝑝𝑒 ∈ [0.5, 1.0] GeV and enhanced efficiencies of
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95% for 𝑝𝑒 > 1 GeV. The average misidentification probabilities for pions are less than 0.1% and
0.1% for 𝑝𝑒 ∈ [0.5, 1.0] GeV and 𝑝𝑒 > 1 GeV, respectively. For kaons, the low- and and-momentum
misidentification probabilities are 0.1% and 0.02%.

The muon-identification criterion is tightened to PL/L
` > 0.99, resulting in averaged efficiencies of

70% for 𝑝` ∈ [0.7, 1.0] GeV along with hadron misidentification probabilities of 4% for pions and
0.2% for kaons. In the high-momentum range 𝑝` > 1 GeV, the identification efficiency is 90% with
fake rates of 2.5% and 1% for pions and kaons, respectively [220].

In contrast to Section 4.3, the criteria for conformity of the trajectories and the IP are relaxed
to d𝑟 < 2 cm and |d𝑧 | < 4 cm in order to enhance specific 𝐵𝐵-background components for a more
detailed investigation of their modeling. It is challenging to validate bremsstrahlung corrections
for low-lepton momenta in data (see Sec. A.2), therefore the same approach is adopted as in the
lepton-identification calibration studies. In these studies, electrons are corrected based on photons
satisfying 𝐸𝛾 < 1.0 GeV if they lie within a cone of angle 2.9° around the electron track.

Various particle decays produce low-lepton momenta, denoted as secondaries (see Sec. 4.5), that
satisfy the specified lepton-identification criteria. In Table 7.1, their composition is presented.

Lepton origin 𝑒 channel ` channel
Abs. events Rel. fraction Abs. events Rel. fraction

𝛾 → 𝑒
+
𝑒
− 9 273 32% – –

𝜋
0 → 𝑒

+
𝑒
−(𝛾) 1 357 5% – –

𝜋
− → `

−
a` – – 1 948 15%

𝐾
− → `

−
a` – – 1 305 10%

𝐷 → (𝑋)ℓ−aℓ 15 717 54% 8 390 64%
𝐽/𝜓 → ℓ

+
ℓ
− 870 3% 715 5%

𝜏
− → ℓ

−
aℓa𝜏 904 3% 620 5%

Others 834 3% 120 1%

Table 7.1: The composition of secondary events is presented, categorized by signal-lepton origin. The absolute
event count and the relative fraction within the secondary category for each lepton flavor is provided. The entry
labeled 𝐷 → (𝑋)ℓ−aℓ encompasses all events where the signal-lepton candidate originates from a 𝐷+,0-meson
or a 𝐷𝑠-meson decay. The 𝜏− → ℓ

−
aℓa𝜏 category, where the signal lepton arises from a 𝜏-lepton decay,

excludes signal 𝐵 → 𝑋 [𝜏 → ℓaa]a decays. The first four event types are referred to as tertiaries.

For convenience, in this section, the secondary-lepton category is further subdivided:

• Tertiaries: Events with signal-lepton candidates originating from the processes 𝛾 → 𝑒
+
𝑒
−,

𝜋
0 → 𝑒

+
𝑒
−(𝛾), and 𝐾−/𝜋− → `

−
ā` are classified as tertiaries because the lepton is generated

later in the decay chain.

• Secondaries: Events with signal-lepton candidates from 𝐵𝐵 events that are associated with
a true lepton, originating neither from a 𝐵 meson nor from a 𝜏 lepton in a 𝐵 → 𝑋𝜏a decay,
are labeled as secondaries, if they do not fall into the tertiary category. Apart from the largely
dominating fraction of semileptonic 𝐷 decays, this category includes decays such as 𝐽/𝜓 → ℓ

+
ℓ
−

and 𝐷 → (𝑋) [𝜏 → ℓaa]a.
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7.1 Signal-lepton selection in the 𝑅(𝑋𝜏/ℓ) measurement and 𝐵𝐵-background suppression

In this section, additional criteria for the signal-lepton candidates are introduced to suppress 𝐵𝐵
backgrounds, which are summarized in Table 7.2 and are motivated in the following. In Table 7.3, the
impact of each selection criterion on the different event types is presented. Compared to the initial
composition, lepton-flavor exclusive tertiaries are suppressed by approximately 80% for both electrons
and muons. The predominant portion of the remaining secondary events arises from semileptonic
𝐷-meson decays, which are largely consistent across lepton flavors. This allows for a unified treatment
of such events in Section 7.3.4. Overall, the total number of background events is reduced by 55% for
electrons and by 49% for muons.

Main rejection target Electron channel Muon channel

Baseline P𝑒 > 0.99, 𝑝T
𝑒 > 0.3 GeV, PL/L

` > 0.99, 𝑝T
` > 0.4 GeV,

\ ∈ [17°, 150°] \ ∈ [17°, 150°]

Tertiaries
|𝐷𝑒 | < 1 cm, 𝑞2

< 26 GeV2,
|𝐷` | < 0.15 cmFor 𝑝𝐵𝑒 < 1 GeV:

ℓ ∉ 𝑉
0, 𝑀𝑒+𝑒− > 150 MeV

𝐽/𝜓 → ℓ
+
ℓ
−

Δ𝑀𝐽/𝜓 ∉ [−50, 30] MeV
��Δ𝑀𝐽/𝜓

�� > 30 MeV

𝐵𝐵 backgrounds 𝑝𝑒 > 0.5 GeV 𝑝` > 0.7 GeV

Muon fakes –

���Δ𝑀
𝜔,𝐾

∗
,𝐷

0
,𝐷

+

��� > 15/20 MeV
or 𝑝(𝜒2

vertex)𝜔,𝐾 ∗
,𝐷

0
,𝐷

+ < 0.05/0.3/0.5

Table 7.2: The criteria for selecting signal-lepton candidates in the 𝑅(𝑋𝜏/ℓ) measurement are outlined and
organized based on the primary rejection target.

Tertiary and secondary rejection strategies are motivated in Sections 7.1.1, 7.1.2, and 7.1.3, while
fake-lepton candidates are mitigated based on event selections introduced in Sections 7.1.4 and 7.1.5.
Given that continuum background events, described with off-resonance data, are effectively caused by
secondary and fake leptons as well, the introduced selections also lead to a significant reduction in
their occurrence.

7.1.1 Suppression of conversion photons and 𝝅0
→ 𝒆+𝒆−(𝜸) decays

As indicated in Table 7.1, a considerable amount of 𝐵𝐵-background events arises from electrons
originating from 𝛾 → 𝑒

+
𝑒
− decays, i.e., from conversion photon events. These events are exclusive to

the electron channel and result from interactions of particles with the detector material, which are
challenging to simulate accurately. Additionally, electrons originating from 𝜋

0 → 𝑒
+
𝑒
−(𝛾) decays

constitute a non-negligible source of backgrounds and share similar properties. Consequently, both
types of events are collectively referred to as tertiaries.

The coherent production of oppositely charged electrons with a small invariant mass, typically with
vertices distinct from the IP, presents a clean signature for their identification and suppression. To
achieve this, the 𝑉0 finder [221], a tool provided within basf2, is employed. This tool is designed to
identify any displaced vertices resulting from the decay of neutral particles into oppositely charged
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Event type Baseline Tertiary Δ𝑀𝐽/𝜓 𝑝𝑒, 𝑝` Δ𝑀𝜔,𝐾
∗
,𝐷

selection suppression rejection thresholds rejection

Electron channel

Continuum 8 617 4 883 (57%) 4 863 (56%) 3 336 (39%)
Fakes 2 992 2 684 (90%) 2 684 (90%) 1 381 (46%)
Tertiaries 10 630 3 907 (37%) 3 907 (37%) 2 108 (20%)
Secondaries 18 326 17 235 (94%) 16 799 (92%) 11 659 (64%)
𝑋𝑒a 100 926 100 071 (99%) 99 963 (99%) 97 910 (97%)
𝑋 [𝜏 → 𝑒aa]a 3 107 3 012 (97%) 3 012 (97%) 2 566 (83%)

Muon channel

Continuum 13 040 11 461 (88%) 11 451 (88%) 7 247 (56%) 6 609 (51%)
Fakes 27 738 25 632 (92%) 25 625 (92%) 15 814 (57%) 14 429 (52%)
Tertiaries 3 253 1 284 (39%) 1 284 (39%) 839 (26%) 795 (24%)
Secondaries 9 846 9 782 (99%) 9 199 (93%) 6 441 (65%) 6 108 (62%)
𝑋`a 93 902 93 768 (100%) 93 651 (100%) 91 865 (98%) 90 967 (97%)
𝑋 [𝜏 → `aa]a 2 204 2 199 (100%) 2 198 (100%) 1 888 (86%) 1 857 (84%)

Table 7.3: The impacts of the 𝐵𝐵-background suppression requirements, as detailed in Table 7.2, are presented
for each event type. The relative fraction remaining after each suppression requirement, compared to the initial
amount, is presented in the brackets.

tracks, as anticipated in processes such as 𝛾 → 𝑒
+
𝑒
−, 𝐾0

𝑆
→ 𝜋

+
𝜋
−, and 𝛬0 → 𝑝𝜋

−. No particle
identification requirements are imposed, so that all reconstructed tracks are considered.

In Figure 7.1(a), the invariant mass of the 𝑉0 candidate, denoted as 𝑀
𝑉

0 , is presented for cases
where the signal-electron candidate is identified as part of a𝑉0 candidate. If multiple𝑉0 candidates are
detected for the signal electron, the 𝑉0 with an invariant mass closest to 𝑚𝛾 = 0 GeV is selected. As
illustrated in the figure, almost exclusively tertiary events are selected. Consequently, all signal-electron
candidates associated with a 𝑉0 are rejected, regardless of the invariant mass of the 𝑉0.

A considerable fraction of conversion photons generates at least one electron with very low
momentum, 𝑝𝑒 . 0.2 GeV, resulting in a significant drop in track-reconstruction efficiency. Such
events cannot be identified based on commonly shared vertices. Instead, the minimal three-dimensional
distance from the electron candidate’s track to the IP, denoted as |𝐷𝑒 | =

√︁
d𝑟2 + d𝑧2, is employed.

As illustrated in Figure 7.1(b), |𝐷𝑒 | can be sizable for conversion photon events, whereas other
true leptons feature much smaller values. Hence, for signal-electron candidates, the requirement
|𝐷𝑒 | < 1 cm is imposed. A more stringent threshold is avoided to prevent sensitivity to observed
mismodeling around |𝐷𝑒 | ≈ 0.5 cm.

The 𝑉0 finder exclusively identifies displaced vertices. To exclude signal-lepton candidates arising
from conversion photons and 𝜋0 → 𝑒

+
𝑒
−(𝛾) decays with vertices within the beam pipe, they are

combined with oppositely charged tracks, not associated with the 𝐵tag candidate and satisfying
PL/L
𝑒 > 0.2. The resulting invariant masses are shown in Figure 7.1(c). A substantial fraction of

tertiary events is further rejected by imposing the requirement 𝑀𝑒+𝑒− > 150 MeV.
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Figure 7.1: Various quantities employed to suppress electron tertiaries are visualized. In (a), the invariant
mass of all 𝑉0 candidates is displayed, where one of the two tracks is the signal-lepton candidate. In (b),
the three-dimensional distance (|𝐷𝑒 |) of the extrapolated electron track to the IP is presented for values of
|𝐷𝑒 | > 0.1 cm, excluding the large peak of O(105) events at |𝐷𝑒 | ≈ 0 cm. Events rejected based on the 𝑉0

finder are not included. In (c), the invariant mass of the signal lepton and an oppositely charged track, satisfying
PL/L
𝑒 > 0.2, is depicted for events not rejected by the 𝑉0 finder and with |𝐷𝑒 | < 1 cm. In (d), the 𝑝𝐵𝑒 distribution

of events that are rejected by the 𝑉0 finder or 𝑀inv (𝛾 → 𝑒
+
𝑒
−) < 150 MeV is presented.

Figure 7.1(d) displays the 𝑝𝐵ℓ distribution for events rejected by the previously mentioned requirement
on 𝑉0 or 𝑀𝑒+𝑒− , including a significant number of 𝐵 → 𝑋ℓa normalization decays. Therefore, an
additional condition is imposed, restricting these tertiary rejection criteria to signal-electron candidates
with 𝑝𝐵𝑒 < 1 GeV. Furthermore, to mitigate a substantial number of continuum events, a constraint of
𝑞

2
< 26 GeV2 is imposed.
The 𝑝𝐵ℓ ,𝑀𝑋 , 𝑞2, and𝑀2

miss distributions for rejected events are presented in Figure 7.2. Experimental
data aligns well with simulation, indicating that no bias is introduced by this selection. The impact of
the introduced selection requirements is presented in Table 7.3. 63% of all tertiary events and 43% of
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Figure 7.2: The 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss distributions for events rejected by the electron-tertiary-suppression

requirements are displayed. The presented events satisfy one of the following criteria: ℓ ∈ 𝑉0, or 𝑀𝑒+𝑒− <
150 MeV, for 𝑝𝐵ℓ < 1 GeV, |𝐷𝑒 | > 1 cm, or 𝑞2

> 26 GeV2.

all continuum events are rejected, while signal and normalization yields remain almost unchanged.

7.1.2 Suppression of 𝑲−
/𝝅−

→ 𝝁−𝝂𝝁 decays

In the muon channel, a considerable amount of backgrounds arises from the decays of charged pions
or kaons into muons (see Tab. 7.1), referred as tertiaries in this section. Due to the diverse range of
decays leading to charged pions or kaons, muon tertiaries do not exhibit similarly distinct signatures
as electron tertiaries. Nevertheless, Figure 7.3 illustrates that muon tertiaries often feature substantial
deviations of the muon trajectory from the IP compared to other signal-lepton candidates due to the
large lifetimes of charged pions and kaons.
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Figure 7.3: The three-dimensional distance of the extrapolated muon trajectory to the IP, denoted |𝐷` |, is
displayed for |𝐷` | > 0.1 cm, excluding the O(105) events at |𝐷` | ≈ 0 cm.

Unlike in the electron channel (see Fig. 7.1(b)), there is no evidence of mismodeling for muons.
Therefore, a stringent requirement of |𝐷` | < 0.15 cm is applied for signal-muon candidates. Figure 7.4
illustrates that the rejected events are well-modeled in the signal-extraction quantities.

This approach successfully rejects 61% of all muon-tertiary events, with no impact on the signal
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Figure 7.4: The 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss distributions are presented for events that are rejected by the muon-

tertiary-suppression requirement |𝐷` | < 0.15 cm.

and normalization modes, as shown in Table 7.3.

7.1.3 Suppression of 𝑱/𝝍 → ℓ+ℓ− decays

A small yet non-negligible contribution to electron and muon backgrounds comes from 𝐽/𝜓 → ℓ
+
ℓ
−

decays, that are easily identifiable. For this purpose, the signal-lepton candidate is combined with
any oppositely charged tracks that satisfies the loose requirement PL/L

ℓ
> 0.2. The resulting invariant

masses, closest to 𝑚𝐽/𝜓 , are illustrated in Figure 7.5.
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Figure 7.5: The distribution of invariant masses of signal-lepton candidates, combined with an oppositely
charged track satisfying PL/L

ℓ
> 0.2, are presented around 𝑚𝐽/𝜓 = 3.097 GeV for the electron (left) and muon

(right) channels.

In the muon channel, a distinct peak centered around 𝑚𝐽/𝜓 = 3.097 GeV is observed, which is
almost exclusively composed of 𝐽/𝜓 → `

+
`
− decays. To mitigate such events, muon candidates

are required to satisfy
��Δ𝑀𝐽/𝜓

�� ≡ ��𝑀inv − 𝑚𝐽/𝜓
�� > 30 MeV.1 Since electrons are more susceptible to

1 As introduced in Section 3.4.3, reconstructed invariant masses 𝑀 are distinguished from particle-property masses 𝑚 by
using uppercase and lowercase letters.
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bremsstrahlung, the 𝐽/𝜓 → 𝑒
+
𝑒
− mass peak features a broader structure towards lower values. This is

accommodated by adjusting the rejection requirement to (𝑀inv − 𝑚𝐽/𝜓 ) ∉ [−50, 30] MeV.
This approach rejects 430 events, approximately 50% of all 𝐽/𝜓 → 𝑒

+
𝑒
− decays, and 580 events

(80%) of all 𝐽/𝜓 → `
+
`
− backgrounds (see Tab. 7.3).

7.1.4 Lepton-momentum based background suppression

Secondary leptons arising from 𝐷-meson decays and misidentified fake leptons exhibit a broad range
of characteristics, making them challenging to distinguish based on distinct features. Nonetheless,
their prevalence notably rises as lepton momenta decrease. Therefore, the lepton momentum serves
as a powerful quantity for background suppression, although signal 𝐵 → 𝑋 [𝜏 → ℓaa]a decays also
feature low lepton momenta.

To simultaneously optimize background rejection and signal efficiency, the significance, estimated
using 𝑆/

√
𝑆 + 𝐵, is utilized. Here, 𝑆 represents the number of signal events (𝑋𝜏a), and 𝐵 summarizes

background yields (fakes, secondaries, tertiaries, and continuum). Figure 7.6 illustrates the relative
change of significance for increasing lab-frame (𝑝ℓ) and transverse (𝑝T

ℓ ) lepton-momentum thresholds.
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Figure 7.6: The significance 𝑆/
√
𝑆 + 𝐵, normalized to its initial value, is evaluated for increasing lepton-

momentum thresholds in the laboratory frame (𝑝ℓ) and in the transverse plane (𝑝T
ℓ ) for each lepton flavor. The

study is performed for both lepton charges combined (left) and separately for each charge (right).

Based on these scans, the significance is optimized by imposing the requirements of 𝑝𝑒 > 0.5 GeV
and 𝑝` > 0.7 GeV independently of the lepton charge. Lab-frame momenta provide a slight
performance advantage compared to potential thresholds based on the transverse momentum 𝑝

T
ℓ .

In general, the significance-based approach presented here may not necessarily yield the optimal
event selection, as signal and background events can be distinguished in the signal-extraction fit based
on quantities orthogonal to lepton momentum. However, as detailed in Section 7.2, a substantial
mismodeling of 𝐷-meson decays is observed, leading to significant systematic shape uncertainties for
𝐵𝐵 backgrounds. The quantification of uncertainties and correction of 𝐵𝐵-background shapes, as
discussed in Section 7.3.4, necessitates a reduction of diversity in the 𝐵𝐵-background compositions,
particularly for decays exclusive to one of the two lepton flavors.

Hence, the stringent background rejection, as motivated by the 𝑝ℓ-based significance scan, is
implemented. This results in a suppression of one-third to half of all remaining background sources,
accompanied by a reduction in signal efficiency by 15% (see Tab. 7.3).
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7.1.5 Resonance-based muon-fake rejection

The majority of hadrons misidentified as signal-lepton candidates are charged pions or kaons. A
notable fraction of these hadrons are generated in hadronic decays of 𝐷 mesons or intermediate
resonances, such as 𝜌 mesons or excited kaons. Given that no neutrino is produced in hadronic decays,
all remaining decay products are, in principle, detectable if within the acceptance region and constitute
part of the 𝑋 system in cases with good 𝐵tag candidates. Consequently, signal-lepton candidates are
investigated to be compatible with forming a resonant state together with other particles from the 𝑋
system.

In this procedure, either pion or kaon masses are assigned to the signal-lepton candidate and a
loose identification requirement on the binary pion-kaon classifier (see Sec. 3.3.3) of PL/L

(𝜋 |𝐾 ) ≶ 0.1 is
imposed on 𝑋-system tracks to distinguish pion and kaon candidates. Additionally, following studies
conducted in another Belle II analysis [119], neutral pion candidates are reconstructed from photons
associated with the 𝑋 system, satisfying(

Δ𝑅
track
cluster
40

)2

+
(PZernike

0.4

)2
> 1, 𝑀

𝜋
0 ∈ [120, 145] MeV. (7.1)

In Table 7.4, all intermediate resonances are listed that are investigated for their potential in background
rejection. Their invariant masses and 𝑝 values of their vertex fit, denoted 𝑝(𝜒2

vertex), are compared
in experimental data and simulation in Section B.4 in the appendix. In cases where a high purity of
fakes is observed, selection criteria are imposed on |Δ𝑀 | ≡ |𝑀inv −𝑚𝑖 | and 𝑝(𝜒2

vertex), as summarized
in Table 7.4. Due to Belle II’s excellent electron identification and the stringent electron-classifier
threshold, electron fakes are comparably rare. Therefore, the presented requirements are only applied
to the muon channel.

Many candidates of uncharmed resonances (𝜌, [′, 𝜔, 𝐾0
𝑆
, 𝐾∗) feature a low purity of fakes. However,

several of them are indirectly suppressed due to the preceding 𝐷-meson resonance. This is because
there is no distinction in 𝑀inv between, for example, 𝐷+ → 𝜋

+
𝜋
+
𝜋
−
𝜋

0 and 𝐷+ → 𝜋
+ [𝐾0

𝑆
→ 𝜋

+
𝜋
−]𝜋0

decays (only in 𝑝(𝜒2
vertex)). In total, approximately 10% of all remaining backgrounds are rejected in

the muon channel, while the signal efficiency is reduced by 2% (see Tab. 7.3).
The events that are rejected based on the introduced criteria are compared between experimental

data and simulation in Figure 7.7.
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Figure 7.7: The 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss distributions are presented for events that are rejected by the requirements

based on intermediate resonances.
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Decay Suppression requirements
|Δ𝑀 | 𝑝(𝜒2

vertex)

𝜌
+ → 𝜋

+
ℓ 𝜋

0 – –
𝜌

0 → 𝜋
+
ℓ 𝜋

− – –
[
′ → 𝜋

+
ℓ 𝜋

−
𝛾 – –

𝜔
0 → 𝜋

+
ℓ 𝜋

− – –
𝜔

0 → 𝜋
+
ℓ 𝜋

−
𝜋

0 20 MeV 0.3
𝐾

0
𝑆
→ 𝜋

+
ℓ 𝜋

− – –
𝐾

∗,0 → 𝜋
−
ℓ 𝐾

+ 20 MeV 0.05
𝐾

∗,0 → 𝐾
+
ℓ 𝜋

− – –
𝐾

∗,+ → 𝐾
+
ℓ 𝜋

0 – –

𝐷
0 → 𝜋

+
ℓ𝐾

− – –
𝐷

0 → 𝐾
−
ℓ 𝜋

+ – –
𝐷

0 → 𝐾
−
ℓ 𝜋

+
𝜋

0 – –
𝐷

0 → 𝜋
+
ℓ𝐾

−
𝜋

0 – –
𝐷

0 → 𝜋
+
ℓ 𝜋

+
𝐾

−
𝜋
− 20 MeV 0.05

𝐷
0 → 𝜋

−
ℓ 𝐾

−
𝜋
+
𝜋
+ 20 MeV 0.05

𝐷
0 → 𝐾

−
ℓ 𝜋

+
𝜋
+
𝜋
− 20 MeV 0.05

𝐷
0 → 𝜋

+
ℓ𝐾

−
𝜋

0
𝜋

0 – –
𝐷

0 → 𝐾
−
ℓ 𝜋

+
𝜋

0
𝜋

0 – –
𝐷

0 → 𝐾
−
ℓ 𝐾

+ – –

𝐷
+ → 𝜋

+
ℓ [𝐾

0
𝑆
→ 𝜋

+
𝜋
−] – –

𝐷
+ → 𝜋

+
ℓ [𝐾

0
𝑆
→ 𝜋

+
𝜋
−]𝜋0 20 MeV 0.5

𝐷
+ → 𝜋

+
ℓ [𝐾

0
𝑆
→ 𝜋

+
𝜋
−]𝜋+𝜋− 20 MeV 0.05

𝐷
+ → 𝜋

−
ℓ [𝐾

0
𝑆
→ 𝜋

+
𝜋
−]𝜋+𝜋+ 20 MeV 0.05

𝐷
+ → 𝜋

+
ℓ 𝜋

+
𝐾

− 15 MeV 0.05
𝐷

+ → 𝐾
−
ℓ 𝜋

+
𝜋
+ – –

𝐷
+ → 𝜋

+
ℓ 𝜋

+
𝐾

−
𝜋

0 20 MeV 0.05
𝐷

+ → 𝐾
−
ℓ 𝜋

+
𝜋
+
𝜋

0 20 MeV 0.05
𝐷

+ → 𝜋
+
ℓ 𝜋

+
𝜋
+
𝐾

−
𝜋
− – –

𝐷
+ → 𝜋

−
ℓ 𝐾

−
𝜋
+
𝜋
+
𝜋
+ – –

𝐷
+ → 𝐾

−
ℓ 𝜋

+
𝜋
+
𝜋
+
𝜋
− – –

Table 7.4: All resonances that are investigated for their background-rejection potential are presented. Each
decay is reconstructed from particles associated with the 𝑋 system and the signal-lepton candidate, assigned the
mass hypothesis of a pion (𝜋ℓ) or a kaon (𝐾ℓ). Intermediate 𝐾0

𝑆
mesons are not explicitly reconstructed.

Resonances are suppressed by imposing requirements on the invariant mass |Δ𝑀 | ≡
��𝑀inv − 𝑚𝑖

�� and 𝑝(𝜒2
vertex).

If both requirements are met, the event is rejected. If no requirements are listed, the specified resonance is
assessed insufficient to suppress fakes (see Sec. B.4). Charge conjugation is implied throughout.
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7.2 Modeling of signal-extraction quantities in control samples

To measure 𝑅(𝑋𝜏/ℓ), signal decays have to be differentiated from normalization and background events
based on their distinctive characteristics. Through simulation-based studies, the observables with the
highest signal-extraction power are identified to be the lepton momentum in the 𝐵sig frame, 𝑝𝐵ℓ , and
the missing mass squared 𝑀2

miss. The lepton momentum proves particularly effective in separating
normalization decays from signal and background events (see Sec. 4.3). For events featuring one (e.g.,
𝐵 → 𝑋ℓa decays or secondaries from semileptonic 𝐷 decays) or zero neutrinos (fakes, secondaries
created in pair production), the missing mass squared is anticipated to yield 𝑀2

miss ≈ 0 GeV2 under
conditions of ideal reconstruction. In contrast, the signal decay 𝐵 → 𝑋 [𝜏 → ℓaa]a involves three
neutrinos, resulting in higher values of 𝑀2

miss.
Given that several normalization and background events share signal-like properties, such as

significant 𝑀2
miss values arising from detector-resolution effects and particles beyond the detector

acceptance, it is essential to validate their modeling in a signal-independent manner. Particularly,
𝑀

2
miss is a complex quantity dependent on the accurate modeling of the kinematics of the signal lepton,

𝐵tag candidate, and the 𝑋 system (see Eq. (4.9)), as well as the detector responses. Several of these
effects also contribute to the determination of the quantities 𝑀𝑋 and 𝑞2, which, while correlated with
𝑀

2
miss, exhibit reduced complexity (see Eqs. (4.7) and (4.8)). Consequently, they serve as valuable

observables to validate simulation with experimental data.
For this purpose, Section 7.2.1 introduces various signal-depleted control samples, each containing

less than 0.5% signal decays, with the aim of scrutinizing the modeling of normalization and
background events across diverse kinematic regions. Corresponding figures are provided in the
appendix in Section B.5. These samples reveal substantial discrepancies between experimental
data and simulation in the distributions of 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2

miss, discussed comprehensively in
Section 7.2.2. As demonstrated in Section 7.2.3, the observed mismodeling is closely connected to
inaccuracies in the modeling of 𝐷-meson decays.

7.2.1 Definition of control samples

As previously employed in the 𝑅(𝑋𝑒/`) extraction in Chapter 6, one distinctive characteristic of
normalization decays is the comparatively high momentum of the signal lepton, as illustrated in
Figure 7.8. This allows for the definition of a high-𝑝𝐵ℓ control sample, set at 𝑝𝐵ℓ > 1.4 GeV, resulting
in an remarkable purity of 95% for 𝐵 → 𝑋ℓa decays (see Figs. 7.10 and B.17).

Low-momentum 𝐵 → 𝑋ℓa decays and background events are validated using the low-𝑀2
miss

and low-𝑞2 control samples, , resulting in normalization-to-background compositions of 78% vs.
21% and 60% vs. 40%, respectively. These control samples are defined by 𝑀2

miss < 1.5 GeV2 and
𝑞

2
< 3.5 GeV2. The suppression of signal decays is achieved due to their high 𝑀2

miss values and their
kinematically required minimal momentum transfer of 𝑞2

> 𝑚
2
𝜏 ≈ 3.2 GeV2 (see Figs. B.18 and B.19).

Background events can be separated from signal and normalization decays based on the invariant
mass of the 𝑋 system 𝑀𝑋 . As illustrated in Figure 7.8, correctly reconstructed 𝐵 → 𝑋𝜏a and
𝐵 → 𝑋ℓa decays exhibit 𝑀𝑋 values centered around the resonant masses of 𝐷 (∗,∗∗) mesons, ranging
from 𝑚𝐷 ≈ 1.87 GeV to 𝑚𝐷∗

2
≈ 2.46 GeV [17], albeit smeared by missed particles and reconstruction

effects. In contrast, incorrectly selected signal-lepton candidates from 𝐵𝐵 backgrounds often originate
from hadronic 𝐵-meson decays, resulting in 𝑋-system masses closer to the original 𝐵-meson mass of
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Figure 7.8: The quantities demonstrating the highest potential for separating signal, normalization, and
background events are presented in the combined electron and muon channels. They serve as input for defining
signal-depleted control samples, as denoted by the shaded areas. The signal distribution in each quantity,
enhanced by a factor of 15, is prominently displayed with a red line.

approximately 5.28 GeV. The definition of a high-𝑀𝑋 control sample, set at 𝑀𝑋 > 3 GeV, yields a
background purity of 79% with an additional 21% from normalization decays (see Fig. B.20).

High values of 𝑀𝑋 are correlated with lower values of 𝑀2
miss. In order to validate background

modeling in the signal-enriched high-𝑀2
miss sample, the same-flavor control sample is introduced (as

used in the 𝑅(𝑋𝑒/`) measurement, see Sec. 6.1.1). In this sample, the flavor of the 𝐵sig candidate,
determined by the charge of the signal lepton, is required to match the flavor reconstructed for the
𝐵tag candidate. This condition results in a pure composition of 95% backgrounds for charged 𝐵tag

candidates. Due to 𝐵0/𝐵0 mixing, the same-flavor control sample for neutral 𝐵tag candidates includes
37% 𝐵 → 𝑋ℓa decays in addition to the 63% backgrounds (see Figs. B.21 and B.22).

Additionally, hadrons misidentified as signal leptons can be validated in control samples defined by
lower lepton-identification classifier thresholds as demonstrated in Figure 7.9. For this purpose, a
requirement of P𝑒 ∈ [0.5, 0.75] or PL/L

` ∈ [0.5, 0.9(9)] is imposed, and the LID-calibration factors
are adjusted to the appropriate working point. Signal-lepton candidates originating from pions, kaons,
and protons can be distinguished based on PL/L

(𝜋 |𝐾 ) and PL/L
𝑝 , as illustrated for 𝜋±/𝐾± ID→ ℓ

± in the same
figure and for 𝑝/𝑝 ID→ 𝑒

+/𝑒− in Figure 5.1. To enhance the statistical precision of these backgrounds,
the control samples can be merged with the same-flavor control sample.

Finally, control samples enriched with lepton-flavor-specific decays such as 𝛾 → 𝑒
+
𝑒
− or 𝜋−/𝐾− →

`
−
a`, secondaries from 𝐽/𝜓 → ℓ

+
ℓ
−, or muon fakes can be defined by reversing the requirements

introduced in Section 7.1, as depicted in Figures 7.2, 7.4, and 7.7.

7.2.2 Discrepancies in simulation and experimental data

In Figure 7.10, the distributions of 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss are compared between experimental data

and simulation in the high-𝑝𝐵ℓ control sample.
In all quantities related to the 𝑋 system – 𝑀𝑋 , 𝑞2, and 𝑀2

miss– significant differences between the
distributions in experimental data and simulation are evident, that are not covered by systematic shape
uncertainties of the simulation. Particularly, for low 𝑀𝑋 values, simulations tend to underestimate
the relative number of events compared to experimental data, while events with high 𝑀𝑋 values
are overestimated. This observation is closely linked to the transferred momentum 𝑞

2, which tends
to be higher on average in experimental data compared to simulation. Interestingly, a similar 𝑞2

mismodeling is also observed in a recent inclusive analysis by Belle, as illustrated in Figure 3 of
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Figure 7.9: The distributions of 𝑀𝑋 are presented in fake-enriched control samples for electrons (top row)
and muons (bottom row). These samples are characterized by low LID-classifier thresholds, as presented in
the leftmost figures. For better visibility, the classifiers are transformed via ln[(Pℓ − 0.9)/(0.5 − Pℓ)]. Fake
candidates originating from pions (dark gray) and kaons (light gray) are distinguished based on requirements on
PL/L

(𝜋 |𝐾 ) . In the electron case, the additional requirement of PL/L
𝜋 > 0 is imposed. For muons, the same-flavor

control sample (SF) is illustrated for pion fakes.
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Figure 7.10: Simulation is compared to experimental data in the quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss in the high-𝑝𝐵ℓ

control sample and combined electron and muon channels. Uncertainty-normalized residuals are presented
below.
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Reference [155]. Moreover, there is an observed deficit in experimental data at low 𝑀
2
miss values, while

the opposite holds true for high 𝑀2
miss values. As highlighted in Section 2.3.2, persistent discrepancies

in 𝑀2
miss eventually prevented a collaboration-approved publication of Belle’s 𝑅(𝑋𝜏/ℓ) analysis [136].

Consequently, the identification of the cause of the observed mismodeling and the development of an
effective correction method, as discussed in Section 7.3, stand out as key achievements in this analysis.

In general, differences between experimental data and simulation may arise from either inadequacies
in the generated physical processes, leading to an inaccurate reflection of nature, or from mismodeling
of the interactions of generated particles with the detector. In the context of this thesis, various
potential sources of mismodeling are investigated in detail and are briefly presented in the following.

Detector performance mismodeling

A direct interpretation of the observed discrepancies suggests a potential mismodeling of detector
performance. To investigate this hypothesis, the multiplicities of tracks and neutral clusters within the 𝑋
system are compared with data, segmented by energy. Typically, the detector’s response to low-energy
particles is anticipated to be more challenging to model, leading to accumulating discrepancies for
low-momentum tracks or low-energy clusters. However, no such energy-dependent mismodeling is
observed. Similarly, an examination of the kinematic properties of individual components of the 𝑋
system – such as momentum, energy, or polar angle \ of various tracks and clusters within the 𝑋
system, organized by energy – reveals not to be correlated with observed mismodeling.
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Figure 7.11: Simulation is compared to experimental data in the quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss in the

same-flavor 𝐵+
tag [𝐵

+
sig → 𝑒

+] sample. Uncertainty-normalized residuals are presented below.

Additionally, in Figure 7.11, the same-flavor control sample is presented for charged 𝐵tag candidates
in the electron channel, yielding a secondary-enriched sample with high purity (86% secondaries
and 7% off-resonance-constrained continuum events). In this control sample, as well as in the
tertiary-enriched and fake-enriched samples depicted in Figures 7.2, 7.4, 7.7, and 7.9, the observed
mismodeling appears to be less pronounced than in the case of 𝐵 → 𝑋ℓa decays shown in Figure 7.10,
irrespective of the reduced statistical precision in these control samples. Mismodeling induced by
inaccurately simulated detector responses, however, should be independent of the event type.

Furthermore, the selection criteria for tracks and neutral clusters, as outlined in Section 4.4, are
systematically varied in multiple ways, including the imposition of much more stringent requirements.
Again, no significant impact on the observed deviations is noted.

As a result, the observed discrepancies cannot be attributed to inaccurately simulated track or cluster
reconstruction or mismodeling related to beam-induced backgrounds.
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7.2 Modeling of signal-extraction quantities in control samples

Hadron-identification efficiencies

Although the track-reconstruction efficiency appears to be accurately modeled, inaccuracies in
simulating particle-identification efficiencies can lead to variations in candidate multiplicities for
charged pions and kaons between simulation and experimental data. Indeed, discrepancies in the
multiplicities of charged hadron-candidate, as well as photon-candidates, are observed in Figure 7.12.
For leptons, LID-calibration factors deviate significantly from unity, particularly for fake rates (see
Figs. B.2 to B.5), further motivating an investigation of the impact of hadron-identification efficiencies.
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Figure 7.12: Final-state particle multiplicities in the 𝑋 system are presented in the high-𝑝𝐵ℓ control sample.

The Belle II Particle Identification Group provides calibration factors for charged-kaon identification
efficiencies and pion-to-kaon fake rates. The calibration factors for kaon efficiencies in 𝑝𝐾 ∈
[0.5, 1.0] GeV range from 0.93 to 0.95, whereas pion-to-kaon fakes in the same momentum range are
increased by factors ranging from 1.25 to 1.5. Since the event selection is not particle-specific within
the 𝑋 system, the overall number of events should remain constant, making an efficiency-calibration
procedure, as performed for signal-lepton candidates, infeasible.

Instead, averaged calibration factors are applied for each correctly or falsely reconstructed charged
kaon. Changes in yields for specific true-and-fake kaon multiplicities are retrieved through a scaling
of events with multiplicities corresponding to scenarios in which the kaon was differently identified.
In the simplest example, the reduction in yield for events with exactly one correctly identified charged
kaon in the 𝑋 system is accounted for by appropriately increasing the number of events with exactly
one true kaon that was not identified as such in the reconstruction.

The observed impact on the 𝑀𝑋 , 𝑞2, and 𝑀2
miss distributions is extremely small. Additionally,

if inaccuracies in hadron-efficiency modeling were relevant, the overestimated number of kaons in
simulation, in agreement with efficiency-calibration factors below unity, would need to be accompanied
by an underestimation of pion multiplicities. The opposite is true; all particle multiplicities are
collectively observed to be higher in simulation than in experimental data. In summary, this suggests
that hadron-identification mismodeling can be excluded as a significant source for the observed
discrepancies.

This aligns with the findings of Belle’s 𝑅(𝑋𝜏/ℓ) analysis. In that analysis, detector responses were
meticulously examined and the 𝑋 system was reconstructed with the pion hypotheses assigned to all
tracks, making the result independent of particle-identification discrepancies between simulation and
experimental data. The impact of all investigated effects were shown to be too small to explain the
mismodeling [136].
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𝑩 → 𝑫∗∗
(gap)ℓ𝝂 modeling

Non-resonant 𝐷∗∗
gap modes, introduced to fill the gap between the sum of exclusive branching fractions

and the measured inclusive branching fraction (see Sec. 3.4.3), remain experimentally unexplored.
Similarly, 𝐵 → 𝐷

∗∗
ℓa decays and their subsequent decays exhibit significant uncertainties. However,

judging by the relative fraction of such decays, it appears unlikely that the mismodeling can be solely
attributed to these decays. This is particularly evident considering their existing large systematic
uncertainties, which do not account for the discrepancies observed in experimental data, as illustrated
in Figure 7.10.

Furthermore, a substantial deviation of such decays in the 𝐵 → 𝑋ℓa composition would be
anticipated to visibly alter the lepton momentum distribution. Yet, as already utilized in the successful
extraction of 𝑅(𝑋𝑒/`) in Chapter 6, the lepton-momentum distribution is well modeled. As the
remaining 𝐵 → 𝐷

(∗)
ℓa decays are precisely known, the semileptonic 𝐵 → 𝑋ℓa decay itself cannot be

the source of the observed mismodeling.

Mismodeling of 𝑩tag properties and the center-of-mass energy

As presented in Equations (4.8) and (4.9), both 𝑞2 and 𝑀2
miss depend on the three-momentum of the

𝐵tag candidate, a quantity observed to be mismodeled due to differences in the c. m. energy between
experimental data and simulation (see Secs. 4.1 and A.1). Nevertheless, as depicted in Figure A.1,
this only results in a shift of the 𝐵tag candidate’s three-momentum of approximately 30 MeV. In the
laboratory frame, the 𝐵tag momentum exhibits only minor deviations between experimental data and
simulation within its resolution. Computing 𝑞2 and 𝑀2

miss using lab-frame properties (including 𝐸𝐵tag

instead of
√
𝑠/2) reveals no discernible changes. Moreover, the mismodeling in 𝑀𝑋 remains unaffected

by 𝐵tag properties. Consequently, the observed mismodeling cannot be attributed to 𝐵tag properties
and is not induced by discrepancies in c. m. energies between experimental data and simulation.

7.2.3 𝑫-meson decay mismodeling

Building upon the insights presented in Section 7.2.2, the mismodeling can be exclusively attributed
to the 𝑋 system in 𝐵 → 𝑋ℓa decays, explaining the simultaneous observation of discrepancies in 𝑀𝑋 ,
𝑞

2, and 𝑀2
miss, while 𝑝𝐵ℓ and lab-frame 𝑝𝐵tag

show good agreement. Moreover, it is highly improbable
for the mismodeling to be predominantly caused by detector-response or particle-identification effects.
Therefore, mismodeling at the generator level, referring to discrepancies in the underlying physical
input of the simulation, emerges as the only plausible explanation.

The fraction of experimentally poorly studied or even unexplored 𝐵 → 𝐷
∗∗
(gap)ℓa decays is too small

to explain of the observed mismodeling. Hence, the modeling of subsequent 𝑋𝑐-meson decays appears
as the sole conceivable cause for the observed discrepancy. All 𝐵 → 𝑋𝑐ℓa decays eventually produce
𝐷 mesons, featuring a multitude of subsequent 𝐷-meson decays. While several 𝐷-meson branching
fractions, especially those with distinct experimental signatures typically used for reconstruction in
exclusive analyses, are well-measured and controlled, a substantial fraction of purely hadronic decays
exhibits considerable uncertainties in their exact composition and decay kinematics. Consequently, in
Belle II’s generic MC simulation, approximately 40% of the 𝐷-meson decays are modeled purely based
on phase-space assumptions due to a lack of more precise experimental knowledge. A mismodeling
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7.2 Modeling of signal-extraction quantities in control samples

of 𝐷-meson decays alters the final multiplicities of decay products, aligning with the simultaneous
observation of discrepancies in all final-state particle multiplicities, as evident in Figure 7.12.

𝐷 → . . . B(𝐷0) [%] B(𝐷+) [%]
+ anything World average Simulation World average Simulation

𝐾
− 54.7 ± 2.8 56.0 25.7 ± 1.4 30.5

𝐾
+ 3.4 ± 0.4 3.6 5.9 ± 0.8 6.8

𝐾
0/ 𝐾0 47 ± 4 39.9 61 ± 5 57.5

𝐾
∗− 15 ± 9 12.6 6 ± 5 4.5

𝐾
∗0 9 ± 4 9.1 23 ± 5 19.4

𝐾
∗0 2.8 ± 1.3 < 6.6

Table 7.5: The experimental world averages of inclusive 𝐷-meson branching fractions into kaons are presented
for neutral and charged 𝐷 mesons (see Ref. [17]). These values are compared to the simulation input.

Aligning the numerous exclusive branching fractions with the inclusive ones presented in Table 7.5
poses a considerable challenge. As a result, the simulations deviate by up to 2𝜎 from the inclusive
branching-fraction measurements, overestimating 𝐷 → 𝐾

± decays and underestimating 𝐷 → 𝐾
0/𝐾0

decays. About half of the generated neutral kaons are long-lived 𝐾0
𝐿

mesons, that are not reconstructed
as discussed in Section 3.2.3. Consequently, events involving 𝐷 → 𝐾

0
𝐿

decays exhibit deficits in
reconstructed 𝑀𝑋 values of at least 𝑚

𝐾
0
𝐿
≈ 497 MeV [17], resulting in substantial missing masses,

properties that align well with the excesses observed in experimental data (see Fig. 7.10).
To assess the impact of a potential underestimation of 𝐷 → 𝐾

0
𝐿

decays, the simulation sample
is modified using generator-level 𝐷-meson decay information. The resulting 𝐷-meson decay
compositions, presented in Table 7.6, align with the central value of the inclusive world average for
𝐷 → 𝐾

0/𝐾0, or approximately explore its 1𝜎 uncertainty towards higher values.

𝐷 → . . . Modified simulation (𝐾0 ⇑↑) Modified simulation (𝐾± ⇓⇓↓)
+ anything B(𝐷0) [%] B(𝐷+) [%] B(𝐷0) [%] B(𝐷+) [%]

𝐾
− 49.3 22.5 39.2 21.3

𝐾
+ 3.6 6.2 2.9 5.9

𝐾
0/ 𝐾0 47.9 69.0 53.8 64.8

𝐾
∗+/ 𝐾∗− 13.7 5.0 14.3 4.7

𝐾
∗0/ 𝐾∗0 9.1 17.3 8.9 16.5

Table 7.6: The inclusive 𝐷-meson branching fractions are presented for two scenarios based on modified
simulation. They are created by either enhancing the relative fraction of B(𝐷 → 𝐾

0/𝐾0) decays (left) or by
reducing the relative fraction of B(𝐷 → 𝐾

±) decays (right) while adjusting the total yield to its previous value.

In Figure 7.13, the resulting updated distributions of 𝑀𝑋 and 𝑀2
miss are illustrated and compared to

simulated distributions aligned with those from experimental data through a data-driven reweighting
technique introduced in the next section. Striking similarities between the modified and reweighted
simulation are evident in both 𝑀𝑋 and 𝑀

2
miss, providing strong support for the hypothesis that
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Figure 7.13: The distributions of 𝑀𝑋 and 𝑀2
miss are compared between the nominal MC simulation (blue), the

modified 𝐷-meson decay distributions (orange), and distributions aligned with experimental data through a
data-driven reweighting technique introduced in Section 7.3 (green). Variations in shape for 𝐵 → 𝑋𝑐ℓa decays
are displayed for enhanced 𝐷 → 𝐾

0/𝐾0 decays (a) or substantially reduced 𝐷 → 𝐾
± decays (b), effectively

also resulting in enhanced 𝐷 → 𝐾
0/𝐾0 decays, as presented in Table 7.6. In (c) and (d), the shape differences

introduced by the same modifications are illustrated for secondaries, respectively. Uncertainty-normalized
residuals compared to the nominal simulation are shown below.

mismodeling in 𝐷-meson decays is the primary cause of the observed discrepancies.
This interpretation offers a plausible explanation for the observed event-type dependence, suggesting

that the mismodeling is less pronounced in fake and secondary events. In the case of correctly
reconstructed 𝐵 → 𝑋ℓa decays, the 𝑋 system constitutes a clean sample of fully inclusively decaying
𝐷 mesons with minimal additional particles. However, for 𝐵𝐵 backgrounds, the 𝐵sig meson mostly
decays hadronically and the signal-lepton candidate often originates from the 𝐷-meson decay
itself. This introduces additional substantial uncertainties in the modeling of several of these fully
hadronic decays and generally results in higher particle multiplicities, thereby diffusing the effect of
underestimated 𝐷 → 𝐾

0
𝐿

decays.
Exclusive analyses, which focus on specific 𝐷-meson decays that are well-constrained, usually

observe smaller discrepancies between simulation and experimental data. Inclusive analyses, however,
are sensitive to all 𝐷-meson decays, so that the mismodeling becomes apparent as observed in previous
Belle analyses [136, 155] and in an early Belle II analysis before introducing kinematic corrections,
which effectively assumed 𝑀2

miss = 0 GeV2 [222, 223].
In conclusion, compelling evidence is found in support of the hypothesis that the observed
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discrepancies in the signal-extraction quantities primarily stem from mismodeling of 𝐷-meson decays,
with a particular sensitivity to 𝐷 → 𝐾

0
𝐿

decays. In Section 7.3, a reweighting strategy is introduced to
correct the mismodeling and to quantify the associated uncertainties.

7.3 Data-driven simulation reweighting

Typically, mismodeling of branching fractions at the generator level is corrected by reweighting the
corresponding events in simulation, as discussed in Section 3.4.3. However, addressing the inclusive
𝐷-meson decay mismodeling in the current scenario poses two significant challenges that make such
reweighting impractical.

Firstly, hundreds of exclusive 𝐷-meson decay modes have to be aligned with each other and with
the inclusive measurements. Creating a coherent sample of 𝐷-meson decays that avoids subtle
discrepancies with some measurements is highly challenging as observed in the existing simulation.

Secondly, the branching fraction measurements into neutral and charged kaons are only precise up
to 5% − 10%. These uncertainties are propagated to uncertainties of pion and photon multiplicities
based on subsequent decays, such as 𝐾∗ → 𝐾𝜋, 𝐾0

𝑆
→ 𝜋

±,0
𝜋
∓,0, and 𝜋0 → 𝛾𝛾. As illustrated in

Figure 7.13 deviations of this size already introduce significant shape differences in 𝑀𝑋 and 𝑀2
miss.

Therefore, existing inclusive branching-fraction measurements are insufficient to correct the observed
discrepancies, necessitating a data-driven correction.

In an ideal scenario, one would identify a manageable set of characteristics within the 𝑋-system
composition, for instance, by categorizing events based on the presence of a𝐾0

𝐿
meson, and subsequently

conduct a fitting procedure for these distinct components against experimental data within a dedicated
control sample. This approach was investigated as part of a Bachelor thesis outlined in Reference [224],
yielding promising results. However, such a method is only practical when the mismodeling is reduced
to a single source which is perfectly represented within the different fit templates. At the early stage of
Belle II’s operation, this level of understanding has not yet been sufficiently attained.

For instance, other analyses conducted by Belle II [119, 154] identify a comparable mismodeling
in the ECL energy, and propose to attribute this to the mismodeling of fake photons emerging
from detector interactions Although this explanation alone cannot fully account for the observed
mismodeling in this analysis, it remains a plausible consideration. Additionally, the notion that the
overall scaling of 𝐷 → 𝐾

0
𝐿

decays alone adequately addresses the issue seems unlikely. Experimental
data suggests a deficit of 30% − 40% in such decays, a value independently derived in this analysis
and in Reference [154]. However, such a deficit is in tension with resulting inclusive 𝐷-meson decay
distributions. It is probable that a significant impact arises from limitations in the kinematic modeling
of the 40% of 𝐷-meson decays that are solely approximated using phase-space assumptions.

Consequently, an alternative and more cautious approach is adopted. As evident from Figure 7.13,
the quantity 𝑀𝑋 is very sensitive to the mismodeling and to the 𝑋-system properties 𝐸𝑋 and ®𝑝𝑋
that serve as input for 𝑞2 and 𝑀2

miss. Therefore, 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a decays are corrected
with event weights using the experimental-to-simulated yield ratio in different intervals of 𝑀𝑋 in
the high-𝑝𝐵ℓ sample as described in Section 7.3.2. This corrective process, involving both yield and
shape adjustments, is conducted in two successive steps, with the initial step outlined in Section 7.3.1.
The validity of the introduced reweighting across the entire lepton-momentum range is examined in
Section 7.3.3 and corrections for 𝐵𝐵 backgrounds are derived in Section 7.3.4. In Section B.5 in the
appendix, the effect of the reweighting procedure is validated in several control samples.
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7.3.1 Yield calibration

The reweighting is introduced to adjust the 𝑋-system properties. Since the event selection relies
solely on the properties of the signal-lepton candidate, the efficiencies for signal and normalization
(𝐵 → 𝑋𝑐𝑙a) decays are anticipated to be unaffected by 𝐷-meson decay mismodeling. Consequently,
any deviations in the total yield between experimental data and simulation in 𝐵 → 𝑋𝑐ℓa are attributed
to discrepancies in the 𝐵tag-selection efficiency. Notably, the calibration detailed in Section 4.1 relies
on an outdated simulation sample.

As depicted in Figure 5.3(a), 𝐵𝐵-background events exhibit a distinct good-to-bad tag composition
compared to 𝑋𝑙a decays, motivating different calibration factors for the 𝐵tag-selection efficiency.
Furthermore, the signal-lepton momentum distribution of 𝐵𝐵-background events is influenced by
𝐷-meson decay modeling (see Figs. B.9 to B.11). This implies that their efficiencies and, consequently,
their total yields may significantly differ in simulation and experimental data. Hence, preliminary
global scaling factors are individually determined for backgrounds and 𝐵 → 𝑋𝑙a decays.

The same-flavor control sample with charged 𝐵tag candidates provides an exceptionally clean data
sample for secondaries in the electron case (see Fig. 7.11). Hence, this sample is used to derive a global
experimental-to-simulated yield ratio for secondaries. As muon secondaries mainly originating from
the same 𝐷-meson decay modes, the same control sample is used with adjusted lepton-momentum
thresholds. Remaining yield ratios in the muon channel are attributed to muon fakes. Subsequently,
calibration factors for signal and normalization decays are determined in the high-𝑝𝐵ℓ control sample
for each lepton flavor.

For neutral 𝐵tag candidates, the calibration factors for 𝐵 → 𝑋𝑙a decays are derived first, based on a
very-high-𝑝𝐵ℓ control sample 𝑝𝐵ℓ > 1.6 GeV. These factors are subsequently applied to corresponding
events originating from 𝐵

0/𝐵0 mixing in the same-flavor control sample, before secondary and
muon-fake scaling factors are obtained, following the procedure described for charged 𝐵tag candidates.

Channel Initial
𝑋ℓa, 𝑋𝜏a Secondaries Fakescalibration

𝐵
+
tag𝑒

∓ 0.65 1.013 ± 0.006 1.05 ± 0.01
𝐵

0
tag𝑒

∓ 0.72 0.947 ± 0.009 0.93 ± 0.01
𝐵
+
tag`

∓ 0.64 1.027 ± 0.007 1.11 ± 0.02 0.90 ± 0.04
𝐵

0
tag`

∓ 0.72 0.951 ± 0.009 0.97 ± 0.02 0.79 ± 0.04

Table 7.7: Correction factors to the initial 𝐵tag calibration as introduced in Table 4.1 are presented for signal,
normalization, and 𝐵𝐵-background events.

All calibration factors are summarized in Table 7.7. Based on the observation that signal and
background events share the same 𝐵tag properties (see Secs. 5.4.1), the same factor is applied for
signal and normalization decays, resulting in a cancellation in 𝑅(𝑋𝜏/ℓ). The deviation of calibration
factors from unity for 𝐵𝐵-background yields is attributed to the presumably dominant role of 𝐷-meson
decay mismodeling, causing lepton-momentum-based efficiency discrepancies between simulation
and experimental data.

In the signal-extraction fit presented in Chapter 8, the signal, normalization, and 𝐵𝐵-background
yields are freely floating parameters, dynamically readjusting the calibration factors introduced earlier.
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The relative fraction of events with charged and neutral 𝐵tag candidates, however, is not determined
in the fit. Therefore, the statistical precision of the calibration factors from Table 7.7 serves as an
additional uncertainty associated with the 𝐵+

tag-𝐵0
tag composition. Moreover, the relative proportion of

secondary to fake events in the muon channel introduces another source of uncertainty. Following
the extraction of correction factors, these factors are treated as fully anticorrelated, leading to the
maximal 𝐵𝐵-background shape uncertainty in the muon channel. The integration of calibration factors
and their associated uncertainties into the signal-extraction fit aligns with the methodology used for
branching-fraction uncertainties (see Sec. 5.3.2) for uncorrelated factors and form-factor uncertainties
for the anticorrelated ones (see Sec. 5.3.3).

7.3.2 Reweighting of signal and normalization decays

To obtain 𝑀𝑋 -based correction weights for 𝐵 → 𝑋𝑐ℓa decays, the high-𝑝𝐵ℓ control sample is used.
The 𝑀𝑋 distribution is split into 17 intervals with approximately equal experimental-data content.
The boundaries of these intervals are

𝑀𝑋 = {−∞, 0.5, 0.75, 0.95, 1.15, 1.3, 1.45, 1.55, 1.65,
1.75, 1.85, 1.95, 2.05, 2.20, 2.35, 2.60, 3.0,∞}GeV. (7.2)

Within each 𝑀𝑋 interval 𝑚, non-reweightable event types are subtracted from the experimental
data. Subsequently, the correction weight for 𝐵 → 𝑋𝑐ℓa decays, denoted as �̃�𝑀𝑋

𝑚 , is determined from
the remaining experimental-to-simulated yield ratio. This weight is then applied as an event weight
�̃�
𝑀𝑋

evt = �̃�
𝑀𝑋
𝑚 if evt ∈ 𝑚. The uncertainties of the correction weights, denoted as �̃�𝑀𝑋

𝑚 , are defined by
the statistical precision of experimental data and simulation in each interval.

As illustrated in Figure 7.14, events with charged and neutral 𝐵sig mesons (inferred from the
reconstructed 𝐵tag-candidate flavor) exhibit distinct sensitivities to 𝐷

+- and 𝐷
0-meson decays.

Consequently, the reweighting procedure is separated by 𝐵tag-candidate charge to account for potential
dependencies of the mismodeling on the 𝐷-meson flavor.

The correction weights obtained from the charged-𝐵tag channel are applied to all 𝐵∓
sig → 𝑋𝑐ℓa

decays. Since neutral 𝐷 mesons predominantly contribute to this channel, these weights are also
applied to events with a neutral 𝐵sig candidate featuring a neutral 𝐷 meson, 𝐵0

sig → [𝑋𝑐 → 𝐷
0
. . . ]ℓa.

The remaining deviations from unity in the experimental-to-simulated yield ratios in the neutral-𝐵tag

channel are assigned to mismodeled 𝐵0
sig → [𝑋𝑐 → 𝐷

+
. . . ]ℓa decays, and corresponding correction

weights are applied.
In Figure 7.15, the correction weights are illustrated. The largest weights are observed at low

𝑀𝑋 , a region enriched with 𝐷 → 𝐾
0
𝐿

decays, while events with high 𝑀𝑋 values are corrected with
weights below unity. As demonstrated in Section B.6 in the appendix, 𝐵 → 𝑋𝑐𝜏a decays are equally
influenced by 𝐷-meson decay mismodeling as 𝐵 → 𝑋𝑐ℓa decays; hence, the former are reweighted
using the same correction weights.

Subsequently, the yields of all measured exclusive semileptonic 𝐵-meson decays are adjusted to their
original values in four lepton-momentum intervals (see Sec. 7.3.3) to preserve the branching fractions
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Figure 7.14: The 𝑝𝐵ℓ distribution is illustrated for events featuring charged and neutral 𝐵tag candidates in the
opposite-flavor signal sample (a) and (b), as well as in the same-flavor control sample (c) and (d), respectively,
for signal-electron candidates (top row) and signal-muon candidates (bottom row). The categories introduced in
Section 4.5 are further divided into sub-categories based on the presence of charged or neutral 𝐷 mesons.
In the case of a charged 𝐵tag candidate, charged 𝐷 mesons only appear in 𝐵−

sig → [𝐷∗∗0 → 𝐷
+
. . . ]ℓ−a decays

as neutral 𝐷∗ mesons exclusively decay into neutral 𝐷 mesons. In contrast, in approximately half of the
𝐵

0
sig → 𝑋ℓ

−
a decays, a neutral (blue, purple) or a charged (green) 𝐷 meson is generated in a subsequent stage

of the decay chain. The 𝐵𝐵-background composition is discussed in more detail in Section 7.3.4.

(see Tab. 3.1) and 𝐵-meson decay kinematics derived from form-factor models (see Sec. 3.4.3).

𝑤
𝑀𝑋

evt = �̃�
𝑀𝑋

evt ·
𝑁

sel
𝑘

�̃�
sel
𝑘

with 𝑁sel
𝑘 =

∑︁
evt∈𝑘

𝑤evt, �̃�
sel
𝑘 =

∑︁
evt∈𝑘

(
𝑤evt · �̃�

𝑀𝑋

evt

) (
𝑘 = [𝑋𝑐𝑙a ∈ 𝑝𝐵ℓ interval]

)
(7.3)

Since 𝐷∗∗
gapℓa decays lack experimental observation, they are not subject to rescaling, 𝑤𝑀𝑋

evt = �̃�
𝑀𝑋

evt ,
leading to a reduction of their yield by approximately 10%. The 𝐷∗∗

gap𝜏a yields are appropriately
adjusted to restore the 𝑅(𝑋𝜏/ℓ) theory prediction (see Eq. (2.31)).

In Figure 7.16, the reweighted distributions in the high-𝑝𝐵ℓ control sample are presented. Additional
figures, dependent on the 𝐵tag charge, are shown in the appendix (see Fig. B.17). A significant
improvement of the modeling of the kinematic variables correlated with the 𝑋 system is observed
when compared to Figure 7.10. Such a simultaneous amelioration is highly nontrivial.2 Therefore,
the observations strongly suggest that the reweighting appropriately addresses the mismodeling. The
reweighting has negligible effect on the 𝑝𝐵ℓ shape for 𝐵 → 𝑋𝑐ℓa decays as the lepton momentum is
largely independent of the hadronic 𝑋 system.

2 For example, employing event-based adjustments with a constant factor for the four-momentum of the 𝑋-system can align
the simulated 𝑞2 spectrum with the experimental data. Such an approach, however, is too simplistic to simultaneously
correct the 𝑀2

miss distribution.
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are applied to 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a decays. As discussed in Section 7.3.3, additional uncertainties are
introduced for signal and normalization decays with low-momentum signal lepton.
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In Figure 7.17, the final-state particle multiplicities, which are not actively adjusted in the reweighting
procedure, are presented after the reweighting.3 Again, the previously observed mismodeling in
Figure 7.12 is significantly mitigated, particularly for charged kaons, which have the most substantial
impact on 𝑀𝑋 . Small discrepancies still persist in the photon-cluster multiplicity. These are likely
caused by low-energy cluster split-offs from particle-detector interactions, that have too little impact
on 𝑀𝑋 to be addressed by the reweighting. For the same reason, however, their effect on the
signal-extraction quantity 𝑀2

miss is tiny.

7.3.3 Extrapolation towards the low lepton-momentum region

No correlation between the lepton momentum and the 𝐷-meson decay distribution is observed for
𝐵 → 𝑋𝑐ℓa decays, as demonstrated in studies with modified inclusive branching fractions of 𝐷 mesons
in Figures B.9, B.10, and B.11. Nevertheless, low-lepton momenta are loosely associated with a larger
boost of the 𝑋-system, leading to slightly higher average values of 𝑀𝑋 due to misreconstruction effects,
as observed in Figure 7.18. In this section, the representativeness of the correction weights derived in
the previous Section 7.3.2 is assessed across the entire 𝐵 → 𝑋𝑐ℓa lepton-momentum spectrum.
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Figure 7.18: The 𝑀𝑋 distribution for 𝐵 → 𝑋𝑐ℓa decays is illustrated in various intervals of 𝑝𝐵ℓ . The left plot
represents the entire momentum range, while the right plot focuses on the intervals defined for the extrapolation
discussed in this section.

To address the low-lepton momentum region without box-opening, an extrapolation is performed
from an extended high-𝑝𝐵ℓ control sample with 𝑝

𝐵
ℓ > 1.25 GeV. Five 𝑝𝐵ℓ intervals are defined

with boundaries at 𝑝𝐵ℓ = {1.25, 1.41, 1.56, 1.71, 1.87,∞}GeV, each containing approximately equal
amounts of experimental data. As depicted in Figure 7.18, the characteristic correlation towards higher
𝑀𝑋 values is evident in these intervals. Subsequently, 𝑀𝑋 -based correction weights are extracted for
each of the five 𝑝𝐵ℓ intervals, following the procedure described in Section 7.3.2.4

The weights obtained for 𝐵sig → 𝑋𝑐ℓa and 𝐵
0
sig → [𝑋𝑐 → 𝐷

0
. . . ]ℓa decays, as well as for

𝐵
0
sig → [𝑋𝑐 → 𝐷

+
. . . ]ℓa decays are presented in Figure 7.19, providing no direct evidence of a

𝑝
𝐵
ℓ -dependence.

3 The reweighting can also be defined based on particle multiplicities. This was successfully tested, yielding similar
improvements with sufficient granularity in the three-dimensional (𝑁𝐾 , 𝑁𝜋 , 𝑁𝛾) hyperspace. However, the 𝑀𝑋 -based
reweighting performs well with 17 intervals only, resulting in superior statistical precision for the correction weights.

4
𝐵𝐵-background contributions, especially important in the lowest 𝑝𝐵ℓ interval, are reweighted first as discussed in the
following Section 7.3.4.
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Figure 7.19: The 𝑀𝑋 -based correction weights �̃�𝑀𝑋
𝑚 in different 𝑝𝐵ℓ intervals are depicted for 𝐵−

sig → 𝑋𝑐ℓa and
𝐵

0
sig → [𝑋𝑐 → 𝐷

0
. . . ]ℓa decays (left) and 𝐵0

sig → [𝑋𝑐 → 𝐷
+
. . . ]ℓa events (right).

Consistency of the five individual correction weights with their average is examined in each
𝑀𝑋 interval through 𝜒

2 tests. In Figure B.24 and B.25 in the appendix, all 𝜒2 values and their
corresponding 𝑝 values are presented. Only in one out of the 34 intervals of 𝑀𝑋 , a 𝑝 value below 0.05
is observed (highlighted in light green in Figure B.25), which aligns with the statistically expected
abundance of such cases. This supports the assumption that the correction weights are independent of
𝑝
𝐵
ℓ , making the weights derived in Section 7.3.2 representative for the entire lepton-momentum range

of 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a decays.
Nonetheless, the possibility of a drift of correction weights with 𝑝

𝐵
ℓ values is included as an

additional source of systematic uncertainty. For this purpose, a straight line is fitted to the five
correction weights in each 𝑀𝑋 bin, as illustrated in Figure 7.20 for one example interval (see Figs. B.24
and B.25 for the remaining intervals). Here the 𝑝𝐵ℓ values of the five weights, serving as 𝑥-axis
coordinates, are defined by the averaged value in each of the introduced 𝑝𝐵ℓ intervals.
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Figure 7.20: The correction weights for 𝐵−
sig → 𝑋𝑐ℓa events in different 𝑝𝐵ℓ intervals for 𝑀𝑋 ∈ [0.75, 0.95] GeV

are shown (blue crosses). The result of the 𝜒2 test, conducted to assess the hypothesis that these weights align
with the nominal one derived in the full high-𝑝𝐵ℓ control sample (yellow), is presented. A straight line is fitted
to the data points and extrapolated towards lower 𝑝𝐵ℓ values (red). Additional uncertainties for low-momentum
𝐵sig → 𝑋𝑐ℓa and 𝐵sig → 𝑋𝑐𝜏a decays (purple) are introduced in cases when the fitted line exceeds the statistical
uncertainty of the nominal weight (dashed yellow lines).
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The line is extrapolated to lower 𝑝𝐵ℓ values, and average 𝑝𝐵ℓ values are defined for intervals of
𝑝
𝐵
ℓ < 0.85 GeV, 𝑝𝐵ℓ ∈ [0.85, 1.15] GeV, and 𝑝𝐵ℓ ∈ [1.15, 1.4] GeV, each containing approximately

equal amounts of experimental data. In cases where the central value of the fit (red line) exceeds
the statistical uncertainties of the correction weight extracted in the entire high-𝑝𝐵ℓ control sample
(dashed yellow lines), the entire deviation from the correction weight is taken as additional uncertainty
(purple lines). The volatile nature of the sign of the fitted slope provides no evidence for an underlying
systematic behavior, supporting the assumption of a 𝑝𝐵ℓ -independence of the correction weights.
Consequently, the inclusion of additional systematic uncertainties is very conservative. The final
𝑝
𝐵
ℓ -dependent correction-weight uncertainties are illustrated in Figure 7.15, and all correction weights

and uncertainties are summarized in Table B.3 in the appendix.
In Figure 7.21, the impact of simulation reweighting on 𝐵 → 𝑋𝑐ℓa decays with low momentum is

illustrated, requiring 𝑝𝐵ℓ < 1.3 GeV, 𝑀2
miss < 1.5 GeV2, and 𝑀𝑋 < 3.5 GeV. No evidence of caveats

associated with the introduced reweighting is observed.
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Figure 7.21: The signal-extraction quantities and correlated variables are presented in the low-𝑀2
miss control

sample, both before (top row) and after (bottom row) the simulation reweighting. To specifically assess the
modeling of low-momentum 𝐵 → 𝑋𝑐ℓa decays, additional constraints of 𝑝𝐵ℓ < 1.3 GeV and 𝑀𝑋 < 3.5 GeV
are imposed. The uncertainty-normalized residuals, shown below each plot, significantly improve.

The uncertainties of the weights from the same 𝑀𝑋 interval are fully correlated across all momentum
ranges for both 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a. Due to their statistical nature, weight uncertainties across
different 𝑀𝑋 intervals are considered uncorrelated, resulting in maximum shape uncertainties for
the corrected templates. Nevertheless, as outlined in the previous Sections 7.3.1 and 7.3.2, the total
yield of the different 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a decays is assumed to remain unaffected by 𝐷-meson
decay mismodeling. To fulfill these requirements, the implementation of uncertainties in the final
maximum-likelihood fit (see Sec. 5.2) is carried out in multiple steps.
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7.3 Data-driven simulation reweighting

Similar to the handling of lepton-identification uncertainties outlined in Section 5.3.5, a set of
𝑁var = 500 variations, generated through a Gaussian distribution ®G, is assigned to the yield-normalized
weight 𝑤𝑀𝑋

𝑚 for each 𝑀𝑋 interval 𝑚:

®̂𝑤G
𝑚 = 𝑤

𝑀𝑋
𝑚 + ®G

(
0, 𝜎𝑀𝑋

𝑚

) (
𝑚 = 1, . . . , 𝑁𝑀𝑋

intervals

)
. (7.4)

For asymmetric uncertainties, two distinct Gaussian distributions are generated to represent the upper
and lower uncertainties. These distributions are split based on their sign and combined in a manner
that ensures their average is zero. Subsequently, the total yield of each exclusive 𝐵 → 𝑋𝑐𝑙a decay
in each 𝑝

𝐵
ℓ interval (𝑘 = [𝑋𝑐𝑙a in 𝑝𝐵ℓ interval]) is adjusted to its nominal yield for all variations

𝑗 ∈ G = 0, . . . , 𝑁var:

𝑤
G 𝑗

evt = �̂�
G 𝑗

evt ·
𝑁

sel
𝑘

�̂�
sel
𝑘, 𝑗

with 𝑁
sel
𝑘 =

∑︁
evt∈𝑘

(
𝑤evt · 𝑤

𝑀𝑋

evt

)
, �̂�

sel
𝑘, 𝑗 =

∑︁
evt∈𝑘

(
𝑤evt · �̂�

G 𝑗

evt

)
(7.5)

This effectively introduces a subtle anticorrelation among different 𝑀𝑋 intervals, stemming from bin
migrations. Finally, a set of 500 varied template histograms is generated using the set of weights for
each histogram bin 𝑖 by

®ℎG
𝑖
=

∑︁
evt∈𝑖

(
𝑤evt · ®𝑤

G
evt

)
(𝑖 ∈ bins, templates), (7.6)

and the covariance matrix 𝐶𝑀𝑋

\
is constructed as described in Equation 5.23:

(
𝐶
𝑀𝑋

\

)
𝑖 𝑗
=

1
𝑁var − 1

𝑁var∑︁
𝑛=1

(ℎG
𝑖𝑛
− ℎ𝑖) (ℎ

G
𝑗𝑛
− ℎ 𝑗) (𝑖, 𝑗 ∈ bins, templates). (7.7)

By design, the reweighting procedure keeps 𝑁sel unchanged, ensuring that no efficiency uncertainty is
introduced. In Figure 7.22, the 500 varied histograms are shown for 𝑀2

miss to illustrate the introduced
shape uncertainty. While asymmetric uncertainties are evident for 𝐵0

sig → [𝑋𝑐 → 𝐷
+
. . . ]ℓa decays

in the low-momentum range, the overall shape is predominantly influenced by the substantially higher
number of high-𝑝𝐵ℓ events with symmetric uncertainties.

7.3.4 Reweighting of 𝑩𝑩-background events

Mismodeled 𝐷-meson decays also impact events featuring secondary or fake-lepton candidates. In the
context of 𝐵𝐵 backgrounds, the lepton candidate is often associated with the 𝐷-meson decay itself,
establishing a correlation between lepton momentum and the inclusive 𝐷-meson branching fractions,
as illustrated in Figures B.9 to B.11. Furthermore, the correlation between 𝑝ℓ and 𝑀𝑋 is substantially
increased. To address this, the correction weights for 𝐵𝐵 backgrounds are derived in 16 (𝑒) and 11 (`)
two-dimensional intervals of the lab-frame lepton momentum 𝑝ℓ and 𝑀𝑋 , as visualized in Figure 7.23.
These intervals are designed to approximately contain equal amounts of experimental data, and the
background-enriched same-flavor control sample (see Sec. 7.2.1) is utilized for the reweighting.

As visualized in Figures B.21 and B.22, 𝐵𝐵 backgrounds are almost exclusively composed of
secondaries in the electron channel, while the muon channel incorporates additional significant
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Figure 7.22: The 500 varied histograms, employed to assess the shape uncertainties resulting from the simulation
reweighting, are visualized using a blue-to-yellow color map for the𝑀2

miss distribution, with nominal distributions
shown in red. In the lower plots, the difference of the nominal distribution from each histogram is highlighted.
The left plots exclusively display 𝐵0

sig → [𝑋𝑐 → 𝐷
+
. . . ]ℓa decays in the low-momentum range, that feature

the most significant asymmetries in their uncertainties. On the right, the distributions are presented for the
entire 𝐵sig → 𝑋𝑐ℓa decays.
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Figure 7.23: The two-dimensional intervals in 𝑝ℓ and 𝑀𝑋 are depicted for the electron (a) and muon channel (b),
utilized for extracting 𝐵𝐵-background correction weights. The first five intervals are exclusive to the electron
channel due to the lepton-flavor specific 𝑝ℓ thresholds introduced in Section 7.1.4. The abundance of 𝐵𝐵
backgrounds in the same-flavor control sample for each lepton flavor is presented as a heat map.

fake-lepton components. Given the strict suppression of lepton-flavor exclusive tertiaries introduced
in Section 7.1, the remaining electron and muon secondaries predominantly originate from the same
𝐷-meson decay modes. Consequently, correction weights derived from electron secondaries are also
applied to muon secondaries. In this context, the 𝑝`-interval edges are reduced by 100 MeV compared
to 𝑝𝑒 (see Fig. 7.23), accounting for the lepton-mass difference. The interval definitions reflect the
distinct 𝑝ℓ thresholds for electron and muon candidates.

In analogy to the methodology outlined in Section 7.3.2, correction weights are obtained from
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7.3 Data-driven simulation reweighting

experimental-to-simulated yield ratios within each 𝑝ℓ − 𝑀𝑋 interval. Initially, correction weights for
secondaries are extracted in the electron channel and then applied to muon secondaries. The remaining
yield ratios in the muon channel are attributed to muon-fake mismodeling, and corresponding correction
weights are extracted. The correction weights are visualized in Figure 7.24, and their numerical values
are summarized in Table B.4. To assess potential impacts of 𝐵 → 𝑋𝑐ℓa decays from 𝐵

0/𝐵0 mixing,
correction weights are also obtained in control samples split by 𝐵tag-candidate charge. However, no
significant deviations in correction weights are observed, so that the statistically more precise control
sample with both 𝐵tag charges is used.
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Figure 7.24: The correction weights �̃�𝑀𝑋
𝑚 for 𝐵𝐵-background events, derived from experimental-to-simulated

yield ratios in intervals 𝑚 of 𝑝ℓ and 𝑀𝑋 (see Fig. 7.23) in the same-flavor control sample, are illustrated.

As observed for 𝐵 → 𝑋𝑐ℓa decays (see Fig 7.15), the highest correction weights for secondaries
are observed for low-𝑀𝑋 intervals.

As evident in Figure 7.14, secondaries originating from 𝐵sig decays into a single 𝑋𝑐 meson (light
gray components) are significantly more abundant in the same-flavor control sample than in the
opposite-flavor signal sample. Analogously, secondary leptons emerging from 𝐵sig decays into two
charmed mesons (orange), as well as remaining tertiary events (see Sec. 7.1, brown in Fig. 7.14), are
not equally well represented in the same-flavor sample. To address this, secondary leptons not arising
from 𝐷-mesons from 𝐵sig-to-single-charm decays are assigned shape and yield uncertainties that
cover the initially simulated shape up to twice the correction derived from the same-flavor secondaries
(illustrated in gold in Figure 7.24). In Section 8.2.2, it is demonstrated that the resulting uncertainties
cover effects of significantly altered relative fractions of 𝐵 → 𝑋𝑐𝑋𝑐 events on 𝑅(𝑋𝜏/ℓ).

The impact of the 𝐵𝐵-background reweighting is verified in multiple control samples in Section B.5,
resulting in significant improvements observed across all phase-space regions (see Figs. B.18 to B.22).
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CHAPTER 8

Measurement of the tau-to-light-lepton ratio
𝑹(𝑿𝝉/ℓ)

In this chapter, the first successful measurement of inclusive 𝐵 → 𝑋𝜏a decays, measured in a
ratio relative to 𝐵 → 𝑋ℓa decays, 𝑅(𝑋𝜏/ℓ) = B(𝐵 → 𝑋𝜏a)/B(𝐵 → 𝑋ℓa), is presented. This
measurement is enabled by two key advancements. Firstly, a comprehensive understanding of the
primary sources of data-to-simulation discrepancies, as discussed in Section 7.2, is achieved. Secondly,
a robust data-driven correction method is developed, detailed in Section 7.3. As of the current writing,
the results are published in Reference [2] and have been submitted to Physical Review Letters.

In Section 8.1, a comprehensive overview of the signal-extraction strategy for 𝑅(𝑋𝜏/ℓ) is provided.
Additionally, various sources of uncertainty affecting this measurement are quantified and validated.
Subsequently, the measured value is presented, validated, and discussed in Section 8.2.

8.1 𝑹(𝑿𝝉/ℓ)-extraction strategy and quantification of uncertainties

In Section 8.1.1, the signal-extraction procedure is outlined. Uncertainties are quantified and discussed
in Section 8.1.2. Effects of the introduced reweighting procedure (see Sec. 7.3) on 𝑅(𝑋𝜏/ℓ) are
investigated in Section 8.1.3 for various 𝐷-meson decay distribution. Subsequently, in Section 8.1.4,
the independence of the result concerning the signal-lepton momentum threshold is confirmed.

In a first box-opening attempt, a significant dependence of the result on the lepton-momentum
threshold was observed, necessitating updates in the event selection and uncertainty estimation. This
dependence is primarily identified to be caused by a selection criterion applied at an early stage of the
data processing, as detailed in Section 8.1.5.

8.1.1 Fit setup

The signal decay, 𝐵 → 𝑋 [𝜏 → ℓaa]a, is extracted in a two-dimensional maximum-likelihood fit
using the observables 𝑝𝐵ℓ and 𝑀2

miss. As illustrated in Figure 8.1, signal decays feature substantial
𝑀

2
miss values attributed to three neutrinos in the final state, while normalization and background events

exhibit a peak around 𝑀2
miss ≈ 0 GeV2. The separation of normalization and background events is

based on the lepton momentum in the 𝐵sig frame, 𝑝𝐵ℓ . As presented in Section 5.2, four templates
are fitted per lepton flavor, with the continuum yield constrained by off-resonance data. Both lepton
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flavors are simultaneously fitted to leverage their combined constraining power on correlated nuisance
parameters.
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Figure 8.1: The two-dimensional distributions of 𝑝𝐵ℓ vs. 𝑀2
miss for signal, normalization, and background events

are illustrated. The 𝑝𝐵ℓ -𝑀2
miss intervals employed in the signal-extraction fit are highlighted in gold.

The 𝑝
𝐵
ℓ -𝑀2

miss intervals are defined to prevent the occurrence of empty intervals or intervals
exclusively populated by a single template. The interval edges are defined as

𝑝
𝐵
𝑒 = {0.00, 0.70, 0.95, 1.15, 1.40, 1.65,∞}GeV, (8.1)

𝑝
𝐵
` = {0.00, 0.80, 1.00, 1.20, 1.40, 1.65,∞}GeV, and (8.2)

𝑀
2
miss = {−∞, 1.0, 2.3, 4.0, 6.0, 8.0,∞}GeV2, (8.3)

as visualized in Figure 8.1 for the electron-channel intervals. The first 𝑀2
miss interval covers the

entire region around 𝑀2
miss ≈ 0 GeV2 to ensure the fit’s insensitivity to hypothetically remaining

detector-resolution mismodeling in this region. The last two 𝑝
𝐵
ℓ intervals are combined in the

highest 𝑀2
miss interval, resulting in a total of 34 𝑝𝐵ℓ − 𝑀2

miss intervals per lepton flavor. In the fit, the
two-dimensional histograms are unfolded into one dimension, as demonstrated in Figures 8.8 (pre-fit)
and 8.9 (post-fit).

In Section A.4 in the appendix, the fit setup is demonstrated to correctly extract various different
values of 𝑅(𝑋𝜏/ℓ) within predicted statistical uncertainties in a linearity and a pull test.

8.1.2 Estimation of uncertainties

The impact of various uncertainty sources on both 𝑅(𝑋𝜏/ℓ) and the different fit templates is evaluated
through fits on Asimov data, as outlined in Section 6.1.2. The resulting uncertainties are documented
in Tables 8.1 and 8.2 for the electron and muon channels, respectively. The magnitude of each
uncertainty is validated using ensembles of artificially varied data sets (see Sec. A.4 for one example),
following a similar approach as in the 𝑅(𝑋𝑒/`) measurement in Section A.3.
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8.1 𝑅(𝑋𝜏/ℓ)-extraction strategy and quantification of uncertainties

Uncertainty Electron channel: Relative uncertainty [%]
source Continuum 𝐵𝐵 bkg. 𝑋𝑒a 𝑋𝜏a 𝑅(𝑋𝜏/𝑒)

Total 5.6 4.0 0.8 17.9 18.4

Exp. sample size 5.5 1.9 0.4 8.9 9.0
Sim. sample size 0.6 1.2 0.2 6.6 6.7

Lepton identification 0.4 1.5 0.2 2.7 2.8
Track-reco. eff. 0.1 0.4 0.0 2.9 2.9

𝐵𝐵-bkg. composition 0.0 0.1 0.0 0.3 0.3
𝐵𝐵 bkg.: (𝑝ℓ , 𝑀𝑋 ) shape 0.2 1.1 0.1 5.8 5.8
𝑋𝑙a: 𝐵0

tag-𝐵+
tag composition 0.0 0.1 0.0 0.4 0.4

𝑋𝑐𝑙a: 𝑀𝑋 shape 0.1 0.9 0.0 7.3 7.3

B(𝑋𝜏a) total 0.0 0.1 0.0 0.6 1.0
B(𝑋ℓa) total 0.3 1.0 0.3 6.7 7.0

B(𝑋𝑢ℓa) 0.0 0.0 0.0 1.3 1.4
B(𝐷ℓa) 0.0 0.0 0.0 1.6 1.7
B(𝐷∗

ℓa) 0.1 0.4 0.1 1.9 2.1
B(𝐷∗∗

ℓa) 0.2 0.7 0.2 2.9 3.1
B(𝐷 (∗)

𝜋𝜋ℓa) 0.2 0.6 0.2 2.4 2.5
B(𝐷 (∗)

[ℓa) 0.3 0.9 0.3 6.4 6.7
B(𝐷 (∗)

𝑠 𝐾ℓa) 0.0 0.4 0.1 0.2 0.2
B(𝑋𝑐ℓa) correlation -0.4 -1.0 -0.3 -4.3 -4.5

FF 𝑋𝑐𝑙a total 0.3 1.0 0.3 7.1 7.4

FF 𝐷 (∗)
𝑙a 0.1 0.3 0.1 1.8 1.9

FF 𝐷ℓa diff.: [85] vs. [204] 0.0 0.2 0.0 0.6 0.7
FF 𝐷∗

ℓa diff.: [85] vs. [205] 0.3 0.5 0.2 3.8 4.0
FF 𝐷𝜏a diff.: [85] vs. [130] 0.0 0.0 0.0 0.1 0.1
FF 𝐷∗

𝜏a diff.: [85] vs. [130] 0.0 0.0 0.0 0.0 0.1
FF 𝐷∗∗

𝑙a 0.2 0.4 0.2 3.0 3.1
FF 𝐷∗∗

gap𝑙a 0.2 0.3 0.1 1.8 1.9
FF 𝑋𝑐𝑙a correlation -0.3 0.6 0.2 4.5 4.7

Total correlation -0.4 2.1 0.4 1.2 2.0

Table 8.1: A detailed breakdown of both relative statistical and systematic uncertainties is provided for each
electron-channel template yield 𝑁meas. Uncertainties linked to form-factor parameters are denoted by the
abbreviation “FF”, while composition and shape uncertainties are associated with the simulation reweighting.
The uncertainties on the ratio 𝑅(𝑋𝜏/𝑒), extracted from yields and efficiencies of 𝑋 [𝜏 → 𝑒aa]a and 𝑋𝑒a decays,
are also provided.
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Uncertainty Muon channel: Relative uncertainty [%]
source Continuum 𝐵𝐵 bkg. 𝑋`a 𝑋𝜏a 𝑅(𝑋𝜏/`)

Total 3.9 3.5 0.9 25.1 25.6

Exp. sample size 3.9 1.8 0.4 11.8 12.0
Sim. sample size 0.5 1.2 0.3 10.5 10.6

Lepton identification 0.1 0.9 0.3 5.0 5.2
Track-reco. eff. 0.0 0.4 0.0 3.4 3.3

𝐵𝐵-bkg. composition 0.0 0.2 0.1 4.2 4.3
𝐵𝐵 bkg.: (𝑝ℓ , 𝑀𝑋 ) shape 0.1 1.8 0.4 10.5 10.7
𝑋𝑙a: 𝐵0

tag-𝐵+
tag composition 0.0 0.1 0.0 0.5 0.5

𝑋𝑐𝑙a: 𝑀𝑋 shape 0.1 0.6 0.0 6.8 6.8

B(𝑋𝜏a) total 0.0 0.1 0.0 0.5 1.0
B(𝑋ℓa) total 0.1 0.9 0.3 9.7 10.0

B(𝑋𝑢ℓa) 0.0 0.0 0.0 2.2 2.3
B(𝐷ℓa) 0.0 0.0 0.1 2.4 2.4
B(𝐷∗

ℓa) 0.0 0.3 0.1 3.2 3.4
B(𝐷∗∗

ℓa) 0.0 0.6 0.2 4.8 5.0
B(𝐷 (∗)

𝜋𝜋ℓa) 0.0 0.5 0.2 4.1 4.3
B(𝐷 (∗)

[ℓa) 0.1 0.8 0.3 9.1 9.4
B(𝐷 (∗)

𝑠 𝐾ℓa) 0.0 0.2 0.1 0.3 0.3
B(𝑋𝑐ℓa) correlation -0.1 -0.9 -0.3 -7.2 -7.5

FF 𝑋𝑐𝑙a total 0.1 0.5 0.3 8.7 8.9

FF 𝐷 (∗)
𝑙a 0.0 0.3 0.1 3.0 3.1

FF 𝐷ℓa diff.: [85] vs. [204] 0.0 0.1 0.0 0.6 0.6
FF 𝐷∗

ℓa diff.: [85] vs. [205] 0.1 0.4 0.2 5.6 5.8
FF 𝐷𝜏a diff.: [85] vs. [130] 0.0 0.0 0.0 0.0 0.1
FF 𝐷∗

𝜏a diff.: [85] vs. [130] 0.0 0.0 0.0 0.0 0.1
FF 𝐷∗∗

𝑙a 0.1 0.2 0.1 3.6 3.7
FF 𝐷∗∗

gap𝑙a 0.0 0.2 0.1 1.7 1.8
FF 𝑋𝑐𝑙a correlation -0.1 -0.2 0.1 4.3 4.4

Total correlation -0.1 1.2 0.3 0.3 1.3

Table 8.2: A detailed breakdown of both relative statistical and systematic uncertainties is provided for each
muon-channel template yield 𝑁

meas. Uncertainties linked to form-factor parameters are denoted by the
abbreviation “FF”, while composition and shape uncertainties are associated with the simulation reweighting.
The uncertainties on the ratio 𝑅(𝑋𝜏/`), extracted from yields and efficiencies of 𝑋 [𝜏 → `aa]a and 𝑋`a decays,
are also provided.
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8.1 𝑅(𝑋𝜏/ℓ)-extraction strategy and quantification of uncertainties

The lepton-flavor specific results are combined in a weighted average of correlated values following
Equation (5.4). Table 8.3 provides a concise overview of the uncertainties associated with 𝑅(𝑋𝜏/ℓ) for
both the electron and muon channels, as well as their combined result. Furthermore, the semitauonic
branching-fraction ratio

R(𝑋 𝜏→
𝑒/` ) =

B(𝑋 [𝜏 → 𝑒aa]a)
B(𝑋 [𝜏 → `aa]a) (8.4)

is measured as a crosscheck, and its expected uncertainties are presented.

Uncertainty Relative uncertainty [%]
Source 𝑅(𝑋𝜏/𝑒) 𝑅(𝑋𝜏/`) 𝑅(𝑋𝜏/ℓ) R(𝑋 𝜏→

𝑒/` )

Total 18.4 25.6 17.5 24.0

Exp. sample size 9.0 12.0 7.2 14.8
Sim. sample size 6.7 10.6 5.7 12.4
Lepton identification 2.8 5.2 2.4 5.9
Track-reco. eff. 2.9 3.3 3.0 0.5
𝐵𝐵-bkg. reweighting 5.8 11.5 5.7 12.1
𝑋𝑐𝑙a reweighting 7.3 6.8 7.1 2.3
𝑋𝜏a branching fractions 1.0 1.0 1.0 0.2
𝑋ℓa branching fractions 7.0 10.0 7.7 3.1
𝑋𝑐𝑙a form factors 7.4 8.9 7.8 2.1

Table 8.3: A concise breakdown of relative statistical and systematic uncertainties on 𝑅(𝑋𝜏/𝑒) and 𝑅(𝑋𝜏/`) is
provided, as discussed in more detail in the text. The relative uncertainties on the combined result 𝑅(𝑋𝜏/ℓ) and
on the ratio R(𝑋 𝜏→

𝑒/` ) = B(𝑋 [𝜏 → 𝑒aa]a)/B(𝑋 [𝜏 → `aa]a) are also presented.

In total, a relative uncertainty of 17.5% is observed for the combined value of 𝑅(𝑋𝜏/ℓ). The
electron channel provides a higher precision with a relative uncertainty of 18.4% compared to the
muon channel, which has a relative uncertainty of 25.6%. This discrepancy is attributed to the lower
efficiency of signal decays in the muon case (see Tab. 8.7), due to more stringent constraints on the
lepton-momentum threshold (see Sec. 7.1). Background yields are comparable between the two
channels. Consequently, the relative size of background and normalization events is higher in the
muon channel, leading to uncertainties associated with these templates having a greater impact on
𝑅(𝑋𝜏/`) than on 𝑅(𝑋𝜏/𝑒).

The most significant individual source of uncertainty for 𝑅(𝑋𝜏/𝑒) (9.0%) and 𝑅(𝑋𝜏/`) (12.0%)
stems from statistical uncertainties associated with the experimental sample size, resulting in a
relative uncertainty of 7.2% on the combined result 𝑅(𝑋𝜏/ℓ). Systematic uncertainties arising from
the simulation sample size, the reweighting procedure introduced in Section 7.3, 𝐵 → 𝑋𝑙a branching
fractions, and 𝐵 → 𝑋𝑐𝑙a form-factor parameters all contribute approximately equally, ranging from
5.8%−7.4% each in the electron channel to 6.8%−11.5% each in the muon channel. Collectively, their
contribution surpasses statistical uncertainties, indicating that this analysis is systematically limited.
However, several of the leading systematic uncertainties are directly influenced by the experimental
sample size, suggesting that they should decrease in a manner analogous to statistical uncertainties.
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Uncertainties associated with the lepton-identification correction factors (see Sec. 5.3.5) and
track-reconstruction efficiency (see Sec. 5.3.4), while non-negligible, do not induce uncertainties of
a similar magnitude as other sources.

The uncertainties attributed to the data-driven simulation reweighting are limited by the statistical
precision of the experimental control sample. They are organized in four components.

Uncertainties related to the relative composition of events with charged and neutral 𝐵tag candidates,
as determined during the initial yield calibration in Section 7.3.1, are labeled as 𝑋𝑙a: 𝐵

0
tag-𝐵+

tag
composition. Potential variations in the relative composition of different sources of secondary and
fake leptons are denoted 𝐵𝐵-bkg. composition. While both contributions are negligible in the electron
channel, in the muon channel, where 𝐵𝐵 backgrounds consist almost equally of secondary and fake
leptons, uncertainties in their composition contribute to the overall uncertainty.

Uncertainties associated with the template shapes, introduced in Sections 7.3.2 to 7.3.4 via event
weights, are referred to as 𝑋𝑐𝑙a: 𝑀𝑋 shape and 𝐵𝐵 bkg.: (𝑝ℓ , 𝑀𝑋 ) shape. They significantly
contribute to the overall uncertainty. In Table 8.3, the reweighting-related shape and composition
uncertainties are combined for each event type.

Uncertainties arising from 𝐵 → 𝑋ℓa branching fractions (see Sec. 5.3.2) are predominantly driven
by the 100% uncertainty assigned to the non-resonant 𝐵 → 𝐷

(∗)
[ℓa gap-mode decays (see Tab. 3.1).

Due to the statistical uncertainty of experimental data being significantly smaller than the uncertainty
induced by the gap modes, the latter is notably constrained in the fit. This reduces the impact of the
gap-mode uncertainties by a factor of two to three, as observed in post-fit nuisance-parameter pulls
presented in Figure 8.10.

The same effect results in a combined 𝐵 → 𝑋ℓa branching-fraction uncertainty that only marginally
surpasses the uncertainty induced by these gap modes, as indicated by the negative correlation associ-
ated with branching-fraction uncertainties in Tables 8.1 and 8.2. Uncertainties on 𝑅(𝑋𝜏/ℓ) attributed
to semitauonic branching fractions remain comparatively small, as the 𝐵 → 𝑋𝜏a yield uncertainty
is driven by uncertainties on the significantly larger 𝐵 → 𝑋ℓa, continuum, and 𝐵𝐵-background
templates in the fit.

Uncertainties linked to form-factor parameters are primarily influenced by discrepancies in the
𝐵 → 𝐷

∗
ℓa decay kinematics predicted by BLPRXP-model-based parameters from Reference [85]

compared to BGL-model-based predictions by parameters from Reference [205] (referred to as FF
𝑫∗ℓ𝝂 diff. in Tables 8.1 and 8.2). Negligible differences are observed for 𝐵 → 𝐷ℓa decay kinematics
between BLPRXP and BGL parameters from Reference [204]. Similar to the findings for branching
fractions, the shape uncertainties induced by form factors on the 𝐵 → 𝑋𝜏a template have only minor
effects on 𝑅(𝑋𝜏/ℓ). Consequently, differences between BLPRXP and CLN (from Ref. [130]) for
𝐵 → 𝐷

(∗)
𝜏a decays are negligible.

Uncertainties associated with the BLPRXP-model parameters for 𝐵 → 𝐷
(∗)
𝑙a decays and the

BLR model parameters for 𝐵 → 𝐷
∗∗
(gap)𝑙a (see Ref. [89]) are quantified through eigenvariations (see

Sec. 5.3.3). In the latter case, additional shape uncertainties in 𝐵 → 𝐷
∗
0𝑙a and 𝐵 → 𝐷

′
1𝑙a decays,

arising from the unappreciated broad nature of the charmed meson in the form-factor model (see
Sec. 3.4.3), are accounted for in parameter variations corresponding to ±1.5𝜎 instead of ±1𝜎. This
approach is motivated by the differences observed in the kinematic distributions of 𝐵 → 𝐷

∗∗
ℓa decays
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8.1 𝑅(𝑋𝜏/ℓ)-extraction strategy and quantification of uncertainties

reproduced on generator level with EvtGen, both with and without considering the broad width of the
𝐷

∗∗ mesons. Gap modes modeled with intermediate 𝐷∗
0 or 𝐷 ′

1 resonances (see Sec. 3.4.3) are allowed
to vary independently from measured 𝐵 → 𝐷

∗∗
𝑙a decays, resulting in uncorrelated uncertainties.

The simultaneous incorporation of all form-factor-associated uncertainties as nuisance parameters
allows for additional flexibility in varying the 𝐵 → 𝑋ℓa-template shapes. This results in a noticeably
larger uncertainty associated with form factors than a straightforward sum in quadrature of the
individual components (denoted as FF 𝑿𝒄 𝒍𝝂 correlation). In a future iteration of the measurement,
this could likely be mitigated by making small adjustments to the 𝑝𝐵ℓ -𝑀2

miss intervals in the final fit.

For the ratio R(𝑿 𝝉→
𝒆/𝝁 ) = B(𝑿[𝝉 → 𝒆𝝂𝝂]𝝂)/B(𝑿[𝝉 → 𝝁𝝂𝝂]𝝂), a precision of 24% is achieved.

In this case, uncertainties that are correlated between lepton flavors, such as the ones on track-
reconstruction efficiency, the reweighting of 𝑋𝑐𝑙a decays, 𝑋𝑙a branching ratios, and 𝑋𝑐𝑙a form factors,
largely cancel out. However, lepton-identification uncertainties and those related to the lepton-flavor-
dependent 𝐵𝐵 backgrounds, as well as statistical uncertainties, do not cancel and predominantly
contribute to the overall uncertainties of R(𝑋 𝜏→

𝑒/` ).

8.1.3 Effects of modified 𝑫-meson decay distributions

In this section, the robustness of the data-driven reweighting concerning modified 𝐷-meson decay
distributions in simulation is investigated.

For this purpose, several simulation samples with modified 𝐷-meson decay distributions are
generated, as detailed in Section 6.1.3. The relative fraction of 𝐷-meson decays into specific kaon
charges and excitations is manipulated, as illustrated in Table 8.4 for two examples. In Tables B.5 and
B.6 in the appendix, all 16 utilized distributions are provided. Subsequently, the modified simulation
samples are reweighted with experimental data as outlined in Section 7.3. The resulting reweighted
sample is then fitted against Asimov data drawn from the reweighted distribution of the nominal
simulation, and the extracted value of 𝑅(𝑋𝜏/ℓ) is determined.

𝐷 → . . . Distr. 12: 𝐾± ⇑↑ [%] Distr. 16: 𝐾± ⇓⇓↓ [%]
+ anything B(𝐷0) [%] B(𝐷+) [%] B(𝐷0) [%] B(𝐷+) [%]

𝐾
− 67.2 36.6 39.2 21.3

𝐾
+ 4.0 7.4 2.9 5.9

𝐾
0/ 𝐾0 30.6 52.6 53.8 64.8

𝐾
∗+/ 𝐾∗− 11.5 4.4 14.3 4.7

𝐾
∗0/ 𝐾∗0 9.3 21.3 8.9 16.5

Table 8.4: Two example 𝐷-meson decay distributions are presented that are used to validate the reweighting
procedure. These distributions are generated by adjusting the inclusive 𝐷-meson branching fractions for specific
kaon flavors, as specified in each title. For comparison, the nominal 𝐷-meson decay distribution in simulation
and the experimental world averages are provided in Table 7.5.

With unlimited computing resources, an ideal approach would involve sampling within the
uncertainty range of each inclusive 𝐷-meson branching fraction, imposing constraints to ensure that
the final distribution does not deviate by more than 2 − 3 standard deviations from world averages in
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any of the probed branching fractions. However, due to limited resources, the validation is constrained
to the presented set of 16 variations. In this context, the presented distributions serve as the edge
cases of the large hyperparameter space of physical and unphysical 𝐷-meson decay distributions, each
deviating from the SM distribution by several standard deviations. Consequently, this approach does
not aim to quantify uncertainties but serves as a validation of the uncertainties associated with the
reweighting outlined in Section 7.3.

Figure 7.13 illustrates the resulting 𝑀𝑋 and 𝑀2
miss distributions for two scenarios (distributions 9

and 16) characterized by enhanced 𝐷 → 𝐾
0/𝐾0 (and consequently, reduced 𝐷 → 𝐾

±) branching
fractions. In Figure 8.2, the effects of a scenario with reduced 𝐷 → 𝐾

0/𝐾0 (i.e., enhanced 𝐷 → 𝐾
±)

contributions (distribution 12) on 𝑀𝑋 are presented.
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Figure 8.2: The 𝑀𝑋 distribution is compared among three scenarios: the nominal MC simulation input (blue), the
modified 𝐷-meson decay distribution 12 (orange, featuring enhanced 𝐷 → 𝐾

±), and the data-driven reweighted
nominal simulation (green) considering fakes, secondaries, and 𝐵 → 𝑋𝑐ℓa decays. Uncertainty-normalized
residuals compared to the nominal simulation are shown below.

The associated 𝑀𝑋 and (𝑝ℓ , 𝑀𝑋 )-based correction weights are illustrated in Figure 8.3 and are
contrasted with the nominal correction weights as presented in Figures 7.15 and 7.24. As anticipated,
the correction weights extracted from scenarios with enhanced 𝐷 → 𝐾

0/𝐾0 branching fractions (i.e.,
reduced 𝐷 → 𝐾

±) align more closely with unity.
Figure 8.4 provides a summary of the deviations from the nominal values of 𝑅(𝑋𝜏/𝑒) and 𝑅(𝑋𝜏/`),

comparing them to the combined predicted uncertainty of 9.3% (𝑒) and 13.4% (`) caused by the 𝑋𝑐𝑙a
and 𝐵𝐵-background reweighting procedure (see Tab. 8.3).

The approximate local pull, as discussed in Section 6.1.3, on each varied inclusive branching
fraction is highlighted in red. The global pull, considering the deviation of all inclusive 𝐷 → 𝐾

branching fractions, is presented in blue on top of the plot, extending to values of up to ten standard
deviations.

All extracted 𝑅(𝑋𝜏/ℓ) values are well within the predicted precision of the reweighting procedure.
Deviations larger than half a standard deviation are only observed in the most extreme 𝐷-meson
decay-distribution scenarios, corresponding to global pulls of six to ten standard deviations. This
strongly enhances confidence in the presented reweighting method, suggesting that the statistical
precision obtained in the control samples is a reliable estimate of uncertainty. The remarkable
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Figure 8.4: The deviations of the extracted 𝑅(𝑋𝜏/𝑒) and 𝑅(𝑋𝜏/`) from their nominal values are shown, with the
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13.4% (`) of the reweighting procedure (black crosses). The global and local pulls that the different 𝐷-meson
decay distributions correspond to are introduced in the text and are presented in blue and red, respectively.

symmetry in observed deviation strength in both lepton flavors further increases confidence in the
reliability of predicted 𝐵𝐵-background uncertainties for both lepton flavors.

Exploration of modified hadronic 𝐵-meson decay branching fractions, primarily impactful for 𝐵𝐵
backgrounds, is undertaken by extensively adjusting the 𝐵 → 𝑋𝑐𝑋𝑐 branching fractions, as elaborated
in Section 8.2.2.
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8.1.4 Dependence on the lepton-momentum threshold

Similar to the stability test conducted for the 𝑅(𝑋𝑒/`) measurement in Section 6.2.3, the dependence
of 𝑅(𝑋𝜏/ℓ) on the lepton-momentum selection requirements is investigated.

In this evaluation, 𝑅(𝑋𝜏/ℓ) is derived from experimental data with gradually increased lepton-
momentum thresholds. Subsequently, the extracted results are compared to the nominal value obtained
at the lowest thresholds. The individual results, along with the direction of their deviation from the
nominal value, are kept box-closed by normalizing the absolute deviation by the increasing uncertainty
associated with the threshold-dependent outcomes:��𝑅(𝑋)indv. − 𝑅(𝑋)nom.

��
Δ𝑅(𝑋)indv.

. (8.5)

The resulting pulls for modified lepton-momentum thresholds in different reference frames are
summarized in Figure 8.5. The maximal observed pull corresponds to approximately 0.65𝜎, and no
continuous growth in the pulls is evident.
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Figure 8.5: The extracted values of 𝑅(𝑋𝜏/ℓ) for gradually increased lepton-momentum thresholds in both the
𝐵sig frame (a) and the laboratory frame (b) are depicted. The absolute value of the deviation from the nominal
value is normalized by the individual uncertainty of each measurement, ensuring the conduction of this study in
a box-closed manner.

To quantify expected fluctuations, the uncertainties on 𝑅(𝑋𝜏/ℓ), as detailed in Table 8.3, are
separated into two components. All uncertainties associated with 𝐵 → 𝑋ℓa decays, including those
related to the reweighting, form factors, 𝑋ℓa branching fractions, track-reconstruction efficiency, and
lepton identification, are assumed to be fully correlated across all results. This conservative assumption
is made based on the understanding that these decays are minimally affected by an increased lepton
momentum threshold. On the other hand, uncertainties linked to signal and background events,
encompassing statistical uncertainties and 𝐵𝐵-background reweighting, exhibit partial decorrelation
among the outcomes. The correlation coefficient to the nominal result is estimated using the general
equation for statistical correlation between two overlapping samples, denoted as 𝐴 and 𝐵:

𝜌𝐴,𝐵 = 𝑁𝐴𝐵/
√︁
𝑁𝐴 · 𝑁𝐵 (8.6)

Here, 𝑁𝐵 represents the signal plus background sample size of the nominal sample, while 𝑁𝐴 = 𝑁𝐴𝐵
(100% overlap) denote the remaining signal plus background sample size for the more restrictive
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8.1 𝑅(𝑋𝜏/ℓ)-extraction strategy and quantification of uncertainties

lepton momentum threshold.
The remaining yield fractions per lepton-momentum threshold and the resulting correlation

coefficients 𝜌𝐴,𝐵 are summarized in Tables 8.5 and 8.6. These 𝜌𝐴,𝐵 values, in conjunction with
the signal-and-background-related uncertainties, are employed to quantify the observed pulls from
Figure 8.5, as detailed in the same tables.

Electron channel Muon channel
𝑝
𝐵
ℓ thres. 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.75 0.8 0.85[GeV]

𝑋𝜏a frac. 93% 87% 82% 76% 70% 64% 58% 90% 85% 78%
Bkg. frac. 85% 75% 67% 59% 52% 46% 40% 85% 77% 69%
𝜌𝐴,𝐵 0.93 0.88 0.83 0.78 0.74 0.69 0.65 0.92 0.88 0.83

Pull 0.4𝜎 0.8𝜎 1.4𝜎 0.3𝜎 0.4𝜎 0.6𝜎 0.4𝜎 0.6𝜎 0.8𝜎 0.5𝜎

Table 8.5: The fractions of remaining signal and background events for each lepton-momentum threshold in the
𝑩sig frame are presented. The resulting correlation coefficient is computed, and the observed pull in 𝑅(𝑋𝜏/ℓ)
(see Fig. 8.5(a)) is quantified using this correlation.

Electron channel Muon channel
𝑝ℓ thres. 0.55 0.6 0.65 0.7 0.75 0.8 0.85 0.75 0.8 0.85[GeV]

𝑋𝜏a frac. 95% 90% 85% 80% 75% 69% 64% 95% 89% 82%
Bkg. frac. 91% 82% 73% 66% 60% 54% 48% 92% 83% 75%
𝜌𝐴,𝐵 0.95 0.91 0.87 0.82 0.78 0.75 0.71 0.96 0.92 0.87

Pull 0.1𝜎 1.0𝜎 0.7𝜎 1.2𝜎 0.8𝜎 0.1𝜎 0.3𝜎 0.7𝜎 1.2𝜎 0.1𝜎

Table 8.6: The fractions of remaining signal and background events for each lepton-momentum threshold in the
laboratory frame are presented. The resulting correlation coefficient is computed, and the observed pull in
𝑅(𝑋𝜏/ℓ) (see Fig. 8.5(b)) is quantified using this correlation.

Despite the simplicity of the estimation or correlations, no pulls larger than 1.4𝜎 are observed.
A consideration of existing decorrelation of 𝐵 → 𝑋ℓa decays and their corresponding uncertainties
would further decrease these values, suggesting that observed deviations are adequately accounted for
by expected statistical and systematic fluctuations. Hence, the box-opened 𝑅(𝑋𝜏/ℓ) values presented
in Section 8.2.1 are demonstrated to be stable against varying lepton-momentum thresholds.

8.1.5 First box opening

This analysis is designed as a box-closed analysis (see Sec. 3.4.2). During the first box opening of
the signal region, a significant instability in the measured 𝑅(𝑋𝜏/ℓ) value with respect to the lepton-
momentum threshold was observed in the electron channel in a study as conducted in Section 8.1.4.
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Chapter 8 Measurement of the tau-to-light-lepton ratio 𝑅(𝑋𝜏/ℓ)

While the current setup yields fluctuations within the anticipated uncertainties (see Fig. 8.5), the first
box opening revealed a continuously increasing pull, reaching values of up to two standard deviations.

The instability was investigated in a re-blinded analysis and was primarily attributed to a selection
criterion applied in an early data-processing step for centrally produced subsets of experimental
and simulated data using hadronic tagging (see Sec. 4.1 and Eq. (4.2)). Initially, the total energy
deposited in the ECL by tracks and clusters satisfying Equation (4.2) was constrained to values within
𝐸ECL ∈ (2, 7) GeV. In Figure 8.6, this quantity is presented in both the electron and muon channels
for 𝑝𝐵ℓ > 1.3 GeV in experimental data and simulation.
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Figure 8.6: The 𝐸ECL distribution, representing the total energy deposited in the ECL by cleaned tracks and
clusters, is presented in the muon (a) and electron (b) channels for experimental data and simulation for
𝑝
𝐵
ℓ > 1.3 GeV. The initial requirement of 𝐸ECL ∈ (2, 7) GeV is highlighted. In (c), the shapes of 𝐸ECL are

compared between signal and normalization decays, the latter with low (𝑝𝐵𝑒 > 0.9 GeV) and high signal-electron
momentum (𝑝𝐵𝑒 > 1.2 GeV), illustrating the lepton-momentum dependence of this quantity in the electron
channel.

A significant mismodeling is evident, leading to distinct event-rejection patterns between simulation
and experimental data and, consequently, inaccurate efficiency and template-shape estimations. Fur-
thermore, this quantity is strongly correlated with the signal-electron momentum, which predominantly
deposits its energy in the ECL, as illustrated in Figure 8.6(c). Consequently, the requirement on 𝐸ECL
affects signal and normalization efficiencies differently. Moreover, 𝐵 → 𝑋𝑒a and 𝐵 → 𝑋`a decays
are impacted differently, introducing a bias in the initial measurement of 𝑅(𝑋𝑒/`), as apparent when
comparing Equations (6.3) and (6.12).

As a result of these observations, the requirement on 𝐸ECL was removed. Additionally, the 𝐵𝐵-
background treatment was re-investigated, involving the introduction of more stringent background-
rejection criteria and tightened lepton-selection requirements, as presented in Section 7.1. These
adjustments significantly reduce the diversity and lepton-flavor dependence of 𝐵𝐵-background events,
enabling an independent reweighting for secondaries and fakes in 𝑝ℓ and 𝑀𝑋 , as described in
Section 7.3.4. In the previous approach, their reweighting was based on the invariant mass of the 𝐵sig
system:

𝑀𝐵sig
=

√︃(
𝑃
∗
𝑋 + 𝑃∗

ℓ

)2, (8.7)

and the resulting uncertainties were underestimated.
The results presented in Section 8.2.1 are now insensitive to the lepton-momentum threshold as

demonstrated in Section 8.1.4. Additionally, the uncertainty induced by 𝐵𝐵-background modeling
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8.2 Measurement and validation studies

is expected to be robustly evaluated. This is evidenced by the lepton-flavor symmetric dependence
on modified 𝐷-meson decay distributions, as investigated in Section 8.1.3. In the previous 𝐵𝐵-
background reweighting approach, relatively higher fluctuations were observed in the muon channel
due to insufficiently addressing the distinct behaviors of fakes and secondaries.

In summary, the conducted validation tests have effectively identified an underappreciated selection
bias, leading to its successful removal. Given that the affected subsets were used within the entire
collaboration, this finding holds significant value for future analyses.

8.2 Measurement and validation studies

The measured values of 𝑅(𝑋𝜏/ℓ) are presented in Section 8.2.1. In Section 8.2.2 the stability of
the result is validated through various crosschecks and in Section 8.2.3, the implications of this
measurement on the 𝑏 → 𝑐𝜏a anomaly are discussed.

8.2.1 Measurement of 𝑹(𝑿𝝉/ℓ)

In Figure 8.7, the signal-extraction quantities 𝑝𝐵ℓ , 𝑀2
miss, and the correlated observables 𝑀𝑋 and 𝑞2

are compared between experimental data and simulation in the entire phase space after the simulation
reweighting, demonstrating a remarkable agreement also in signal-enhanced regions before the
signal-extraction fit.
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Figure 8.7: The distributions of 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and 𝑀2
miss are presented in the electron (top) and muon channel

(bottom) before the signal-extraction fit. The signal distribution in each quantity, enhanced by a factor of 15, is
prominently displayed with a red line.

In Figure 8.8, the pre-fit distributions are displayed in the signal-extraction intervals of 𝑝𝐵ℓ and
𝑀

2
miss. Additional figures, categorized by 𝐵tag-candidate and lepton charge, are presented in the
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appendix in Figures B.26 and B.27.
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Figure 8.8: Two-dimensional pre-fit distributions of 𝑝𝐵ℓ vs. 𝑀2
miss are presented flattened to one dimension in

intervals as used in the signal-extraction fit. To avoid sparsely populated intervals, the last two displayed 𝑝𝐵ℓ
intervals are merged in the two regions with highest 𝑀2

miss requirements (see Sec. 8.1.1).

The post-fit distributions are depicted in Figure 8.9. Tables 8.7 and 8.8 present the extracted yields
𝑁

meas of the templates and their correlations, respectively.
The electron-channel efficiencies are determined to be 𝜖𝜏→𝑒 = (1.50 ± 0.02) · 10−3 in the signal

mode and 𝜖𝑒 = (2.29 ± 0.03) · 10−3 in the normalization mode, with a correlation between the two
efficiencies of 0.62 due to shared systematic uncertainties. Correspondingly, the muon-channel
efficiencies are 𝜖𝜏→` = (1.12 ± 0.02) · 10−3 and 𝜖` = (2.15 ± 0.03) · 10−3, with a correlation of 0.71.

Using Equation (5.3), the 𝑅(𝑋𝜏/ℓ) values for electrons and muons are

𝑅(𝑋𝜏/𝑒) = 0.232 ± 0.020 (stat.) ± 0.037 (syst.), and (8.8)

𝑅(𝑋𝜏/`) = 0.222 ± 0.027 (stat.) ± 0.050 (syst.), (8.9)

respectively. The combination of lepton flavors in a weighted average of correlated values yields

𝑅(𝑋𝜏/ℓ) = 0.228 ± 0.016 (stat.) ± 0.036 (syst.). (8.10)

The uncertainties are consistent with their expected values (see Tab. 8.3), when accounting for the
slightly elevated 𝑅(𝑋𝜏/ℓ) values observed in the electron channel and the combined result. In this
context, the statistical uncertainties are obtained from a fit with all nuisance parameters fixed to their
post-fit values. Furthermore, the results are in excellent agreement with the average of SM predictions
of 𝑅(𝑋𝜏/ℓ)SM = 0.223 ± 0.005 [126, 128, 129] (see Eq. (2.31)).

The pulls on the constrained nuisance parameters are illustrated in Figure 8.10. For the nuisance
parameters associated with the 𝑋ℓa templates, a consistent pull toward lower values is observed,
aligning well with the reduction of the 𝐷∗∗

gap components observed in the 𝑅(𝑋𝑒/`) measurement (see
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Figure 8.9: Two-dimensional distributions of 𝑝𝐵ℓ vs. 𝑀
2
miss are presented for all fit-template results and

experimental data, flattened to one dimension in intervals as used in the signal-extraction fit. The residuals are
normalized to the statistical uncertainty of the data points and the 𝑀2

miss intervals are given in units of GeV2.

Electron channel Muon channel
𝑁

sel
𝑁

meas
𝑁

sel
𝑁

meas

𝑋 [𝜏 → ℓaa]a 2 513 ± 451 2 594 ± 452 1 834 ± 459 1 812 ± 458
𝑋ℓa 96 065 ± 760 95 686 ± 768 90 264 ± 825 89 974 ± 812

𝐵𝐵 background 14 848 ± 589 15 129 ± 601 19 856 ± 688 19 058 ± 672
Continuum 3 336 ± 185 3 360 ± 186 6 609 ± 261 6 624 ± 262

Table 8.7: The pre-fit 𝑁sel and post-fit 𝑁meas yields of the fit templates in the 𝑅(𝑋𝜏/ℓ) extraction are summarized.
The uncertainties presented for 𝑁sel are obtained from fits to Asimov data.

Electron channel Muon channel
𝑋𝜏a 𝑋𝑒a 𝐵𝐵 Bkg. Cont. 𝑋𝜏a 𝑋`a 𝐵𝐵 Bkg. Cont.

𝑋 [𝜏 → 𝑒aa]a 1.00 −0.53 −0.06 0.01 0.42 −0.25 0.02 0.00
𝑋𝑒a −0.53 1.00 −0.65 −0.06 −0.41 0.47 −0.29 −0.01

𝐵𝐵 Bkg. (𝑒) −0.06 −0.65 1.00 −0.24 0.20 −0.41 0.35 0.01
Cont. (𝑒) 0.01 −0.06 −0.24 1.00 0.01 −0.02 0.02 0.00

𝑋 [𝜏 → `aa]a 0.42 −0.41 0.20 0.01 1.00 −0.54 −0.02 −0.02
𝑋`a −0.25 0.47 −0.41 −0.02 −0.54 1.00 −0.66 −0.03

𝐵𝐵 Bkg. (`) 0.02 −0.29 0.35 0.02 −0.02 −0.66 1.00 −0.34
Cont. (`) 0.00 −0.01 0.01 0.00 −0.02 −0.03 −0.34 1.00

Table 8.8: The correlations of the extracted template yields in the 𝑅(𝑋𝜏/ℓ) measurement are presented.
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Sec. 6.2.1) and the measurements of the exclusive ratio 𝑅(𝐷∗) by Belle II [119, 218]. Additionally,
the constraining impact of experimental data on the 100% gap-mode branching-fraction uncertainties
is evident, resulting in a reduction of the nuisance-parameter uncertainty by a factor of two to three.
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Figure 8.10: The pulls on the nuisance parameters for the electron and muon-channel templates are shown after
the signal-extraction fit. The nuisance parameters, each corresponding to a specific interval in 𝑀2

miss and 𝑝𝐵ℓ ,
are numbered with the first digit indicating the 𝑀2

miss interval and the second digit indicating the 𝑝𝐵ℓ interval.

The global 𝜒2 can be calculated analogously to Equation (6.4) as

𝜒
2
global = 𝜒

2
Data vs. MC + 𝜒2

NP pulls + 𝜒
2
constraints

= 17.56 + 25.40 + 0.02 = 42.98, (8.11)

resulting in a 𝑝 value of

𝑝 value
(
𝜒

2
global = 42.98, dof. = 𝑁bins − 𝑁

fitted
yields = 62

)
= 0.969. (8.12)

The unusually high 𝑝 value might be attributed to the reweighting procedure in the high-𝑝𝐵ℓ control
sample. The effective reduction of degrees of freedom caused by this procedure is not considered
in the presented calculation. Nevertheless, no indications of unusual nuisance-parameter pulls are
observed, and the fit does not significantly alter the continuum-template yields.

8.2.2 Result stability and crosschecks

Extraction of 𝑹(𝑿𝝉/ℓ) in various subsets

In addition to the validation of uncertainties before box opening (see Secs. 8.1.3 and 8.1.4), the
stability of the result is assessed by extracting it in various subsets of the data, that might be sensitive
to hypothetical, unacknowledged systematic uncertainties.

For this purpose, the data sample is divided based on the reconstructed 𝐵tag-candidate charge to
probe their different background compositions. In the reweighting procedure, distinct weights are
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derived for events with neutral and charged 𝐵tag mesons, providing an additional rationale for such a
division (see Sec. 7.3.2). Additionally, two subsets based on the signal-lepton charge are investigated,
considering the noticeable charge-dependence of the lepton-identification efficiency, especially for
electrons. Furthermore, LID-correction factors are charge-dependent, and fake rates, as well as fake
compositions, slightly differ. For instance, (anti)proton fakes are almost exclusively identified as
negatively charged electron candidates (see Tab. 5.1). The lepton identification also varies with the
data production period, as discussed in Section 6.2.4, justifying the same production-period-based
subsets as outlined in Table 6.12. Finally, a split based on the event number is implemented, which
should only induce statistical fluctuations, and two approximately equal-sized subsets are defined
based on the signal-lepton angle \ℓ = 74.5°.
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Figure 8.11: The extracted 𝑅(𝑋𝜏/ℓ) values for each lepton flavor and their combination are presented when the
data sample is split into two or three subsets based on 𝐵tag charge, signal-lepton charge, data-production period,
event number, and signal-lepton angle \ℓ . The subset results are expected to fluctuate within statistical precision,
as illustrated by the blue band. Full systematic uncertainties are depicted in gold, and the SM expectation,
derived from References [126, 128, 129], is illustrated in gray.

In Figure 8.11, the results for 𝑅(𝑋𝜏/𝑒), 𝑅(𝑋𝜏/`), and their combination 𝑅(𝑋𝜏/ℓ) are presented.
In the 𝐵tag-charge dependent signal extraction, both values of the muon-channel result 𝑅(𝑋𝜏/`)
are determined to be below the nominal value of the full dataset. Meanwhile, both the electron
value 𝑅(𝑋𝜏/𝑒) and the combination 𝑅(𝑋𝜏/ℓ) fluctuate around their nominal values. This arises from
the simultaneous extraction in both lepton flavors, where their shared systematic uncertainties are
accounted for. Hence, the individual measurements are not fully independent of each other. Similarly,
the combined results exceed their nominal value in both subsets of \ℓ due to the non-trivial correlation
between the individual lepton-flavor measurements. Nevertheless, overall, the magnitude of the
fluctuations aligns with expectations, assuming that they are predominantly caused by limited statistics.
Consequently, the stability of the 𝑅(𝑋𝜏/ℓ) results is demonstrated.
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Measurement of R(𝑿 𝝉→
𝒆/𝝁 )

A powerful crosscheck is the measurement of the ratio of signal decays by lepton flavor, R(𝑋 𝜏→
𝑒/` ) =

B(𝑋 [𝜏 → 𝑒aa]a)/B(𝑋 [𝜏 → `aa]a). The extracted value is

R(𝑋 𝜏→
𝑒/` ) = 1.05 ± 0.15 (stat.) ± 0.20 (syst.). (8.13)

This measurement, along with its extractions in subsets of the full data set as presented in Figure 8.12,
was performed prior to the extraction of 𝑅(𝑋𝜏/ℓ) as part of the box-opening procedure. The measured
R(𝑋 𝜏→

𝑒/` ) values align well with unity, reflecting the agreement of the 𝑅(𝑋𝜏/ℓ) results for both lepton
flavors.
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Figure 8.12: The extracted R(𝑋 𝜏→
𝑒/` ) values are presented for the full dataset and for subsets based on 𝐵tag-

candidate and signal-lepton charge. More information is provided in the caption of Figure 8.11.

Measurement of 𝑹(𝑿𝒆/𝝁)

Additionally, the ratio of normalization modes 𝑅(𝑋𝑒/`) = B(𝐵 → 𝑋𝑒a)/B(𝐵 → 𝑋`a) can be
extracted in the same signal-extraction fit and is found to be

𝑅(𝑋𝑒/`)Preliminary = 0.998 ± 0.014. (8.14)

This value is consistent within uncertainties with the published result for 𝑝𝐵ℓ > 1.3 GeV, 𝑅(𝑋𝑒/`) =
1.007 ± 0.021, as presented in Chapter 6. In comparison to the previous result, a larger phase
space is explored due to reduced lepton-momentum thresholds of 𝑝𝑒 > 0.5 GeV and 𝑝` > 0.7 GeV.
Furthermore, different signal-lepton identification working points and corresponding LID corrections
are employed in the 𝑅(𝑋𝜏/ℓ) extraction. As the uncertainties of 𝑅(𝑋𝑒/`) are dominated by LID
uncertainties, the result and its uncertainty from Equation (8.14) are largely independent of the value
presented in Equation (6.3), explaining the slight deviation within uncertainty.

In contrast to the extraction of 𝑅(𝑋𝑒/`) in the high-momentum range 𝑝𝐵ℓ > 1.3 GeV in Chapter 6,
the result presented in this section exclusively serves as a validation of the 𝑅(𝑋𝜏/ℓ) result. It is not
subjected to thorough testing and validation; thus, its uncertainties are regarded as a preliminary
estimate. Particularly, the assumption of canceling 𝐵tag properties between lepton flavors down to
low momenta would need careful re-evaluation. Although the findings for the 𝑅(𝑋𝜏/ℓ) extraction in
Section 5.4.1 suggest the validity of such an assumption, the necessary cross-checks are not performed
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within the scope of this thesis. Therefore, the result of Equation (8.14) remains preliminary and
unofficial. Consequently, the 𝑅(𝑋𝑒/`) measurement, presented in Equation (6.3) and published in
Reference [1], remains the only official measurement. Nevertheless, the agreement between both
extractions is reassuring and enhances confidence in the 𝑅(𝑋𝜏/ℓ) measurement presented in this
chapter.

Updated 𝑩 → 𝑫∗∗ℓ𝝂 branching fractions

Recently, a new measurement of 𝐵 → 𝐷
∗∗
ℓa branching fractions in various decay modes was published

by the Belle collaboration in Reference [225], that is not incorporated in the averaged values presented
in Table 3.1. Interestingly, the latest results indicate remarkably small values for B(𝐵 → 𝐷

∗
0ℓa),

introducing a tension with previous measurements from Belle [226] and BaBar [227] at a significance
of four standard deviations. Similarly, the new measurement reports values for B(𝐵 → 𝐷

∗
2ℓa)

in the same decay modes where the deficit in 𝐷∗
0-meson decays is observed, surpassing previous

measurements by more than two standard deviations. Consequently, a comprehensive scientific
discussion is imperative to determine how to incorporate these new results into future world averages,
as a straightforward combination is insufficient. Nevertheless, the potential impact of hypothetically
shifted new 𝐵 → 𝐷

∗∗
ℓa branching fractions on the extracted 𝑅(𝑋𝜏/ℓ) result is investigated.

A newly calculated world average for B(𝐵 → 𝐷1ℓa) aligns well with the value from Table 3.1
within assigned uncertainty. To include potential new world averages for the branching fractions
of 𝐷 ′

1, 𝐷∗
2, and 𝐷

∗
0, their uncertainties are scaled by factors of 1.5, 2, and 3, respectively. A

subsequent extraction of 𝑅(𝑋𝜏/ℓ) results in 𝑅(𝑋𝜏/𝑒) = 0.233 ± 0.042, 𝑅(𝑋𝜏/`) = 0.224 ± 0.057, and
𝑅(𝑋𝜏/ℓ) = 0.229 ± 0.040, causing only a marginal shift in the third significant digit. An exclusion of
the significantly deviating 𝐷∗

0 measurement leads to 𝑅(𝑋𝜏/ℓ) values and uncertainties that precisely
match those presented in Equations (8.8), (8.9), and (8.10). Consequently, the effects of potential
updates in B(𝐵 → 𝐷

∗∗
ℓa) values are deemed negligible.

Impact of 𝑩 → 𝑿𝒄𝑿𝒄 decays

Finally, the same-flavor control sample, used to extract correction weights for the 𝐵𝐵 backgrounds,
predominantly represents secondary leptons arising from semileptonic 𝐷-meson decays that originate
from 𝐵-meson decays into a single charmed meson. Events with 𝐷 mesons resulting from 𝐵 → 𝑋𝑐𝑋𝑐
decays are inadequately represented. This limitation is acknowledged through uncertainties that
encompass the initially simulated shape up to twice the shape correction derived in the same-flavor
control sample, as detailed in Section 7.3.4. As outlined in Table 8.3, 𝑅(𝑋𝜏/𝑒) and 𝑅(𝑋𝜏/`) are
assigned relative uncertainties of 5.8% and 11.5% due to 𝐵𝐵-background shape uncertainties.

Various control samples, including the low-𝑀2
miss, low-𝑞2, and high-𝑀𝑋 samples illustrated in

Figures B.18, B.19, and B.20, suggest an adequate modeling of secondary events up to a precision of
approximately 10%. Nevertheless, the potential impact of a significantly altered fraction of 𝐵 → 𝑋𝑐𝑋𝑐
decays is examined by modifying their yield in simulation by factors of 0.5, 0.9, 1.1, 1.5, and 2.0
before re-executing the reweighting procedure and the signal extraction. Table 8.9 provides a summary
of the extracted 𝑅(𝑋𝜏/ℓ) values and their deviations from the nominal value.

The fluctuations observed in the electron channel are tiny despite significant alterations in the
𝐵𝐵-background composition. This is attributed to the overall limited change in the 𝐵𝐵-background
template’s shape due to similar properties of different secondary-lepton categories. In contrast, the
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𝐵 → 𝑋𝑐𝑋𝑐 𝑅(𝑋𝜏/𝑒) 𝑅(𝑋𝜏/`)
scaling factor (relative to nominal) (relative to nominal)

0.5 0.2319 (±0.0%) 0.2450 (+10%)
0.9 0.2324 (+0.2%) 0.2264 (+2%)
1.0 0.2319 0.2218
1.1 0.2325 (+0.2%) 0.2180 (−1.8%)
1.5 0.2314 (−0.2%) 0.2033 (−8.5%)
2.0 0.2287 (−1.4%) 0.1862 (−16%)

Table 8.9: The extracted values of 𝑅(𝑋𝜏/ℓ) in the electron and muon channels are presented, considering a
substantial modification of the fraction of 𝐵 → 𝑋𝑐𝑋𝑐 decays in simulation by scaling their pre-reweighting
yield.

muon channel features substantial contributions from fakes in the 𝐵𝐵 background, which significantly
deviate in shape from 𝐵 → 𝑋𝑐𝑋𝑐 decays. Consequently, discernible deviations in 𝑅(𝑋𝜏/`) are
observed, surpassing the assigned uncertainty of 11.5% in the extreme scenario of doubling the
contribution from 𝐵 → 𝑋𝑐𝑋𝑐 . Such a scenario, however, can be excluded based on observations in the
low-𝑀2

miss, low-𝑞2, and high-𝑀𝑋 control samples. Additionally, uncertainties are assigned according
to the input prediction of 𝐵 → 𝑋𝑐𝑋𝑐 decays in simulation. When doubling their initial contribution,
the predicted impact of 𝐵𝐵-background shape uncertainties on 𝑅(𝑋𝜏/`) increases to 13.7%, so that
the observed deviation only corresponds to a deviation of 1.15𝜎 from the nominal value. Therefore,
the fluctuations in the muon channel are considered adequately covered by assigned uncertainties,
affirming the robustness of the reweighting procedure against reasonable and extreme deviations from
simulated 𝐵𝐵-background compositions.

8.2.3 Implications of 𝑹(𝑿𝝉/ℓ) on the 𝒃 → 𝒄𝝉𝝂 anomaly

In Figure 8.13, the extracted 𝑅(𝑋𝜏/ℓ) values are illustrated and compared with the LEP measurements
of the inclusive 𝑏-hadron admixture B(b-admix → 𝑋𝜏a), Belle’s unofficial 𝑅(𝑋𝜏/ℓ) result and the
exclusive 𝑅(𝐷 (∗) ) measurements. The 𝐵-meson-specific measurements, are additionally normalized
to their existing SM prediction, highlighting a potential enhancement of the 𝑏 → 𝑐𝜏a decay. Their
comparison is presented within the same figure.

Both, a possible enhancement of (12 ± 5)% suggested by the world average of 𝑅(𝐷∗) and a
(20 ± 10)% enhancement suggested by 𝑅(𝐷) is covered by the observed uncertainty on 𝑅(𝑋𝜏/ℓ),
corresponding to a value higher than its SM prediction of (2 ± 18)%.

Noticeably, an extraction of 𝑅(𝑋𝜏/ℓ) without the simulation reweighting (see Sec. 7.3) would result
in a significantly higher value of 𝑅(𝑋𝜏/ℓ), potentially providing an explanation for the findings in
Reference [136]. This reweighting corrects inaccuracies in modeling the 𝐷-meson decay distribution.
Particularly, inclusive 𝐷-meson decays into 𝐾0

𝐿
mesons, that share several characteristics with the

signal decay such as substantial values of 𝑀2
miss, are underestimated in the simulation. It is plausible

that such decays may have already been inaccurately modeled in the simulations used by Belle and
BaBar. While inclusive analyses are maximally sensitive to this mismodeling, accurately estimating
its impact on exclusive measurements of 𝑅(𝐷 (∗) ) poses a considerable challenge.
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Figure 8.13: In the left plot, the 𝑅(𝑋𝜏/ℓ) measurement is depicted for each lepton flavor (light red) and their
combination (dark red). It is compared with individual lifetime-corrected LEP results of B(b-admix → 𝑋𝜏a)
(blue, [131–135]) and their combined result (in black), normalized by B(𝐵 → 𝑋ℓa) = (10.84 ± 0.16)% [130].
The sum of suggested B(𝐵 → 𝐷

(∗)
𝜏a) based on the exclusive 𝑅(𝐷 (∗) ) findings (dark purple, [113–121, 123]),

normalized by B(𝐵 → 𝑋ℓa), along with its extrapolation to account for remaining components of the full
𝐵 → 𝑋𝜏a branching fraction (light purple), is also presented. Additionally, the unofficial 𝑅(𝑋𝜏/ℓ) measurement
published only in a PhD thesis is included (light gray, [136]). The SM prediction, if available, is illustrated in
gray [126, 128–130].
In the right plot, individual 𝐵-meson-based measurements of 𝑅(𝐷∗) and 𝑅(𝐷) (blue and light blue), along with
their average values from Reference [123] (black), are depicted relative to their SM prediction (gray). They are
also compared to the corresponding SM-normalized, lepton-flavor combined measurement of 𝑅(𝑋𝜏/ℓ) (dark
red).

The exclusive measurements, with their reconstruction of certain hadronic decay modes, feature
high sensitivities to specific particle multiplicities. Consequently, it is equally plausible that the
events underestimated in simulation have negligible impact on 𝑅(𝐷 (∗) ) or that they result in a small
background excess in the signal region, which is hardly observable in signal-depleted control samples.
A phase-space dependent calibration of background components originating from misreconstructed
charmed hadrons, similar to the approach used in Reference [119], should mitigate effects of the
inaccurate modeling. Additionally, it is advisable in future exclusive measurements to quantify
potential effects arising from processes like 𝐵 → 𝐷

(∗) [𝑋𝑐 → [𝐷 → ℎℓ𝐾
0
𝐿
. . . ] . . . ], that may be

selected due to hadrons, denoted ℎℓ , mimicking the signal-lepton candidate. However, the impact
of 𝐷 → 𝐾

0
𝐿
𝑋 decays is expected to vary significantly between the experimental environments of
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LHCb and the 𝐵 factories, rendering their mismodeling as the exclusive explanation for the observed
𝑏 → 𝑐𝜏a anomaly unlikely.

The constraints of the measured 𝑅(𝑋𝜏/ℓ) value on the 𝑅(𝐷 (∗) ) anomaly are complex. Using
B(𝐵 → 𝑋ℓa) = (10.84 ± 0.16)% [130], the measured 𝑅(𝑋𝜏/ℓ)exp from Equation (8.10) can be
translated into B(𝐵 → 𝑋𝜏a):

B(𝐵 → 𝑋𝜏a) = (2.47 ± 0.43)%. (8.15)

This imposes an upper limit on the sum of measured 𝑅(𝐷) and 𝑅(𝐷∗) values:

𝑅(𝑋𝜏/ℓ)exp · B(𝐵 → 𝑋ℓa) =
B(𝐵 → 𝑋𝜏a) ≥ B(𝐵 → 𝐷𝜏a) + B(𝐵 → 𝐷

∗
𝜏a) (8.16)

= 𝑅(𝐷)exp · B(𝐵 → 𝐷ℓa) + 𝑅(𝐷∗)exp · B(𝐵 → 𝐷
∗
ℓa).

The difference between B(𝐵 → 𝑋𝜏a) and the sum of B(𝐵 → 𝐷𝜏a) and B(𝐵 → 𝐷
∗
𝜏a) can be

attributed to additional semitauonic contributions arising from 𝐷
∗∗, 𝐷∗∗

gap, and 𝑋𝑢:

B(𝐵 → 𝑋𝜏a) = B(𝐵 → 𝐷𝜏a) + B(𝐵 → 𝐷
∗
𝜏a) + B(𝐵 → 𝐷

∗∗
(gap), 𝑋𝑢𝜏a). (8.17)

Their combined size can be computed within the SM utilizing the light-lepton branching fractions
B(𝐵 → 𝐷ℓa), B(𝐵 → 𝐷

∗
ℓa), and B(𝐵 → 𝑋ℓa). Using the arithmetic mean of the different 𝐵-

meson lifetimes along with the values of the 𝐵+ and 𝐵0 measurements summarized in Reference [130],
the isospin-averaged exclusive branching fractions are

B(𝐵 → 𝐷ℓa) = (2.27 ± 0.06)% and (8.18)
B(𝐵 → 𝐷

∗
ℓa) = (5.23 ± 0.10)%. (8.19)

This results in an expected branching fraction for additional semitauonic contributions of

B(𝐵 → 𝐷
∗∗
(gap), 𝑋𝑢𝜏a)SM =

𝑅(𝑋𝜏/ℓ)SM · B(𝐵 → 𝑋ℓa) − 𝑅(𝐷)SM · B(𝐵 → 𝐷ℓa) − 𝑅(𝐷∗)SM · B(𝐵 → 𝐷
∗
ℓa) (8.20)

= (0.41 ± 0.08)%.

Comparing with Equation 2.32, this corresponds to (17.1 ± 2.8)% of the total semitauonic branching
fraction. The reduced ratio 𝑅(𝑋𝜏/ℓ)

† can be defined, assuming that all unmeasured semitauonic
contributions align with their SM prediction:

𝑅(𝑋𝜏/ℓ)
† ≡

B(𝐵 → 𝑋𝜏a) − B(𝐵 → 𝐷
∗∗
(gap), 𝑋𝑢𝜏a)SM

B(𝐵 → 𝑋ℓa)

= 𝑅(𝑋𝜏/ℓ)exp −
B(𝐵 → 𝐷

∗∗
(gap), 𝑋𝑢𝜏a)SM

B(𝐵 → 𝑋ℓa) . (8.21)

This allows to visualize the constraining power of 𝑅(𝑋𝜏/ℓ)exp on the iconic 𝑅(𝐷) − 𝑅(𝐷∗) plane (see
Fig. 2.7). For this purpose, Equation (8.17) is rewritten analogously to Equation (8.16), Equation (8.21)
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is inserted and the experimental values 𝑅(𝐷)exp and 𝑅(𝐷∗)exp are replaced by running quantities
𝑥𝑅 (𝐷) and 𝑦𝑅 (𝐷∗) . This results in

𝑅(𝑋𝜏/ℓ)
† · B(𝐵 → 𝑋𝜏a) = 𝑥𝑅 (𝐷) · B(𝐵 → 𝐷ℓa) + 𝑦𝑅 (𝐷∗) · B(𝐵 → 𝐷

∗
ℓa). (8.22)

Solving this Equation for 𝑦𝑅 (𝐷∗) transforms the measured value 𝑅(𝑋𝜏/ℓ)exp into a straight line on the
plane, as illustrated in Figure 8.14.
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Figure 8.14: Constraints from the measured ratio 𝑅(𝑋𝜏/ℓ) (red) on 𝑅(𝐷 (∗) ) are illustrated and compared to the
individual 𝑅(𝐷 (∗) ) measurements (gold [113–121]), their world average (blue [123]) and the SM expectation
(black [123]).

The uniqueness of the red 𝑅(𝑋𝜏/ℓ)
† band emphasizes the complementarity and novelty of this meas-

urement compared to the exclusive probes of 𝑅(𝐷) and 𝑅(𝐷∗). However, constraining 𝑅(𝑋𝜏/ℓ)exp on
the plane results in significantly larger uncertainties of approximately 30% around expected values of
𝑅(𝐷), compared to an extracted precision of 17.3% (see Eq. (8.10)). Nevertheless, the world average
of 𝑅(𝐷) and 𝑅(𝐷∗) values, illustrated by the blue ellipsoid in Figure 8.14, is visibly covered by the
uncertainties of 𝑅(𝑋𝜏/ℓ)

†.

Finally, the correlation between the presented value of 𝑅(𝑋𝜏/ℓ) and the exclusive measurements
of 𝑅(𝐷 (∗) ) is quantified. Among all exclusive measurements, Belle II’s recent result of 𝑅(𝐷∗)
from Reference [119], which uses the same hadronic tagging approach and data sample, features
the strongest correlations with this measurement. Due to the distinct experimental strategies in
the exclusive and inclusive analysis approaches, however, the statistical overlap of the signal and
normalization events in both measurements is only ≈ 0.4%. The estimated statistical-correlation
coefficient using Equation (8.6)) is 𝜌stat.

𝑋,𝐷
∗ = 0.02.

Lepton-identification uncertainties are postulated to be entirely correlated between 𝑅(𝑋𝜏/ℓ) and
𝑅(𝐷∗). Form-factor-induced uncertainties have minimal effects on 𝑅(𝐷∗), meaning that even
an implausibly high correlation coefficient of 𝜌FF

𝑋,𝐷
∗ = 1 hardly affects the overall correlation.

In both measurements, the gap-mode branching fractions impose significant uncertainties on the
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results, although the impact of modified gap-mode contributions varies substantially. While these
events constitute normalization decays for 𝑅(𝑋𝜏/ℓ), they serve as background events for 𝑅(𝐷∗) and
feature distinct properties in the signal-extraction quantities compared to the exclusive normalization
mode 𝐵 → 𝐷

∗
ℓa. Therefore, the overall correlation coefficient associated with branching-fraction

uncertainties is postulated to be (substantially) less than 𝜌B
𝑋,𝐷

∗ = 0.7. All remaining systematic
uncertainties are unique to one of the two measurements and do not introduce additional correlation.

Based on this reasoning, the total correlation between 𝑅(𝑋𝜏/ℓ) and 𝑅(𝐷∗) from Reference [119] is
calculated to be within 𝜌total

𝑋,𝐷
∗ = 0.04 for 𝜌B

𝑋,𝐷
∗ = 0 and 𝜌total

𝑋,𝐷
∗ = 0.1 for 𝜌B

𝑋,𝐷
∗ = 0.7, rendering the

inclusive measurement of 𝑅(𝑋𝜏/ℓ) a largely independent probe of the 𝑏 → 𝑐𝜏a anomaly.
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CHAPTER 9

Conclusion and outlook

Conclusion

In this thesis, two precision tests of lepton universality are performed.
The light-lepton branching-fraction ratio of inclusive semileptonic 𝐵-meson decays 𝑹(𝑿𝒆/𝝁) =

B(𝐵 → 𝑋𝑒a)/B(𝐵 → 𝑋`a) is measured for the first time:

𝑅(𝑋𝑒/`) = 1.007 ± 0.009 (stat.) ± 0.019 (syst.).

This result, extracted from events with signal-lepton momenta larger than 1.3 GeV, is in agreement
with the SM expectation of 𝑅(𝑋𝑒/`)SM = 1.006 ± 0.001 [126]. To date, it is the most precise test
of lepton universality in semileptonic 𝐵-meson decays based on branching fractions, establishing
this quantity as an excellent probe of the Standard Model. The high precision is achieved by fitting
both lepton flavors simultaneously while incorporating the systematic effects and their correlations in
a set of nuisance parameters, resulting in a significant cancellation of correlated systematic uncertainties.

Perhaps the most impactful accomplishment of this thesis is the development of techniques to
enable the first successful measurement of the inclusive tau-to-light-lepton branching-fraction ratio
𝑹(𝑿𝝉/ℓ) = B(𝐵 → 𝑋𝜏a)/B(𝐵 → 𝑋ℓa). The key finding that unlocks the presented measurement
is that discrepancies between experimental data and simulation can be attributed to inaccuracies
in modeling the 𝐷-meson decay distribution. A data-driven simulation-reweighting technique is
developed to address this issue, effectively correcting the discrepancy and quantifying the remaining
uncertainty on 𝑅(𝑋𝜏/ℓ). This correction it essential for the success of the 𝑅(𝑋𝜏/ℓ) measurement.

The extracted values for electrons and muons are 𝑅(𝑋𝜏/𝑒) = 0.232 ± 0.020 (stat.) ± 0.037 (syst.),
and 𝑅(𝑋𝜏/`) = 0.222 ± 0.027 (stat.) ± 0.050 (syst.), respectively. The lepton-flavor combined value

𝑅(𝑋𝜏/ℓ) = 0.228 ± 0.016 (stat.) ± 0.036 (syst.)

is consistent with its SM expectation of 𝑅(𝑋𝜏/ℓ)SM = 0.223 ± 0.005 [126, 128, 129] but also
with a potentially enhanced semitauonic branching fraction, as indicated by the exclusive 𝑅(𝐷 (∗) )
measurements [113–121, 123] (see Figs. 8.13 and 8.14).

In the following, the projected progress and potential advancements for both measurements are
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discussed.

Outlook for the light-lepton ratio 𝑹(𝑿𝒆/𝝁)

The precision of the measured value of 𝑅(𝑋𝑒/`) is expected to be significantly improvable in near
future for several reasons.

First and foremost, uncertainties associated with lepton-identification efficiencies, currently an
order of magnitude larger than other systematic uncertainties, have already been halved since the
initial measurement.1 Further improvements on this source of uncertainty, as well as on the statistical
uncertainty, are expected with increasing experimental sample sizes. Secondly, an updated analysis
design is likely to amplify the measurement’s sensitivity and to enable the measurement of 𝑅(𝑋𝑒/`)
with a more comprehensive data sample of 𝐵 → 𝑋ℓa decays, including those with lower signal-lepton
momenta.

The current analysis is primarily tailored for optimizing the measurement of 𝑅(𝑋𝜏/ℓ) rather than
𝑅(𝑋𝑒/`). A dedicated re-evaluation of the signal-lepton selection is advisable. Specifically, the choice
of the identification-classifier working point, along with its associated lepton-identification correction
uncertainties, significantly influences the attainable precision. Alternatively, an appealing approach is
the simultaneous extraction of both 𝑅(𝑋𝜏/ℓ) and 𝑅(𝑋𝑒/`) in the same fit, as presented in Equation 8.14.
This strategy allows for a substantial decorrelation of 𝐵 → 𝑋ℓa decays from background events. The
primary challenge of such a measurement, however, will be the careful investigation of potential
effects arising from mismodeling in the 𝑋 system and the precise quantification of 𝐵tag-related
effects, currently indistinguishable from statistical fluctuations, at a precision level of O(0.1%) for
low-momentum signal leptons.

Outlook for the tau-to-light-lepton ratio 𝑹(𝑿𝝉/ℓ)

Future measurements of 𝑅(𝑋𝜏/ℓ), facilitated by the developed reweighting technique in this thesis, are
anticipated to substantially enhance their precision.

They will provide essential contributions toward understanding the current 𝑏 → 𝑐𝜏a anomaly.
Compared to the measurements of the exclusive ratios 𝑅(𝐷 (∗) ), the distinct sensitivity of 𝑅(𝑋𝜏/ℓ) to
both statistical and systematic uncertainties positions future measurements as invaluable complementary
probes of tau-to-light-lepton universality.

Beyond the anticipated increase in statistical precision, substantial improvements in systematic
precision are likely. Several of the leading systematic uncertainties should decrease with larger
experimental samples analogously to statistical uncertainties. Refinements in the analysis strategy and
updated measurements of external parameters may reduce the systematic uncertainties further.

In the following, strategies to reduce the most significant sources of systematic uncertainty are
discussed briefly. Finally, an overview of the expected precision in future measurements of 𝑅(𝑋𝜏/ℓ) is
provided with respect to the size of the experimental data sample.

1 The LID-correction uncertainties used in the measurement were dominated by discrepancies among different LID-
calibration channels. The Belle II Particle Identification Group has successfully addressed and resolved this challenge
subsequently (see Sec. 5.3.5).
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Simulation reweighting

The introduced reweighting technique (see Sec. 7.3) quantifies the uncertainties associated with
the distributions of 𝐵 → 𝑋𝑐𝑙a decays and 𝐵𝐵 backgrounds in observables correlated with the
signal-extraction variables 𝑝𝐵ℓ and 𝑀2

miss. They are driven by the experimental control-sample sizes
and should decrease accordingly.

Furthermore, enhanced statistical precision may open avenues for alternative reweighting techniques,
grounded in a deeper understanding of modeling inaccuracies. Presently, correction weights for
adjacent 𝑀𝑋 intervals are treated independently, representing the most conservative uncertainty
assumption. A more holistic approach, such as signal extraction and simulation correction within a
simultaneous fit, could be explored. For instance, a strategy based on a 𝐷 → 𝐾

0
𝐿
𝑋-enriched 𝐵 → 𝑋ℓa

template, as studied in Reference [224] within the context of a Bachelor thesis, could correlate
neighboring 𝑀𝑋 intervals. This correlation would result in a notable reduction of degrees of freedom
in the distribution shapes of 𝐵 → 𝑋ℓa and 𝐵𝐵-background events in the signal-extraction fit.

Nonetheless, adopting such a method is justified only if the remaining modeling inaccuracies are
unambiguously attributed to effects that can be accurately represented in fit templates or motivate
the use of a specific 𝑀𝑋 -based correction function. It is equally plausible that enhanced statistical
precision reveals more intricate modeling inaccuracies, necessitating a re-evaluation with more
complex correction intervals. Validation methods developed in this thesis, such as the introduced
modification of 𝐷-meson decay distributions in Section 8.1.3, provide essential tests to assess the
adequacy of future reweighting methods.

Ultimately, updated measurements of inclusive 𝐷-meson branching fractions by the BESIII [228]
and Belle II experiments may pave the way for the development of simulations that require fewer
data-driven reweighting adjustments. Particularly the first measurement of B(𝐷 → 𝐾

0
𝐿
𝑋) is appealing.

In the high-precision era of flavor physics, a collaborative effort towards a thorough re-examination
of the entire spectrum of 𝐷-meson decays, which serves as a background to any 𝐵-meson related
measurement, is desirable for the coming decades.

Branching fractions

The impact of 𝐵 → 𝑋𝑙a branching-fraction uncertainties on 𝑅(𝑋𝜏/ℓ) is predominantly driven by
the 100% uncertainty assigned to the gap-mode branching fractions. In the fit, this uncertainty is
constrained by the statistical precision of experimental data and, consequently, should decrease with
larger samples.

Currently, the gap between B(𝐵 → 𝑋ℓa) and the sum of exclusive branching fractions relies on a
single measurement of B(𝐵 → 𝑋𝑒a) using 140 fb−1 of Belle data [229]. This thesis (see Figs. 6.6
and 8.10), along with other semitauonic analyses in Belle II [119, 218], provides evidence suggesting
that the gap modes are less abundant than currently assumed. A new measurement of B(𝐵 → 𝑋ℓa),
potentially including the so-far unmeasured muon channel, will be very interesting and may lead to a
substantial reduction in uncertainties associated with gap-mode contributions.

Form factors

The observed high uncertainty associated with form factors is expected to reduce significantly once the
existing discrepancies in 𝐵 → 𝐷

∗
ℓa decays, stemming from the BGL-based parameter extraction in

Reference [205] and the BLPRXP-based parameters from Reference [85], are thoroughly understood.
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Additionally, employing an optimized binning strategy in the signal-extraction fit could result in
considerably tighter constraints from experimental data on associated nuisance parameters compared
to the current approach.

For instance, introducing a separation of 3 × 6 additional signal-depleted intervals in 𝑀𝑋 × 𝑝𝐵ℓ ,
satisfying 𝑀𝑋 > 3 GeV or 𝑞2

< 3.5 GeV2, in the signal-extraction fit effectively disentangles 𝐵𝐵
backgrounds, normalization events, and gap modes from each other. This refinement leads to a reduc-
tion in form-factor-associated uncertainties to approximately 5% and in branching-fraction-associated
uncertainties to 6%. However, due to limitations in precision with the current reweighting approach
for correcting the 𝑞2 distributions, a conservative approach with coarse signal-extraction intervals is
chosen in the presented measurement.

Precision vs. experimental sample size

Presently, the data accumulated by the Belle II experiment at the 𝛶(4𝑆) resonance corresponds
to 363 fb−1 , representing the available data set during the first long shutdown (LS1), which is
approximately twice the amount used in this analysis (189 fb−1 ). The Belle II experiment just resumed
data collection in early 2024, probably leading to significantly larger experimental data samples in the
near future.

In Figure 9.1, the achievable relative precision on 𝑅(𝑋𝜏/ℓ) is estimated for increasing experimental
sample sizes, assuming that most sources of uncertainty decline with 1/

√
𝑁 , where 𝑁 represents

the multiplicative factor corresponding to the used integrated luminosity of 189 fb−1 . The colored
areas illustrate the relative contribution of individual sources of uncertainty to the total uncertainty,
postulating their accumulation in quadrature.
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Figure 9.1: The expected precision on 𝑅(𝑋𝜏/ℓ) is projected for increasing experimental sample sizes. The
total uncertainty (red line) is composed of several individual sources of uncertainty. The contribution of each
uncertainty to the total is presented by the colored areas. Since they add up in quadrature, the specific size of
each individual uncertainty is not directly reflected on the 𝑦-axis. The size of the current data set collected by
Belle II is indicated by a black dashed line. The underlying assumptions upon which this figure is based are
outlined in the text.

It is assumed that uncertainties caused by differences in 𝐵 → 𝐷
(∗)
ℓa form-factor parameterizations
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can already be addressed with the current LS1 Belle II dataset. The relative contribution of uncertainties
associated with gap-mode branching fractions is expected to decrease to the size of B(𝐵 → 𝐷

(∗)
ℓa)

uncertainties at 1 ab−1 , and 𝑋ℓa shape uncertainties are supposed to be reducible to half their
naively expected size at 2 ab−1 due to a deeper understanding of 𝐷-meson decay mismodeling
or the application of more sophisticated reweighting methods. Uncertainties associated with the
𝐵𝐵-background shape, lepton identification, and other effects are postulated not to be reducible to
values smaller than 1% each.

Based on these assumptions, a relative uncertainty of approximately 7% is predicted when the
experimental data sample corresponds to an integrated luminosity of 1 ab−1 , further reducing to 2.6%
at 10 ab−1 . In comparison to the expected relative uncertainties on 𝑅(𝐷 (∗) ), as estimated based on
similar assumptions in Reference [157], future measurements of the inclusive ratio 𝑅(𝑋𝜏/ℓ) may offer
the most sensitive probes of tau-to-light-lepton universality.

Summary

This work presents the first measurements of two key quantities: the inclusive branching-fraction
ratios 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ). Both in their analysis design and their sensitivity to statistical and
systematic uncertainties, they are largely independent from exclusive measurements. Particularly, they
offer world-leading precision (𝑅(𝑋𝑒/`)) and the potential for world-leading precision (𝑅(𝑋𝜏/ℓ)) to
probe lepton universality in semileptonic 𝐵-meson decays.

This work can serve as guidance for future inclusive measurements, opening promising opportunities
with increasing experimental sample sizes.
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APPENDIX A

Additional studies

A.1 Suppression of bad 𝑩tag candidates

As discussed in Chapter 9, the precision of the 𝑅(𝑋𝜏/ℓ) measurement is anticipated to substantially
improve with larger datasets. A potential strategy to achieve this is the relaxation of the PFEI > 0.1
requirement (see Sec. 4.1) by one or two orders of magnitude, as done in other analyses [119,
222]. Such a relaxation leads to a three to ninefold increase in the data sample at the expense of a
reduced good-𝐵tag purity. However, the 𝑅(𝑋𝜏/ℓ) measurement is exceptionally sensitive to modeling
inaccuracies. Events with bad 𝐵tag candidates comprise a diverse range of decays, making accurate
modeling challenging. Consequently, in this analysis, such events are rigorously controlled by applying
a stringent PFEI requirement.

This section introduces an alternative approach to mitigate the impact of bad 𝐵tag candidates,
potentially allowing for the adoption of lower PFEI requirements while maintaining a high purity of
good 𝐵tag candidates.

Similar to the approach for suppressing 𝑒+𝑒− → 𝑞𝑞 continuum processes, as discussed in Section 4.2,
a BDT is trained to separate good 𝐵tag candidates, with all decay products correctly reconstructed and
assigned, from wrong charge candidates (see Sec. 4.1). In the latter case, the 𝐵tag charge is incorrectly
reconstructed, ensuring a pure set of bad 𝐵tag candidates. In this context, the training utilizes not only
the inclusive set of event-shape quantities used for continuum suppression (see Tab. 4.2) but also
incorporates the 𝐵tag-candidate momentum in both the c. m. and laboratory frames, as well as the
beam-constrained mass 𝑀bc and the energy difference Δ𝐸 . These quantities are transformations of the
𝐵tag kinematics in the c. m. frame (see Eq. (4.3)). In Figure A.1, the momentum distribution of 𝐵tag
candidates is illustrated in different reference frames. In the c. m. frame, the distinct shapes of good
(light gray) to bad (black, red) 𝐵tag-candidate momenta are significant, making 𝑝∗𝐵tag

, along with the
quantities 𝑀bc and Δ𝐸 , the most significant features for the BDT.

However, a significant discrepancy in simulated shapes is observed when compared to experimental
data, attributable to the inaccurate modeling of c. m. energies (see Fig. 4.4). Consequently, following
the approach outlined in Section 4.2, a selective BDT is introduced. This selective BDT only utilizes
accurately modeled quantities, effectively narrowing down the options to well-modeled event shape
quantities as summarized in Table 4.2. As demonstrated in Figure A.2, this restriction renders the
additional separation potential of such a selective multivariate classifier negligible, so that it is not
used in this thesis.

159



Appendix A Additional studies

0

1000

2000

3000

4000

5000

6000

Ev
en

ts 
pe

r 0
.0

1 
Ge

V

Belle II Preliminary dt = 31.8 fb 1

Good Btag

Correct Btag charge
Wrong Btag charge
Continuum
MC stat. unc.
Exp. data

0

1000

2000

3000

Ev
en

ts 
pe

r 0
.0

2 
Ge

V

Belle II Preliminary dt = 31.8 fb 1

0.1 0.2 0.3 0.4
p *

Btag  [GeV]

-0.4
0.0
0.4

Da
ta

M
C

M
C

1.2 1.4 1.6 1.8
pBtag  [GeV]

-0.4
0.0
0.4

Da
ta

M
C

M
C

Figure A.1: The distributions of the 𝐵tag-candidate momentum are presented in both the c. m. frame (left) and
in the laboratory frame (right).
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Figure A.2: Experimental data is compared to simulation for various classifiers to suppress bad 𝐵tag candidates.
In this comparison, the selective classifier (left) is confined to only well-modeled quantities, whereas the
inclusive quantifier (right) illustrates the potential separation achievable when all quantities are utilized. The
assessment of their separation potential is conducted through a significance scan, where the classifier threshold
is progressively raised along the 𝑥-axis. The remaining number of events with good 𝐵tag candidates 𝑆 is then
compared to the number of all other events 𝐵 using 𝑆/

√
𝑆 + 𝐵. The achievable significance of the inclusive

classifier surpasses that of the selective classifier, as well as that of a classifier employing only well-modeled
quantities and 𝑀bc (center).

Nevertheless, the theoretical separation potential presented by the inclusive classifier, depicted in
the same figure, indicates that reconsidering such an additional strategy for suppressing bad 𝐵tag

160



A.2 Optimization of bremsstrahlung corrections

candidates is promising, once the accurate modeling of c. m. energies in simulation is achieved. Such
improvements are expected with the introduction of run-dependent simulations, a current initiative
by the Belle II collaboration to replace the previous run-independent ones. Notably, the inclusive
classifier’s separation potential surpasses the information derived from 𝑀bc alone, as evidenced by the
comparison between the inclusive classifier and the selective one, where only 𝑀bc was additionally
included as an input variable.

A.2 Optimization of bremsstrahlung corrections

As outlined in Section 4.3, electrons are susceptible to the radiation of bremsstrahlung photons due
to their small mass. To restore the energy lost to the photon, the four-momenta of signal-electron
candidates are corrected by incorporating energies from detected photon candidates within a cone
centered on the electron’s track.

The optimization process for selecting photon candidates is presented in this section. Electron and
photon candidates are identified based on the criteria summarized in Table 4.4, with the exception
that the criterion on Δ𝑅

track
cluster is omitted for photon candidates. Accurately selected photons improve

the alignment between reconstructed and generated electron momenta. Conversely, falsely selected
photons result in a degradation of the electron-momentum resolution. Therefore, the root mean square
(RMS) of the differences between reconstructed and generated electron momenta,

RMS(𝑝𝑒) =

√√
1

𝑁events

events∑︁
𝑖

(
𝑝

reco
𝑒,𝑖 − 𝑝gen

𝑒,𝑖

)2
(A.1)

is utilized to quantify the bremsstrahlung-photon selection requirements.
The angle between the photon and electron directions in the laboratory frame depends on the

boost of the combined system. Moreover, the impact of the bremsstrahlung correction is significantly
influenced by the relative energies of the photon candidate compared to the electron candidate. To
account for these dependencies, the electron candidates are categorized into three momentum regions:
𝑝𝑒 < 0.6 GeV, 𝑝𝑒 ∈ [0.6, 1.0] GeV, and 𝑝𝑒 > 1.0 GeV. Subsequently, the opening angles of the cone
around the electron direction and the upper energy thresholds of photon candidates are successively
varied, and the RMS is calculated for each electron-momentum region independently.

In Figure A.3, the two-dimensional distributions of RMS(𝑝𝑒) are depicted. The requirements on
photon energies, 𝐸max

𝛾 , and cone opening angles are selected that yield minimal values of RMS(𝑝𝑒),
highlighted in white in the figure. For the different momentum regions, namely 𝑝𝑒 < 0.6 GeV,
𝑝𝑒 ∈ [0.6, 1.0] GeV, and 𝑝𝑒 > 1.0 GeV, the energies of photon candidates with 𝐸𝛾 < 90 MeV,
0.9 GeV, and 1.2 GeV are added to the electron-candidate momenta if their angle to the track lies
in a cone with opening angle of 7.8°, 4.2°, and 3.6°, respectively. In cases where more than one
photon candidate is detected in the cone, the one closest to the track is selected. Due to the small
number of such events, however, these cases are found to be negligible. The more sophisticated
bremsstrahlung-recovery algorithm, as described in Reference [230], is not employed due to revealed
ambiguities in some internal parameters during studies of 𝑒+𝑒− → 𝜏

+
𝜏
− decays by the Belle II Tau

Working Group.
This bremsstrahlung-correction procedure results in a notable improvement of 19% in the RMS of

electron momenta. If the optimization was conducted without the separation of electrons into three
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(b) 𝑝𝑒 ∈ [0.6, 1.0] GeV
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Figure A.3: The RMS of electron momenta is illustrated for varied upper energy-threshold and cone-opening-
angle requirements for bremsstrahlung-photon candidates within three electron-momentum regions. The criteria
leading to the lowest RMS(𝑝𝑒) values, highlighted in white, are selected.

momentum regions, the achievable improvement in RMS would be 11%.
As highlighted in Section 4.3, the measurements of 𝑅(𝑋𝑒/`) and 𝑅(𝑋𝜏/ℓ) are not sensitive to

bremsstrahlung correction techniques, as long as they do not introduce bias in experimental data
compared to simulation. However, the presented approach is solely validated on experimental
data with 𝐽/𝜓 → 𝑒

+
𝑒
− decays, which primarily test high-momentum electrons. Consequently, this

approach is only used in the measurement of 𝑅(𝑋𝑒/`), which is confined to signal-lepton momenta of
𝑝
𝐵
ℓ > 1.3 GeV.
Despite the excellent agreement found between data and simulation in all relevant bremsstrahlung

properties, a data-MC bias cannot be conclusively ruled out in the low-momentum range. Consequently,
for the 𝑅(𝑋𝜏/ℓ) measurement, the same bremsstrahlung correction approach employed in the lepton-
identification efficiency calibration is utilized (see Sec. 7.1, cone opening angle of 2.9°, and photon
energies of 𝐸𝛾 < 1.0 GeV). Considering that low-momentum electrons are expected to benefit the
most from the approach presented in this section, a dedicated validation with low-momentum electrons,
for example with processes like 𝑒+𝑒− → 𝑒

+
𝑒
−
𝑒
+
𝑒
−, is considered desirable for future investigations.

A.3 Validation of uncertainties on 𝑹(𝑿𝒆/𝝁) with toy data samples

The uncertainties on 𝑅(𝑋𝑒/`) obtained in Section 6.1.2 are validated using ensembles of artificially
generated data sets, commonly referred to as toy data. For each source of uncertainty, an ensemble
of toy data sets is generated through the bin-by-bin covariance matrix 𝐶indv.

\ , which represents
uncertainty-induced variations of the histogram templates. Fits of the nominal data set against toy
data are expected to yield variations of a similar magnitude as the predicted uncertainties in fits to
Asimov data. In this study, only the template yields are optimized in the fit, meaning that no nuisance
parameters are introduced to the likelihood function.

This validation is conducted on data before the removal of the biasing 𝐸ECL selection (see Sec. 8.1.5).
The removal of this requirement increases the data set by approximately 5%, leading to minor updates
in the uncertainty predictions. Additionally, a previous set of LID corrections is used, that is updated
in the final measurement of 𝑅(𝑋𝑒/`) in Chapter 6. Table A.1 summarizes the Asimov-data-based
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uncertainty predictions in the setup tested in this section.

Uncertainty Relative uncertainty [%]
source 𝑅(𝑋𝑒/`)

Exp. sample size 0.9
MC sample size 0.3
Lepton ID 1.8
B(𝑋ℓa) total 0.2
FF 𝑋𝑐ℓa total 0.1

Total 2.1

Table A.1: Relative statistical and systematic uncertainties on 𝑅(𝑋𝑒/`) predicted in fits to Asimov data (see
Sec. 6.1.2) in the outdated setup tested in this section. In comparison to Table 6.3, uncertainties associated with
the experimental sample size are slightly enhanced, and LID uncertainties are slightly reduced.

Equation (5.1) can be expressed as an uncorrelated product of the yield ratio 𝑁𝑒/` = 𝑁
meas
𝑒 /𝑁meas

`

times the efficiency ratio 𝜖`/𝑒 = 𝜖`/𝜖𝑒, with trivial error propagation:

𝑅(𝑋𝑒/`) = 𝑁𝑒/` · 𝜖`/𝑒, Δ𝑅(𝑋𝑒/`) =
√︂(

Δ𝑁𝑒/` · 𝜖`/𝑒
)2

+
(
𝑁𝑒/` · Δ𝜖`/𝑒

)2
. (A.2)

In the fitting procedure, the toy ensembles can be used to either vary the input or target data, each
having a different impact on 𝑁𝑒/` and 𝜖`/𝑒. Figure A.4 visualizes both options for toy ensembles that
reflect the LID uncertainty.

Efficiencies are derived from input data, specifically from simulations. As a result, the efficiency
ratio 𝜖`/𝑒 is influenced only when there are variations of the input data. In the case of variations
of the target data, the efficiency uncertainty is effectively translated into variations of the template
yields. This is because the template yields are determined by scaling the normalized input templates
to match the total event yields defined by target data. Similarly, variations in 𝑁𝑒/` are observed
to decrease when the target data is unchanged. Both approaches are interchangeable, resulting in
consistent uncertainties on 𝑅(𝑋𝑒/`).

The examination of varied input data reveals a correlation between 𝑁𝑒/` and 𝜖`/𝑒, as their individual
uncertainties, when added in quadrature, do not align with the observed fluctuation of 𝑅(𝑋𝑒/`).
However, as outlined in Section 5.1, the efficiencies, derived from simulation, are assumed to be
uncorrelated with the yields, extracted from experimental data. When 𝑁𝑒/` and 𝜖`/𝑒 are enforced to
be uncorrelated, the uncertainty prediction of 1.8% is restored:

Δ𝑅(𝑋𝑒/`)LID =

√︃
(0.0068 · 0.8276)2 + (0.0136 · 1.2088)2

= 0.0174 ≈ 0.018. (A.3)

This supports the Asimov-data-based uncertainty predictions from the Table A.1, revealing that toy
studies can introduce unwanted correlations between yields and efficiencies, leading to a potential
underestimation of the overall 𝑅(𝑋𝑒/`) uncertainty. All other sources of uncertainty are tested in a
similar manner. Since it is computationally significantly less expensive to probe variations of target
data, only these cases are tested. The results for uncertainties attributed to experimental and simulation
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Figure A.4: The extracted values of 𝑅(𝑋𝑒/`), 𝑁𝑒/`, and 𝜖`/𝑒 from fits using an ensemble of 200 toy data sets
that reflect the uncertainty associated with lepton identification are presented in blue. The top row shows the
results when toy data replaces the input data of the fit with fixed target data, while in the bottom row, fixed input
data but toy target data is used. Gaussian distributions are fitted to each distribution (presented in red), and their
mean values (`) and standard deviations (𝜎) are provided.

sample sizes are presented in Figure A.5.
The variations in extracted 𝑅(𝑋𝑒/`) caused by changes in experimental data size (0.77%) agree

well with the predicted value of 0.86%, as do the values for simulation sample size (0.38% vs. 0.33%).
Small underestimations may be attributed to artificially introduced correlations between 𝑁𝑒/` and
𝜖`/𝑒. In summary, the uncertainty predictions from Section 6.1.2 are independently validated, and no
evidence of deviations is found.
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Figure A.5: The extracted values of 𝑅(𝑋𝑒/`), 𝑁𝑒/`, and 𝜖`/𝑒 from fits using an ensemble of 500 toy data sets
are presented in blue. The toy data sets reflect the uncertainty associated with experimental (top) and simulation
sample size (bottom). The input data is fixed while the target data is varied. Gaussian distributions are fitted to
each distribution (presented in red), and their mean values (`) and standard deviations (𝜎) are provided.

A.4 Validation of the fit setup and uncertainties to extract 𝑹(𝑿𝝉/ℓ)

To validate the uncertainties on 𝑅(𝑋𝜏/ℓ) obtained in Section 8.1.2, ensembles of artificially generated
data sets are employed, as described in Section A.3. In Figure A.6, the extracted values of 𝑅(𝑋𝜏/ℓ)
are presented for an ensemble representing the statistical uncertainties associated with the limited
experimental-data sample size. The observed relative fluctuations of (8.96±0.19)%, (12.20±0.28)%,
and (7.08 ± 0.19)% in the electron and muon channels, as well as their combination, precisely match
the predicted values of 9.0%, 12.0%, and 7.2% (see Tab. 8.3).

In two additional studies conducted by Paolo Rocchetti from Melbourne, the fit setup introduced in
Section 8.1.1 is validated. These studies are performed on simulated samples without semitauonic gap
modes (see Sec. 3.4.3), yielding a generator-level value of 𝑅(𝑋𝜏/ℓ) = 0.209. The findings from these
studies are anticipated to be equally applicable when semitauonic gap modes are included.

In a linearity test analogous to the one detailed in Section 6.1.4, the nominal templates are fitted
on Asimov data with various multipliers applied to the 𝑋𝜏a signal template. In an unbiased fit, the
multiplier should be directly reflected in the extracted value of 𝑅(𝑋𝜏/ℓ). As depicted in Figure A.7(a),
the results consistently align with a straight line with an offset of zero and a slope of one, thereby
validating the fit setup’s capability to accurately extract varying values of 𝑅(𝑋𝜏/ℓ).

In a second study, commonly referred to as a pull test, the simulated 𝑋𝜏a signal template, used to
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Figure A.6: The extracted values of 𝑅(𝑋𝜏/𝑒), 𝑅(𝑋𝜏/`), and their combination 𝑅(𝑋𝜏/ℓ) from fits using an
ensemble of 1500 toy data sets are presented in blue. The toy data sets reflect the uncertainty associated with
experimental sample size. The input data is fixed while the target data is varied. Gaussian distributions are fitted
to each distribution (presented in red), and their mean values (`) and standard deviations (𝜎) are provided.

(a) (b)

Figure A.7: In (a), the outcome of a linearity test is displayed. The 𝐵 → 𝑋𝜏a yield multiplier is shown on
the 𝑥-axis, while the extracted values of 𝑅(𝑋𝜏/ℓ) are presented on the 𝑦-axis (in blue) and are compared to a
straight line (in red). In (b), the findings of a pull test are illustrated. The distribution of discrepancies between
the nominal and extracted yields of 𝑋𝜏a, divided by the predicted statistical uncertainty, is presented. The
figure includes the mean (`) and the standard deviation (𝜎) of a Gaussian fitted to this distribution.
Both figures are provided by Paolo Rocchetti.

define the Asimov data, is resampled 200 times with replacement, allowing for variation in its total
yield within statistical uncertainties. An estimator is defined as the difference between the nominal
and extracted yields of 𝑋𝜏a, divided by the predicted statistical uncertainty (see Sec. 8.1.2). Ideally, a
Gaussian distribution of the estimator with a mean (`) consistent with zero and a standard deviation
(𝜎) consistent with one is expected. A mean diverging from zero indicates a biased estimator, while a
standard deviation diverging from one is in tension with predicted uncertainties. The results of the
extracted estimator are presented in Figure A.7(b). The test is found to be successful, with a fitted
Gaussian showing ` = 0 and 𝜎 = 1 within uncertainties, providing additional support for the fit setup
and the predicted uncertainties.
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APPENDIX B

Additional tables and figures

B.1 Lepton-identification correction tables

This section offers additional insights into lepton-identification classifier thresholds and correction
factors, as discussed in Sections 3.4.4, 4.3, 5.3.5, and 7.1.

For the 𝑅(𝑋𝑒/`) extraction, the electron-identification working point is tailored to ensure uniform
efficiencies of 𝜖𝑒 = 80% in each interval of (𝑝ℓ , \ℓ , 𝑞). This uniformity is achieved by adjusting P𝑒
classifier thresholds in each interval, as illustrated in Figure B.1.
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Figure B.1: The P𝑒 classifier thresholds are displayed, adjusted to ensure a uniform 80% electron-identification
efficiency in each interval of 𝑝ℓ , \ℓ , and 𝑞.

Furthermore, correction factors applied to correct lepton-identification efficiencies and the probabil-
ities of misidentifying charged hadrons as leptons are depicted in a grid of (𝑝ℓ , \ℓ) per lepton charge.
For electron candidates, the factors for the P𝑒 : 𝜖𝑒 = 80% working point, utilized in the 𝑅(𝑋𝑒/`)
extraction, are presented in Figure B.2. In the 𝑅(𝑋𝜏/ℓ) measurement, the working point is adjusted
to P𝑒 > 0.99, and the corresponding corrections are displayed in Figure B.3. For muon candidates,
a working point of PL/L

` > 0.95 is employed to measure 𝑅(𝑋𝑒/`), while a more stringent threshold
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Appendix B Additional tables and figures

of PL/L
` > 0.99 is chosen for the 𝑅(𝑋𝜏/ℓ) measurement. The correction factors are summarized in

Figures B.4 and B.5, respectively.
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(a) 𝑒− ID→ 𝑒
−
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(b) 𝑒+ ID→ 𝑒
+
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(c) 𝜋− ID→ 𝑒
−
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(d) 𝜋+ ID→ 𝑒
+
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(e) 𝐾− ID→ 𝑒
−
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Figure B.2: Correction factors for efficiencies and fake rates are presented, applicable to electron candidates
identified using the P𝑒 : 𝜖𝑒 = 80% working point.
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B.1 Lepton-identification correction tables
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−8.1% 1.78+25.9%
−26.5%

2.84+6.8%
−6.6%

2.52+6.1%
−8.1% 2.19+7.5%

−10.3% 2.12+6.7%
−7.9% 2.52+5.9%

−8.5% 1.64+7.6%
−9.4%

7.61+3.0%
−2.8% 8.73+15.7%

−15.7%

1.59+9.0%
−12.8%

2.55+8.2%
−7.0% 1.86+7.7%

−7.0% 1.93+9.9%
−7.1% 1.37+11.5%

−6.5% 0.66+10.9%
−8.2%

1.19+46.6%
−64.9%

2.54+19.4%
−19.6% 1.85+15.0%

−16.2% 2.22+17.7%
−17.8% 2.06+21.8%

−21.9% 1.61+23.4%
−23.5% 1.53+37.3%

−40.4%

3.09+30.7%
−30.7% 1.75+19.8%

−20.2% 2.48+25.7%
−25.7% 8.50+40.5%

−40.5% 1.82+35.9%
−35.9% 2.27+41.3%

−41.7%

5.57+35.0%
−35.0% 1.65+27.3%

−27.3% 2.81+32.3%
−32.5% 2.32+42.0%

−42.0% 3.59+57.9%
−57.9% 4.24+91.3%

−91.3%

19.61+72.9%
−72.9%4.24+34.3%

−34.3% 2.77+46.3%
−46.3%

4.18+48.1%
−48.1% 3.34+36.8%

−36.8% 2.97+61.9%
−61.9% 0.83+91.3%

−91.3%

2.71+72.1%
−72.1% 9.40+75.1%

−75.1%

1.20+141.4%
−100.0%

Belle II Preliminary
∫
L dt = 189 fb−1

π− → e−calibration factors
ID

(c) 𝜋− ID→ 𝑒
−
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7.14+3.3%
−4.1% 6.31+2.1%

−3.2% 2.51+1.9%
−2.5% 4.06+3.0%

−4.1% 3.93+2.4%
−46.3%

3.27+6.3%
−7.3%

2.67+7.4%
−7.8% 2.19+7.0%

−8.9% 1.41+6.5%
−7.4%

2.42+7.7%
−8.0% 2.12+7.5%

−7.7% 2.33+12.4%
−12.2% 3.00+6.9%

−6.3%

4.00+8.0%
−10.0%

1.29+38.9%
−38.9%

1.22+34.7%
−34.7% 2.07+35.2%

−35.4% 1.53+64.1%
−64.1% 0.68+70.6%

−70.6% 0.78+64.6%
−64.6%

2.71+27.5%
−27.9% 1.26+100.0%

−100.0%1.85+64.2%
−64.2% 2.19+49.1%

−49.1% 1.69+67.0%
−67.3%

2.61+16.1%
−16.5% 1.94+14.1%

−14.1% 1.83+11.0%
−11.1%

2.37+17.4%
−17.6% 2.18+19.0%

−19.0%

2.90+20.3%
−20.3% 2.36+20.9%

−20.9% 4.14+35.3%
−35.3% 2.98+41.2%

−41.2% 3.40+42.5%
−42.5%

5.82+30.5%
−30.5% 2.72+22.3%

−22.3% 7.36+44.5%
−44.5% 2.87+52.9%

−53.4% 4.07+50.5%
−50.5% 8.94+112.5%

−100.0%

3.67+38.5%
−38.5% 5.26+39.3%

−39.3% 10.41+61.8%
−61.8%5.39+63.6%

−63.6% 4.46+112.6%
−100.0%

14.56+74.2%
−74.2%14.36+73.7%

−73.7%5.27+63.6%
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Belle II Preliminary
∫
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π+ → e+calibration factors
ID

(d) 𝜋+ ID→ 𝑒
+
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−100.0%0.00+100.0%
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0.64+29.9%
−29.9% 0.54+31.0%

−31.0% 0.54+59.0%
−59.0% 2.00+58.7%

−58.7% 0.00+100.0%
−100.0%

4.94+94.1%
−100.0%0.60+113.4%

−100.0%4.23+88.7%
−88.6% 0.00+100.0%

−100.0%1.05+50.0%
−50.0% 0.93+39.1%

−39.1%

4.43+100.0%
−98.7% 0.00+100.0%

−100.0%

0.00+100.0%
−100.0%
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−100.0% 0.93+133.6%
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−100.0%
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−100.0%0.00+100.0%
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K− → e−calibration factors
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(e) 𝐾− ID→ 𝑒
−
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17.27+157.2%
−100.0%

0.00+100.0%
−100.0%

0.25+100.0%
−76.8% 1.46+26.6%

−26.6% 0.73+31.9%
−31.9% 1.55+39.1%

−39.1% 1.04+51.1%
−51.1% 1.74+55.1%

−55.1%

0.00+100.0%
−100.0%0.52+99.9%

−100.0% 1.78+79.9%
−80.0% 2.02+33.8%

−32.0%

2.03+100.0%
−100.0% 0.00+100.0%

−100.0%

1.00+103.2%
−100.0%7.12+186.1%

−100.0%

0.00+100.0%
−100.0% 8.00+122.7%
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Belle II Preliminary
∫
L dt = 189 fb−1

K+ → e+calibration factors
ID

(f) 𝐾+ ID→ 𝑒
+

Figure B.3: Correction factors for efficiencies and fake rates are presented, applicable to electron candidates
identified using P𝑒 > 0.99.
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Appendix B Additional tables and figures
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0.4
0.5
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2.0
2.5
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4.5
5.0
5.5
6.0
6.5

p `
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]

0.87+4.4%
−0.2%0.91+0.1%

−0.1%0.88+4.2%
−0.1%0.80+0.5%

−0.5%0.58+0.6%
−2.1%

0.86+7.2%
−0.3%0.84+8.3%

−0.2%0.89+7.3%
−0.7%0.92+6.2%

−0.7%0.94+2.6%
−0.7%0.92+3.1%

−1.0%0.86+7.4%
−2.5%0.80+10.0%

−5.5%

0.89+6.0%
−0.1%0.89+5.8%

−1.2%0.94+2.4%
−1.5%

0.94+3.6%
−1.8%

0.94+0.7%
−0.7%0.86+0.3%

−0.3%0.84+0.4%
−0.4%0.84+0.5%

−0.5%0.78+0.4%
−0.4%

0.95+0.3%
−0.3%0.83+0.5%

−0.4%0.86+0.9%
−0.9%0.85+0.9%

−0.9%0.87+0.6%
−0.6%0.82+0.5%

−0.5% 0.37+1.1%
−1.1%

0.87+0.5%
−0.5%0.69+1.1%

−1.1%0.86+0.5%
−0.5%

0.97+0.2%
−0.2%0.97+0.1%

−0.1%0.96+0.2%
−0.2%0.89+0.5%

−0.6%0.92+0.3%
−0.3%

0.94+0.3%
−0.3%0.97+0.2%

−0.2%0.97+0.1%
−0.1%0.97+0.1%

−0.1%0.97+0.2%
−0.2%0.89+0.5%

−0.5%0.95+0.2%
−0.2%

0.98+0.3%
−0.3%0.95+0.3%

−0.3%0.97+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%

3.30+14.9%
−15.3%2.30+10.9%

−11.4%0.78+4.9%
−5.0%0.81+2.6%

−2.6%0.88+1.5%
−1.5%0.88+2.6%

−2.6%

1.29+3.1%
−3.0%

0.41+31.2%
−38.5%

0.97+0.1%
−0.1%0.89+0.4%

−0.4%0.96+0.1%
−0.1%

0.97+43.7%
−1.4%0.99+10.9%

−7.7%0.97+1.0%
−0.9%0.99+0.5%

−0.5%0.97+0.4%
−0.3%0.98+0.4%

−0.4%0.90+1.0%
−0.9%0.97+0.3%

−0.3%

0.95+3.5%
−2.9%0.95+2.9%

−2.5%0.97+0.8%
−0.7%0.97+0.4%

−0.4%0.98+0.3%
−0.3%0.98+0.3%

−0.3%0.91+0.7%
−0.7%0.97+0.2%

−0.2%

0.98+0.8%
−0.7%0.97+0.8%

−0.8%0.97+0.4%
−0.4%0.98+0.3%

−0.3%0.98+0.2%
−0.2%0.98+0.2%

−0.2%0.89+0.5%
−0.5%0.96+0.3%

−0.3%

0.99+0.5%
−0.4%0.95+0.5%

−0.5%0.97+0.3%
−0.3%0.98+0.2%

−0.2%0.98+0.1%
−0.1%0.98+0.2%

−0.2%0.91+2.0%
−1.8%0.93+5.6%

−4.9%

0.98+0.3%
−0.3%0.96+0.4%

−0.4%0.98+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%0.95+5.1%

−3.2% 0.67+43.4%
−28.4%

0.99+0.2%
−0.2%0.98+0.3%

−0.3%0.98+0.1%
−0.1%0.99+0.1%

−0.1%0.90+13.3%
−7.6%

0.98+0.2%
−0.2%0.97+0.2%

−0.2%0.97+0.2%
−0.2%1.02+13.8%

−1.8%

Belle II Preliminary
∫
L dt = 189 fb−1

µ− → µ−calibration factors
ID

(a) `− ID→ `
−
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]

0.87+0.2%
−0.2%0.91+3.2%

−0.1%0.89+4.9%
−0.1%0.81+0.5%

−0.5%0.58+0.4%
−0.4%

0.88+5.3%
−2.4%0.85+0.2%

−1.2%0.89+7.3%
−0.7%0.92+6.1%

−0.7%0.94+2.8%
−0.6%0.92+5.4%

−0.1%0.85+7.7%
−0.4%0.76+15.3%

−2.2%

0.90+7.5%
−0.2%0.89+5.0%

−1.3%0.94+2.1%
−1.8%

0.95+1.7%
−1.9%

1.29+0.7%
−0.7%1.01+0.6%

−0.6%0.87+0.3%
−0.3%0.83+0.4%

−0.4%0.84+0.5%
−0.5%0.76+0.4%

−0.4%

0.99+0.2%
−0.2%0.84+0.5%

−0.5%0.86+0.9%
−0.9%0.85+0.9%

−0.9%0.88+0.6%
−0.7%0.83+0.5%

−0.5% 0.40+1.1%
−1.1%

0.89+0.6%
−0.6%0.71+1.0%

−1.0%0.87+0.5%
−0.5%

0.97+0.2%
−0.2%0.97+0.2%

−0.2%0.96+0.2%
−0.2%0.89+0.8%

−0.8%0.91+0.4%
−0.4%

0.94+0.3%
−0.3%0.97+0.2%

−0.1%0.97+0.1%
−0.1%0.97+0.1%

−0.1%0.96+0.2%
−0.2%0.87+0.8%

−0.8%

0.98+0.2%
−0.2%0.95+0.3%

−0.3%0.97+0.1%
−0.1%0.98+0.1%

−0.1%0.98+0.1%
−0.1%

3.84+15.4%
−16.1%2.48+9.3%

−9.7%0.77+4.6%
−4.7%0.80+2.6%

−2.6%0.86+1.8%
−1.8%0.90+3.1%

−3.1%

0.31+49.9%
−72.8%

0.95+0.3%
−0.3%

0.97+0.2%
−0.2%0.86+0.6%

−0.6%0.95+0.3%
−0.3%

0.94+25.0%
−1.5%1.03+4.8%

−4.2%0.97+0.8%
−0.7%0.97+0.4%

−0.4%0.98+0.3%
−0.3%0.97+0.4%

−0.3%0.87+1.1%
−1.1%0.95+0.4%

−0.4%

0.97+2.4%
−2.1%0.95+2.2%

−2.0%0.97+0.5%
−0.5%0.98+0.3%

−0.3%0.98+0.2%
−0.2%0.98+0.3%

−0.3%0.88+0.8%
−0.7%0.96+0.3%

−0.3%

0.98+0.7%
−0.7%0.96+0.8%

−0.8%0.97+0.3%
−0.3%0.98+0.2%

−0.2%0.98+0.2%
−0.1%0.98+0.2%

−0.2%0.86+0.5%
−0.5%0.94+0.2%

−0.2%

0.98+0.4%
−0.4%0.95+0.5%

−0.5%0.98+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%0.98+0.1%

−0.1%0.89+2.0%
−1.9%0.84+5.5%

−5.1%

0.98+0.3%
−0.3%0.95+0.4%

−0.4%0.98+0.1%
−0.1%0.98+0.1%

−0.1%0.99+0.1%
−0.1%0.97+4.9%

−3.2%

0.98+0.2%
−0.2%0.98+0.3%

−0.3%0.99+0.1%
−0.1%0.99+0.1%

−0.1%1.01+6.5%
−1.0% 1.00+61.8%

−0.0%

0.98+0.1%
−0.1%0.98+0.2%

−0.2%1.00+0.2%
−0.2%1.05+8.1%

−2.6%

Belle II Preliminary
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(b) `+ ID→ `
+
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13.16+3.2%
−3.0%4.64+1.8%

−25.0%0.89+1.2%
−1.0%1.00+0.8%

−0.9%1.13+1.1%
−1.0%1.15+1.5%

−1.4%

5.16+2.5%
−2.4%1.39+1.3%

−1.4%1.03+0.9%
−0.9%1.12+1.2%

−1.3%1.40+1.9%
−1.5%1.17+0.7%

−0.9%

2.65+1.6%
−1.5%0.98+0.8%

−0.7%0.94+1.1%
−0.9%0.99+1.3%

−1.0%1.19+1.2%
−1.0%1.10+0.6%

−0.6% 0.37+4.8%
−6.3%

1.24+1.1%
−1.4%0.67+1.4%

−1.2%0.75+1.1%
−1.1%0.82+1.2%

−1.2%1.00+1.4%
−1.2%0.87+1.1%

−1.3%0.58+5.0%
−5.1%0.46+2.9%

−3.2%

0.83+1.7%
−1.8%0.63+1.8%

−1.8%0.85+1.5%
−2.2%0.88+1.8%

−1.6%0.95+1.9%
−2.0%0.94+2.1%

−2.5%0.73+4.0%
−5.0%0.58+4.0%

−3.7%

0.71+4.7%
−5.5%0.68+4.7%

−5.4%0.76+3.9%
−4.2%0.90+4.6%

−5.7%0.99+5.5%
−7.2%0.90+5.7%

−6.5%0.58+6.3%
−6.7%0.45+2.9%

−3.9%

0.51+5.8%
−7.2%0.62+7.6%

−6.5%0.79+7.6%
−8.7%0.79+4.8%

−4.7%0.91+7.9%
−7.6%0.82+8.1%

−8.0%

0.66+16.2%
−5.9%0.67+9.4%

−14.9%0.81+7.9%
−7.0%0.75+7.3%

−6.2%0.69+3.1%
−1.6%

0.08+188.2%
−149.7%

0.68+15.3%
−19.1%0.57+11.8%

−14.0%

0.82+7.1%
−8.7%0.83+19.2%

−20.1%0.39+17.1%
−17.5%

0.43+11.1%
−14.3%0.55+11.1%

−14.2%0.77+6.3%
−8.1%0.76+6.4%

−7.5%0.86+6.9%
−7.7%0.74+9.6%

−10.3% 0.25+39.3%
−40.0%

0.36+13.0%
−16.6%0.47+17.2%

−23.9%0.81+6.3%
−6.9%0.80+8.0%

−8.4%0.80+10.9%
−11.2%0.59+20.5%

−21.0%

0.28+15.4%
−17.5%0.43+17.7%

−20.7%0.80+8.6%
−8.7%0.69+15.6%

−17.0%1.15+26.8%
−26.8%1.36+96.5%

−96.5%

0.30+21.0%
−22.0%0.48+21.4%

−21.6%0.96+15.3%
−15.4%0.62+39.3%
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(c) 𝜋− ID→ `
−
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14.69+3.7%
−3.7%4.40+2.0%

−25.8%0.89+0.8%
−0.8%1.00+0.8%

−1.0%1.10+1.0%
−1.2%1.13+1.5%

−1.9%

5.64+2.4%
−2.5%1.46+1.1%

−1.3%1.06+0.9%
−0.9%1.15+1.4%

−1.5%1.30+1.7%
−1.8%1.16+0.9%

−0.9%

2.57+1.6%
−1.9%1.03+1.1%

−1.1%1.00+1.1%
−0.9%0.97+1.2%

−1.7%1.20+1.3%
−0.9%1.07+0.7%

−0.7% 0.43+4.1%
−5.0%

1.19+1.3%
−1.3%0.71+1.3%

−1.8%0.77+1.1%
−1.1%0.80+1.2%

−1.1%0.97+1.5%
−1.6%0.89+1.1%

−1.2%0.57+5.8%
−5.6%0.49+3.0%

−4.1%

0.84+1.6%
−1.8%0.65+1.8%

−1.7%0.86+1.4%
−1.6%0.89+1.7%

−1.8%0.93+2.0%
−2.0%0.90+2.1%

−2.3%0.82+5.1%
−5.0%0.63+4.0%

−4.4%

0.66+4.2%
−5.2%0.69+4.7%

−4.7%0.83+4.0%
−4.1%0.82+4.1%

−4.9%0.97+5.6%
−5.9%0.90+6.0%

−6.9%0.79+8.8%
−8.3%0.48+5.9%

−5.8%

0.60+6.0%
−7.2%0.67+6.7%

−8.0%0.74+4.7%
−4.3%0.71+5.0%

−4.9%0.86+4.9%
−4.3%0.82+5.4%

−5.4% 0.45+10.2%
−6.7%

0.56+8.5%
−9.9%0.64+13.8%

−4.0% 0.67+2.6%
−2.6%0.87+7.0%

−5.7%

0.57+23.5%
−30.6%

0.76+7.2%
−10.7% 0.72+7.9%

−10.1%0.71+24.9%
−25.7%0.33+26.0%

−30.5%

0.44+11.0%
−14.6%0.62+8.3%

−9.7%0.83+6.9%
−9.4%0.78+6.4%

−7.6%0.85+7.2%
−8.0%0.81+10.3%

−10.9%1.35+48.5%
−48.5%0.38+38.0%

−38.0%

0.35+11.1%
−13.8%0.58+10.9%

−13.4%0.79+6.4%
−7.1%0.74+9.0%

−10.1%0.64+11.8%
−11.9%0.89+22.6%

−22.6%

0.34+17.9%
−22.8%0.56+14.5%

−15.8%0.87+9.2%
−9.2%0.98+14.9%

−15.0%0.95+27.8%
−27.8%1.23+95.8%

−95.8%

0.26+20.9%
−22.3%0.64+21.3%

−21.8%0.89+15.6%
−15.7%1.10+47.8%

−50.5%

Belle II Preliminary
∫
L dt = 189 fb−1

π+ → µ+calibration factors
ID

(d) 𝜋+ ID→ `
+

0 23 37 47 66 84 102 122 127 149

θ` [°]

0.0

0.7

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

p `
[G

eV
]

1.45+39.4%
−39.4%0.22+129.0%

−100.0%1.05+23.4%
−23.4%0.73+28.9%

−28.9%0.60+35.4%
−35.4%1.70+38.2%

−38.2%0.67+49.7%
−49.7%0.76+21.6%

−21.6%

1.21+16.5%
−16.5%1.02+21.3%

−21.3%1.29+11.0%
−11.0%1.07+11.6%

−11.6%1.32+13.9%
−13.9%1.37+14.4%

−14.4%1.51+15.9%
−15.9%0.82+12.9%

−12.9%

1.11+13.1%
−13.1%1.38+15.4%

−15.4%2.16+9.8%
−9.8%1.57+8.5%

−8.6%1.47+9.8%
−9.8%1.63+9.8%

−9.8%1.02+15.7%
−15.7%0.81+11.8%

−11.8%

0.64+13.5%
−13.5%1.01+13.8%

−13.8%1.28+7.6%
−7.6%1.51+6.7%

−6.7%1.51+7.8%
−7.8%1.63+7.4%

−7.3%0.94+15.5%
−15.5%0.88+11.8%

−11.8%

0.73+11.7%
−11.7%1.05+12.6%

−12.7%1.31+6.4%
−6.4%1.38+6.3%

−6.3%1.51+7.6%
−7.6%1.58+7.7%

−7.7%1.39+19.3%
−19.3%0.71+15.3%

−15.3%

0.65+11.0%
−11.0%0.97+12.1%

−12.1%1.36+6.3%
−6.3%1.41+7.2%

−7.2%1.68+8.9%
−8.9%1.36+10.7%

−10.7%0.38+45.5%
−45.5%0.53+30.9%

−30.9%

0.66+11.4%
−11.4%0.93+15.0%

−15.0%1.37+8.3%
−8.3%1.31+9.9%

−9.9%1.65+13.1%
−13.1%1.20+23.6%

−23.6%7.08+112.9%
−100.0%0.53+80.9%

−80.9%

0.70+13.1%
−13.1%0.89+21.7%

−21.7%1.30+11.9%
−11.9%1.33+17.8%

−17.8%1.89+27.4%
−27.4%

0.64+16.8%
−16.8%1.40+29.1%

−29.1%1.24+21.5%
−21.5%2.32+50.6%

−50.6%13.29+141.9%
−100.0%

Belle II Preliminary
∫
L dt = 189 fb−1

K− → µ−calibration factors
ID

(e) 𝐾− ID→ `
−

0 23 37 47 66 84 102 122 127 149

θ` [°]

0.0

0.5

0.7

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

p `
[G

eV
]

0.68+98.4%
−98.4%1.25+185.8%

−100.0%

2.10+37.2%
−37.2%0.22+124.9%

−100.0%0.78+27.4%
−27.4%0.87+22.8%

−22.8%0.76+30.6%
−30.6%1.28+25.6%

−25.6%0.68+48.1%
−48.1%0.44+22.6%

−22.6%

0.81+15.0%
−15.0%0.91+19.5%

−19.5%1.13+10.3%
−10.3%0.94+10.8%

−10.8%1.20+12.4%
−12.4%1.01+12.3%

−12.3%0.81+12.3%
−12.3%0.52+11.3%

−11.3%

0.87+11.1%
−11.1%1.10+12.4%

−12.4%1.18+7.0%
−7.1%1.10+6.7%

−6.7%1.45+7.7%
−7.7%1.41+7.8%

−7.8%0.84+13.1%
−13.1%0.72+8.6%

−8.6%

0.66+10.8%
−10.8%1.08+12.2%

−12.2%1.37+5.6%
−5.6%1.29+5.3%

−5.3%1.46+5.9%
−5.9%1.51+6.3%

−6.3%1.16+12.9%
−12.9%0.76+9.6%

−9.6%

0.73+9.3%
−9.3%1.21+10.1%

−10.1%1.34+4.9%
−4.9%1.38+4.9%

−4.9%1.42+6.0%
−6.0%1.32+6.6%

−6.6%0.99+17.7%
−17.7%0.63+14.2%

−14.2%

0.61+9.5%
−9.5%1.00+10.3%

−10.3%1.29+5.3%
−5.3%1.36+5.6%

−5.6%1.47+7.5%
−7.5%1.72+8.3%

−8.3%0.92+31.3%
−31.3%0.97+20.1%

−20.1%

0.69+9.0%
−9.0%1.20+12.0%

−12.0%1.38+6.6%
−6.6%1.30+7.7%

−7.7%1.37+11.2%
−11.2%1.75+17.8%

−17.8%1.07+118.6%
−100.0%

0.81+10.1%
−10.1%0.81+19.2%

−19.2%1.25+10.0%
−10.0%1.27+13.4%

−13.4%1.01+28.6%
−28.6%

0.69+14.3%
−14.3%0.87+27.8%

−27.8%1.42+16.2%
−16.2%1.47+45.1%

−45.1%

Belle II Preliminary
∫
L dt = 189 fb−1

K+ → µ+calibration factors
ID

(f) 𝐾+ ID→ `
+

Figure B.4: Correction factors for efficiencies and fake rates are presented, applicable to muon candidates
identified using PL/L

` > 0.95.
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B.1 Lepton-identification correction tables

0 23 37 47 66 84 102 122 127 149

θ` [°]

0.0
0.2
0.4
0.5
0.7
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5

p `
[G

eV
]

0.89+0.4%
−0.4%0.88+0.2%

−0.2%0.92+0.2%
−0.2%0.94+0.2%

−0.2%0.96+0.2%
−0.2%0.94+0.2%

−0.2%0.89+0.3%
−0.3%0.81+20.3%

−1.9%

0.93+0.2%
−0.2%0.93+0.2%

−0.2%0.96+0.2%
−0.2%0.96+0.2%

−0.2%

0.77+1.1%
−1.1%0.78+0.4%

−0.4%0.78+0.4%
−0.4%0.79+0.5%

−0.5%0.74+0.5%
−0.5%

0.95+0.5%
−0.5%0.73+0.7%

−0.5%0.76+1.0%
−0.9%0.78+1.0%

−1.0%0.83+0.7%
−0.7%0.76+0.9%

−0.7%0.34+8.7%
−9.1%0.34+1.6%

−1.6%

0.85+0.9%
−0.8%0.63+1.8%

−1.6%0.87+0.5%
−0.5%0.89+0.2%

−0.2%0.93+0.2%
−0.2%0.91+0.2%

−0.2%0.84+0.5%
−0.5%0.57+0.4%

−0.4%

0.97+0.1%
−0.1%0.96+0.2%

−0.2%0.86+0.7%
−0.7%0.91+0.3%

−0.3%

0.97+0.4%
−0.4%0.93+0.4%

−0.4%0.96+0.2%
−0.2%0.97+0.1%

−0.1%0.97+0.1%
−0.1%0.97+0.2%

−0.2%0.84+0.7%
−0.7%0.94+0.2%

−0.2%

0.98+0.3%
−0.3%0.93+0.4%

−0.4%0.97+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%0.97+0.1%

−0.1% 0.95+0.2%
−0.2%

8.34+23.5%
−26.0%2.71+13.9%

−14.8%0.79+5.7%
−5.9%0.80+2.9%

−2.9%0.85+1.7%
−1.7%0.88+2.7%

−2.7%

1.59+4.1%
−4.1%

0.84+0.5%
−0.5%

0.97+43.7%
−1.4%0.94+11.1%

−8.0%0.97+1.2%
−1.0%0.99+0.5%

−0.5%0.97+0.4%
−0.3%0.98+0.4%

−0.4%0.84+1.4%
−1.4%0.96+0.3%

−0.3%

0.95+3.6%
−3.0%0.93+3.6%

−3.3%0.97+0.9%
−0.8%0.97+0.5%

−0.4%0.98+0.3%
−0.3%0.98+0.3%

−0.3%0.85+1.0%
−1.0%0.96+0.3%

−0.3%

0.98+0.8%
−0.7%0.95+1.1%

−1.0%0.97+0.5%
−0.5%0.98+0.3%

−0.3%0.98+0.2%
−0.2%0.98+0.2%

−0.2%0.82+0.8%
−0.8%0.95+0.3%

−0.3%

0.98+0.5%
−0.5%0.94+0.7%

−0.6%0.97+0.3%
−0.3%0.98+0.2%

−0.2%0.98+0.1%
−0.1%0.98+0.2%

−0.2%0.84+2.9%
−2.8%0.87+6.8%

−6.2%

0.98+0.4%
−0.3%0.93+0.5%

−0.5%0.98+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%0.96+4.6%

−2.9% 0.67+43.4%
−28.4%

0.98+0.2%
−0.2%0.93+0.4%

−0.4%0.98+0.1%
−0.1%0.98+0.1%

−0.1%0.93+12.4%
−7.0%

0.98+0.2%
−0.2%0.92+0.2%

−0.2%0.96+0.2%
−0.2%1.02+13.8%

−1.8%

Belle II Preliminary
∫
L dt = 189 fb−1

µ− → µ−calibration factors
ID

(a) `− ID→ `
−

0 23 37 47 66 84 102 122 127 149

θ` [°]

0.0
0.2
0.4
0.5
0.7
1.0
1.5
2.0
2.5
3.0
3.5
4.0
4.5
5.0
5.5
6.0
6.5

p `
[G

eV
]

0.90+0.4%
−0.4%0.91+0.1%

−2.2%0.92+0.1%
−0.1%0.94+3.1%

−0.2%0.96+0.2%
−0.2%0.94+0.2%

−0.2%0.89+0.4%
−0.4%0.81+16.4%

−3.5%

0.93+4.2%
−0.1%0.93+0.2%

−0.2%0.95+0.1%
−0.1%0.97+0.2%

−0.2%

0.76+0.9%
−0.9%0.78+0.4%

−0.3%0.77+0.4%
−0.4%0.78+0.5%

−0.5%0.73+0.5%
−0.5%

1.02+0.5%
−0.5%0.73+0.8%

−0.6%0.76+1.0%
−0.9%0.80+0.9%

−0.9%0.84+0.7%
−0.7%0.77+0.8%

−0.6%0.30+8.1%
−8.4%0.33+1.7%

−1.7%

0.98+1.3%
−1.3%0.64+1.3%

−1.2%0.88+0.5%
−0.5%0.89+0.2%

−0.2%0.93+0.2%
−0.2%0.92+0.2%

−0.2%0.84+0.5%
−0.5%0.57+0.4%

−0.4%

0.97+0.2%
−0.2%0.96+0.2%

−0.2%0.88+0.6%
−0.6%0.90+0.5%

−0.5%

0.97+0.2%
−0.2%0.94+0.3%

−0.3%0.96+0.2%
−0.2%0.97+0.1%

−0.1%0.97+0.1%
−0.1%0.96+0.2%

−0.2%0.82+1.1%
−1.1%0.94+0.4%

−0.4%

0.97+0.2%
−0.2%0.94+0.3%

−0.3%0.96+0.2%
−0.2%0.98+0.1%

−0.1%0.97+0.1%
−0.1%0.97+0.2%

−0.2% 0.94+0.3%
−0.3%

6.68+26.8%
−30.2%3.69+11.3%

−11.9%0.82+5.2%
−5.3%0.79+3.0%

−3.0%0.85+1.9%
−1.9%0.90+3.2%

−3.2%

1.55+3.1%
−3.1%

0.81+0.9%
−0.9%

0.94+25.0%
−1.5%1.04+5.7%

−5.2%0.96+0.9%
−0.8%0.97+0.4%

−0.4%0.98+0.3%
−0.3%0.97+0.4%

−0.4%0.80+1.6%
−1.6%0.94+0.4%

−0.4%

0.96+2.7%
−2.3%0.94+2.7%

−2.5%0.97+0.6%
−0.5%0.98+0.3%

−0.3%0.98+0.2%
−0.2%0.98+0.3%

−0.3%0.79+1.1%
−1.1%0.94+0.3%

−0.3%

0.98+0.7%
−0.7%0.94+1.1%

−1.1%0.97+0.3%
−0.3%0.98+0.2%

−0.2%0.98+0.2%
−0.2%0.98+0.2%

−0.2%0.78+0.8%
−0.8%0.93+0.3%

−0.3%

0.98+0.4%
−0.4%0.93+0.7%

−0.6%0.97+0.2%
−0.2%0.98+0.1%

−0.1%0.98+0.1%
−0.1%0.98+0.2%

−0.2%0.83+2.9%
−2.9%0.77+6.8%

−6.6%

0.98+0.3%
−0.3%0.93+0.5%

−0.5%0.98+0.2%
−0.2%0.98+0.1%

−0.1%0.99+0.1%
−0.1%0.98+4.7%

−3.1%

0.98+0.2%
−0.2%0.92+0.4%

−0.4%0.97+0.1%
−0.1%0.99+0.1%

−0.1%1.01+5.9%
−1.0% 1.00+61.8%

−0.0%

0.98+0.1%
−0.1%0.91+0.3%

−0.3%0.96+0.2%
−0.2%1.05+7.7%

−2.6%

Belle II Preliminary
∫
L dt = 189 fb−1

µ+ → µ+calibration factors
ID

(b) `+ ID→ `
+

0 23 37 47 66 84 102 122 127 149

θ` [°]

0.0

0.2

0.4

0.5

0.7

1.0

1.5

2.0

2.5

3.0

3.5

4.0

4.5

5.0

p `
[G

eV
]

4.29+1.7%
−32.7%0.87+1.4%

−0.9%1.00+1.0%
−1.0%1.18+1.2%

−1.2%1.21+1.4%
−1.4%

7.33+2.4%
−2.4%1.42+1.1%

−17.1% 1.42+1.9%
−2.1%1.24+1.2%

−1.7%

3.50+2.0%
−2.7%0.95+1.2%

−1.0%0.92+2.0%
−2.4%0.98+1.9%

−2.2%1.23+2.7%
−2.9%1.10+0.8%

−11.9%

0.58+1.8%
−2.0%0.76+1.6%

−1.8%0.85+1.4%
−1.4%1.04+1.6%

−1.6%0.88+1.9%
−2.8%0.58+4.3%

−7.8%0.46+3.5%
−3.8%

0.76+2.5%
−1.8%0.63+1.9%

−2.1%0.87+2.1%
−2.1%0.92+1.7%

−1.8%0.98+1.9%
−2.2%1.00+2.0%

−2.5%0.75+6.5%
−5.7%0.58+4.7%

−4.0%

0.65+4.2%
−5.9%0.65+4.6%

−5.4%0.77+4.6%
−3.8%0.94+4.6%

−6.1%0.94+5.3%
−6.5%0.89+5.7%

−5.3%0.58+9.0%
−8.2%0.48+7.0%

−7.3%

0.51+5.3%
−7.5%0.60+6.9%

−7.4% 0.80+5.8%
−6.6%0.87+7.8%

−11.5%0.80+7.9%
−8.8%0.80+12.9%

−14.9%0.32+4.9%
−5.7%

0.68+8.3%
−12.0%0.61+7.4%

−12.8%0.92+9.8%
−9.7%0.67+5.5%

−6.5%0.75+6.9%
−37.3%

44.40+40.7%
−40.7%

0.97+5.3%
−6.4%1.04+11.5%

−15.5%

0.19+32.0%
−41.6%

0.90+13.6%
−18.4%

0.67+16.2%
−24.6%

0.79+9.1%
−11.9%0.70+27.8%

−31.0%0.46+17.7%
−18.1%

0.41+14.7%
−19.7%0.45+18.3%

−24.6%0.76+8.1%
−11.0%0.73+7.6%

−9.6%0.84+7.9%
−9.3%0.73+10.7%

−11.8% 0.25+43.2%
−44.5%

0.34+17.8%
−24.3%0.43+27.7%

−40.4%0.82+7.5%
−8.8%0.80+8.8%

−9.5%0.78+11.6%
−12.3%0.60+22.8%

−23.7%

0.24+19.7%
−24.0%0.38+25.4%

−32.1%0.80+9.3%
−9.3%0.69+17.3%

−19.7%1.35+28.5%
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(c) 𝜋− ID→ `
−
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Figure B.5: Correction factors for efficiencies and fake rates are presented, applicable to muon candidates
identified using PL/L

` > 0.99.
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Appendix B Additional tables and figures

B.2 Reconstructed 𝑩-meson decay modes by the FEI algorithm

Tables B.1 and B.2 provide a list of all 𝐵tag decay modes reconstructed by the FEI algorithm.

# FEI reconstruction mode

0 𝐵
0 → 𝐷

−
𝜋
+

1 𝐵
0 → 𝐷

−
𝜋
+
𝜋

0

2 𝐵
0 → 𝐷

−
𝜋
+
𝜋

0
𝜋

0

3 𝐵
0 → 𝐷

−
𝜋
+
𝜋
+
𝜋
−

4 𝐵
0 → 𝐷

−
𝜋
+
𝜋
+
𝜋
−
𝜋

0

5 𝐵
0 → 𝐷

0
𝜋
+
𝜋
−

6 𝐵
0 → 𝐷

−
𝐷

0
𝐾

+

7 𝐵
0 → 𝐷

−
𝐷

∗0
𝐾

+

8 𝐵
0 → 𝐷

∗−
𝐷

0
𝐾

+

9 𝐵
0 → 𝐷

∗−
𝐷

∗0
𝐾

+

10 𝐵
0 → 𝐷

−
𝐷

+
𝐾

0
𝑆

11 𝐵
0 → 𝐷

∗−
𝐷

+
𝐾

0
𝑆

12 𝐵
0 → 𝐷

−
𝐷

∗+
𝐾

0
𝑆

13 𝐵
0 → 𝐷

∗−
𝐷

∗+
𝐾

0
𝑆

14 𝐵
0 → 𝐷

−
𝐷𝑠

15 𝐵
0 → 𝐷

∗−
𝜋
+

16 𝐵
0 → 𝐷

∗−
𝜋
+
𝜋

0

17 𝐵
0 → 𝐷

∗−
𝜋
+
𝜋

0
𝜋

0

18 𝐵
0 → 𝐷

∗−
𝜋
+
𝜋
+
𝜋
−

19 𝐵
0 → 𝐷

∗−
𝜋
+
𝜋
+
𝜋
−
𝜋

0

20 𝐵
0 → 𝐷

−
𝐷

∗
𝑠

21 𝐵
0 → 𝐷

∗−
𝐷𝑠

22 𝐵
0 → 𝐷

∗−
𝐷

∗
𝑠

23 𝐵
0 → 𝐽/𝜓𝐾0

𝑆

24 𝐵
0 → 𝐽/𝜓𝐾+

𝜋
−

25 𝐵
0 → 𝐽/𝜓𝐾0

𝑆
𝜋
+
𝜋
−

26 𝐵
0 → 𝛬

−
𝑐 𝑝𝜋

+
𝜋
−

27 𝐵
0 → 𝐷

0
𝑝𝑝

28 𝐵
0 → 𝐷

−
𝑝𝑝𝜋

+

29 𝐵
0 → 𝐷

∗−
𝑝𝑝𝜋

+

30 𝐵
0 → 𝐷

0
𝑝𝑝𝜋

+
𝜋
−

31 𝐵
0 → 𝐷

∗0
𝑝𝑝𝜋

+
𝜋
−

Table B.1: The decay modes of neutral 𝐵 mesons that are reconstructed by the FEI tagging algorithm.
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B.2 Reconstructed 𝐵-meson decay modes by the FEI algorithm

# FEI reconstruction mode

0 𝐵
+ → 𝐷

0
𝜋
+

1 𝐵
+ → 𝐷

0
𝜋
+
𝜋

0

2 𝐵
+ → 𝐷

0
𝜋
+
𝜋

0
𝜋

0

3 𝐵
+ → 𝐷

0
𝜋
+
𝜋
+
𝜋
−

4 𝐵
+ → 𝐷

0
𝜋
+
𝜋
+
𝜋
−
𝜋

0

5 𝐵
+ → 𝐷

0
𝐷

+

6 𝐵
+ → 𝐷

0
𝐷

+
𝐾

0
𝑆

7 𝐵
+ → 𝐷

∗0
𝐷

+
𝐾

0
𝑆

8 𝐵
+ → 𝐷

0
𝐷

∗+
𝐾

0
𝑆

9 𝐵
+ → 𝐷

∗0
𝐷

∗+
𝐾

0
𝑆

10 𝐵
+ → 𝐷

0
𝐷

0
𝐾

+

11 𝐵
+ → 𝐷

∗0
𝐷

0
𝐾

+

12 𝐵
+ → 𝐷

0
𝐷

∗0
𝐾

+

13 𝐵
+ → 𝐷

∗0
𝐷

∗0
𝐾

+

14 𝐵
+ → 𝐷

0
𝐷𝑠

15 𝐵
+ → 𝐷

∗0
𝜋
+

16 𝐵
+ → 𝐷

∗0
𝜋
+
𝜋

0

17 𝐵
+ → 𝐷

∗0
𝜋
+
𝜋

0
𝜋

0

18 𝐵
+ → 𝐷

∗0
𝜋
+
𝜋
+
𝜋
−

19 𝐵
+ → 𝐷

∗0
𝜋
+
𝜋
+
𝜋
−
𝜋

0

20 𝐵
+ → 𝐷

0
𝐷

∗
𝑠

21 𝐵
+ → 𝐷

∗0
𝐷𝑠

22 𝐵
+ → 𝐷

0
𝐾

+

23 𝐵
+ → 𝐷

−
𝜋
+
𝜋
+

24 𝐵
+ → 𝐷

−
𝜋
+
𝜋
+
𝜋

0

25 𝐵
+ → 𝐽/𝜓𝐾+

26 𝐵
+ → 𝐽/𝜓𝐾+

𝜋
+
𝜋
−

27 𝐵
+ → 𝐽/𝜓𝐾+

𝜋
0

28 𝐵
+ → 𝐽/𝜓𝐾0

𝑆
𝜋
+

29 𝐵
+ → 𝛬

−
𝑐 𝑝𝜋

+
𝜋

0

30 𝐵
+ → 𝛬

−
𝑐 𝑝𝜋

+
𝜋
+
𝜋
−

31 𝐵
+ → 𝐷

0
𝑝𝑝𝜋

+

32 𝐵
+ → 𝐷

∗0
𝑝𝑝𝜋

+

33 𝐵
+ → 𝐷

+
𝑝𝑝𝜋

+
𝜋
−

34 𝐵
+ → 𝐷

∗+
𝑝𝑝𝜋

+
𝜋
−

35 𝐵
+ → 𝛬

−
𝑐 𝑝𝜋

+

Table B.2: The decay modes of charged 𝐵 mesons that are reconstructed by the FEI tagging algorithm.
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Appendix B Additional tables and figures

B.3 Impact of modified 𝑫-meson decay distributions on 𝑴𝑿 and 𝒑𝑩
ℓ

In this section, the impacts of various modified 𝐷-meson decay distributions on 𝑀𝑋 (see Figs. B.6,
B.7, and B.8) and 𝑝𝐵ℓ (see Figs. B.9, B.10, and B.11) are presented. These effects are discussed in
more detail in Sections 6.1.3, 7.2.3, 7.3, and 8.1.3.
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Figure B.6: The impacts of modified 𝐷-meson decay distributions on the invariant mass of the 𝑋 system, 𝑀𝑋 ,
are depicted. The nominal simulation is represented in blue, and the modified sample, specified in Table 6.4,
is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated samples, are
presented below.
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B.3 Impact of modified 𝐷-meson decay distributions on 𝑀𝑋 and 𝑝𝐵ℓ
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Figure B.7: The impacts of modified 𝐷-meson decay distributions on the invariant mass of the 𝑋 system, 𝑀𝑋 ,
are depicted. The nominal simulation is represented in blue, and the modified sample, specified in Table 6.4,
is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated samples, are
presented below.
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Figure B.8: The impacts of modified 𝐷-meson decay distributions on the invariant mass of the 𝑋 system, 𝑀𝑋 ,
are depicted. The nominal simulation is represented in blue, and the modified sample, specified in Table 6.4,
is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated samples, are
presented below.
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Figure B.9: The impacts of modified 𝐷-meson decay distributions on the signal-lepton momentum in the 𝐵sig

frame, 𝑝𝐵ℓ , are depicted. The nominal simulation is represented in blue, and the modified sample, specified
in Table 6.4, is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated
samples, are presented below.
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Figure B.10: The impacts of modified 𝐷-meson decay distributions on the signal-lepton momentum in the 𝐵sig

frame, 𝑝𝐵ℓ , are depicted. The nominal simulation is represented in blue, and the modified sample, specified
in Table 6.4, is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated
samples, are presented below.
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Figure B.11: The impacts of modified 𝐷-meson decay distributions on the signal-lepton momentum in the 𝐵sig

frame, 𝑝𝐵ℓ , are depicted. The nominal simulation is represented in blue, and the modified sample, specified
in Table 6.4, is shown in orange. Their residuals, normalized by the statistical uncertainty of the simulated
samples, are presented below.
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B.4 Additional information on the resonance-based muon-fake rejection

In this section, the invariant masses and 𝑝 values resulting from the vertex fit are presented for
the intermediate resonances investigated in Section 7.1.5. Figures B.12 and B.13 present these
quantities for the resonances incorporated into the event selection for 𝐵𝐵-background suppression. In
Figures B.14, B.15, and B.16, resonances are displayed that are evaluated to not provide sufficiently
pure background suppression, hence they are not used in the event selection.

The distributions of experimental data and simulation align well. Any remaining discrepancies
are expected to be solely attributable to the inadequate statistical precision in the off-resonance data
sample utilized to characterize continuum processes.
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Figure B.12: The invariant mass is depicted for candidates of intermediate resonances that are incorporated into
the event selection (see Tab. 7.4). Additionally, the 𝑝-value of the vertex fit, denoted as 𝑝(𝜒2

vertex), is presented.
In each figure, the requirement of 𝑝(𝜒2

vertex) > 0.05 is imposed. For 𝜔 → 𝜋
+
`𝜋

−
𝜋

0 decays, this requirement is
tightened to 𝑝(𝜒2

vertex) > 0.3 in the event selection, as indicated in the figure.
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Figure B.13: The invariant mass is depicted for candidates of intermediate resonances that are incorporated into
the event selection (see Tab. 7.4). Additionally, the 𝑝-value of the vertex fit, denoted as 𝑝(𝜒2

vertex), is presented.
In each figure, the requirement of 𝑝(𝜒2

vertex) > 0.05 is imposed. For 𝐷+ → 𝜋
+
` [𝐾

0
𝑆
→ 𝜋

+
𝜋
−]𝜋0 decays, this

requirement is tightened to 𝑝(𝜒2
vertex) > 0.5 in the event selection, as indicated in the figure.
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Figure B.14: The invariant mass is depicted for candidates of intermediate resonances that are evaluated to not
provide a sufficiently pure 𝐵𝐵-background suppression (see Tab. 7.4). Additionally, the 𝑝-value of the vertex fit,
denoted as 𝑝(𝜒2

vertex), is presented. In each figure, the requirement of 𝑝(𝜒2
vertex) > 0.05 is imposed.
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Figure B.15: The invariant mass is depicted for candidates of intermediate resonances that are evaluated to not
provide a sufficiently pure 𝐵𝐵-background suppression (see Tab. 7.4). Additionally, the 𝑝-value of the vertex fit,
denoted as 𝑝(𝜒2

vertex), is presented. In each figure, the requirement of 𝑝(𝜒2
vertex) > 0.05 is imposed.
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Figure B.16: The invariant mass is depicted for candidates of intermediate resonances that are evaluated to not
provide a sufficiently pure 𝐵𝐵-background suppression (see Tab. 7.4). Additionally, the 𝑝-value of the vertex fit,
denoted as 𝑝(𝜒2

vertex), is presented. In each figure, the requirement of 𝑝(𝜒2
vertex) > 0.05 is imposed.

The high-multiplicity decay 𝐷+ → 𝐾
−
𝜋
−
𝜋
+
𝜋
+
𝜋
+, illustrated in the lower three figures with various options of

hadrons mimicking the signal lepton, is excluded from the event selection solely based on the observed limited
statistical impact.
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B.5 Validation of the simulation reweighting in various control samples

In this section, the impact of the simulation reweighting, introduced in Section 7.3, is validated in
various control samples defined in Section 7.2.1.

The high-𝑝𝐵ℓ control sample, primarily comprising 𝐵 → 𝑋ℓa decays, is individually presented for
events with charged and neutral 𝐵tag candidates in Figure B.17. Low lepton-momentum 𝐵 → 𝑋ℓa

decays are examined in the low-𝑀2
miss and low-𝑞2 control samples, presented in Figures B.18 and B.19,

respectively.
Validation of the 𝐵𝐵-background reweighting is performed using the high-𝑀𝑋 control sample

illustrated in Figure B.20. The examination of background events with low 𝑀𝑋 values is carried out
in the same-flavor control sample, separately presented for charged and neutral 𝐵tag candidates in
Figures B.21 and B.22, respectively.
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(a) 𝐵+tag channel before (top) and after (bottom) the simulation reweighting
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(b) 𝐵0
tag channel before (top) and after (bottom) the simulation reweighting

Figure B.17: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2,
and 𝑀2

miss is presented for events with charged (a) and neutral (b) 𝐵tag candidates in the high-𝑝𝐵ℓ control sample.
The top rows display the distributions before reweighting, along with the uncertainty-normalized residuals
between the distributions of experimental data and simulation. In the bottom row of figures, the reweighted
distributions are presented, revealing significantly reduced residuals.
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(a) Electron channel before (top) and after (bottom) the simulation reweighting
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(b) Muon channel before (top) and after (bottom) the simulation reweighting

Figure B.18: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2,
and 𝑀2

miss is presented for the electron (a) and muon (b) channel in the low-𝑀2
miss control sample. The top

rows display the distributions before reweighting, along with the uncertainty-normalized residuals between the
distributions of experimental data and simulation. In the bottom row of figures, the reweighted distributions are
presented, revealing significantly reduced residuals.
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(a) Electron channel before (top) and after (bottom) the simulation reweighting
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(b) Muon channel before (top) and after (bottom) the simulation reweighting

Figure B.19: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 ,
𝑞

2, and 𝑀2
miss is presented for the electron (a) and muon (b) channel in the low-𝑞2 control sample. The top

rows display the distributions before reweighting, along with the uncertainty-normalized residuals between the
distributions of experimental data and simulation. In the bottom row of figures, the reweighted distributions are
presented, revealing significantly reduced residuals.
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(a) Electron channel before (top) and after (bottom) the simulation reweighting
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(b) Muon channel before (top) and after (bottom) the simulation reweighting

Figure B.20: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 ,
𝑞

2, and 𝑀2
miss is presented for the electron (a) and muon (b) channel in the high-𝑀𝑋 control sample. The top

rows display the distributions before reweighting, along with the uncertainty-normalized residuals between the
distributions of experimental data and simulation. In the bottom row of figures, the reweighted distributions are
presented, revealing significantly reduced residuals.
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(a) Electron channel before (top) and after (bottom) the simulation reweighting
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(b) Muon channel before (top) and after (bottom) the simulation reweighting

Figure B.21: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and
𝑀

2
miss is presented for the electron (a) and muon (b) channel in the same-flavor control sample with charged 𝐵tag

candidates. The top rows display the distributions before reweighting, along with the uncertainty-normalized
residuals between the distributions of experimental data and simulation. In the bottom row of figures, the
reweighted distributions are presented, revealing significantly reduced residuals.
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(a) Electron channel before (top) and after (bottom) the simulation reweighting
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(b) Muon channel before (top) and after (bottom) the simulation reweighting

Figure B.22: The impact of the simulation reweighting (see Sec. 7.3) on the kinematic quantities 𝑝𝐵ℓ , 𝑀𝑋 , 𝑞2, and
𝑀

2
miss is presented for the electron (a) and muon (b) channel in the same-flavor control sample with neutral 𝐵tag

candidates. The top rows display the distributions before reweighting, along with the uncertainty-normalized
residuals between the distributions of experimental data and simulation. In the bottom row of figures, the
reweighted distributions are presented, revealing significantly reduced residuals.
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B.6 Impact of modified 𝑫-meson decay distributions on signal decays

In Section 7.2.3, compelling evidence is found, pointing to inaccuracies in the modeling of inclusive
𝐷-meson decays as the source of discrepancies between experimental data and simulation. These
decays are unaffected by the signal-lepton flavor and the lepton momentum (see Sec. 7.3.3). Therefore,
it is expected that the correction weights, obtained with 𝐵 → 𝑋𝑐ℓa events in Section 7.3.2, should
be equally applicable to signal decays, 𝐵 → 𝑋𝑐 [𝜏 → ℓaa]a. This section aims to validate this
assumption.

For this purpose, the impacts of modified 𝐷-meson decays on the distributions of signal decays in
𝑝
𝐵
ℓ , 𝑀𝑋 , and 𝑀2

miss are examined, in analogy to Section B.3. As depicted in Figure B.23 for three
example cases, the variation in the 𝑀𝑋 distribution induced by the modified 𝐷-meson decays (yellow
vs. green distributions in the figure) indeed replicates the observed pattern for 𝐵 → 𝑋𝑐ℓa decays in
Figures B.7 and B.8.

Moreover, a comparison is made between the blue distribution, which results from the application
of 𝐵 → 𝑋𝑐ℓa-decay-based correction weights to the nominal signal decays, and the reweighted
signal-decay distribution originating from the modified 𝐷-meson decays. In the latter case, the
reweighting procedure outlined in Section 7.3 is repeated with the modified simulation samples,
resulting in new correction weights similar to the ones depicted in Figure 8.3. The application of these
new weights, derived once again from 𝐵 → 𝑋𝑐ℓa decays, transforms the yellow distribution into the
red one.

All presented quantities, 𝑝𝐵ℓ , 𝑀𝑋 , and 𝑀2
miss, show almost perfect alignment between the red and

blue distributions, as demonstrated by the normalized residuals. This alignment highlights that the
modification of 𝐷-meson decays has an identical impact on 𝐵 → 𝑋𝑐ℓa decays (used for deriving
correction weights) as it does on signal decays. Therefore, the 𝑀𝑋 -based reweighting is effective in
correcting both signal and normalization decays equally.
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Figure B.23: The impacts of modified 𝐷-meson decays on signal-decay distributions are illustrated for 𝑝𝐵ℓ , 𝑀𝑋 ,
and 𝑀2

miss. The nominal simulation is depicted in green, and the modified sample, specified in Table 6.4, is
presented in yellow.
In addition, the reweighted nominal distribution, utilizing 𝑀𝑋 -based correction weights derived with 𝐵 → 𝑋𝑐ℓa

decays, is shown in blue. A comparable reweighting based on simulations with the modified 𝐷-meson decays
results in the red distribution. Residuals of each distribution to the blue one, normalized by the statistical
uncertainty of the simulated samples, are displayed below.

193



Appendix B Additional tables and figures

B.7 Correction weights introduced in the reweighting

This section offers supplementary details regarding the simulation reweighting, as introduced in
Section 7.3.

Figures B.24 and B.25 present analogs to Figure 7.20 for each 𝑀𝑋 interval for charged 𝐵tag
candidates, used to reweight events featuring a neutral 𝐷-meson decay, and for neutral 𝐵tag candidates
used to reweight 𝐵0

sig → [𝑋𝑐 → 𝐷
+
. . . ]𝑙a decays, respectively. These figures serve as the basis for

deriving additional uncertainties for 𝐵sig → 𝑋𝑐𝑙a decays with low lepton momenta, as described in
Section 7.3.3. Tables B.3 and B.4 summarize the numerical values of the correction weights for signal
and normalization events, as well as 𝐵𝐵-background events, respectively.
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Figure B.24: The experimental-to-simulated yield ratios for 𝑩−
sig → 𝑿𝒄ℓ𝝂 decays in each 𝑀𝑋 interval for

different 𝑝𝐵ℓ intervals are presented (blue data points). Their 𝑝𝐵ℓ value corresponds to the averaged value in
experimental data in each of the intervals. The 𝜒2 test results, performed in each 𝑀𝑋 interval individually to
quantify the hypothesis that they all agree with the nominal weight derived in the full high-𝑝𝐵ℓ control sample
(yellow), is presented in each plot. A straight line is fitted to the data points and is extrapolated towards lower
values of 𝑝𝐵ℓ (red). In case of deviations larger than the statistical uncertainty of the nominal weight, additional
uncertainties are introduced for low-momentum 𝐵sig → 𝑋𝑐ℓa and 𝐵sig → 𝑋𝑐𝜏a decays (purple).
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Figure B.25: The experimental-to-simulated yield ratios for 𝑩0
sig → [𝑿𝒄 → 𝑫+ . . . ]ℓ𝝂 processes in each

𝑀𝑋 interval for different 𝑝𝐵ℓ intervals are presented (blue data points). Their 𝑝𝐵ℓ value corresponds to the
averaged value in experimental data in each of the intervals. The 𝜒2 test results, performed in each 𝑀𝑋 interval
individually to quantify the hypothesis that they all agree with the nominal weight derived in the full high-𝑝𝐵ℓ
control sample (yellow), is presented in each plot. A straight line is fitted to the data points and is extrapolated
towards lower values of 𝑝𝐵ℓ (red). In case of deviations larger than the statistical uncertainty of the nominal
weight, additional uncertainties are introduced for low-momentum 𝐵sig → 𝑋𝑐ℓa and 𝐵sig → 𝑋𝑐𝜏a decays
(purple).
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𝑀𝑋 interval 𝑩−
sig → 𝑿𝒄 𝒍𝝂 𝑩0

sig → [𝑿𝒄 → 𝑫+ . . . ]𝒍𝝂

Correction weight Correction weight

[−∞, 0.5] 1.27
(
+0.04
−0.04

) (
+0.04
−0.04

) (
+0.04
−0.06

) (
+0.04
−0.08

)
1.21

(
+0.05
−0.05
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+0.05
−0.05

) (
+0.05
−0.05

) (
+0.05
−0.05

)
[0.5, 0.75] 1.16
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+0.03
−0.03
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+0.03
−0.03
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+0.03
−0.03

) (
+0.05
−0.03

)
1.12
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+0.05
−0.05
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+0.05
−0.05
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−0.05

) (
+0.13
−0.05

)
[0.75, 0.95] 1.17
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−0.02
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+0.02
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) (
+0.02
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−0.07

)
1.25

(
+0.05
−0.05

) (
+0.06
−0.05

) (
+0.11
−0.05

) (
+0.16
−0.05

)
[0.95, 1.15] 1.15

(
+0.02
−0.02

) (
+0.02
−0.05

) (
+0.02
−0.07

) (
+0.02
−0.09

)
1.15

(
+0.04
−0.04

) (
+0.15
−0.04

) (
+0.26
−0.04

) (
+0.37
−0.04

)
[1.15, 1.3] 1.14

(
+0.02
−0.02

) (
+0.02
−0.03

) (
+0.02
−0.05

) (
+0.02
−0.07

)
1.12

(
+0.04
−0.04

) (
+0.04
−0.06

) (
+0.04
−0.07

) (
+0.04
−0.09

)
[1.3, 1.45] 1.08

(
+0.02
−0.02

) (
+0.05
−0.02

) (
+0.07
−0.02

) (
+0.10
−0.02

)
1.14

(
+0.04
−0.04

) (
+0.04
−0.04

) (
+0.04
−0.04

) (
+0.04
−0.04

)
[1.45, 1.55] 1.08

(
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.04
−0.02

) (
+0.05
−0.02

)
0.97

(
+0.05
−0.05

) (
+0.13
−0.05

) (
+0.21
−0.05

) (
+0.30
−0.05

)
[1.55, 1.65] 1.05

(
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.03
−0.02

)
1.06

(
+0.05
−0.05

) (
+0.05
−0.08

) (
+0.05
−0.13

) (
+0.05
−0.19

)
[1.65, 1.75] 1.09

(
+0.02
−0.02

) (
+0.02
−0.03

) (
+0.02
−0.04

) (
+0.02
−0.06

)
0.88

(
+0.05
−0.05

) (
+0.05
−0.08

) (
+0.05
−0.14

) (
+0.05
−0.22

)
[1.75, 1.85] 1.05

(
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.02
−0.02

)
0.98

(
+0.05
−0.05

) (
+0.05
−0.05

) (
+0.05
−0.05

) (
+0.05
−0.05

)
[1.85, 1.95] 0.97

(
+0.01
−0.01

) (
+0.02
−0.01

) (
+0.03
−0.01

) (
+0.05
−0.01

)
0.92

(
+0.04
−0.04

) (
+0.12
−0.04

) (
+0.21
−0.04

) (
+0.31
−0.04

)
[1.95, 2.05] 0.93

(
+0.01
−0.01

) (
+0.04
−0.01

) (
+0.07
−0.01

) (
+0.10
−0.01

)
0.86

(
+0.05
−0.05

) (
+0.05
−0.05

) (
+0.05
−0.05

) (
+0.05
−0.05

)
[2.05, 2.2] 0.88

(
+0.01
−0.01

) (
+0.01
−0.01

) (
+0.02
−0.01

) (
+0.03
−0.01

)
0.85

(
+0.05
−0.05

) (
+0.05
−0.05

) (
+0.06
−0.05

) (
+0.08
−0.05

)
[2.2, 2.35] 0.83

(
+0.02
−0.02

) (
+0.03
−0.02

) (
+0.05
−0.02

) (
+0.08
−0.02

)
0.92

(
+0.07
−0.07

) (
+0.07
−0.07

) (
+0.07
−0.07

) (
+0.07
−0.07

)
[2.35, 2.6] 0.78

(
+0.02
−0.02

) (
+0.02
−0.03

) (
+0.02
−0.05

) (
+0.02
−0.07

)
0.95

(
+0.07
−0.07

) (
+0.07
−0.07

) (
+0.07
−0.07

) (
+0.07
−0.07

)
[2.6, 3.0] 0.80

(
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.02
−0.02

) (
+0.02
−0.02

)
0.87

(
+0.10
−0.10

) (
+0.10
−0.17

) (
+0.10
−0.30

) (
+0.10
−0.46

)
[3.0,∞] 0.93

(
+0.04
−0.04

) (
+0.04
−0.09

) (
+0.04
−0.17

) (
+0.04
−0.26

)
1.04

(
+0.18
−0.18

) (
+0.18
−0.26

) (
+0.18
−0.54
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)
Table B.3: The correction weights, obtained in Section 7.3.2, for 𝐵 → 𝑋𝑐ℓa and 𝐵 → 𝑋𝑐𝜏a decays are
summarized for each 𝑀𝑋 interval. The first set of uncertainties is applied to events satisfying 𝑝𝐵ℓ > 1.4 GeV
and is derived based on the statistical precision of experimental data and simulation in the corresponding 𝑀𝑋

interval. As described in Section 7.3.3, additional uncertainties are applied to 𝐵 → 𝑋𝑐 𝑙a decays outside of the
high-𝑝𝐵ℓ control sample. They are summarized subsequently. The second set of uncertainties refers to processes
with 𝑝𝐵ℓ ∈ [1.15 GeV, 1.4 GeV], followed by uncertainties for 𝑝𝐵ℓ ∈ (0.85 GeV, 1.15 GeV] and 𝑝𝐵ℓ ≤ 0.85 GeV.
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(𝑝ℓ , 𝑀𝑋 ) Secondaries Muon fakes
interval number Correction weight Correction weight

1 1.10(±0.02) (±0.10) –

2 1.00(±0.02) (±0.04) –

3 0.91(±0.02) (±0.09) –

4 0.91(±0.02) (±0.09) –

5 0.80(±0.02) (±0.20) –

6 1.12(±0.04) (±0.12) 0.40 ± 0.20

7 1.14(±0.04) (±0.14) 0.98 ± 0.12

8 1.10(±0.04) (±0.10) 0.90 ± 0.11

9 1.04(±0.04) (±0.04) 0.84 ± 0.09

10 0.97(±0.03) (±0.03) 0.96 ± 0.07

11 0.97(±0.05) (±0.09) 1.00 ± 0.06

12 1.06(±0.05) (±0.06) 1.12 ± 0.19

13 1.06(±0.04) (±0.06) 1.00 ± 0.11

14 1.07(±0.05) (±0.07) 1.05 ± 0.09

15 1.10(±0.05) (±0.10) 1.46 ± 0.16

16 0.95(±0.09) (±0.17) 1.27 ± 0.23

Table B.4: The correction weights, obtained in Section 7.3.4, for 𝐵𝐵-background events are summarized for
each (𝑝ℓ , 𝑀𝑋 ) interval (numbered in Fig. 7.23). For secondaries, the first set of uncertainties is applied to all
events featuring a 𝐵sig decay into a single 𝑋𝑐 meson. The second set of uncertainties is applied to all remaining
secondaries, including these originating from 𝐵 → 𝑋𝑐𝑋𝑐 decays, as well as from events referred to as tertiaries
in Section 7.1.
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B.8 𝑫-meson decay distributions to validate uncertainties on 𝑹(𝑿𝝉/ℓ)

In Section 8.1.3, the uncertainties on 𝑅(𝑋𝜏/ℓ) associated with the simulation reweighting are validated
using various 𝐷-meson decay distributions, detailed in Tables B.5 and B.6. Most distributions are
reused and relabeled1 from the prior study that investigated the effects on 𝑅(𝑋𝑒/`) in Section 6.1.3, as
highlighted by equal arrow symbols representing varied decays into kaon types. Minor variations in
kaon fractions in comparison to Table 6.4 are due to an updated data set.

Additionally, distributions 4, 5, 7, 8, 10, 11, 13, and 14 are introduced in this study to capture more
reasonable changes corresponding to one to two standard deviations. Previous distribution 7 from
Table 6.4, associated with a global pull of twelve standard deviations, is considered too unrealistic and
is excluded from this investigation.

𝐷 → . . . Distr. 1: 𝐾∗ ⇑ [%] Distr. 2: 𝐾∗ ⇑⇑ [%] Distr. 3: 𝐾∗ ⇓⇓ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 54.9 34.4 52.8 41.6 57.3 26.4

𝐾
+ 3.4 6.4 3.1 5.5 3.8 7.2

𝐾
0/ 𝐾0 41.7 55.3 44.9 51.1 37.9 59.7

𝐾
∗+/ 𝐾∗− 18.0 6.0 27.9 7.6 6.6 2.6

𝐾
∗0/ 𝐾∗0 12.7 28.4 17.9 45.0 4.9 9.9

𝐷 → . . . Distr. 4: 𝐾0 ↓ [%] Distr. 5: 𝐾0 ⇓ [%] Distr. 6: 𝐾0 ⇓↓ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 57.7 32.5 59.4 34.5 62.8 38.4

𝐾
+ 3.6 6.9 3.5 7.1 3.5 7.4

𝐾
0/ 𝐾0 37.9 54.6 35.9 51.7 31.9 46.0

𝐾
∗+/ 𝐾∗− 12.3 4.4 12.1 4.3 11.5 4.1

𝐾
∗0/ 𝐾∗0 9.1 19.9 9.1 20.4 9.1 21.4

𝐷 → . . . Distr. 7: 𝐾0 ↑ [%] Distr. 8: 𝐾0 ⇑ [%] Distr. 9: 𝐾0 ⇑↑ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 54.3 28.5 53.3 26.5 49.3 22.5

𝐾
+ 3.6 6.7 3.6 6.5 3.6 6.2

𝐾
0/ 𝐾0 41.9 60.3 43.9 63.2 47.9 69.0

𝐾
∗+/ 𝐾∗− 12.9 4.7 13.2 4.8 13.7 5.0

𝐾
∗0/ 𝐾∗0 9.1 18.9 9.1 18.4 9.1 17.3

Table B.5: The probed 𝐷-meson decay distributions are presented. They are created by up- and downweighting
of certain inclusive 𝐷-meson branching fractions to specific kaon flavors, as indicated in each title. The nominal
𝐷-meson decay distribution in simulation and the experimental world average is presented in Table 7.5.

1 The numbering of distributions 1, 2, and 3 remains unchanged. Previous distributions 4, 5, 6, 8, and 9 are now labeled as
distribution numbers 6, 9, 12, 15, and 16, respectively.
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B.8 𝐷-meson decay distributions to validate uncertainties on 𝑅(𝑋𝜏/ℓ)

𝐷 → . . . Distr. 10: 𝐾± ↑ [%] Distr. 11: 𝐾± ⇑ [%] Distr. 12: 𝐾± ⇑↑ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 58.8 32.0 61.6 33.5 67.2 36.6

𝐾
+ 3.7 6.9 3.8 7.1 4.0 7.4

𝐾
0/ 𝐾0 37.6 56.3 35.3 55.0 30.6 52.6

𝐾
∗+/ 𝐾∗− 12.3 4.5 12.0 4.5 11.5 4.4

𝐾
∗0/ 𝐾∗0 9.2 19.9 9.2 20.4 9.3 21.3

𝐷 → . . . Distr. 13: 𝐾± ↓ [%] Distr. 14: 𝐾± ⇓ [%] Distr. 15: 𝐾± ⇓↓ [%]
+ anything B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+) B(𝐷0) B(𝐷+)

𝐾
− 53.2 29.0 50.4 27.4 47.6 25.9

𝐾
+ 3.5 6.7 3.4 6.5 3.2 6.4

𝐾
0/ 𝐾0 42.2 58.7 44.5 59.9 46.8 61.1

𝐾
∗+/ 𝐾∗− 12.9 4.6 13.2 4.6 13.5 4.6

𝐾
∗0/ 𝐾∗0 9.1 18.9 9.0 18.4 9.0 17.9

𝐷 → . . . Distr. 16: 𝐾± ⇓⇓↓ [%]
+ anything B(𝐷0) B(𝐷+)

𝐾
− 39.2 21.3

𝐾
+ 2.9 5.9

𝐾
0/ 𝐾0 53.8 64.8

𝐾
∗+/ 𝐾∗− 14.3 4.7

𝐾
∗0/ 𝐾∗0 8.9 16.5

Table B.6: The probed 𝐷-meson decay distributions are presented. They are created by up- and downweighting
of certain inclusive 𝐷-meson branching fractions to specific kaon flavors, as indicated in each title. The nominal
𝐷-meson decay distribution in simulation and the experimental world average is presented in Table 7.5.
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Appendix B Additional tables and figures

B.9 Pre-fit distributions of 𝒑𝑩
ℓ and 𝑴2

miss in various subsets of data

Figures B.26 and B.27 present the two-dimensional pre-fit distributions of 𝑝𝐵ℓ and 𝑀2
miss, segmented

into intervals used in the signal extraction, for subsets in the electron and muon channels, respectively.
The subsets are based on the 𝐵tag-candidate and signal-lepton charge. Excellent agreement between
experimental data and simulation is observed. The full spectra are depicted in Figure 8.8.
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Figure B.26: The two-dimensional pre-fit distributions of 𝑝𝐵ℓ and 𝑀2
miss, segmented into intervals used in the

signal extraction, for subsets in the electron channel are shown. The subsets are based on the 𝐵tag-candidate
and signal-lepton charge.
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B.9 Pre-fit distributions of 𝑝𝐵ℓ and 𝑀2
miss in various subsets of data
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Figure B.27: The two-dimensional pre-fit distributions of 𝑝𝐵ℓ and 𝑀2
miss, segmented into intervals used in the

signal extraction, for subsets in the muon channel are shown. The subsets are based on the 𝐵tag-candidate and
signal-lepton charge.
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