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CHAPTER 1

Prologue

The ΛCDM model of cosmology in combination with the Standard Model of particle physics
(SM) provides the best understanding of the universe at both galactic and sub-atomic scales.
The gravitational force is explained by Einstein’s theory of relativity, which is the basis
of the ΛCDM model. The measurements from the Planck Collaboration [1] show that the
universe comprises of about 70% dark energy, 25% dark matter, and 5% ordinary matter. The
Standard Model of particle physics is a theory that gives a description of the fundamental
building blocks of ordinary matter and the interactions among them namely the electroweak
and the strong forces. The predictions of this theory have been tested and proven with high
precision. A theory that only describes 5% of the universe may seem inconsequential, but
the Standard Model can provide an explanation for the mechanism that makes the stars
shine, all 1× 1024 of them. Till date, there exists very limited understanding of both dark
matter and dark energy. Dark matter is said to interact using gravitational forces but not
electromagnetic forces. Dark energy is the form of energy that is driving the accelerated
expansion of the universe.

The discovery of the Higgs boson in 2012 by both the ATLAS and CMS collaborations [2, 3]
using high energy proton-proton collisions at the Large Hadron Collider (LHC) ensured that
all particles predicted by the SM were experimentally discovered. In the subsequent years,
the Higgs boson and other SM particles have been studied in great detail using the data
collected during the Run 1 and Run 2 of the LHC. The most precise measurement of the Higgs
boson mass is (125.11± 0.11) GeV which was performed by the ATLAS collaboration [4]. On
the contrary, the quantum corrections for the predicted Higgs mass due to the interactions
of the Higgs boson and other SM particles are proportional to the next scale of new physics,
which is the Planck scale (1× 1019 GeV) according to the current theories. Thus, there exists
a significant discrepancy among the predicted and measured value of the Higgs boson
mass. This problem is called the Higgs mass hierarchy problem. Theorists have proposed
numerous theories that solve this problem by cancelling these corrections arising from the
interactions of new particles predicted in these theories and the Higgs boson.

The high centre-of-mass energies of the proton-proton collisions at the LHC were the
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perfect toolkit to probe the validity of these Beyond Standard Model (BSM) theories. The
13 TeV centre-of-mass energy used in the Run 2 of the LHC from 2015 to 2018 provided
an opportunity to study unexplored high-energy domains. The new physics program of
the LHC mainly comprised of experimental searches of hypothesised particles using the
collision data gathered by the ATLAS and CMS detectors. Predictions from theories like
Supersymmetry [5, 6], Composite Higgs models [7, 8], Little Higgs models [9–11] were
extensively tested.

Premise and organisation of thesis

One such prediction of various BSM theories is the existence of particles called Vector-like
quarks [12–14], whose properties slightly differ from Standard Model quarks. Unlike SM
particles, these particles’ mass does not arise due to the Higgs mechanism. This ensures
that Higgs measurements do not constrain the predictions concerning vector-like quarks.
This thesis uses Run 2 LHC collision data collected by the ATLAS detector to search for the
existence of vector-like quarks. These particles can be produced both via single production
and pair production. In the phenomenological predictions, the single production has a
higher production cross-section compared to pair production at higher energies. Thus,
this thesis focusses on the single production search. There are several types of vector-like
quarks that are hypothesised in theories. Vector-like quarks predominantly couple with
third generation SM quarks in association with SM bosons. Among the various decay modes,
the decay mode involving a W-boson and a b-quark was studied in this thesis. This choice
was motivated by the relative high branching fraction of vector-like quarks to this decay
mode. While studying decay modes in LHC collisions, only the the final decay mode can
be directly accessed. For example, rather than measuring the W-boson, the decay products
of a W-boson are used. For this thesis, both the leptonic and hadronic decay modes were
probed. The leptonic decay mode was studied using the 2015-2016 collision dataset whereas
the hadronic decay mode was investigated using the full Run 2 collision dataset collected
from 2015-2018. The search for vector-like quarks performed in this thesis using the Wb
hadronic decay mode is the first of its kind.

This thesis is divided into three parts. The Part I introduces all general concepts, tools,
and methodologies that have been used for this thesis. The Part II details the analysis and
results of the search using the leptonic decay mode with 2015-2016 data. The work for this
part resulted in a publication by the ATLAS collaboration [15]. The Part III describes the
analysis and results of the search using the hadronic decay mode with 2015-2018 data. This
work is currently in review by the ATLAS collaboration for an upcoming publication.
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Part I

General concepts
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CHAPTER 2

Theoretical concepts

In this chapter, the key theoretical aspects of particle physics will be introduced. After
introducing the basic theoretical terminology that will be used in this thesis, the Standard
Model of particle physics (SM) will be discussed in detail. The SM is the best theory to date
which can describe the electroweak and the strong forces. Although the SM has been verified
to extreme precision, it still has certain drawbacks. These shortcomings of the SM will be
described in the following section of this chapter. Then, various Beyond Standard Model
theories that mitigate these shortcomings will be presented. Finally, the phenomenology
and previous experimental searches of vector-like quarks will be discussed

2.1 Basic terminology in particle physics

Natural units

In the scientific field of particle physics, rather than using the SI units, a system of units
called natural units is used. Natural units are units defined in terms of physical constants. In
this system of units, the Planck’s constant h̄, the gravitational constant G, the speed of light
in vacuum c, and the Boltzmann constants kB are taken as unity i.e. h̄ = G = c = kB = 1.
Electronvolt (eV) is the fundamental unit in this system of units. Since most physical
processes considered in this thesis occur at high energy, observables like mass and energy
will be expressed in units of MeV, GeV, or TeV.

Cross-section and Luminosity

Scattering experiments are mostly used in particle physics to test the various predictions of
theoretical models. The cross-section, σ, of a scattering process defined as the effective area
where the process occurs is a physical observable that is frequently used to test theoretical
models. The cross-section is a measure of the probability of the occurrence of the process
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I General concepts

that is being observed. It can be calculated theoretically as

σ ∝
∫
|M|2 dρ, (2.1)

where M is the matrix element of the process and
∫

dρ is the integral over the whole phase
space. The matrix element is a measure of the amplitude of the transition from the initial
to the final state of the scattering process that is being observed. The cross-section σ can be
denoted in terms of the rate of observed events Nobs

dNobs

dt
= σ ·L (2.2)

=⇒ Nobs = σ
∫

L dt, (2.3)

where L is called the instantaneous luminosity and
∫

L dt is the integrated luminosity.
The unit of cross-section is barn (1 b = 1× 10−24 cm2). Thus, instantaneous luminosity can
be expressed in units of cm−2s−1 and integrated luminosity in units of b−1. In a collider
experiment, where two beams with n1 and n2 particles each collide in bunches with frequency
f , the luminosity can be written as

L = f
n1n2

4πσxσy
. (2.4)

Here, σx and σy characterise the root mean square transverse beam sizes in the horizontal
and vertical directions respectively [6].

Decay width and branching fraction

In scattering experiments, the final state particles generally decay into lighter particles. If
such a particle decays with a lifetime τ, then the decay width Γ is defined as

Γ =
1
τ

(2.5)

in natural units. Most particles decay via more than one decay mode. Suppose a particle
has i decay modes with individual decay widths Γi and total decay width Γtotal then the
branching fraction Bi for the i-th decay mode is defined as

Bi =
Γi

Γtotal
(2.6)
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Chapter 2 Theoretical concepts

Feynman diagrams

Richard Feynman formulated an elegant method to represent any scattering process and
calculate the corresponding matrix element M using perturbative expansion [16]. It is a
way of computing a physical observable by expanding the given observable in a power
series of the coupling strength associated with the scattering process. Feynman diagrams
are space-time diagrams that illustrate a scattering process and the corresponding matrix
element M can be calculated with the help of these diagrams using certain rules. These rules
namely Feynman rules, dictate the scheme that needs to be used to compute the analytical
expression for M, given a unique Lagrangian density. To illustrate this idea in detail, the
Feynman diagrams of Bhabha (electron-positron) scattering will be used.The two Feynman
diagrams for Bhabha scattering are shown in Fig. 2.1. In the convention used in this thesis,
time goes from left to right in all Feynman diagrams.

(a) s-channel diagram (b) t-channel diagram

Figure 2.1: Feynman diagrams for s-channel and t-channel processes.

Here, incoming particles (anti-particles) are denoted by incoming (outgoing) arrows. At
each vertex, all conservation laws are preserved. In Fig. 2.1(a), a “time-like” virtual photon is
exchanged during the e−e+ scattering, whereas in Fig. 2.1(b) a “space-like” virtual photon is
exchanged. The Feynman diagram in Fig. 2.1(a) is called s-channel (s = (pe− + pe+)

2) since
|M| ∝ 1/s, where s is the centre of mass energy of the system. For Fig. 2.1(b), |M| ∝ 1/t,
where t = (pincoming

e−
− poutgoing

e−
)2. In Feynman diagrams, each vertex contributes one

order of electric charge to M. For Bhabha scattering, that charge is the electric charge e
of e−and e+. Thus, both the diagrams in Fig. 2.1, |M| ∝ αEM, where the electromagnetic
constant αEM = e2

4π ,. In perturbative expansion, such diagrams are called “tree-level” or
“leading-order” (LO) diagrams. Higher order terms in the expansion are called next-to-
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I General concepts

leading order (NLO), next-to-next-to-leading order (NNLO). and so on. For NLO and
NNLO, the number of diagrams increase by a significant amount and |M| is proportional
to higher orders of αEM. As αEM << 1, NLO and NNLO contributions are smaller than LO
contributions. A NLO diagram depicting loop-corrections to Bhabha scattering is shown
in Fig. 2.2.

Figure 2.2: A NLO diagrams for the Bhabha Scattering.

2.2 Standard Model of particle physics

The Standard Model (SM) of particle physics is the most accurate and precise theoretical
description of the known fundamental particles and their interactions. The content of the
SM can be classified into two broad categories, fermions and bosons. Fermions are spin-1/2
particles governed by the Fermi-Dirac statistics and are the fundamental building blocks of
ordinary matter. Bosons are integer-spin articles governed by the Bose-Einstein statistics
which describe the interactions among the fermions and themselves. Fermions can be further
sub-divided into quarks and leptons, whereas the bosons can be classified into gauge bosons
and the Higgs boson. The particle content of the SM is shown in Fig. 2.3. Both the leptons
and quarks have corresponding anti-particles with opposite quantum numbers. The neutral
bosons are their own anti-particles. The W−-boson is the anti-particle of W+-boson. The
lines represent the allowed interactions among the various particles. The details of the SM
will be discussed in detail in the following sections.

Lagrangian of the SM

The SM is a combination of quantum field theories (QFT) that provides a complete theoretical
description of the electroweak and strong interactions. The type of quantum field theories
that constitute the SM are called gauge theories. These theories have certain symmetries,
namely gauge symmetries. A simple example of a gauge symmetry is the symmetry of Aµ
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Chapter 2 Theoretical concepts

Figure 2.3: A representation of the different particles and allowed interactions of the Standard Model.

in Maxwell’s equations. These symmetries imply that a given QFT is invariant under certain
mathematical transformations called gauge transformations. Invariance under gauge trans-
formations ensures unitarity is preserved in a QFT. As a result of gauge invariance, the SM
can be embedded in a Lie group SU(3)× SU(2)×U(1). In mathematical terminology, the
fermions are the irreducible representations of this group and the bosons are its generators.
Like any other physical theory, a QFT can be described entirely by its Lagrangian, L. Since
for a QFT, the fields are the fundamental quantities, and the space-time coordinates are mere
labels, the Lagrangian density L is used (L =

∫
dtd3xL). The SM Lagrangian L1 can be

written as [17]

L = Lbosons + Lfermions + LYukawa + LHiggs (2.7)

=

(
−1

4
Fa

µνFaµv
)
+
(

iψ̄iγµDµψi
)
+
(

ψ̄i
LVijΦψ

j
R + h.c.

)
+

(∣∣∣DµΦ
∣∣∣2 −V(Φ)

)
. (2.8)

1 From here, Lagrangian will mean Lagrangian density if not specified otherwise.
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I General concepts

Here, Lbosons and Lfermions denote the interactions among the fermions and the gauge bosons.
Fa

µν is the stress-energy tensor of the gauge bosons and ψi is the spinor of the i-th fermion.
The Yukawa term, LYukawa, is the mass-term for the various particles which arises due to
the Higgs mechanism. The Higgs term is responsible for the various SM particles achieving
mass. The Higgs term also quantifies the self-interactions of the Higgs field.

2.2.1 Electroweak interactions

The theory of electroweak interactions is a unification of the electromagnetic and weak
forces, first proposed by Glashow, Salam, and Weinberg [18–20]. This theory of quantisation
of the electromagnetic force known as Quantum Electrodynamics (QED) was first developed
in the 1940s be Feynman, Schwinger, and Tomonoga [21–23]. QED was developed as a
gauge theory with the generator being the photon. The predictions for Bhabha scattering,
as shown in Fig. 2.1, can be computed using QED. Weak interactions describe physical
processes like the β-decay. The theory of weak interactions was first developed by Fermi [24]
as a 4-point theory to describe the β-decay. In the 1950s, Wu discovered parity violation
in weak interactions in a β-decay experiment involving the decay of unstable cobalt-60 to
stable nickel-60 [25]. Subsequently, to incorporate parity violation, Feynman, Gell-Mann [26]
and Sudarshan, Marshak [27] formulated the V-A theory of weak interactions.

The Glashow-Salam-Weinberg model successfully unified the V-A theory and QED. This
new theory can be embedded into a SU(2)L ×U(1)Y group. The SU(2) symmetry trans-
formations act on the isospin of the left handed fermions indicated by the subscript L. The
U(1) symmetry acts on the hypercharge (Y), a linear combination of electric charge and
the third component of the isospin, irrespective of the chirality of the fermions. The left-
handed leptons (`L) are grouped into SU(2) doublets, and the right handed leptons `R are
represented as singlets.

`L =

(
νe
e

)
L

,
(

νµ

µ

)
L

,
(

ντ

τ

)
L

`R = eR, µR, τR

Here, e, µ, and τ denote the electron, muon, and tau lepton respectively. The SM does
not allow the presence of right-handed neutrinos. In electroweak theory, neutrinos are
massless. The symmetry group SU(2)L ×U(1)Y has four generators, and thus four-vector
fields W1,2,3

µ , Bµ describe them. The gauge bosons of the elctroweak theory, W±, Z, and the
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Chapter 2 Theoretical concepts

photon (A) can be written as a linear combination of the four fields, W1,2,3
µ and Bµ.

W±µ =

√
1
2

(
W1

µ ∓ iW2
µ

)
Aµ = Bµ cos θW + W3

µ cos θW

Zµ = −Bµ cos θW + W3
µ cos θW

tan θW =
g′

g
e = g sin θW = g′ cos θW

cos θW =
mW
mZ

(2.9)

Here, θW is the Weinberg angle, the tangent of which quantifies the ratio of the U(1)Y
hypercharge coupling g and SU(2)L isospin coupling g′. The Weinberg angle also relates g,
g′, and the electric charge e. Since the elctroweak force violates parity conservation, only the
left-handed leptons `L interact with W± via charged interactions, but both `L and `R interact
with both the Z and the photon via neutral interactions. The first experimental evidence of
electroweak theory was the discovery of weak neutral current at CERN in 1973 using the
Gargamelle bubble chamber [28]. The W and the Z bosons were discovered later in 1983 at
the Spp̄S at CERN by the UA1 and the UA2 collaborations [29–32].

For the quark sector, the electroweak interactions work similarly with the quarks being
embedded in SU(2) doublets.

Q =

(
u
d′

)
,
(

c
s′

)
,
(

t
b′

)
These doublets comprise the flavour eigenstates. Since all quarks are massive,2 the mass
and flavour eigenstates are not identical under the electroweak theory. For the up-type
quarks the mass and flavour eigenstates are congruent but for down-type quarks, the mass
eigenstates are related to the flavour eigenstates via the Cabibbo–Kobayashi–Maskawa
(CKM) matrix [33, 34] in the following mannerd

s
b

 =

Vud Vus Vub
Vcd Vcs Vcb
Vtd Vts Vtb

d′

s′

b′

 (2.10)

The values of the CKM matrix have been determined experimentally with the diagonal
having values close to unity [6].

2.2.2 Strong interactions

In the 1950s, a plethora of particles like pions, kaons, and baryons that interact via the strong
force was discovered. In the early 1960s, Gell-Mann and Ne’eman independently proposed

2 Neutrinos are massless in the SM and thus we do not have a separate mass eigenstate for leptons.
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a SU(3) symmetry to classify baryons and mesons in a “broken eightfold way” with the
mesons being embedded in an octet and baryons in a ten-fold representation [35, 36]. This
formulation predicted the existence of particles like the Ω baryon which was later discovered
in 1964 [37]. Gell-Mann and Zweig independently theorised particles called “quarks” [38,
39].3 Three quarks with spin 1/2, namely up , down, and strange were predicted in the SU(3)
model with respective electric charges of −1/3, 2/3, and− 1/3. The apparent violation of
Pauli exclusion principle in the discovery of the ∆+++ resonance [40] was resolved by the
prediction of a new charge called “colour”, which could be “red”, “green”, and “blue” [41,
42].

In the late 1960s, experiments at SLAC [43, 44] using electron-proton collisions indicated a
hard-structure inside the proton. Feynman theorised that the proton was made up of charged
“partons”. Later experiments from both CERN and SLAC confirmed that these partons were
indeed the quarks predicted by Gell-Mann. Finally, Quantum Chromodynamics (QCD) was
proposed as a complete theory with SU(3)C (C denotes colour charge) gauge symmetry [45].
The eight massless generators of this symmetry called gluons were predicted to be the carrier
of the strong force. The discovery of gluons at PETRA in 1979 [46–49] cemented QCD as the
theory of the strong interactions.

Asymptotic freedom and confinement

Unlike photons, gluons self-interact. This property of gluons leads to the fact that the strong
force becomes asymptotically weak at increasing energies or decreasing lengths. Asymptotic
freedom [50, 51] in QCD happens because in vacuum the “anti-screening” among the gluons
exceed the “screening” among the quarks. Thus, the strong coupling constant αs evolves
with energy (Q) as

αs(Q) ∝
1

ln
(

Q
Λ

) . (2.11)

This equation is called the Renormalisation Group Equation (RGE). In perturbation theory,
any observed physical quantity can be written as a power series of the coupling constant
e.g. αs. In gauge theories like QCD, the power series includes loop divergences. These
divergences are done away with by rewriting the theory in terms of “renormalised” physical
quantities like the mass or the charge as a function of energy scales. Since a measured
quantity like mass or charge cannot change as a function of energy (Q), the energy depend-
ence is absorbed into the coupling αs via the RGE. The running of αs has been verified
experimentally as shown in Fig. 2.4. From Eq. (2.11), it follows that at length scales less than
1/Λ, where Λ is the QCD scale parameter, quarks do not couple strongly. Experiments have
shown that 1/Λ ≈ 1 fm, the dimension of light hadrons. At length scales greater than 1/Λ,
quarks couple strongly and cannot exist in “bare” form. They form bound states such as
mesons (quark anti-quark pair) and baryons (three quarks or anti-quarks). This feature of
3 Zweig had named the same particles as aces.
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QCD is known as confinement. It should be noted that at low energies perturbative methods
are not valid as αs grows exponentially (as shown in Fig. 2.4). Non-perturbative methods
like lattice QCD have been successful in predicting experimental results such as masses of
light hadrons [52] at high precision.
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Figure 2.4: The running of αs as a function of energy (Q) as measured by various experiments [53].

Parton density functions

The LHC collides bunches of protons at very high energies. When two protons collide with
each other in a scattering process pp→ X, due to asymptotic freedom, this process can be
thought as an effective collision of the partons in each of the protons. The partons can be
the valence quarks (uud), the gluons, or the “sea” of quark anti-quark pairs of non-valence
quarks created from the gluons. The cross-section of the process σpp→X can be factorised [54]
in terms of individual partonic cross-sections σij→X as

σpp→X = ∑
i,j

∫
dxidxj fi

(
xi, µ2

F

)
f j

(
xj, µ2

F

)
σ̂ij→X

(
xi, xj, µ2

R, µ2
F

)
, (2.12)

where the two protons have i and j partons with momentum fractions xi/j =
pproton

pi/j−th parton

respectively. Here, fi

(
xi, µ2

F

)
is the parton density function (PDF) of the i-th parton. It is

measure of the probability of finding the i-th parton inside a given proton with momentum
fraction xi of the total momentum of the proton at an energy scale µ2

F. PDFs are measured ex-
perimentally by combining data collected at different colliders. Various sets of measurements
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of PDFs like NNPDF2.3 [55] and CT10 NNLO [56] are used by the ATLAS collaboration.
The measurements for PDFs are only possible at certain energy scales but they need to
be extrapolated to other energies. The dependence of quark and gluon PDFs f

(
x, µ2

F

)
on

energy scales (µ2
F) can be parameterised using the DGLAP equations [57–59]

µ2
F

d fa

(
x, µ2

F

)
dµ2

F
= ∑

b∈{q,g}

∫ 1

x

dz
z

αs
2π

P̂ba(z) fb

(
x/z, µ2

F

)
(2.13)

where the sum ranges over both quarks (q) and gluons (g), and Pab describes the splitting
from parton a to b(a, b = q, g). P(ab) can be itself written as power expansion in terms of
the strong coupling constant αs. The CT10 NNLO PDFs at 8 GeV and 85 GeV for the valence
quarks, gluons, and the quark “sea” are shown in Fig. 2.5. These PDFs have been calculated
using the 3-loop DGLAP equations [56].

Figure 2.5: The CT10 NNLO PDFs for the valence quarks, gluons, and the quark “sea” at 8 GeV and
85 GeV respectively. The sea and gluon PDFs are scaled by a factor of 0.1. Here the sea is comprised
of 2(ū + d̄ + s̄) [56].

Parton shower and hadronisation

The physical implication of the DGLAP equations is that if a parton a is resolved in the parent
hadron at µ2

F, then it may have been produced via the splitting of parton b at µ2
F + dµ2

F [60].
Thus, the hard-scattering of two protons, as performed at the LHC, is accompanied by extra
partons which further radiate gluons. These gluons can subsequently decay into quark anti-
quark pairs or radiate more gluons. This forms a parton shower. But due to the confinement
property of QCD, these quarks hadronise above the QCD scale Λ. This whole process of
parton showering and hadronisation is simulated using Monte Carlo methods. A detailed
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mathematical description of the showering and hadronisation is shown in Ref. [60], whereas
a schematic representation of this process is depicted in Fig. 2.6.

Figure 2.6: A schematic representation of a proton-proton collision as modelled by a Monte Carlo
generator [60].

2.2.3 Higgs mechanism

The electroweak theory and QCD Lagrangians do not contain any mass-terms. The weak
gauge bosons and the fermions achieve mass in the SM through a mechanism called the
Brout-Englert-Higgs mechanism [61, 62]. The Brout-Englert-Higgs mechanism is a way of
spontaneously breaking the gauge symmetries by introducing a new field Φ, the Higgs field.
To achieve this, an extra term is introduced in the SM Lagrangian LHiggs (the fourth term
in Section 2.2).

LHiggs =
∣∣∣DµΦ

∣∣∣2 −V(Φ) (2.14)

=
∣∣∣DµΦ

∣∣∣2 −(−µ2Φ†Φ + λ
(

Φ†Φ
)2
)

, (2.15)

15



I General concepts

where the Higgs field Φ is a complex doublet. Evidently, the potential V(φ) has a minima at
{Φ} = 0 for µ2 < 0 but for µ2 > 0 the potential acquires a vacuum expectation value (vev)

{φ} =

√
µ2

2λ
=

v√
2

(2.16)

The ground state Φ0 can be written as following

Φ0 =

√
1
2

(
0
v

)
(2.17)

and this ground state spontaneously breaks the SU(2) symmetry of the potential. Sub-
sequently, according to perturbation theory, the Lagrangian can be expanded around the
minima using the substitution v → v + h(x), where h(x) is a neutral field. This gives rise
to mass terms for the electroweak gauge bosons W± and Z, and a mass-term for the field
h. This neutral field is called the Higgs field and the boson for this field is called the Higgs
boson. In addition, this expansion also leads to trilinear (hhh) and quartic Higgs (hhhh)
self-couplings and couplings of the Higgs boson to the gauge bosons V in the form of hhVV
and hVV. The masses can be written in terms of the vev v as

mW =
1
2

gv, mZ =
1
2

√
g2 + g′

2
v, mh =

√
2λv (2.18)

Yukawa term

The Higgs field can also be used to generate mass terms for the fermions. This is achieved by
introducing a gauge-invariant term in the SM Lagrangian called the Yukawa term LYukawa
(the third term in Section 2.2) by combining the left and right-handed fermions and the
Higgs doublet.

LYukawa =
(

ψ̄i
LVijΦψ

j
R + h.c.

)
(2.19)

Replacing Φ by Φ0 in Eq. (2.19) would yield masses for fermions ml,q

ml,q =
1
2

λl,qv (2.20)

and yield fermion-Higgs interaction terms like f̄ f h. The matrix Vij in Eq. (2.19) is syn-
onymous to the CKM quark-mixing matrix introduced in Eq. (2.10). It should be noted that
neither v or λ can be predicted theoretically and can only be derived from experimental
measurements.

The Higgs boson was discovered by the ATLAS and CMS collaborations in 2012 with a
mass of around 125 GeV [2, 3]. The current most precise mass measurements of the Higgs bo-
son from ATLAS and CMS are (124.97± 0.24)GeV and (125.11± 0.11)GeV respectively [4,
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63]. This would suggest v ≈ 246 GeV. Evidence of couplings of the Higgs boson to most
of the fermions and the gauge bosons has been observed by both the ATLAS and CMS
collaborations.

2.3 Physics of the W -boson

Since the W-boson is an important particle for this thesis, a short review of W-boson physics
is presented in this section. The W-boson decays into a quark anti-quark pair (qq̄) or a
lepton neutrino pair (l±νl(ν̄l)). The branching fraction of the hadronic qq̄ decay is about
67% and the branching fraction of the leptonic decay is about 33% with equal branching
fractions for the three leptonic flavours (l = e, µ, τ)) [6]. The discovery of the W-boson
by the UA1 and UA2 collaborations [29, 30] was performed using the leptonic decays,
especially W → eνe and W → µνµ, since the hadronic decay mode is accompanied by
overwhelming hadronic background originating from hard parton scattering processes.
Using further data, the UA2 collaboration measured the mass of the W-boson as MW =

(80.49 ± 0.43 (stat.) ± 0.24 (sys.))GeV [64]. A study of the hadronic decays in the UA2 data
verified the W → qq̄ decay mode [65]. The W → qq̄ decay depends on all the elements of
the CKM matrix not involving the top-quark. The Large Electron-Positron collider (LEP)
measured |Vcs| = 0.989± 0.14 [66].

The e−e+ LEP collider data was crucial in studying the W-boson. With the centre-of-mass
energy of e−e+ beams exceeding 2MW , the measurement of the pair-production of W+W−

was performed at LEP. This allowed a window to probe the validity of SM predictions
with great precision. The s-channel pair-production processes allowed the measurement
of trilinear gauge couplings (TGC) like ZWW and γWW. Precision measurements from
LEP proved the existence of TGCs, thus establishing the SU(2) structure of the electroweak
theory [66]. Since the longitudinal polarisation of the W-boson is a direct consequence
of spontaneous symmetry breaking of the electroweak theory, the W-boson polarisation
measurements by LEP were successful in establishing SM as a robust theory of electroweak
interactions.

The LHC has also studied the W-boson with extreme precision. The ATLAS collabor-
ation has performed the most precise single measurement of the W-mass with MW =

(80.370± 0.019)GeV [67]. The coupling of the W-boson to the Higgs boson was also ob-
served with the discovery of the H → W+W− decay mode [68]. In pp collisions, W-bosons
are produced mainly via the interaction of the quarks inside the proton. Consequently,
the ratio of W+ and W− production cross-sections is measure of the difference of u and d
valence quark PDFs, and thus a good test of QCD predictions. The ATLAS collaboration has
measured this ratio to a precision of 1% [69].

The top-quark, the heaviest SM particle with a mass of around 173 GeV, is the only quark
that does not hadronise due to its extremely short lifetime. The top-quark decays into a
W-boson and a b-quark with approximately 99% branching fraction. The single production
of top-quarks, which has been observed and studied at the LHC with high precision, was
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used to measure the value of |Vtb| through the tWb vertex [70]. The Wb final state is the focus
of this thesis. Here, the Wb final state has been used to search for particles called vector-like
quarks, which will be introduced later in this chapter.

2.4 Drawbacks of the Standard Model

The SM has been tested experimentally to a high degree of precision, and almost all experi-
mental results agree with its theoretical predictions. Despite its success, the SM has certain
drawbacks and limitations. In this section, some of those drawbacks are discussed in brief.

• Hierarchy problem: The quadratic corrections to the Higgs mass at one loop level
arise from its interactions with fermions. The largest contribution to these corrections
come from the top loop, as shown in Fig. 2.7. The high value of the top-Higgs Yukawa
coupling λt is the reason for this. The quadratic correction originating from the
Feynman diagram in Fig. 2.7 can be written as

δm2
H ∝ −|λt|

2Λ2 + .... (2.21)

where Λ is the next scale of new physics. For the SM, Λ is the Planck scale ( ≈
1× 1019 GeV). These corrections are more than 30 orders of magnitude larger than
the observed mass of the Higgs boson. This discrepancy is known as the Higgs mass
hierarchy problem [71, 72]. These corrections need to be cancelled theoretically to solve
this problem.

Figure 2.7: Loop corrections to the mass of the Higgs boson arising from top-quark

• Matter anti-matter asymmetry: The matter anti-matter asymmetry observed in the
universe is 1 : 10−9. Although the electroweak force is CP violating, the amount of
CP violation needed to achieve this asymmetry cannot be accommodated in the SM.
Baryon number violation is a necessary condition for this asymmetry which is absent
in the SM.

• Dark matter and dark energy: The SM is precise description of the particles and
interactions present in ordinary matter. But ordinary matter only comprises 5% of the
universe. Recent cosmological data [73] has shown that the universe is made of 27%
dark matter and 68% dark energy. Relic densities of dark matter indicate that it should
interact at the weak scale. But the SM is unable to describe the nature of either dark
matter or dark energy.
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• Neutrino masses: In the SM, neutrinos are massless. Experiments have proven that
neutrinos have a finite mass. There is no mechanism in the SM to explain the finite
mass of neutrinos.

2.5 Beyond the Standard Model physics

The theories and models that propose solutions to various shortcomings of the SM encom-
pass the sub-field of Beyond the Standard Model (BSM) physics. In this section, the major
BSM theories that solve those problems will be briefly reviewed.

2.5.1 Supersymmetry

Supersymmetry (SUSY) [5, 6] is an extension of the SM where new generalised symmetries
turn a boson into a fermion and vice-versa. In SUSY, for every particle of the SM we have
a super-partner hypothesised. If this symmetry was exact, a super-partner boson of the
electron with a mass of 0.511 MeV would already been . Since this is not the case, SUSY is
broken, and the masses of these super-partners are theorised to be in the TeV scale. SUSY also
provides a framework where the electroweak and strong force couplings unite at energies
around 1015 GeV, commonly known as the Grand Unified Theory (GUT) scale.

One of the important ramifications of SUSY is that it exactly solves the Higgs mass hier-
archy problem. As shown above, the one loop corrections to the Higgs mass is proportional
to the ultraviolet cutoff of the SM, which is the Planck scale ≈ 1019 GeV and the Yukawa
coupling of the fermions. The top quark being the heaviest quark has the highest Yukawa
coupling to the Higgs boson and thus contributes most to these corrections. In SUSY, the
super-partner of the top quark, the loop corrections coming from the stop cancel the radiative
corrections arising from the top-quark. This happens due to the reversal of sign in bosonic
and fermionic loops arising from the spin-statistics theorem. In the minimal supersymmetric
Standard Model (MSSM), there exists one super-partner for each SM particle and five Higgs
bosons after electroweak symmetry breaking. The lightest supersymetric particle in the
spectrum is a good candidate for weakly-interacting massive particle (WIMP) dark-matter.
This is one of the most promising solutions to the dark-matter puzzle given the predicted
WIMP dark-matter density is consistent with present-day cosmological observations. All
the aforementioned features of SUSY has made it the forerunner of BSM theories. But
unfortunately, no evidence of SUSY has been discovered till date. The current experimental
bounds on SUSY arising from various ATLAS searches are presented in Ref. [74].

2.5.2 Composite Higgs models

Composite Higgs models (CHM) [7, 8] are a class of models which solve the Higgs mass
hierarchy problem in a non-supersymmetric manner, first predicted in the 80s. The main
idea behind CHM is that the Higgs boson is a composite state arising from new strongly
interacting dynamics of a more fundamental theory at a higher energy scale. In such a
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framework, the Higgs boson is a pseudo-Nambu Goldstone boson, the mass of which is
generated dynamically by breaking a global symmetry of the aforementioned fundamental
theory.4 In CHM, the dynamic scale f defines the compositeness scale and the Higgs is
elementary when ξ = v2/ f 2 → 0, v being the Higgs VEV. This fact implies that BSM effects
are only visible when ξ deviates from 0. In CHM, the quadratic sensitivity of the Higgs mass,
is limited to composite scale f , which from LEP constraints turn out to be 5–10 TeV. Spin-1
resonances and top partners are still needed to cancel the quadratic corrections but here the
fine tuning is in the order of 1% [12].

2.5.3 Little Higgs models

Little Higgs models (LHM) [9–11], predicted in the early 2000s, are models where the Higgs
mass is shielded from one-loop quadratic divergences using new global symmetries. In
LHM, the global symmetry is broken at the TeV scale and so the “litle Higgs” [10], associated
with the SM Higgs, is the pseudo-Nambu Goldstone boson of this symmetry. This global
symmetry is both spontaneously and explicitly broken “collectively” (A symmetry is broken
“collectively” when two or more couplings in the Lagrangian are non-zero) to restore the
mass of the “little Higgs”. The “littlest Higgs” model achieves this by breaking a SU(5)
symmetry to a SO(5) symmetry. This way of breaking the symmetries introduces new sectors
which further needs the presence of a vector-like top partner to cancel the Yukawa quadratic
divergences coming from the top quark. Here the loop cancellation is achieved by particles
of same spin unlike SUSY. Since LHM require the vector-like top partner to be in the TeV
scale, the LHC is the perfect test bed to prove or constrain these theories. To add to this
elegant solution of the hierarchy problem, LHM phenomenology also include viable WIMP
dark matter candidates [11].

2.6 Vector-like quarks

Vector-like quarks (VLQ) are hypothetical spin-1/2 coloured fermions. These coloured SU(3)
triplets emerge primarily in non-SUSY BSM theories like CHM and LHM. Although the
main SUSY models like MSSM do not predict VLQs, there are some low energy variations
that allow the existence of a VLQs [75]. Current experimental bounds from the S parameter
alone excludes a chiral SM-like fourth generation quark at 9σ [6]. The Higgs discovery also
adds heavy constraints on the existence of a fourth chiral family [76]. Unlike SM chiral
quarks, the left and right handed components of VLQs transform in the same manner under
SU(2) transformations. This implies that a VLQ interacts via a vector current interaction
with the W-boson. Due to this reason, VLQs can have a gauge-invariant mass-term which
is disconnected from the Higgs mechanism. Thus, experimental bounds from the Higgs
discovery do not put any constraint on the existence of a VLQ. Although VLQs have no
Yukawa coupling with the Higgs boson, they can couple to the Higgs via SM chiral quarks.

4 The pion is the Goldstone boson of QCD. It gets its mass in the same way the Higgs gets its mass in CHM.
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A fermionic loop of a VLQ with the top-quark in association with a Higgs boson and a
VLQ-Higgs loop can successfully cancel the quadratic divergence of the Higgs mass with
slight fine tuning which depends on the mass of the VLQ [12]. Consequently, the search for
VLQs is a perfect probe for a plethora of BSM theories in the post-Higgs landscape.

2.6.1 Phenomenology of vector-like quarks

Since VLQs are theorised in many models, a model-independent phenomenology of VLQs
is the best tool for their search in collider experiments like the LHC. The simplest such
model known as the “Bridge Model” is developed in Ref. [12]. Here, the VLQs (Q) couple
with the SM gauge bosons (V = W±/Z) and the Higgs boson (H) and a SM quark (q) via a
dimensionless coupling cqQ

χ=L/R where χ = L/R denotes the chirality. The Lagrangian for
this model is formulated as

L = ∑
χ,q,Q

[
gw
2 ∑

V
cQq

χ,VQ̄χ /Vqχ + cQq
χ,H HQ̄χ′qχ

]
+ h.c. . (2.22)

There are four types of VLQs, Q = T+2/3, B−1/3, Y−4/3, X+5/3, where the superscript denote
the electric charges. In Ref. [13], these four quarks are divided into seven SU(2) multiplets in
a completely renormalisable theory.

TL,R, BL,R (singlets),
(X, T)L,R, (T, B)L,R, (B, Y)L,R (doublets)
(X, T, B)L,R, (T, B, Y)L,R (triplets)

(2.23)

The coupling of the Langrangian in Ref. [13] is defined via their mixing angles θL/R. For each
multiplet, θL and θR are related via the relation

tan θ
q
R =

mq

mQ
tan θ

q
L (singlets, triplets)

tan θ
q
L =

mq

mQ
tan θ

q
R (doublets) .

(2.24)

mq << mQ for the current search program in LHC and thus only the left-handed couplings
are relevant for singlets and triplets whereas right-handed couplings matter for the doublets.
For both these theories, the VLQs predominantly couple to the gauge and Higgs bosons via
the third generation quarks. In this thesis, the searches are performed for Y/T decaying to
Wb. The interpretation of the Y quark is done in both the (B, Y) doublet and the (T, B, Y)
triplet cases. For the T quark, the benchmark singlet case is analysed. The T quark does
not couple to Wb in the (T, B, Y) triplet [13]. Hence, for the Y quark both the right and
left-handed couplings are probed whereas for the T quark only the left-handed coupling is
studied. The T VLQ can decay to Wb, Zt, and Ht. For mT > 600 GeV, the relation among
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the branching ratios for these final states can be written as

BR(T →Wb) : BR(T → Zt) : BR(T → Ht) ≈ 2 : 1 : 1 (2.25)

Obviously, the Y VLQ with a charge of −4/3 decays exclusively to a Wb final state. The
mixing angle of Ref. [13] and the coupling of Ref. [12] can be related as

cWb
L/R =

√
2 · sinθL/R (singlet and doublet model)

cWb
L/R = 2 · sinθL/R (triplet model)

(2.26)

where only QWb interactions are allowed. Due to the SU(2) multiplet representation, the
renormalisable theory in Ref. [13] is indirectly constrained by LEP measurements on Rb, the
partial width of the Z → bb̄ hadronic decay, and the oblique electroweak parameters S and
T [77].

2.6.2 Experimental searches for vector-like quarks

Both the ATLAS and CMS collaborations have performed extensive searches to look for the
existence of VLQs. The two main modes that are searched for are the pair-production and
the single-production. Similar to the SM quarks, the pair-production of VLQs is theorised
to happen via a strong force induced gg → QQ̄ process. Therefore, the pair-production
searches can be truly model-independent. The pair-production searches performed using
the ATLAS detector did not discover any significant excess and hence have provided 95%
confidence level mass and coupling limits [78–87]. In Ref. [87], the most comprehensive
combination of pair-production searches was performed. A singlet T quark with mass less
than 1.31 TeV and a singlet B quark with a mass less than 1.22 TeV are excluded in this
combination. This analysis also excluded masses lower than 1.37 TeV for the B and T quarks
in the (B, Y) doublet model. For a pair-produced Y quark, all masses less than 1.35 TeV were
excluded [82]. The CMS collaboration also has published various limits in different final
states [88–98].

Single-production searches are model-dependent because of their electroweak production
modes. Although these searches are coupling dependent, they have a significantly higher
production cross-section for pp collisions when compared to their pair-production coun-
terparts (Fig. 2.8). The ATLAS and CMS collaborations have published various coupling
dependent mass limits for single-production searches [84, 99–108]. Limits between 1 and
2 TeV have been set for various values of the individual couplings. Using the 2015 data
collected at the ATLAS detector, coupling limits on the QWb coupling strength for a Y quark
of mass 1 TeV in the (B, Y) doublet was quoted as |cWb

R | = 0.45. For a unit coupling, the mass
limit for Y quark was 1.44 TeV [109].
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Figure 2.8: A comparison of production cross-sections for pair and single-production final states as a
function of VLQ mass for pp collisions at

√
s = 8 TeV and

√
s = 13 TeV respectively [13].

2.6.3 Interference with Standard Model backgrounds

The resonant and non-resonant diagrams of the T/Y →Wb decay are the s-channel and the
t-channel diagrams respectively as depicted in Fig. 2.9. The s-channel diagram contributes
mainly to the production cross-section. In pp collisions, the SM backgrounds that have
similar final states e.g. single-top processes interfere both constructively and destructively
with the signal. When both the s-channel, t-channel, and the SM backgrounds are considered
for the pp → Wbbj final state, a 10% effect of interference on the signal around the mass
peak is expected for the case when the VLQ resonance has narrow-width [110]. The effect on
the shape of the invariant mass of the VLQ for both the narrow-width and large-width cases
is shown in Fig. 2.10

(a) (b)

Figure 2.9: Feynman diagrams for T/Y → Wb for the (a) s-channel (resonant) and (b) t-channel
(non-resonant) processes in pp collisions.

The cross section is proportional to the scattering amplitude of the process squared, hence
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(a) (b)

Figure 2.10: Effect of background interference for a VLQ T with a mass of 1 TeV for (a) a narrow-width
signal and (b) a large-width signal [110].

the scattering amplitude for the process pp→Wbbj can be written as:

|M(pp→Wbbj)|2 = |MSM +MVLQ|
2. (2.27)

Therefore,

|M(pp→Wbbj)|2 = |MSM|
2 + |MVLQ|

2 + 2Re(MSMMVLQ). (2.28)

For this thesis, this results in a cross-section parametrised as [110]:

σ(pp→Wbbj) = σSM + κ2σVLQ + κσint (2.29)

where κ is the coupling between the probed VLQ and the SM particles it can interact with,
and σint is the contribution of interference part to the cross-section and σint, is the cross-section
arising from the interference.
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Experimental apparatus

Particle physics experiments are mostly scattering experiments. In such experiments,
particles are accelerated and subsequently collided against each other at high energies.
In this thesis, the analysed data has been collected using the ATLAS detector situated at
the Large Hadron Collider (LHC). In this chapter, a brief overview of the LHC and the
ATLAS detector will be presented. Finally, the details of Monte Carlo simulations and event
generation will also be discussed.

3.1 The Large Hadron Collider

The Large Hadron Collider (LHC) [111] is the largest ever hadron collider that was built
and is situated at CERN at the Swiss-French border near Geneva. It is a 26.7 km long
proton-proton (pp) collider situated about 100 m underground. The LHC was designed
to run at a centre-of-mass energy of

√
s = 14 TeV, but was operated at a beam energy of√

s = 7 TeV and
√

s = 8 TeV in Run 1 and
√

s = 13 TeV in Run 2 [112]. Recently, the Run
3 was started at a beam energy of

√
s = 13.6 TeV. Additionally, the LHC can also perform

heavy ion collisions. This thesis is based on the pp collision data taken in Run 2.
The accelerated protons are collided at four different collision points. Two of them are the

two multi-purpose detectors ATLAS [113] and CMS [114], and the other two points are the
LHCb [115] and ALICE [116] experiments. The ATLAS and the CMS detectors collect data
to study both the Standard Model and Beyond Standard Model physics. The LHCb detector
is used to study b and c physics whereas the ALICE detector collects heavy ion collision
data. Additionally, there are three more smaller experiments situated at the LHC, namely
TOTEM [117], MoEDAL [118], and LHCf [119]. TOTEM, situated at the CMS interaction
point, studies precise measurements of protons as they emerge from collisions at small
angles. MoEDAL, situated at the LHCb interaction point, searches for magnetic monopoles
and other exotic particles. This detector has been upgraded to MoEDAL-MAPP [118] to
increase the sensitivity of MoEDAL to milli-charged particles and long lived particles. The
LHCf, located at the ATLAS interaction point was built to calibrate hadronic interaction
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Figure 3.1: A schematic of the CERN accelerator complex [120].

models but it also measures spectra of particles such as photons and neutrons.
As depicted in Fig. 3.1, the protons that are injected into the LHC are accelerated consec-

utively through a series of smaller accelerators. The initial acceleration is performed at the
LINAC (LINAC2 for Run 2 and LINAC4 for Run 3). The hydrogen atoms are stripped of
the electron and the resulting protons are accelerated to 50 MeV. This is followed by the
booster which further boosts the energy of the protons to 1.4 GeV. Subsequently, the Proton
Synchrotron PS accelerates the protons to an energy of 25 GeV. Finally, the last acceleration
prior to injection is done by the Super Proton Synchrotron (SPS) where the proton beams are
accelerated up to 450 GeV. The LHC performs the final acceleration of each proton beam to√

s/2 by using eight radio frequency cavities per beam operating at 400 MHz. LHC uses 1232
dipole magnets to curve the proton beams along the circumference of the collider. As protons
are positively charged, they repel each other, and thus around 800 quadrupole magnets are
used to focus the beams during their journey across the collider. With a revolution frequency
of f = c/27 km ≈ 11 kHz, and 2808 bunches each containing around 1× 1011 protons, the
instantaneous luminosity can be calculated using Section 2.1 as O(1× 1034 cm−2 s−1). The
LHC delivered integrated luminosity of 156 fb−1 during the Run 2. The ATLAS detector
recorded 139 fb−1 of data which was suitable for physics analyses. In this thesis, that data has
been analysed. The delivered and recorded luminosity as a function of time during stable
pp beams is shown in Fig. 3.2. Due to the high instantaneous luminosity, one bunch causes
multiple pp collisions. Thus, contributions from these additional pp collisions, (in-time)
pileup events, are superimposed over the hard collisions. This integration has a latency
period of few nanoseconds which adds to the (out-of-time) pileup effects. The mean number
of bunch crossings during the whole Run 2 was 33.7, thus creating significant pileup effects.
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Figure 3.2: Cumulative luminosity as a function of time delivered to ATLAS (green), recorded by
ATLAS (yellow), and certified to be good quality data (blue) during stable beams for pp collisions at
13 TeV centre-of-mass energy in Run 2 during 2015-2018 [121].

3.2 The ATLAS detector

The ATLAS (A Toroidal LHC ApparatuS) detector [113] is a general purpose detector built
to study the SM and BSM physics in pp collisions. The 44 m long, 25 m high, and 7000 ton
heavy detector is the largest detector at the LHC. The detector is managed by the ATLAS
collaboration which also performs numerous physics analysis using the data acquired by
the detector. An overview of the ATLAS detector is shown in Fig. 3.3.

Co-ordinate system and kinematic observables The measurements of various particles
using the ATLAS detector are performed using a right-handed coordinate system. The
direction of the accelerating proton beams is taken as the z-axis. The transverse plane is
used as the xy plane. The y axis is points upwards towards the surface whereas the x axis
is defined as the horizontal direction toward the centre of the LHC ring. Protons being
composite particles the centre-of-mass system of the interacting partons moves with respect
to the lab system. Thus, the initial momentum of the partons is zero only in the transverse
plane. Consequently, accurate momentum measurements can be done using the transverse
component of the momentum vector, pT. It is defined as

pT =
√
(px)

2 + (py)
2.

Neutrinos are not detected by the ATLAS detector due to the weak interaction, and thus a
quantity called Emiss

T is defined in the transverse plane to measure the momentum imbalance.
It is defined as the absolute magnitude of the vector imbalance of the momentum in the
transverse plane. The spherical co-ordinate system is used to describe the measured physics
objects. For a given vector, the polar angle θ is the angle with respect to the z-axis. The
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Figure 3.3: An overview of the ATLAS detector [122].

azimuthal angle φ is is calculated in the x-y plane with respect to the x-axis. Rather than
using θ, the pseudorapidity η, which is the high energy approximation of rapidity y is used
in certain cases. ∆R is invariant under a Lorentz transformation. ∆R is defined either using
∆η or ∆y. To define certain objects such as jets (See Section 4.3) in Run 2 of the LHC, ∆R uses
∆y.

y =
1
2

ln
(

E + pz
E− pz

)
m�E−→ η = − ln

(
tan

θ

2

)
∆R =

√
(∆φ)2 + (∆η/y)2

Components of the ATLAS detector

Inner detector

The Inner Detector (ID) [123–125] is the detector system situated closest to the beam pipe.
It was designed to identify charged particles e.g. electrons and provide momentum and
vertex measurements to reconstruct the tracks of particles. The ID is divided into three
sub-systems, the Transition Radiation Tracker (TRT), the Semiconductor Tracker (SCT), and
the Pixel detector. The ID was designed to achieve a transverse momentum resolution of
σpT

/pT = 0.05%pT ⊕ 1%. An overview of the ID with its sub-systems is shown in Fig. 3.4.
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Figure 3.4: An overview of the inner detector of ATLAS. The three detector sub systems, the Pixel
detector, SCT, and TRT are also highlighted here [125].

Pixel detector The Pixel detector [126] is the first detector sub-system located near the
beam pipe. It is a silicon pixel detector. At first it was designed with 3 cylindrical layers
in the barrel region and 3 disks in the two endcap regions. The pixels in the three layers
present in the barrel region and the the end-caps have a size in R− φxz of 50 µm x 400 µm
and a sensor thickness of 250 µm. This provides an intrinsic transverse resolution of 10 µm
and a longitudinal resolution of 115 µm. The barrel region gives a coverage of |η| < 1.5 and
the two endcap regions have a coverage of 1.5 < |η| < 2.5.

A fourth cylindrical layer, the Insertable B-layer (IBL) [127] was installed in the long
shutdown between Run I and Run 2 to improve the tracking performance and precision. The
addition of the IBL to ATLAS improved the resolution of impact parameter (the minimum
distance between the track of the particle and the primary collision point) by around 40%
for tracks with pT < 1 GeV [128]. It has a a cylindrical structure consisting of a layer of
pixel modules placed at about 33 mm from the beam axis. The IBL provides a coverage of
|η| < 2.5.

Semiconductor tracker (SCT) The next detector sub-system located after the Pixel detector,
the SCT [129] is a silicon strip detector. It consists of 4 double layers of microstrips in the
barrel region and nine planar end-cap discs on each side. In the barrel region, the SCT
covers 255 mm < R < 549 mm i.e. η < 1.4, whereas in the end cap regions it covers
275 mm < R < 560 mm for 839 mm < |z| < 2 735 mm i.e. 1.4 < |η| < 2.5. The SCT offers
a transverse resolution of 17 µm and a longitudinal resolution of 580 µm. Due to a lower
expected particle density, silicon strips were preferred over silicon pixels. The usage of strips
also allows to optimise the readout channels while maintaining a good spatial resolution.
Both the silicon based sub-systems of the ID are kept at low temperature to alleviate the

29



I General concepts

electronic noise.

Transition Radiation tracker (TRT) Unlike the Pixel detector and SCT, the TRT [130] is a
gaseous detector sub-system. It constitutes of 300,000 straw tubes, each having a diameter
of 4 mm filled with a gaseous mixture of 70% Xenon, 27% carbon dioxide, and 3% oxygen.
During Run 2, a second gas mixture where Xenon was replaced with Argon was used
for straw tubes belonging to modules with gas leaks. Each tube centre has a gold-plated
tungsten wire with a potential difference of 1.5 kV with the surface. This potential difference
amplifies the electrical signal arising from the ionisation of the gas inside the straw tubes.

The straws are kept parallel to the beam pipe in the barrel region where they cover the
560 mm < R < 1 080 mm and |z| < 720 mm region. For both the end-cap regions, the
straws are arranged orthogonal to the beam pipe and they cover a region of 827 mm < |z| <
2 774 mm and 617 mm < R < 1 106 mm. The coverage of the TRT is |η| < 2.0 and it has a
single hit resolution of 120 µm in the barrel and 130 µm in the end-cap regions. Additionally,
the TRT also provides the particle ID. However, for the high luminosity upgrade of the LHC,
the ID will be replaced by a completely silicon based tracker (ITk) [131].

Calorimeter system

The ATLAS calorimeter system [132] consisting of the electromagnetic calorimeter (ECAL) [133]
and the hadronic calorimeter (HCAL) [134] are used to measure the energy of particles tra-
versing the detector. The high energy particles deposit energy in the calorimeters with
cascades of secondary particles namely showers. The ECAL measures the energies of
particles such as electrons whereas the HCAL takes energy measurements of particles such
as pions, kaons, and other neutral particles. The calorimeters provide an expanding coverage
of |η| < 4.9 with φ symmetry. Both ECAL and HCAL are sampling calorimeters where active
material such as liquid argon and plastic scintillator is placed alternatively with passive
absorbing material such as copper, iron, tungsten, and lead. A sliced view of the calorimeter
is shown in 3.5

Electromagnetic Calorimeter (ECAL) The ECAL placed around the ID is a sampling calor-
imeter with lead absorbers kept in an accordion structure where the gaps contain liquid
Argon (LAr) as the active material. The LAr ECAL is maintained at a low temperature of
90 K. The barrel region has a coverage of |η| < 1.47 and the two end-cap regions cover
1.375 < |η| < 3.2. Particles travelling through the ECAL ionise the LAr which helps to
measure their respective energies. The absorption power of the ECAL is characterised by
radiation lengths. Radiation length, X0, is the distance an electron traverses before losing
1/e-th of its energy. For the ECAL, the thickness can be quantified as 22X0 for the barrel and
24X0 for the end-caps.The energy resolution of the ECAL is σE/E = 10%/

√
E⊕ 0.7% [136].

Hadronic Calorimeter (HCAL) The HCAL too is a sampling calorimeter comprising of
three parts, the Tile calorimeter (TileCal), the Hadronic End-cap Calorimeter (HEC) and

30



Chapter 3 Experimental apparatus

Figure 3.5: A sliced view of the ATLAS calorimeter system [135].

the Forward Calorimeter (FCal). The TileCal, placed around the ECAL, is made up of
steel absorber plates and plastic scintillators as the active material which are read through
photomultiplier tubes. The central barrel of the TileCal covers |η| < 1 and the two extended
barrels cover 0.8 < |η| < 1.7. The HEC has two wheels per end-cap and is constructed
using LAr technology with copper absorber plates. It provides a coverage of 1.5 < |η| < 3.2.
Similarly, the FCal also uses LAr technology with copper and tungsten as absorbers. It
covers the region 3.1|η| < 4.9. Both the TileCal and HEC have an energy resolution of
σE/E = 50%/

√
E ⊕ 3% whereas the FCal has a resolution of σE/E = 100%/

√
E ⊕ 10%

[137].

Muon spectrometer (MS)

The final sub-system of the ATLAS detector is the muon spectrometer (MS) [138]. Due to
the high mass of muons, they can travel a considerable distance before being detected in
the MS. The MS has four detector sub-systems grouped into trigger and precision muon
tracking chambers. Additionally, there are two end-cap toroid magnets which assist in muon
tracking by providing a magnetic field orthogonal to the muon direction. A layout of the MS
is presented in Fig. 3.6.
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Figure 3.6: A layout of the ATLAS muon spectrometer [139].

The muon trigger chambers provide fast trigger information for the muons. The barrel
region, |η| < 1.05 uses three resistive plate chambers. These plates, having high a potential
difference among each other are placed parallel to each other with a gas mixture in the gaps.
In addition to the trigger information, these plates also offer a spatial resolution of 10 mm in
the η − φ plane. The end-cap regions (1.05 < |η| < 2.4 of these trigger chambers constitute
of multi-wire chambers with a gas mixture in the gaps. The wires are put at a distance of
1.8 mm. These thin gap chambers (TGC) are also capable of measuring φ information with a
resolution of 5 mm. Each TGC module has a wire plane positioned at high positive voltage,
inserted between grounded cathode planes. The TGCs can trigger the high momentum
muons.

Track coordinates are measured precisely using two types of chambers: the Monitored
Drift Tubes (MDT) at small pseudorapidity values (|η| < 1.4) and the Cathode Strip Cham-
bers (CSC) at higher pseudorapidity values (2 < |η| < 2.7). MDTs are aluminium drift tubes
filled with an argon-based gas with a central tungsten wire. CSCs are multiwire proportional
chambers where the cathodes are divided into strips. The MS was designed to provide a
high-pT resolution for muons. A 1 TeV muon can be measured with a 12% pT resolution
whereas muons with pT with 10 to 200 GeV can be measured with about 3% resolution.
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Magnet system

In addition to the detector sub-systems, the magnet system [140] plays a crucial role in
performing tracking, energy, and charge measurements. Due to the Lorentz force, the
magnetic field helps to bend the charged particles based on their mass and charge. The
central magnet is a superconducting solenoid magnet with a magnetic field of 2 T. This
magnet is made of NbTi and is maintained at a low temperature odf 1.8 K using liquid
helium. The toroidal magnets are divided in the central barrel region and the two end-caps.
These magnets offer inhomogeneous magnetic fields of 0.5 T in the barrel region and 1.5 to
2 T in the end-cap regions.

Trigger and Data Acquisition system

The Trigger and Data Acquisition system (TDAQ) [141] has two components: the data
acquisition (DAQ) part which reads out the detector information and the trigger system
which receives the detector information and decides which information to retain. The TDAQ
receives information at the rate of 40 MHz and filters it down to a rate 1.5 kHz and ensures
the saving of the relevant physics information of the measurements. The trigger system is
further divided into the Level-1 (L1) and High-Level triggers (HLT). The hardware-based
L1 trigger reduces the information rate from 40 MHz to 100 kHz by selecting only reduced
granularity information from the calorimeters and the muon spectrometer. The L1, having
a fast latency period of 2.5 µs, identifies various regions of interest in the η − φ plane and
transmits the information to the HLT. The software-based HLT refines the information
rate from 100 kHz to 1.5 kHz based on additional selection criteria. The HLT has a latency
period of 550 ms, thus allowing it to apply selection criteria close to offline requirements. A
schematic overview of the TDAQ is shown in Fig. 3.7

3.3 Event simulation

To analyse the data collected by ATLAS detector precisely, it is important to simulate the
events of the underlying processes. The physical processes are simulated using the statistical
methods of Monte Carlo simulations. Subsequently, the evolution of the processes in the
detector by passing these events through a simulation of the ATLAS detector. As shown
in Eq. (2.12), the cross-section of a process in hadron collisions can be factorised. A set
of Monte Carlo generators can simulate the subsequent processes like parton-shower and
hadronisation in addition to the hard collisions. The MC generators produces millions
of events to model the probability distribution of the underlying physical observables
of the high-energy processes. These events are then processed by the ATLAS detector
simulation which is coded with the GEANT4 toolkit [143]. Simulating the whole decay
chain of particles through the ATLAS detector is computationally expensive. To combat this,
ATLAS collaboration has developed faster algorithms with performance similar to GEANT4.
One of these algorithms, ATLFAST-II [144] has been used in this thesis.
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Figure 3.7: A schematic overview of the TDAQ system of ATLAS [142].
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CHAPTER 4

Physics object reconstruction

The ATLAS detector detects the various particles that are produced in pp collisions at the
LHC by using the complex information from the interactions of these particles with various
parts of the detector, which have been discussed in the previous chapter. All particles except
neutrinos leave directly measurable traces in the detector. Heavier particles generally decay
into their lighter decay products which leave their signatures in the various sub-detectors.
We use this information subsequently to reconstruct the various physics objects used in all
physics analyses performed by the ATLAS collaboration. In this chapter, the description of
more general particle reconstruction methods will preceed the description of more special
algorithms used to reconstruct physics objects e.g. leptons. The focus of this chapter will be
physics objects used in the analyses performed in this thesis.

4.1 Tracking and Vertexing

Tracking

Charged particles deposit different energy yields as they travel through the tracking de-
tectors according to their physical properties which are called “hits”. By combining the
hits from pixels and strips of the Pixel and SCT detectors respectively, three-dimensional
measurements called space points are created. Three such space points are used to create
the tracking seed. An iterative combinatorial algorithm is used to find the tracks from these
seeds. To ensure inclusion of seeds that gives good tracks, firstly SCT-only and pixel only
seeds are used and then mixture seeds are included. These seeds serve as inputs to a Kalman
filter [145]. In addition, space-points from the remaining layers of the pixel and SCT which
agree with the preliminary trajectory are also put through the filter. This results in a huge
amount of track candidates being created. An ambiguity solver uses a sequential fit after
ranking these candidates according to a score to create the track collection. The workflow of
this solver as detailed in [145] is briefed in Fig. 4.1 . The solver only accepts candidates with
certain properties like pT < 0.4 GeV, |η| < 2.5. The algorithm classifies merged clusters cre-
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ated by three charged particles with an efficiency of around 85% and subsequently uses it as
an input for the fit. This algorithm is also propagated to TRT hits of the charged particles by
reperforming the fit in an “inside-out” manner. A more detailed description of the algorithm
can be found in Ref. [146]. Since the tracks that are built in this manner are trajectories of
charged particles in a magnetic field, which is almost homogeneous, a helical approximation
of the path is quite accurate. Thus, such helical tracks can be completely described by a five
dimensional vector, (d0, z0, φ, θ, q/|~p|), where d0 and z0 are the transverse and longitudinal
impact parameters respectively, φ and θ are the azimuthal and polar angle respectively, and
q/|~p| is the charge over momentum ratio. Here the standard ATLAS coordinate system is
used.

Calculate
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and
Reject tracks 

with bad score

Order tracks 
according to score 

(process from 
highest to lowest)

Input tracks

Create 
stripped-down 
track candidate

Accept track candidate
or
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 too many holes
 too few clusters 
 problematic pixel cluster(s)

or
Recover track candidate, if

 too many shared clusters 
(Neural network used to 
identify merged clusters)

Output tracks

Rejected
tracks

Fit tracks fulfilling 
minimum requirements
(Neural network used to 
predict cluster positions) 

Figure 4.1: A schematic of flow of tracks through the ambiguity solver [145].

Vertexing

Vertexing is the process of attributing primary vertices i.e. the point of hard scattering of pp
collisions. Suitable track candidates are used to perform vertex finding and vertex fitting, the
two main steps of vertexing. The algorithm starts by assigning an initial seed to the primary
vertex based on the coordinates of the beam spot. An adaptive vertex-fitting algorithm
performs an iterative χ2 minimisation. Each track used as an input to the fit is assigned a
weight which is inversely proportional to its χ2. A cut-off χ2

cutoff is defined for the iterative
fit where the vertex is recalculated at each step by recalculating the track weights. When the
last iteration finishes, any track having a final weight which is 7σ away in compatibility with
the primary vertex is rejected and considered for reconstructing new primary vertices [147].
If a vertex has at least two associated tracks, it is retained as a primary vertex. The width
and position can also be used to gain better precision on the position of the primary vertices.
If this constraint is relaxed, reconstruction of the beam spot can be done by using primary
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vertices from different events. For each event, only the primary vertex is considered, for
which ∑ p2

T is maximum and there are at least five associated tracks. Vertices which fall
outside this spot are called secondary vertices. Such vertices will be discussed in detail
in Section 4.3.4 in the context of reconstruction of B-hadrons.

Topo-clusters

Topological clusters [148] or topo-clusters are built iteratively with calorimeter seed cells that
satisfy certain criteria regarding noise thresholds. These seeds are defined at the electromag-
netic (EM) scale. Cluster seeds should have significance ς = |EEM

cell /σEM
cell, noise | ≥ 4, where

EEM
cell and σEM

cell, noise are the respective expected cell energy and the expected cell noise at the
electromagnetic (EM) scale. In the successive iterations to form a topo-cluster, neighbouring
cells with ς ≥ 2 and ς ≥ 0 are also taken into account. The “4-2-0” reconstruction algorithm
is mostly used to define topo-clusters.

4.2 Charged leptons

For this thesis, charged leptons would indicate electrons and muons.1 The reconstruction
of charged leptons, more specifically prompt leptons, which are defined as originating from
hard scattering, will be described in this section.

4.2.1 Electrons

Electron candidates are reconstructed by using the tracks and energy clusters they leave in
the tracker and the EM calorimeter. To reconstruct electrons in ATLAS, fixed-size calorimeter
clusters defined by the “sliding window” algorithm [149] was used for the 2015-16 data and
the dynamic variable-size “superclusters” is being used for the 2015-2018 dataset. Since in
this thesis, electron candidates using these two methods were considered for two different
analyses, both will be discussed here.

Reconstruction for 2015-16 data The “sliding window” algorithm starts with the building
of towers on the η − φ grid of the calorimeter with ∆η × ∆φ spacing of 0.025× 0.025. A
fixed-sized rectangular window is slid across the grid to find a local ET maximum above
a given ET threshold (2.5 GeV). The cells contained in this window form the cluster used
in further reconstruction. Such clusters in the region are then matched with electron tracks
coming from the ID with matching requirements of ∆η < 0.05 and −0.10 < ∆φ < 0.05
when compared to the barycentre of the cluster. While travelling in the detector, electrons
lose energy due to bremsstrahlung, thus creating further electron-positron pairs from the
radiated photon in quite some cases. The negative requirement on ∆φ matching is to remove
the effects of energy loss due to bremsstrahlung from bending of the track due to the

1 Both electrons and muons would indicate the respective particle and their anti-particles.
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magnetic field in the opposite direction. Track and cluster candidates affected by significant
bremsstrahlung are also corrected for the inefficiencies and the non-linearities arising from
it. If several tracks fulfil the matching criteria mentioned above, the primary electron is
chosen with the track that has no associated photon-conversion vertex and a few more
criteria regarding the number of hits in the silicon layers of the detector. Further details of
this algorithm can be found in Ref. [150]. The efficiency of this reconstruction algorithm is
close to 100% except for ET < 30 GeV as can be seen in Fig. 4.3 when measured in Z → e−e+

events.

Reconstruction for 2015-18 data For the “supercluster” algorithm [151], the variable-size
clusters are built dynamically to recover energy losses from bremsstrahlung in a better
manner. The inputs to this algorithm are topo-clusters.

The supercluster electron seed is built with a cluster having ET > 1 GeV and four matching
hits in the silicon tracking detector. All the clusters around the seed cluster barycentre within
a window of ∆φ× ∆η = 0.075× 0.125 are also taken as satellite clusters to take into account
the energy from secondary EM showers. The satellite and the seed cluster both share the same
best-matched track. The satellite and the seed clusters together constitute the superclusters.
After the superclusters are built for electrons and photons separately, tracks are matched
to electron superclusters and conversion vertices are matched to photon superclusters. An
iterative ambiguity solver decides whether an electron candidate can come from come from
an electron supercluster or a photon supercluster. A flowchart of this process is presented
in Fig. 4.2. Further details of this algorithm can be found in Ref. [151].
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Figure 4.2: A schematic depicting the logic of the ambiguity resolution for particles initially recon-
structed both as electrons and photons
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Identification, isolation, and calibration

Electron candidates are further classified from non-prompt electrons using a likelihood
based multivariate identification algorithm. The variables used are the properties of the
primary electron track, the development of the EM shower, and the mutual compatibility of
the track and the reconstructed cluster. Based on various thresholds, the electron candidates
can be identified as Tight, Loose, or Medium. These three operating points are optimised in
9 |η| bins and 12 ET bins in a manner that the electrons satisfy certain requirements on the
likelihood discriminant based on a set of predefined efficiencies. For standard electroweak
processes, on average the Loose, Medium, and Tight operating points have respective
efficiencies of 93%, 88%, and 80%. These efficiencies increase gradually as a function of
increasing ET. The Medium and Tight operating points achieve better background rejection
for the corresponding trade-off in efficiency reduction. The efficiency of these candidates
as a function of η in Z → e+e− events is shown in Fig. 4.3. The dip in efficiency in the
region 1.37 < |η| < 1.52 arises due to the gap between the barrel and endcap layers of the
calorimeter where a lot of material2 is placed. Thus, for physics analyses, these electrons
are excluded. To further isolate these candidates from various non-prompt electrons certain
criteria are placed on corrected sum of ET and pT within a cone of fixed size around the
electron. These criteria ensure both calorimeter and track isolation have high efficiencies.
The electron energy calibration is done in the detector region of |η| < 2.47 using Z → e+e−

events. This process consists of optimising the energy by minimising the effects of calorimeter
material. The relative energy scales of the calorimeter layers are also adjusted for during the
calibration. Correcting for local non-uniformities and the energy scale in data are the final
steps of this procedure.

4.2.2 Muons

Muons are reconstructed in the ID and the MS separately and then combined to reconstruct
the final muon candidate [152]. The reconstruction in the ID is performed using track
reconstruction of charged particles as discussed before. A Hough transform is used to search
for hits corresponding to segments in various sub-detectors of the MS. The hits from these
segments in the middle layer are used as initial seeds in a combinatorial segment-seeded
search which is then extended to outer and inner layers of the MS. These segments are
stitched together to build the corresponding tracks. Two matching segments are required for
a track. In the barrel-endcap region a single high-quality segment is used. All hits associated
with a given muon track candidate are fed into a global χ2 fit. An iterative fit is performed
by removing hits which contribute largely to the χ2 in each step.

The combined ID-MS reconstruction is based on four different algorithms. The “combined”
muon method uses a global fit using hits from both ID and MS. For most muons, an outward-
in iteration is performed by starting with hits from the MS and then adding hits from the ID
in the fit. The “segment-tagged” muon reconstruction uses ID tracks and extrapolates it to

2 This material has radiation lengths ranging from 5 to 10.
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Figure 4.3: The electron identification efficiency in Z → e+e− events as a function of η the Loose,
Medium, and Tight operating points [151].

the MS. If at least one track segment in the MDT or CSC chambers matches, it as classified
as “segment-tagged”. “Calorimeter-tagged” muons have a track in the ID matched to the
minimum-ionising particle in the calorimeter. This type of muons recovers muons in the
region where the MS is partially instrumented. “Extrapolated” muons are reconstructed by
using the MS track loosely compatible with the interaction point. The muon should traverse
at least two layers of MS chambers and three forward layers. This method is used in the
region 2.5 < |η| < 2.7, since this part is uncovered by the ID.

Identification, isolation, and calibration

Muon identification ensures the suppression of background muons originating from kaon
and pion decays. Four muon identification selection points, namely, Tight, Loose, Medium,
and High-pT are defined. In ATLAS, the medium selection is used as default. For this
selection the combined and extrapolated muons are used. For this selection, the associated
systematic uncertainties are the least. High-pT muons are used for muon candidates with
pT > 100 GeV. The reconstruction efficiency as a function of pT for the medium selection
as measured in Z → µµ and J/ψ → µµ, The efficiencies for 2015-2018 data measured in
J/ψ→ µµ events can be seen in Fig. 4.4

Prompt muons are generally well isolated from muons coming from semi-leptonic decays
of pions and kaons embedded in jets. To isolate them properly certain track-based and
calorimeter-based variables similar to the electron isolation are used. The different isolation
selection points all have efficiencies close to 99%. The calibration factors are found to be
close to unity [152].
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4.3 Jets

Due to the confinement property of QCD, strongly interacting particles like quarks and
gluons cannot be observed directly. The hadronisation of these particles results in a collim-
ated spray of particles, namely jets. By measuring these jets, an approximate measurement
of the kinematic properties of the original parton can be performed. The exact prescription
of doing this involves a good jet definition. Jet algorithms that have been developed over
the last few decades provide a set of rules according to which a certain group of final state
particles can be grouped into a jet depending on distance or energy parameters of those
particles.

These algorithms are required to fulfil a set of criteria that were defined by a group of
theorists and experimentalists which is known as the Snowmass accord [153]. Those criteria
are the following

1. Simple to implement in an experimental analysis;

2. Simple to implement in the theoretical calculation;

3. Defined at any order of perturbation theory;

4. Yields finite cross sections at any order of perturbation theory;

5. Yields a cross section that is relatively insensitive to hadronisation.

The last three criteria are set to make sure the algorithms are infra-red and collinear
(IRC) safe. IRC safety implies the fact that the number of hard jets defined by the given
algorithm remains unchanged despite the addition of a further soft emission or a collinear
splitting [154].
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• Infra-red safety requires real and virtual divergences to cancel if one or more “soft”
(low-momenta particles with pi → 0) partons are added in the process of fragmentation
arising from both perturbative and non-perturbative effects.

• Collinear safety requires additional divergences to the amplitude to cancel when if one
or more parton splits (pi||pj) into further collinear partons.

4.3.1 Cone algorithms

Cone algorithms are “top-down” algorithms which assume hadronic activity resulting
in jets to be confined inside cones in the η − φ plane [155]. The first jet algorithm was
a cone algorithm developed by Sterman and Weinberg for e+ e− collisions [154]. Most
cone algorithms use stable cones i.e. the momenta of the particles inside a cone of fixed
radius R adds up to the direction of the cone’s centre. Iterative cone algorithms which have
been used in experiments are Iterative Cone-Progressive Removal (IC-PR) and Iterative
Cone-Split Merge (IC-SM) algorithms [155]. IC-PR and IC-SM algorithms rely on iteratively
building a stable cone around a seed cell having momentum or energy greater than a certain
threshold. IC-PR removes the remaining particles inside the cone once a stable cone is
formed whereas IC-SM iteratively merges them. Both these algorithms are IRC unsafe. The
UA1 algorithm [156], which was the first jet algorithm developed for hadronic collisions,
was a simpler version of IC-PR algorithms where an iteration is performed over decreasing
energy particles rather than cone direction [155]. The SISCone algorithm [157] is a completely
IRC-safe algorithm since it is a seedless algorithm and tries to iteratively find particles using
the radius parameter rather than using energy or momenta requirements.

Sequential recombination algorithms

Sequential recombination algorithms can be seen as “bottom-up” [155] algorithms which are
based on the assumption that jets are formed due to the successive branching of partons.
These algorithms combines these partons iteratively to define jets. All sequential recombin-
ation algorithms are IRC safe and are computationally fast. The generalised kt algorithm,
which is mostly used for this class of algorithms can be summarised as following [158]:

1. List the 4-vectors of all the particles present in the event.

2. For each particle i, build inter-particle distances defined as

dij = min(p2k
Ti , p2k

Tj)
∆R2

ij

R2 (4.1)

∆R2
ij = (yi − yj)

2 − (φi − φj)
2 (4.2)

and a beam distance for each particle in the momentum space defined as

diB = p2k
Ti (4.3)
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Here k can take the values 0, 1, or -1 based upon the algorithm. The three cases will be
discussed in detail below.

3. Find the minimum in the set {dij, diB} iteratively.

• If dij < diB, both the particles i and j are removed and recombined into a new
particle k and added to the list of particles.

• If diB < dij the particle i is called a jet.

4. Go back to step 2 and repeat this procedure till the list of particles is exhausted.

kt algorithm

In Eq. (4.1), k = 1 corresponds to the kt algorithm [159]. This algorithm implies that a particle
with low pT also has low dij and thus would be recombined early on the recombination
process. This allows the algorithm to be IR-safe in spite of being sensitive to soft parton
emissions. Simultaneously, this also results in an undesired sensitivity to pile-up. Some of
the Tevatron experiments had used this algorithm.

Cambridge/Aachen (C/A) algorithm

For the C/A algorithm [160], k = 0 in Eq. (4.1). The distance here is purely geometrical
and independent of momenta of the particles. This has the advantage of declustering and
studying jet substructure.

Anti-kt algorithm

The anti-kt algorithm [161] is used today to reconstruct jets in all the LHC experiments. This
algorithm corresponds to the k = −1 case in Eq. (4.1). This leads to the algorithm clustering
hard (high-pT) particles first during recombination. The algorithm results is jets that are
insensitive to soft radiation. Anti-kt jets grow in a circular manner by assimilating soft
particles till a given distance R when measured from the jet axis. This property of anti-kt
jets is one of the main motivations for being used across all LHC experiments. A visual
representation of the three sequential recombination algorithms and the SISCone algorithm
on the η − φ plane with R = 1 is shown in Fig. 4.5. In ATLAS, two types of jets are mainly
used with two different values of R, small-R jets with R = 0.4 and large-R jets with R = 1.0,

4.3.2 Small-R jets

In this section, the reconstruction and calibration of small-R jets used in this thesis will be
discussed. Here, two jet reconstruction algorithms have been used. The first one, namely
EM-Topo jets have been used for the analysis using data collected in 2015-16. For the analysis
using the 2015-18 dataset, an algorithm called Particle Flow has been used to reconstruct
small-R jets.
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Figure 4.5: A parton-level representation of various jet-algorithms discussed above [161].

EM-Topo jets

EM-Topo jets are calorimeter jets reconstructed using an algorithm that uses topological
clusters (defined in Section 4.2.1) as inputs [162]. The topological clusters are calibrated
to the electromagnetic (EM) scale prior to feeding them as inputs to the algorithm. Each
topo-cluster is assumed to be massless with energy E as the sum of the energies of the cells
of the cluster i.e. E = ∑ Ecell. A four-vector is associated with each topo-cluster with the
momentum direction being from the centre of the detector to the energy weighted barycentre
of the given topo-cluster. The topo-clusters over a pT threshold of 7 GeV within a radius of
R = 0.4 are clustered together according to the anti-kt algorithm. This algorithm truncates
when all the topo-cluster four-vectors are replaced by jet four-vectors.

These jets are calibrated to ensure that the jet energy scale is corrected to the truth jet
energy scale defined at the particle level. A flowchart showing the stages of the calibration
is illustrated in Fig. 4.6.

For the calibration, firstly, origin correction is performed to recalculate the jet’s four
momenta to the hard-scattering vertex without altering the jet energy. Subsequently, the
pileup correction is applied to remove the excess energy inside the jet resulting from in-time
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EM-scale jets Origin correction
Jet area-based pile-

up correction
Residual pile-up 

correction

Absolute MC-based 
calibration

Global sequential 
calibration

Residual in situ 
calibration

Jet finding applied to 
topological clusters at 

the EM scale.

Changes the jet direction 
to point to the hard-scatter 
vertex. Does not affect E.

Applied as a function of 
event pile-up pT density 

and jet area.

Removes residual pile-up 
dependence, as a 

function of 𝜇 and NPV.

Corrects jet 4-momentum 
to the particle-level energy 
scale. Both the energy and 

direction are calibrated.

Reduces flavor dependence 
and energy leakage effects 
using calorimeter, track, and 

muon-segment variables.

A residual calibration 
is derived using in situ 
measurements and is 
applied only to data.

Figure 4.6: A flowchart showing the stages of the calibration of EM-Topo jets [162].

and out-of-time pileup. The corrected pcorr
T and the uncorrected EM-scale reconstructed preco

T
are related as [162, 163]

pcorr
T = preco

T − ρ · A− α · (NPV − 1)− β· < µ > (4.4)

where ρ is the median energy density of jets in a given event, NPV is the number of primary
vertices in that event, < µ > is the average number of interactions per bunch crossing, and
A is the jet area. α and β are the in-time and out-of-time pileup respectively.

In the next step, the jet energy scale (JES) and η-calibration is performed to correct the
four-momentum of the jet to the corresponding particle level jet. The biases arising from
changes in calorimeter granularity are fixed in this step. This is done in MC-simulation
by calibrating the reconstructed jet energy to isolated truth-matched jets within ∆R = 0.3.
The average energy response, Ereco/Etruth, is parametrised as a function of jet pT and ηdet,
the jet η pointing from the centre of the detector. The energy jet energy response is shown
in Fig. 4.7.

The Global Sequential Calibration (GSC) improves the JES resolution by correcting the
residual dependencies on both longitudanal and transverse jet properties. For example, the
flavour of the initiating particle, a quark or a gluon, affects the calorimeter response of the
jet. Five jet observables are used to correct for the four-momenta of the jet iteratively as a
function of ptruth

T and ηdet.
The last stages of the calibration involve accounting for the difference in jet response

between data and MC. These differences happen due to imperfect simulation of the detector
response in MC. Four in-situ calibrations are performed to correct the jet response of both
central (|η| < 0.8) and forward (0.8 < |η| < 4.5) jets. The η-intercalibration fixes the
JES of forward jets by referencing their pT against the pT of well-measured central jets.
Subsequently, the central jets are calibrated using Z/γ+jets and dijet events. The Z/γ+jets,
where the Z/γ decays into an electron or muon pair, are used to calibrate jets with pT <

950 GeV. Multijets are then used to calibrate jets with 300 GeV < pT < 2 000 GeV. The
quantity Rin-situ, defined for both data and MC, is the ratio of pT of the jet and the pT of
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Figure 4.7: The average energy response after origin and pile-up corrections applied, as a function of
ηdet for jets of a truth energy of 30, 60, 110, 400, and 1200 GeV [162].

the reference object. The ratio Rdata/RMC as a function of pT for the three central jet in-situ
calibrations and the final combined correction is shown in Fig. 4.8 Systematic uncertainties
arising from these methods will be discussed in Chapter 7.
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Particle flow jets

For the reconstruction of EM-topo jets, only calorimeter measurements are used. The
particle flow (PFlow) algorithm [164] uses both tracker and calorimeter information to build
“particle flow” objects, which are subsequently fed into the jet algorithm as inputs. To avoid
double counting of the energy measurement from both the tracker and the calorimeter, the
calorimeter measurement is subtracted when the tracker energy is used for the algorithm.

Figure 4.9: A flowchart showing the stages of the Particle flow algorithm [164].

Firstly, the selected tracks are matched to their respective topo-clusters. Since energy can
be deposited in multiple clusters due to a split shower, the algorithm adds the relevant extra
clusters to a track/cluster system based on their respective probabilities of being associated
with the given shower. To perform the subtraction of the calorimeter measurement, the aver-
age energy deposited by a particle, < Edep > is computed. It is calculated as the product of

the measured momentum ptrack and the expected value of Ecluster/ptrack. < Ecluster/ptrack >

is the sum of energies of all topo-clusters associated with single particle samples without
pileup within a cone of ∆R = 0.4 around the position of the track. In cases where < Edep >

is greater than the energy of the matched clusters, the topo-clusters are removed. For the
remaining cases, a cell-by-cell energy subtraction is performed. Subsequently, if the re-
maining energy is less than 1.5σ(Edep), the jet constitutes of a single particle track-cluster
system. Subsequently, this remnant energy coming from shower fluctuations is removed.
All the remaining tracks and clusters are then fed as inputs to the anti-kt jet reconstruction
algorithm. The calibration for these jets is performed in a a similar way as described above
for EM-Topo jets. The jet energy response for PFlow jets as a function of ηdet for jets of
various reconstructed energies is shown in Fig. 4.10. A comparison of the combined in
situ correction i.e. jet response ratio in data and MC for PFlow+JES vs EM+JES is depicted
in Fig. 4.11.

4.3.3 Large-R jets

Final states with high pT are associated with massive particles like W-bosons. In most
instances, these signatures are hadronic decays of the said particles. The high pT of the
decays products results in their collimation or Lorentz boost in the direction of the parent
particle. A schematic of the reconstruction and calibration of large-R jets, the details of which
will be discussed below, is shown in Fig. 4.12.

Such hadronic decays are reconstructed using the anti-kt algorithm with a large radius
parameter, R = 1. The inputs to the algorithm are three dimensional topological clusters.
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Figure 4.10: Jet energy response as a function of ηdet for jets with reconstructed energy of 30, 110, and
1200 GeV with PYTHIA 8 sample [165].
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Figure 4.12: A schematic of the reconstruction and calibration of large-R jets used for the analysis in
this thesis [166].

These energy clusters are calibrated to the hadronic scale using Local Cluster Reweighting
(LCW) [148]. LCW addresses various inefficiencies of the cluster-by-cluster reconstruction of
the calorimeter signal. Firstly, the likelihood of a cluster being generated from a electromag-
netic (EM) shower, PEM

clus is calculated. Thus, 1−PEM
clus is the corresponding likelihood for

hadronic interactions. The calibration weights are applied dynamically to avoid inefficiencies
originating from misclassification. The per-cell weight that is applied for the calibration is

wcal
cell = PEM

clus · w
em−cal
cell +

(
1−PEM

clus

)
· whad−cal

cell (4.5)

Here, wem−cal
cell and whad−cal

cell are the electromagnetic and hadronic weights applied by the
respective calibrations. A schematic of the LCW calibration is shown in Fig. 4.13.
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Figure 4.13: A schematic of the LCW calibration method. The corrections include calibrations,
out-of-cluster (ooc), and dead material (dm) corrections [148].

After the initial reconstruction, the large-R jets are groomed using a “trimming” al-
gorithm [167]. This procedure mitigates the effects of pile-up and soft emissions. It entails
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reclustering the jet constituents using the kt algorithm into subjets with Rsub=0.2. All sub-
jets with psubjet

T /pjet
T < 0.05 are removed and the jet pT is recalculated from the remaining

constituents.
Subsequently, a simulation-based calibration is done against the reference of particle level

jets. These jets are simulated by clustering particles in hard scatter interactions. The jet
energy scale of the groomed jet is calibrated to the corresponding energy of particle level
jets in a sample of simulated dijets. This sample is also used to correct for the η of the jet.
Finally, the combined mass [166] of the jet is also calibrated in a similar manner. All these
calibrations are applied as a parametrised function of kinematic variables of the large-R jet
such as its energy and ηdet. The jet energy and mass response for jets with varying truth
energy and pT are shown in Fig. 4.143.
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Figure 4.14: The response for (a) jet energy with truth energies varying from 200 to 2 000 GeV and
(b) jet mass for jets with the truth mass of the W-boson and ptruth

T varying from 200 to 2 000 GeV
respectively [166].

After applying the simulation-based calibrations, the residual in situ calibrations for jet pT
and mass are performed in situ by using momentum conservation against a reference object
that recoils against the jet. To ensure that the jet response is a uniform function of ηdet, the jet
calibration of central reference jets (|η| < 0.8) determined in dijet events is propagated to
the forward detector region (0.8 < |η| < 2.5). The η-intercalibration method employed for
large-R jets is similar to that used for small-R jets. Henceforth, three balance methods, Z+jet,
γ+jet, and the multijet balance methods are applied to calibrate the absolute pT scale of the
jet. The recoiling systems for these methods are Z → e−e+/µ+µ−, a photon, and calibrated
low pT small-R jets respectively.

The Z/γ+jet method balances the pT of the jet against the pref
T i.e. pZ/γ

T · |cos∆φ|, where
∆φ is the azimuthal angular separation between the jet and the direction of the Z-boson
or the photon. The pT range of the Z-boson for the Z+jet method is up to 500 GeV. Since,

3 The ATLAS collaboration calibrates large-R jets with pT > 200 GeV and |η| < 2.5.

50



Chapter 4 Physics object reconstruction

the cross-section for γ+jet production is higher than the Z+jets mode, the γ+jet method can
probe and thus calibrate large-R jets with higher pT. These two methods only suffice for jets
with pT up to 1 TeV. For jets with higher pT, the multijet balance method is employed. It
balances the jet pT against a recoil system consisting of small-R jets with a minimum pT of
30 GeV. It is required that the leading small-R jet of the recoil system can have no more than
80% of the pT of the probe jet.

The in situ jet mass calibration is done by using two methods, the Rtrk double ratio method
and the forward folding method. Rtrk, the average calorimeter to track response is defined as
< pcalo

T /ptrack
T >. The double ratio of both RpT

trk and Rm
trk (the superscript m denotes the initial

ratio for mass instead of pT. ) in simulations to data is used to correct for the jet mass scale.
Rm

trk as a function of the jet pT when compared in data and MC for three distinct generators
is depicted in Fig. 4.15. The forward folding method comprises of fitting the W-boson mass
and top-quark mass peaks and jet mass response within data and simulations using a χ2

fit. Finally, all these calibrations are combined using methods described in Ref. [168]. A
smoothing is applied to remove any spikes in the combined calibrations due to statistical
fluctuations. The combined data to MC jet pT response is shown in Fig. 4.16
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4.3.4 Jet tagging

Jet vertex tagging

The jet vertex tagging (JVT) [169] algorithm selects jets originating only from the primary
vertex of an event. By choosing the jets from hard scattering interactions, the jet vertex
tagger mitigates the effects of in-time pileup. The JVT discriminant is based upon a k-nearest
neighbour algorithm which builds a two dimensional likelihood with RpT

and corrJVF. Here,
RpT

quantifies the ratio of scalar sum of pT of tracks originating from the primary vertex and
the pT of the calibrated jet and corrJVF is the jet vertex fraction corrected for the dependence
on number of primary vertices.

b-tagging

In both the analyses done for this thesis, the final state contains a b-quark which hadronises
into a jet. The b-jets are identified by the ATLAS collaboration using classification algorithms.
In the leptonic analysis with the 2015-2016 ATLAS data, a boosted decision tree (BDT) based
algorithm called MV2 [170] is used. For the hadronic analysis with the 2015-2018 data, a
recurrent deep neural network based algorithm called DLIr [171] is deployed to identify
b-jets.

The B-hadrons generally have a relatively long lifetime, thus decaying in times in order
of 1.5 ps. This implies that such a hadron with a pT of 70 GeV would have a decay length,
< Lxy >= 6.4 mm in the transverse plane before decaying into soft leptons at a secondary
vertex [172].

A schematic of such a decay is shown in Fig. 4.17. Three low-level algorithms construct 22
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variables which are inputs to the aforementioned classification algorithms in addition to 2
kinematic properties of the jet (pT and η). These are as following

1. IP2D/IP3D tagger: The impact parameter (IP) shown in Fig. 4.17 shows the impact
parameter in the transverse plane. The IP2D algorithm takes into account the signed
transverse impact parameter significance whereas IP3D uses both signed transverse
and longitudinal impact parameters of the B-hadron decays to calculate the ratio of
b-jet, c-jet, and light flavour jet probabilities for each track.

2. Secondary vertex (SV) tagging: The SV tagging algorithm finds the singular secondary
vertex associated with the decay of a B-hadron.

3. Topological multi-vertex algorithm: The JetFitter algorithm reconstructs the com-
plete decay chain by using the weak B-hadron and C-hadron decays.

primary vertex

xy
decay length L

secondary vertex

jet axis

track
impact
parameter

Figure 4.17: A schematic of a B-hadron decay into soft leptons resulting in the creation of a secondary
vertex. The track impact parameter is the closest approach distance between the extrapolation of the
track and the primary vertex [172].

The MV2 algorithm uses 24 low-level variables to classify the signal (b-jets) from the
background (c-jets and light flavoured jets) with a BDT. The MV2c10 algorithm uses 7%
of c-jets in the tt̄ training sample. The value of the discriminant used for identifying b-jets
varies according to the selection efficiency. For 60% and 80% identification efficiencies in
2015-2016 data, the value of the cut is 0.18 and 0.93 respectively [173].

Given the recent advancements in deep learning, the DL1 algorithm replaces the BDT
with a deep feed forward neural network. The inputs for this algorithm are the ones used
in MV2 and c-tagging JetFitter variables. The IP3D algorithm does not take into the
correlations among the properties of the tracks inside the decay of a B-hadron. A recurrent
neural network (RNN) is capable of learning the sequential dependence among variables.
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Thus, the outputs of a new tagger called RNNIP which learns the interdependencies among
the tracks are combined with the discriminant of the DL1 tagger [171]. The combined tagger
is referred as the DL1r tagger. For this tagger, the training sample was a hybrid of tt̄ and Z′

events. The inclusion of Z′ events ramps up the response of the tagger in high and medium
pT range.

The cuts on the final discriminant based on b-jet identification efficiency in inclusive tt̄
samples are named operating or working points. For both the taggers, correction factors are
applied to the MC samples to compensate for differences between data and simulation in
the b-tagging identification efficiencies for b-jets, c-jets, and light flavoured jets [174, 175].

W -tagging

In the hadronic analysis performed with the 2015-2018 ATLAS data, the final state involves a
high-pT W-boson. Such a high-pT W-boson is reconstructed using a three variable cut-based
W-tagger [176]. The three kinematic variables that are used to build this tagger are

1. mcomb : The combined jet mass of the large-R jet, mcomb is a weighted average of the
calorimeter and track-assisted mass measurements of the jet [166].

2. Dβ=1
2 : This variable is a ratio of the three-point energy correlation function, eβ

3 and
the two-point energy correlation, eβ

2 cubed. Both the energy correlations are defined
in Eq. (4.6), where pTi is the pT of the i-th particle in the jet with nJ particles. Here,
pTJ is the transverse momentum of the given jet [177] and ∆Rij represents the Lorentz
boost invariant Euclidean distance among the i-th and j-th particle in the η − φ plane.
For the W-tagger Dβ=1

2 can be quantified by inserting β = 1 in Eq. (4.6).

e(β)
2 =

1

p2
TJ

∑
1≤i<j≤nJ

pTi pTj∆Rβ
ij

e(β)
3 =

1

p3
TJ

∑
1≤i<j<k≤nJ

pTi pTj pTk∆Rβ
ij∆Rβ

ik∆Rβ
jk

D(β)
2 ≡

e(β)
3(

e(β)
2

)3

(4.6)

3. Ntrk : This denotes the number of tracks ghost-associated [178] to the original un-
groomed jet. Ghost-association accurately matches the tracks to the calorimeter subjets
by making the tracks infinitesimally soft and including them in the jet finding process.

The cuts on these variables are optimised simultaneously as a function of jet pT based
on the identification efficiency of the W-boson. Smooth polynomial functions as defined in
Ref. [179] are fitted in bins of pT to produce a smooth W-tagger. The tagger is optimised
at two working points (WP) , set at 50% and 80% signal efficiencies. The cuts for the 50%
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WP for mcomb and Dβ=1
2 are shown in Fig. 4.18. For mcomb,a mass window requirement

of 60 GeV < mcomb < 100 GeV is used. The highest value pT dependent cut for Ntrk is
Ntrk = 26.
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Figure 4.18: The binned and fitted cuts for (a) mcomb and (b) Dβ=1
2 as a function of jet pT for the

three-variable W-tagger at 50% WP [176].

Scale factors quantify the relative difference in tagging efficiencies in data nd MC for both
signal (W-jets) and background jets (γ+jets/multijets). The signal scale factors are evaluated
using tt̄ samples in the lepton-plus-jets channel, whereas the background scale factors are
computed with γ+jet and multijet samples. The respective data/MC comparison of signal
efficiency and background rejection for the W-tagger at the 50% WP is shown in Fig. 4.19.

4.4 Missing transverse energy

The conservation of momentum implies that the sum of momenta in the transverse plane of
the ATLAS detector should be zero. However, weakly interacting particles like neutrinos
escape the detector, thus creating a momentum imbalance. The missing transverse energy
with magnitude Emiss

T is the negative vector sum of all reconstructed hard objects (leptons,
photons, hadronically decaying τ-leptons, and jets). A soft term is added to the calculation
of Emiss

T to ensure the inclusion of detector signals, residual energy from both hard scatter,
unassigned to any of the previously used reconstructed objects. To mitigate the effect of
pile-up, the soft term is calculated by performing track-matching to the primary vertex [180].

In this thesis, for the single-lepton analysis, EM-Topo small-R jets with pT > 20 GeV that
also pass the JVT criteria when the jet has |η| < 2.4 and pT < 60 GeV are used for Emiss

T
calculation and for the hadronic analysis PFlow jets fulfilling the same criteria are used.
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Figure 4.19: The (a) signal efficiency and (b) as a function of leading large-R jet pT for the three-variable
W-tagger at 50% WP [176].
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CHAPTER 5

Statistical methods

In this chapter, an overview of the statistical methods used in both the analyses performed
for this thesis will be presented. In the field of experimental high-energy physics, statistical
methods are used to compare the predicted parameters of a physical probabilistic model with
the observed data. Depending on the definition of probability, the methods can be classified
into two categories, frequentist and Bayesian. To quote Ref.[6],“In frequentist statistics,
probability is interpreted as the frequency of the outcome of a repeatable experiment” and
“In Bayesian statistics, the interpretation of probability is more general and includes degree
of belief (called subjective probability). One can then speak of a probability density function
(p.d.f.) for a parameter, which expresses one’s state of knowledge about where its true
value lies.”. There is no clear mandate whether one set of methods is better or not. In this
thesis, due to certain pragmatic reasons e.g. faster computing time, frequentist methods have
been used. A detailed review of Bayesian methods used in particle physics can be found
in Ref. [181]. An excellent comparison of frequentist and Bayesian methods is presented in
Ref. [182].

5.1 Statistical inference

In any experiment, statistical inference is the process of comparing the observed data to
the various parameters of a physical model. Consider an experiment where the data is
characterised by a set of outcomes ~x. Now, consider a model M which is described by a set
of parameters~λ. The probability of the data, ~x given the model M, P(~x|~λ, M), can be defined
as a product of the individual probability distribution functions f (xi|~λ). This product is
called the Likelihood, L(~λ).

L(~λ) =
N

∏
i=1

f (xi|~λ) (5.1)
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Equation 5.1 is valid only if N is fixed and xi is independent of each other. If N is not
fixed and itself is a function of~λ, then the likelihood should include that dependency [6].
For example, if N follows a Poisson distribution with mean n, then equation 5.1 would be
rewritten as

L(~λ) =
nN

N!
e−N

N

∏
i=1

f (xi|~λ). (5.2)

Equation 5.2 is often referred to as the extended likelihood [6].

5.2 Parameter estimation

Parameter estimation is the way of finding the “best” value of a parameter in a model based
on the available data, including the error on that estimate [183]. In frequentist statistics,
parameter estimation is performed using mainly two methods, method of least squares and
method of maximum likelihood. Here, only the latter is discussed as it has been solely used
in this thesis.

Method of maximum likelihood

In the method of maximum likelihood (ML), the parameters~λ are estimated by maximising

the likelihood as defined in Eq. (5.1). Thus, the estimators ~̂λ, are the solutions to the following
equation:

∂ ln L
∂λi

= 0 i = 1..n (5.3)

The likelihood being a product of functions, can take extremely large values and thus,
maximising the log-likelihood is more computationally pragmatic. The ML estimator follows
the criteria of being unbiased, consistent, robust, and efficient [6]. If the data are small, both
Equation 5.1 or Equation 5.2 can be used. But in high energy physics experiments, the
datasets used are generally quite large and thus, binned data is used. In collider experiments,
events are binned as a function of a kinematic variable e.g. pT. These events when binned in
N bins follow a Poisson distribution in each bin. So the likelihood can be rewritten as
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L =
N

∏
i=i

Ei
ni · e−Ei

ni!
, (5.4)

Ei =

Nproc

∑
j=i
L · σj · εij, (5.5)

= L · (µsig · σ · ε
signal
i +

Nbkgs

∑
j=i

µ
bkg
j · σj · εij), (5.6)

where Ei and ni are the expected and observed events in bin i respectively. Here, the
expected number of events, Ei, is expressed as a sum over the expected events for the signal
and all the background processes. In Equation 5.6, L is the integrated luminosity, σ is
the theoretical cross-section, and ε represents the per-bin efficiencies in the phase-space of
interest. These efficiencies are usually obtained from Monte-Carlo simulations. Here, µsig,
the signal strength, is the main parameter of interest which is estimated. If the ML estimate
of µsig ≈ 1, the existence of signal in data as predicted by the model is implied. A value of
µsig ≈ 0 implies the absence of signal in data. The theoretical predictions for background

processes are derived from the Standard Model and thus, in most cases µ
bkg
j = 1 is used.

Since the values of εij are a function of detector acceptance and reconstruction algorithms,

their predictions are not always exact. To account for background mismodelling, µ
bkg
j is

also included as a parameter of interest in the likelihood. As the Standard Model is a highly
precise model, the ML estimate of µ

bkg
j should be around 1. In reality, rather than maximising

the log-likelihood, −2ln L is minimised. Using Equation 5.4, we get

−2 · ln L(µsig, µ
bkg
j ) = −2 ·

N

∑
i=1

[
ni · ln Ei(µsig, µ

bkg
j )− Ei(µsig, µ

bkg
j )

]
+ const. (5.7)

Since the inputs to our fit are finite Monte Carlo samples, the actual fit to data also takes into
account the fact that εij are generated using Poisson statistics. This leads to the likelihood
being further extended. Eventually, the negative binned likelihood minimisation becomes
an exercise in numerically solving multidimensional linear differential equations [184].

Nuisance parameters

The uncertainty on the parameter of interest, µ, has both statistical and systematic compon-
ents. Both these components are incorporated into the likelihood as nuisance parameters. As
shown in Eqs. (5.4) and (5.5), the Poisson likelihood is a function of expected events per bin.
The experimental uncertainties arising from the modelling of the detector response, recon-
struction algorithms of the physics objects affect the efficiencies εij. Theoretical uncertainties
impact the cross-section of both the backgrounds and the signal. Finally, there is also an
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uncertainty on the measured integrated luminosity. The statistical uncertainty mainly comes
from the limited size of our MC samples. A nuisance parameter is associated with each of
these uncertainties and a Gaussian constraint is applied to them. Suppose the integrated
luminosity, L has an uncertainty of 5% (σL). Then, the Poisson likelihood can be written as,

L =
N

∏
i=i
P(ni|µi) G(L|L̃, σL) (5.8)

for the measured luminosity L̃ ± σL.Here, G is a normalised Gaussian with a mean L̃ and a
standard deviation σL [185]. Thus, Eq. (5.7) becomes

−2 · ln L(µsig, µ
bkg
j ,L) = −2 ·

N

∑
i=1

[
ni · ln Ei(µsig, µ

bkg
j )− Ei(µsig, µ

bkg
j ) +

(L− L̃)2

2σ2
L

]
. (5.9)

For each uncertainty, a nuisance parameter is associated with it, which results in an extra
penalty term on the negative log-likelihood. The Gaussian constraint on each of these
nuisance parameters is an assumption arising from the central limit theorem, but some other
function can also be used to constrain the nuisance parameters.

Morphing of shape uncertainties

Systematic uncertainties can be either normalisation or shape uncertainties. Normalisation
uncertainties are uncertainties that affect the number of expected events uniformly across all
bins e.g. the luminosity uncertainty described in the last section. All uncertainties that affect
the per-bin efficiencies are normalisation, shape, or a combination of both uncertainties.
These uncertainties are generally computed by altering certain physical parameters in the
MC simulations. Only the ±1σ deviations for these uncertainties are calculated and their
effect on the spectrum of physical quantities e.g. pT is calculated.

While minimising the negative log-likelihood, a likelihood scan is performed, and thus,
the value of the efficiencies has to be known as a continuous function of a given uncertainty
θ to calculate the appropriate penalty term on the log-likelihood. From MC simulations,
we achieve the nominal and ±1σ value of εij. To define a continuous function, a morphing
parameter f is introduced [185]. A simple linear relation can be written as

εij = ε0
ij + f

ε+ij + ε−ij
2

, (5.10)

where ε0
ij is the nominal value of εij and ε±ij are the respective values of the efficiencies for

±1σ of the uncertainty. In HistFactory [186], the tool used for likelihood building is this
thesis, a more complex function is used for interpolating the values of εij for any value of
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σ(θ).1 For shape systematics, an exponential parameterisation is used.

εij(θ) = ε0
ij ·
{
(ε+ij /ε0

ij)
θ θ ≥ 0,

(ε−ij /ε0
ij)

θ θ < 0.
(5.11)

For normalisation uncertainties, the exponential parameterisation shown in Eq. (5.11) is
used for |θ| > 1, whereas for |θ| < 1, a six degree polynomial of θ is used. The motivation
for these choices are discussed in detail in Ref. [186].

Monte Carlo statistical uncertainties

The expected number of events in each bin is calculated from finite Monte Carlo simulations.
This leads to a statistical uncertainty on the expected number of events per bin for each
process. If Eij events simulated for bin i and process j can be written as βijαi, where αi is the
nominal rate and βij are the efficiencies, Eq. (5.4) can be rewritten as

L =
N

∏
i=i

[(
∑

j=proc
βijαi

)ni

· e−∑j=proc βijαi

ni!

]
. (5.12)

Barlow and Beeston [183] proposed to treat each βij as a nuisance parameter with the nominal
value centered at 1 with a Poisson constraint. This introduces a lot of new parameters that
can significantly increase the computing time. Thus, only one nuisance parameter βi is
introduced per bin, which represents the overall statistical uncertainty on the total expected
number of events. Consequently, in Eq. (5.12), the sum over the processes is dropped. For a
Poisson distribution, Var[ñi] =

√
βiαi, which leads to the following relation for the observed

number of events for bin i ni
2.

ni = αi = (1/σstat unc.
i )2, (5.13)

where σstat unc.
i is the corresponding statistical uncertainty arising due to finite sample size of

the Monte Carlo simulations. The Poisson constraint implies that for each βi, the nominal
value, β0

i = 1, and the uncertainties β+,−
i = 1± σstat unc.i

i . Each of these uncertainties adds a
penalty term in the likelihood similar to Eq. (5.9).

5.3 Hypothesis testing

In particle physics experiments, one of the main goals is to find new particles and processes
hypothesised by various new theories. These new theories e.g. the theories predicting

1 From here onwards θ and σ(θ) will be used synonymously.
2 ñi is the random variable for the observed events in bin i.
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vector-like quarks are tested against already proved theories e.g. the Standard Model to
check if these new theories can be accepted or not. This is called hypothesis testing.

While searching for new particles like VLQs, the hypothesis that there are no VLQs is
treated as the background-only hypothesis or the null hypothesis. At the LHC, if VLQs are
present in data, they will manifest in terms of excess events in addition to the backgrounds
predicted by the SM. Consequently, the background-only hypothesis (H0) is tested against
the signal plus background hypothesis (H1). While testing two hypotheses, either the null
hypothesis can be rejected or accepted. If a statement is made regarding the validity of H0,
two types of error can happen.

1. Type I error: H0 is rejected although it is true. The probability of this happening is
denoted by α.

2. Type II error: H0 is accepted although it is false. The probability of this happening is
denoted by β.

The probabilities of these instances happening or not happening is depicted in Table 5.1.

H0 is true H0 is false
H0 is rejected Type I error (Probability α) Right decision (Probability (1− β))
H0 is accepted Right decision (Probability (1− α)) Type II error (Probability β)

Table 5.1: Probabilities of occurrence of Type I and Type II errors.

To quantify the difference between H0 and H1, an unbiased test-statistic Q is chosen.
The choice of Q should fulfill the condition, α + β < 1 because α + β > 1 implies that the
probability to make either type I or type II error is higher than taking the corresponding
right decision. The Neyman-Pearson lemma [187] states that the likelihood ratio Q, is the
most powerful test statistic i.e. H0 (background-only hypothesis) is rejected with the highest
probability or equivalently yields the lowest value of β when tested against a hypothesis H1
(signal plus background hypothesis with µsig = µ) compared to other test statistics.

Q =
L(H1(µsig = µ))

L(H0(µsig = 0))
. (5.14)

p-Value and significance

The Q-value for observed data events Qobs maps the outcome of the experiment to a single
real-valued number. We can simulate a repitition of the experiment by creating pseudo-
experiments. This can be achieved by drawing from a random Poisson distribution with
mean N and setting that value as the observed events. A distribution f (Q|Ñ) will be
generated with f (Q|Ñ = N, µsig = µ) for a given hypothesis with µsig = µ. The p-value for
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a given dataset under a hypothesis, is defined as the the probability for an equally or more
‘extreme’ outcome than what is observed assuming that hypothesis [188].

p =
∫ ∞

Qobs

f (Q|µsig = µ) dQ. (5.15)

Since f (Q|µsig) is defined to be a monotonically increasing function of µsig, the p-value
would be lower if the data agrees more with the signal plus background hypothesis H1.
Based on the value of Qobs, if the background-only hypothesis H0 is rejected, then the p-value
would be synonymous to α, the probability of making a Type I error. The choice of p-value
for which a definitive statement can be made about rejecting H0 is different in each scientific
sub-field. In particle physics, rejecting H0 generally implies the discovery of a new particle.
The threshold used to claim discovery is p = α = 2.87 · 10−7. This value corresponds to the
integral under a unit Gaussian from 5σ to infinity. Usually, rather than quoting the p-Value,
the significance Z defined as

Z = Φ−1(G(0, 1)) · (1− p), (5.16)

where Φ−1G(0, 1), the inverse of the cumulative distribution of a unit Gaussian, is used
for accepting or rejecting the background-only hypothesis. While searching for a new
particle, values of 3σ and 5σ are used as thresholds for evidence and discovery of the signal
respectively.

5.4 Limit setting

In a search for new particles, when the data agrees with the background-only hypothesis, a
high p-value is achieved. Thus, rather than completely rejecting the signal plus background
hypothesis, an upper limit is placed on the allowed values for the signal strength, µ, the
parameter of interest in the fit. In cases of non-discovery, an upper limit is quoted on physical
parameters like the production cross-section or the mass of the particle that is being searched.

In frequentist statistics, the Neyman construction [189] is used to define confidence
intervals (CL), which is further used to set upper limits. An upper limit, µup is set at (1− α)%
confidence level on the parameter µ if

P(Q < µup|µ̂) = 1− α, (5.17)

where Q is the test statistic being used for Neyman construction and µ̂ is the true value of µ.
For 95% CL (α = 0.05), this implies that the probability that µ̂ cannot be greater than µup is
95%.
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The CLs method

Experiments designed to search for new particles and processes do not always yield the
desired sensitivity. If the observed number of events undershoots the expected number of
events, the maximum likelihood estimator of the signal strength µ is negative. Using strict
frequentist confidence levels, for such cases, even zero signal strength is excluded. Although
these upper limits are consistent from a statistical perspective, they are “unphysical”. Thus,
the CLs method [190] is used for setting limits on the signal strength.

Using Eq. (5.15), ps+b
µ is defined as the p-value for the signal plus background hypothesis

with signal strength µ and pb
0 as the p-value for the background-only (null) hypothesis

(µsig = 0). The statistic CLs is defined as

CLs =
ps+b

µ

1− pb
0

. (5.18)

For a given theoretical model, a point in its parameter space is excluded at (1− α)% con-
fidence level if CLs ≤ α. To find the exact upper limit µup, a scan of the parameter space
is performed to find the point in the phase space where CLs = α. If µ is excluded at 95%
or 68% confidence level, α = 0.05 and α = 0.32 respectively. When the data is less than
expected number of events, ps+b

µ decreases, but as pb
0 increases, (1− pb

0) decreases. This
prevents CLs ≤ α. Hence, an “unphysical” limit on the model parameter can be avoided.

The CLs method being more conservative, has a higher coverage for the model that is
being tested. Although the quantity CLs is not a strict probability, it can be shown that
CLs yields identical values as Bayesian credible intervals do while using constant priors for
Poisson counting experiments [190].

5.5 Profile likelihood fit: A toy example

In this section, a toy example will be used to demonstrate the fits similar to the ones presented
in this thesis. The toy example demonstrated here can be extended to any of the complex fits
that are performed in most ATLAS analyses.

Profile likelihood

The log-likelihood in Eq. (5.9) is written as a function of one nuisance parameter (NP). In
reality, there are hundreds of NPs affecting the likelihood. So the likelihood L is a function
of µ and the NP vector θ. The maximum likelihood estimators of µ and θ, µ̂ and θ̂ are
the solutions to Eq. (5.3) for L(µ, θ). The conditional maximum likelihood estimator ˆ̂θ(µ)
is defined as the estimate of θ, where µ is fixed in L(µ, θ). The profile-likelihood ratio is
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constructed as

λ(µ) =
L(µ, ˆ̂θ)
L(µ̂, θ̂)

(5.19)

This definition ensures that λ(µ) does not have an explicit dependence on the NP vector (θ).
The process of using a fixed value of θ for a given λ is known as “profiling” away the NPs.
Using the profile-likelihood ratio, a test statistic q(µ) = −2ln λ(µ) is defined. It is evident
that q(µ) follows the Neyman-Pearson Lemma. Hence, Eq. (5.15) can be rewritten as

p(µ, θ) =
∫ ∞

qobs

f (q(µ)|µ, θ)dq. (5.20)

Asimov dataset

In order to compute the p-value for a given hypothesis using Eq. (5.15), the function f (q(µ))
needs to be sampled. This sampling is done by generating pseudo-data. For a dataset
with expected sensitivity of ≈ 5σ, 107 pseudo-data points need to be generated, which is
computationally expensive. Instead, a single fit is performed to a dataset called “Asimov
dataset” [191]. For a Poisson likelihood with signal strength µ in bin i the Asimov data Ai
can be written as

Ai = µ · Esig
i (θ = 0) + ∑

j=bkgs
Ebkg

ij (θ = 0). (5.21)

As proven in Ref. [191], in the asymptotic limit, for this dataset, λ(µ) = λ(µtrue) and λ is
also independent of θ. From Wilks’ theorem [192], it further follows that the f (q|µ) is a
chi-squared distribution at the asymptotic limit. Thus, the p-value for the hypothesis with
signal strength µ for an observed value of qobs of the test-statistic is

pµ = 2 · (1−Φ
(√

q(µ)
)
), (5.22)

where Φ is the cumulative distribution function of the normalised unit Gaussian. In physics
analyses, before performing the fit to data, a fit to the Asimov dataset is performed. The
input and output of the Asimov fit for µ is exactly the same by definition. In BSM searches,
µ = 0 is used in the Asimov data whereas in SM searches µ = 1 is set to construct the
Asimov dataset.

Toy example

In this section, a fit will be performed to simulated data using one signal and one back-
ground samples in a single signal region (SR). These fits are done using TRexFitter [193],
which uses HistFactory and RooStats [194] for likelihood building and minimisation
respectively. This toy example is going to exemplify the ideas explained in the previous
sections.
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The mass distribution of the final state is used as the kinematic variable for fitting. A
Landau function is used to parametrise the falling spectrum of the background, whereas a
Crystal Ball function is used to describe the signal with mass 50 GeV. The data is simulated
as a Poisson distribution with the total number of expected signal plus background events
as its mean. Here, 100 signal and 500 background events are simulated. For the background
distribution, three systematic uncertainties are assigned affecting each term in Eq. (5.5). A 2%
luminosity uncertainty, a 2% cross-section uncertainty, and a shape dependent uncertainty
e.g. jet energy scale are assigned to the background. The luminosity and jet energy scale
uncertainty is also applied to the signal. In addition, the per bin Monte Carlo statistical
uncertainty is also assigned. The pre-fit distributions of the signal and background, with all
the uncertainties are shown in Fig. 5.1. The shape-dependent uncertainty used for the signal
and background in shown in Fig. 5.2.
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(a) Signal plus background distributions at
pre-fit level with all uncertainties.
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(b) Data and background distributions at pre-
fit level.

Figure 5.1: Mass distribution of simulated signal, background, and data.

For the fit to Asimov data, by definition, the post-fit value is µ̂sig = 1. The total uncertainty
on µsig, σµ, should be close to the uncertainty on µsig for the corresponding fit to real data.
The uncertainty is the square-root of the first diagonal element of the the covariance matrix
of the fit parameters, which is the inverse of the matrix of the second derivative of the
log-likelihood w.r.t. to the fit parameters. The nuisance parameters (NP) corresponding to
the uncertainties, θ, which are profiled should yield a post-fit value θ̂ = 0 for the Asimov fit.
Since the prior on θi is G(0, 1), a post-fit value of the standard deviation significantly less
than 1 implies that the uncertainty corresponding to the NP is overestimated. This is known
as the fit constraining a NP.

The post-fit behaviour of µsig and θ for both the Asimov and data fits are shown in Fig. 5.3
and Fig. 5.4 respectively. The post-fit mass distributions for the signal and background for
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Figure 5.2: Shape-dependent uncertainty for signal and background.

0 0.2 0.4 0.6 0.8 1 1.2 1.4 1.6 1.8 2 2.2

mu_sig
0.25

0.25
1.00 

(a) Post-fit value of µsig for the fit to Asimov
data.
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(b) Post-fit value of µsig for the fit to observed
data.

Figure 5.3: Post-fit values of the signal strength µsig for the Asimov and data fits.
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(a) Post-fit value of NPs θ for the fit to As-
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(b) Post-fit value of NPs θ for the fit to ob-
served data.

Figure 5.4: Post-fit value of NPs θ in the toy Asimov and data fits. Here, θ̂ is the profiled value,
whereas θ0 is the prior on each NP. ∆θ represents the post-fit constraint on θ.
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(a) Post-fit value of NPs θ for the fit to As-
imov data when the luminosity uncertainty
is increased to 10%.
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(b) Post-fit value of NPs θ for the fit to ob-
served data when the luminosity uncertainty
is increased to 10%.

Figure 5.5: Post-fit value of NPs θ for the fit to Asimov data when the luminosity uncertainty is
increased to 10%. Here, θ̂ is the profiled value, whereas θ0 is the prior on each NP. ∆θ represents the
post-fit constraint on θ. Due to the obvious overestimation, the luminosity NP is constrained.
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both the fits are shown in Fig. 5.6. Hence, the observed µ̂ = 0.98 is consistent with Figs. 5.1(a)
and 5.6(b). The absence of any significant constraint on the NPs in Fig. 5.4 implies that none
of the uncertainties are significantly overestimated. If the toy-example is altered to have a
10% luminosity uncertainty, a significant constraint can be noticed. The post-fit NPs for this
fit setup are shown in Fig. 5.5. As the signal was successfully extracted from the data with
µ̂ ≈ 1, the expected and observed significance computed from the Asimov and the real data
should have similar values. The p-value and the significance for both these fits is shown
in Table 5.2. Using these values, it can be inferred that there is strong evidence for a signal
with mass 50 GeV in this dataset.

Asimov data Observed data

p-value 1.04× 10−6 2.16× 10−6

Significance 4.74 4.59

Table 5.2: Significance and p-value for accepting the signal plus background hypothesis.
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(a) Post-fit mass distribution for the fit to As-
imov data.

0 10 20 30 40 50 60 70 80 90 100

m [GeV]

0.5

0.75

1

1.25

 

D
a
ta

 /
 P

re
d
. 0

20

40

60

80

100

120

140

160E
v
e
n
ts

Fit Example

SR

PostFit

Data

Signal

Background

Total

Uncertainty

614.0

98.6

508.7

607.3

 

(b) Mass distribution for the fit to observed
data.

Figure 5.6: Post-fit mass-distribution mass distribution for signal and background.

The dataset that was simulated for this toy example contained a signal but in most
BSM searches the fitted value of µ̂sig ≈ 0. In such cases, an upper limit is set using the
aforementioned CLs method. The toy fits described above will be repeated but to a dataset,
sampled from a Poisson distribution with the expected number of background events as its
mean for each bin. Consequently, the Asimov dataset is created by setting µ = 0 in Eq. (5.21).
The real and Asimov datasets are shown in Fig. 5.7. Using the dataset shown in Fig. 5.7(a),
although a fitted value of µ̂ = −0.03± 0.18 is achieved, µ = 0 cannot be excluded. The

68



Chapter 5 Statistical methods

main reason for achieving a negative µ̂ is data undershooting the background around the
signal peak. This is one of those cases for which the CLs method was devised. Using the
CLs method we achieve the following limits.

µobs
up = 0.37, (5.23)

µexp
up = 0.39+0.17,+0.39

−0.11,−0.17. (5.24)

Here, µobs
up is the observed 95% CLs limit and µexp

up is the 95% CLs expected limit. The observed
limit is calculated from data whereas the expected limit is derived from Asimov data defined
using µ = 0. From Eq. (5.18) and Eq. (5.22), it follows that

CLs =
1−Φ

(√qµ

)
Φ
(√qµ=0 −

√qµ

) . (5.25)

Thus, the 95% CLs upper limit, µup is computed numerically by scanning over various values
of µ to find the exact µup where CLs = 0.05. The errors on µexp

up in Eq. (5.24) are the ±1, 2σ

error bands computed using

µup±N = σ
(

Φ−1(1− αΦ(N))± N
)

, N = 1, 2 (5.26)

σ2 =
µ2

qµ,A
, (5.27)

where qµ,A is the test statistic calculated from Asimov dataset for a given µ. This formula
is derived from the asymptotic approximation for the Asimov dataset [191]. Since σ is a
function of µ, Eq. (5.27) is solved numerically.
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(a) Signal and background distributions at
pre-fit level with all uncertainties.
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(b) Data and background distributions at pre-
fit level.

Figure 5.7: Mass distributions of simulated signal, background, and data with µ = 0 at pre-fit level.
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CHAPTER 6

Event selection

In this chapter, the analysis strategy and the event selection for the single-lepton analysis us-
ing the 2015-2016 ATLAS dataset corresponding to an integrated luminosity of 36.1 fb−1will
be discussed. The production cross-sections of the VLQ signals that have been searched for
are some orders of magnitude smaller than the main backgrounds that decay into the same
decay products. Kinematic regions with higher signal purity need to be defined to increase
the chance of discovering the signal. Since, the optimisation of the kinematic cuts for this
analysis was not the focus of this thesis, only a brief overview of the optimisation will be
presented here.1

6.1 Analysis strategy

The analysis discussed here is a search for single production of a Y or T VLQ decaying to a
Wb topology, where the W-boson subsequently decays leptonically. Kinematic cuts based on
the event topology of the signal production are employed to find a phase-space with high
signal to background ratio. The signal process which has been probed, as shown in Fig. 6.1,
is characterised by a single lepton (the lepton can be either an electron or a muon), Emiss

T
originating from the neutrino of the W-decay, a b-jet originating from the VLQ decay, a
second b-jet originating from gluon-splitting, and a light (u/d) flavoured jet. The physics
objects used in this analysis are reconstructed using methods described in Chapter 4. If a
T/Y VLQ exists, theoretical and experimental constraints (discussed in Section 2.6.2) require
it to be relatively massive. Thus, the decay products of such a massive particle would have
to be directionally opposite and have high-pT to achieve energy-momentum conservation.
The outgoing light-flavoured jet generally falls in the forward region of the detector and
thus has high values of |η|. The second b-jet originating from the gluon splitting tends to
fall outside of detector acceptance in most cases. The Feynman diagram shown in Fig. 6.1
justifies the fact that excluding the b-jet coming from the VLQ decay, additional hard jets

1 Further details about this can be found in the PhD thesis of Dustin Biedermann from Humboldt University,
Berlin [195].
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(jets with pT > 75 GeV for this analysis) should be very few in any signal event. Since, the
light-flavoured jet or the second b-jet can be hard, rather than vetoing an event with a second
hard-jet, events having a second hard-jet within a certain ∆R separation are vetoed. The
largest background contribution while probing such single-top-like final states come from
top-quark pair production (tt̄), single top-quark production, and W-boson production in
association with jets (W+jets). The modelling of the backgrounds and the signal will be
discussed in the next section.

Figure 6.1: Leading order Feynman diagram for the T/Y →Wb decaying leptonically. The final state
objects used for the search is also shown here. The two-sided red arrow signifies the high angular
separation between the lepton and the leading b-jet that is necessary to achieve energy-momentum
conservation during the decay of a relatively high-mass Y/T.

In addition to the signal enriched region, two background enriched control regions are
defined. The control regions are used to constrain a potential mis-modelling of the two main
backgrounds namely tt̄ and W+jets. A binned maximum likelihood fit using both the signal
and control regions is used to test the signal-plus-background (SM) hypothesis versus the
background-only hypothesis to find the existence of a possible signal. The reconstructed
vector-like quark mass (mVLQ ) is used as a discriminant to separate signal against all the SM
backgrounds. The mVLQ is calculated by performing a vector sum of the the Lorentz vectors
of the electron, leading b-jet, and the neutrino. It is expected that Emiss

T equals the projection
of the neutrino four momentum in the transverse plane. The z-component of the neutrino is
calculated by solving the quadratic equation resulting from setting the Lorentz-invariant
mass of the lepton-neutrino system to the mass of the W-boson. If no real solution exists, the
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Emiss
T vector is varied by a certain value such that exactly one real solution exists. In cases

where the quadratic equation yields two real solutions, the solution with the lowest value of
|pν,z| is chosen.

6.2 Data, signal, and background modelling

Data samples

The data used for this analysis was pp collision data collected by the ATLAS detector in
2015 and 2016 at

√
s = 13 TeV. The peak recorded luminosity during this period was

1.37× 1034 cm−2 s−1 with a bunch spacing of 25 ns. The average number of simultaneous
pp interactions per bunch crossing, or “pile-up” was measured to be approximately 24. To
ensure high data quality, data events pertaining to the Good Run Lists (GRL) 1 are chosen.
The integrated luminosity of these GRL data events delivered by ATLAS in 2015-16 was
36.1 fb−1.

Background processes

The simulated background processes used in the analysis are top-pair production (tt̄),
W/Z+jets, single-top, and other SM processes such as diboson production, tt̄ V (top-pair
production associated with a W/Z boson), and tt̄ H (top-pair production associated with
a Higgs boson). Monte Carlo (MC) simulation of these processes were performed either
through the full GEANT4 [143] simulation of the ATLAS detector. or through a faster simula-
tion process namely AFII which uses a parametrised version of the calorimeter showers [196].
The effects of in-time and-out-of-time pile-up arising from additional pp collisions in same
and neighbouring bunch crossings were simulated in PYTHIA 8.186 [197] by overlaying
minimum bias interactions. EVTGEN [198] was used to simulate decays of heavy flavour
hadrons for all processes except the ones that are generated using the SHERPA [199] MC
generator. A list of various parameters used for the simulated background processes are
shown in Section 6.2. These parameters include the Parton Density Function (PDF) set, the
tuned parameters to model multi-parton interactions, and the order of perturbative QCD.
Certain backgrounds such as non-prompt leptons, jets misidentified as leptons which are
collectively called fakes, were derived using data-driven methods. For this analysis, the
Matrix Method developed by the Top Physics group of the ATLAS collaboration was used
to model these data-driven backgrounds.

1 In the course of standard LHC operations, the ATLAS detector may encounter various challenges that hinder
the proper functioning of its sub-detector systems. Although most of these challenges do not significantly
affect data collection, there are certain detector conditions that render luminosity blocks unsuitable for analysis.
To address this, Good Runs Lists (GRLs) are meticulously maintained using an algorithm to document the
luminosity blocks of data suitable for physics analyses.
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Simulated signal modelling

The Y/T VLQ signal samples used in this analysis were simulated using MADGRAPH5_AMC@NLO
2.2.3 [200] with the four flavour scheme at leading order. The NNPDF2.3 [55] sets were
used as parton distribution functions while PYTHIA 8.210 [201] was used to modelling
parton shower and hadronisation. As both T and Y decay to a Wb final state, the kinematic
properties of both the signals are similar, and thus only Y signals were produced and the
results corresponding to the Tqb final state were derived from them. This was also motiv-
ated by the fact that the acceptance of T → Zt/Ht is negligible for this final state. The Yqb
signals were produced with an equal left and right handed coupling parameter kT = 0.5
corresponding to the VLQ model of Ref. [14]. The coupling parameters kT and cWb

L/R (as
introduced in Section 2.6) can be written in terms of each other as kT ≈ cWb

L/R/
√

2. The
leading order cross-sections used for the simulated signals were normalised to the next
to leading order calculation performed in Ref. [12]. This normalisation is performed with
the the narrow-width approximation (NWA). Since the production cross-section and decay
widths of the VLQ signals are coupling and mass dependent, with higher mass and coup-
lings the NWA is no longer valid. The NWA to non-NWA correction done at leading order
in MADGRAPH5_AMC@NLO was propagated to next to leading order. Signal samples were
produced in the range of 800 to 2 000 GeV with a step size of 100 GeV.

Modelling of interference effects

Due to similarity in the final topologies, the SM backgrounds and the VLQ signal can have
significant interference effects among themselves (See Section 2.6.3 for details)2. As the
shape of the invariant mass distribution is a function of the coupling and the interference a
reweighting procedure was developed specially for this analysis3 to reweight the signal dis-
tribution with interference to any desired point on the mass-coupling grid. The reweighting
factors are per-event weights that were applied to each signal event of the simulated signal
samples. The factors can be represented as

r
(

mWb; cWb, cWb
0

)
=

KVLQ fVLQ

(
mWb; cWb

)
+
√

KSM · KVLQ fI

(
mWb; cWb

)
fVLQ

(
mWb; cWb

0

) (6.1)

where KVLQ is derived from Ref. [12] and KSM is assumed to be unity. The functions f are
mWb distributions derived from high statistics samples of the target coupling cWb, and the

2 The interference effects of the T/Y VLQ signal with the SM backgrounds as used in this analysis were
overestimated. The correct magnitude of the interference is calculated in Ref. [110] which was published two
years after the publication of this analysis. Certain methods were developed for this thesis and for this analysis
assuming large interference effects among the SM backgrounds and the VLQ signal. In hindsight, while these
methods may not have been necessary for dealing with the interference effects of this analysis, but they can be
useful for other new physics searches with large interference effects among signal and background.

3 This procedure was developed by Tobias Kupfer, Didier Alexandre, Ferdinand Schenck, and Dustin Bieder-
mann at TU Dortmund and Humboldt University of Berlin.
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nominal coupling cWb
0 . A polynomial fit is performed to the histogram of r to achieve a

smooth reweighting function.

Table 6.1: MC generators used to simulate the signals and different background processes. Parameters
such as the parameter tune for the underlying event, PDF set, and the highest-order perturbative QCD
(pQCD) accuracy used for the normalisation of each sample is listed here. All background processes
were generated at NLO in QCD. The LO cross-sections calculated for the Yqb signal processes in the
simulation were normalised to the NLO theoretical cross-section taken from Ref. [202]

Process MC Generator Tuned parameters PDF set Cross-section
+ parton showering/hadronisation order in pQCD

Yqb MADGRAPH5_AMC@NLO 2.2.3 A14 NNPDF2.3 NLO
+ PYTHIA 8.210

tt̄ POWHEG-BOX 2.0 P2012 CT10 NNLO+NNLL
+ PYTHIA 6.428

Single top POWHEG-BOX 1.0 P2012 CT10 NNLO+NNLL
+ PYTHIA 6.428

Dibosons SHERPA 2.1.1 Default CT10 NLO
WW, WZ, ZZ

W /Z + jets SHERPA 2.2.0 Default CT10 NNLO

tt̄V MADGRAPH5_AMC@NLO 2.2.3 A14 NNPDF2.3 NLO
+ PYTHIA 8.210

tt̄H MADGRAPH5_AMC@NLO 2.2.3 CTEQ6L1 CT10 NLO
+ HERWIG++ 2.7.1

6.3 Pre-selection

Before optimising the signal-region kinematic cuts, a broad event-selection is employed
based on the topology of the final state as shown in Figure 6.1. This set of cuts, in addition to
certain event-quality cuts, is defined as the preselection region. The preselection region is
characterised by events which fulfil the following criteria:

1. Events should contain a primary vertex (see Section 4.1) , the jets in the event should
match standard ATLAS quality criteria [203].

2. Since a single-lepton final-state is probed, events are required to pass a set of single
electron or single muon triggers [195, 204, 205].
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II Single-lepton analysis

3. A single electron or muon with pT > 28 GeV trigger matched to the leptons that pass
the single-electron or muon triggers should be present in all the events.

4. At least two jets with pT > 25 GeV are required to be present in each event among
which one should be central (|η| < 2.5). In addition to this, forward jets (2.5 < |η| <
4.5) with pT > 40 GeV are also considered.

5. The Emiss
T is required to be greater than 120 GeV to get rid of SM diboson and multijet

events.

The kinematic distribution of these events for the reconstructed VLQ mass, mVLQ is shown
in Fig. 6.2(a). Pre-selection events with an extra requirement of the leading jet being b-
tagged is depicted in Fig. 6.2(b). This requirement results in a significant suppression of
the W+jets background. A significant mis-modelling is observed in the high mVLQ region in
both the afore-mentioned regions. This mis-modelling has been solved using background
reweighting for W+jets as a systematic uncertainty in the final fit. This will be discussed in
detail in Chapter 7.
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Figure 6.2: Distribution of the reconstructed VLQ mass, mVLQ for the observed data and SM back-
ground predictions in the (a) pre-selection, (b) pre-selection + b-tag regions respectively. The uncer-
tainty band is the statistical and systematic uncertainties in quadrature. [15, 195]

78



Chapter 6 Event selection

6.4 Signal region

The signal region (SR) is optimised to find a region where the signal-background ratio is
high. Certain kinematic cuts, in addition to the pre-selection cuts are utilised to suppress
the main SM backgrounds. Since the analysis searches for T/Y signals of varying coupling
and masses, it is impractical to optimise the kinematic cuts for all these mass-points. A
signal with a mass and coupling close to the existing ATLAS limits [99] is chosen. A Y
signal and a mass of 1.2 TeV with a coupling of (cWb

L )2 + (cWb
R )2 = 0.5 is used to optimise the

signal-region cuts.
The following signal region cuts in addition to the preselection cuts were decided upon

after the optimisation.

1. Events containing at least one b-jet are chosen and the leading jet is required to be
b-tagged.

2. The leading jet has a pT > 350 GeV. This helps to suppress the tt̄ and W+jets back-
ground.

3. To achieve energy-momentum balance for the decay of a high mass Y/T, the b-jet
should recoil against the lepton originating from the W-boson as depicted in Figure 6.1.
Thus, only events wih high azimuthal separation i.e. |∆φ(lepton, leading-jet) > 2.5|
are chosen.

4. An additional angular cut between the lepton and central jets, ∆Rmin > 2, ∆Rmin
being the minimum angular separation between the lepton and the central jets, is also
applied for the signal region events.

5. Events containing any hard (pT > 75 GeV) central jet excluding the leading jet are rejec-
ted if |∆R (leading-jet, hard central-jets)| > 2.7 or |∆R (leading-jet, hard central-jets)| <
1.2.

6. Events are required to have at least one forward (2.5 < |η| < 4.5) jet with pT > 40 GeV.
The pT cut helps to suppress the single-top background.

These kinematic cuts result in a SR which has a S/B = 0.65 and S/
√

B = 13.7 for the Y
signal with a mass of 1.2 TeV at a coupling of (cWb

L )2 + (cWb
R )2 = 0.5.

6.5 Control regions

A precise understanding of the SM backgrounds is pivotal to this analysis. After the SR cuts
are applied, the two main irreducible backgrounds are tt̄ and W+jets. Two kinematic regions
orthogonal to the SR called control regions (CR) are defined to model the two respective
backgrounds.
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W+jets CR

The W+jets CR is defined by changing or reversing the following SR cuts. The cut on leading
jet pT is lowered to 250 GeV to increase W+jets statistics. The forward jet requirement in
the SR is removed. The cut on azimuthal separation between the lepton and the leading jet
is reversed to ensure orthogonality between the W+jets CR and the SR. The veto on hard
central jets applied in the SR is also removed to increase statistics.

tt̄ CR

For the tt̄ CR, the leading jet pT cut is lowered to 200 GeV as it significantly increases
the statistics. The topology of the tt̄ final state requires a high central jet multiplicity.
Thus, the veto on the hard central jets as used in the SR is reversed. In addition to the
leading jet, each event is required to have at least one hard (pT > 75 GeV) central jet with
|∆R (leading-jet, hard central-jets)| > 2.7 or |∆R (leading-jet, hard central-jets)| < 1.2.

The distributions of the mVLQ in all these three regions after applying all these cuts is
shown in Fig. 6.3. A tabular summary of these three regions is presented in Table 6.2. The
event yields in these three regions for all the backgrounds is depicted in Table 6.3.

Since the CRs are defined to be orthogonal to the SR, negligible signal contamination is
expected. This was explicitly checked for Y signals of mass 0.8 to 1.6 TeV in steps of 200 GeV
having a coupling of (cWb

L )2 + (cWb
R )2 = 0.5 . The S/

√
B ratio varied from 0.08− 5.7 in the

CRs.
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Figure 6.3: Distribution of the reconstructed VLQ mass, mVLQ for the observed data and SM back-
ground predictions in the (a) SR, (b) W+jets CR, and (c) tt̄ CR respectively. These distributions are at
a pre-fit level i.e. before the fit to data. The uncertainty band is calculated by adding all statistical and
systematic uncertainties added in quadrature.
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II Single-lepton analysis

Table 6.2: Summary of common pre-selection requirements and selection requirements for the SR
compared to those for the tt̄ and W+jets CRs. All other selection requirements are the same for all
three regions.

Requirement
Region

SR tt̄ CR W+jets CR

Pre-selection
Leptons 1
Emiss

T > 120 GeV
Central jets (pT > 25 GeV) ≥ 1

Selection

b-tagged jets ≥ 1 ≥ 1 1

Leading b-jet pT > 350 GeV > 200 GeV > 250 GeV

|∆φ(lepton, b-tagged jet)| > 2.5 > 2.5 ≤ 2.5

Jets (pT > 75 GeV) with
∆R(jet, b-tagged jet) < 1.2 or

0 ≥ 1 –
∆R(jet, b-tagged jet) > 2.7

∆R(lepton, jets) > 2.0 – > 2.0

Forward jets (pT > 40 GeV) ≥ 1 ≥ 1 –

Table 6.3: Event yields in the SR, tt̄ CR, and W+jets CR for the data and SM background predictions
before the fit to data. The uncertainties include all statistical and systematic uncertainties.

Source SR tt̄ CR W+jets CR

tt̄ 65 ± 48 2983 ± 907 111 ± 40
Single top 63 ± 56 520 ± 408 68 ± 57

W+jets 324 ± 66 909 ± 168 923 ± 125
Multijet e 22 ± 25 35 ± 40 0 ± 4
Multijet µ 7 ± 7 93 ± 95 26 ± 27

Z+jets, diboson 20 ± 5 105 ± 19 50 ± 7
tt̄ V 0.3± 0.1 22 ± 2 1.6± 0.2
tt̄ H 0 ± 0 7.4± 1.2 0.2± 0.1
Total 501 ± 106 4672 ± 1089 1179 ± 155

Data 497 4227 1274
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CHAPTER 7

Systematic uncertainties

For every experimental measurement, in addition to the statistical uncertainties, there are
associated systematic uncertainties that have to be taken into account. In this chapter, the
systematic uncertainties that influence the single-lepton analysis will be described. The
experimental uncertainties that arise from reconstruction of the final state objects are derived
by the Combined Performance (CP) groups of the ATLAS collaboration. In addition to the
experimental uncertainties, modelling and theoretical uncertainties are used. The effects
of these uncertainties are evaluated on the relevant signal and background processes by
calculating the difference in event yields and/or difference in shape as a function of various
kinematic variables in the regions defined in Table 6.2. When an uncertainty affects the event
yields uniformly as a function of a kinematic variable, the uncertainty is called a normalisa-
tion uncertainty, whereas a shape uncertainty only affects the shape of a kinematic variable.
Most uncertainties affect both shape and normalisation of the signal and background pro-
cesses. The uncertainties are used as nuisance parameters in the statistical analysis. For
almost all uncertainties, both ±1σ variations are calculated and used as templates in the
final analysis.

7.1 Experimental uncertainties

The luminosity uncertainty on the 2015-2016 ATLAS dataset was measured as 2.1%. The
uncertainty is derived on the baseline luminosity measurement using the LUCID-2 de-
tector [206] with a methodology similar to the one discussed in Ref. [207]. This uncertainty
is applied uniformly to all simulated signal and background background processes as a
normalisation uncertainty.

The accuracy of the reconstruction algorithms in both data and MC depend upon the
number of primary interactions. To account for the differences in data and MC an event
weight is multiplied for each event to derive the pileup uncertainty. The efficiency of JVT as
described in Section 4.3.4 does not match in MC and data. The JVT efficiency is measured
using Z(→ µµ) + jets events. The ratio of the efficiencies in data and MC is applied as a
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II Single-lepton analysis

scale factor per event, whereas the uncertainties on these scale factors are propagated to the
event yields.

For the leptons (e, µ), the difference in trigger efficiency, energy scale, and resolution differ
in MC simulations and data. The calibration is done in Z → `` events to evaluate the lepton
scale factors for efficiency measurements. The uncertainties in these scale factors are used
in this analysis. The same calibration procedure also yields the lepton energy scale and
resolution uncertainties. A cross-check of these uncertainty measurements is also performed
using J/ψ→ `` decays [208].

The JES uncertainties are propagated from the calibrations done on the jet collection
described in Section 4.3.2. The uncertainties include pile-up, GSC punch-through, and
uncertainties propagated from the Z/γ + jets, multijet balance, and η-intercalibration. For
the single-lepton analysis, 21 correlated JES uncertainties were used as nuisance parameters.
Although the most accurate JES uncertainties’ configuration include 80 nuisance parameters,
a reduced configuration of 21 nuisance parameters is the most appropriate for a search
performed for this thesis as recommended by the Jet Emiss

T CP working group [162].
The jet energy resolution (JER) is the average resolution of the ATLAS detector for the

energy measurement of jets. As this is measured on data, the MC simulation jets are smeared
using the measured resolution. The JER measurement used for the smearing was measured
in Run-1 data but was extrapolated to Run-2 conditions [209]. Here, all JER uncertainties
were combined into one nuisance parameter. Since the smearing is an error extrapolation,
only the +1σ error can be calculated.

The "hard term" of the missing transverse energy (Emiss
T ) is determined based on the

reconstructed hard objects, with uncertainties considered in the calculation, as well as the
uncertainties associated with the resolution and scale calculation of the "soft term" which is
composed of unassociated inner detector tracks.

The b-tagging MV2 classifier, described in Section 4.3.4, is not perfectly accurate. Based on
the used working point, misclassification of b-jets, c-jets, and light flavoured jets happen,
which is further used to define tagging uncertainties. Three types of tagging efficiencies for
the b-jets, c-jets, and light flavoured jets contribute to the construction of three uncorrelated
uncertainties. flavour, pT, and η dependent scale factors are applied to each jet. Uncertainties
on these scale factors are eigen decomposed into 27 nuisance parameters. Sixteen of these
parameters relate to light flavour mistagging, three of them are associated with b-tagging,
six of them arise from c-tagging, and two are extrapolation uncertainties. Since the scale
factors are only applied up to 700 GeV, a high-pT extrapolation eigenvector component is
used for jets in the high-pT range.

7.2 Modelling uncertainties

Modelling uncertainties that affect the MC simulation are used in this analysis. These
uncertainties affect the event generation preceding the detector simulation. These have an
impact on both signal and background processes depending on the MC event generator
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being used.

tt̄ For tt̄ samples, the choice of parton shower algorithm is varied. The nominal MC sample
of POWHEG-BOX + PYTHIA is compared against the variation sample of POWHEG-BOX +
HERWIG++ to construct the parton shower uncertainty. The difference between MC samples
generated and showered using MADGRAPH5_AMC@NLO + HERWIG++ and POWHEG-BOX

+ HERWIG++ is propagated to the nominal POWHEG-BOX + PYTHIA sample as a generator
uncertainty. Additionally, another uncertainty is derived by varying the hdamp parameter,
which alters the amount of initial and final-state radiation (ISR/FSR). No cross-section
uncertainty is used for tt̄ as the normalisation for this background is a free parameter in the
fit. Further details are described in Chapter 8.

Single-top Similar uncertainties for ISR/FSR and parton shower are determined for the
single-top samples. As the single-top samples comprise three individual samples (s-channel,
t-channel, and Wt), the evaluation of these uncertainties was also done separately. For the
generator uncertainty, the variation among the MADGRAPH5_AMC@NLO + HERWIG++
sample and the POWHEG-BOX + HERWIG++ and sample is propagated to the nominal
POWHEG-BOX + PYTHIA sample. The ISR/FSR uncertainty was evaluated similarly to
the uncertainty on tt̄. The fragmentation uncertainty is taken as the difference between
POWHEG-BOX + PYTHIA and POWHEG-BOX + HERWIG++ samples. Due to significant
interference among the Wt and the tt̄ processes, the Wt MC samples are created using two
schemes, each of which has a different way of handling the interference. The diagram
removal (DR) sample is used as default, whereas the diagram subtraction (DS) sample is
used the variation. A 6.8% cross-section uncertainty is applied to this background in all
regions.

W+jets W+jets samples are created using MADGRAPH5_AMC@NLO + PYTHIA and com-
pared against the nominal SHERPA samples as the generator uncertainty. To account for
the differences in light and heavy flavour W+jets in signal and control regions, the shape
differences between the mVLQ template for heavy plus light flavour and heavy flavour is
used as an uncertainty for W+jets. Similar to the tt̄ background, the W+jets normalisation
factor is also a free parameter in the fit.

Other SM backgrounds For the other SM backgrounds like Z+jets and diboson production,
the cross-section uncertainty on the NNLO production cross-section is used as the sole
modelling uncertainty. A 5% normalisation uncertainty is applied to both these backgrounds.
A decorrelated normalisation uncertainty of 100% is applied to both electron and muon
channel multijet processes.

Signal samples The modelling uncertainty for the Y/T signal sample was evaluated as
a PDF uncertainty using the PDF4LHC15 prescription [210]. In this analysis, certain MC
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signal samples were produced using a faster simulation algorithm (AFII) that uses para-
meterised showers rather than using the full detector simulation (FullSim). The differences
in efficiencies for the mVLQ templates were studied for 900 GeV, 1 500 GeV, 1 600 GeV, and
1 800 GeV. To account for the differences, the AFII samples were scaled up by 7.5%± 2.5%.

Background reweighting uncertainties

As depicted in Fig. 6.2, a significant mismodelling among the MC prediction and the data
is present for the reconstructed vector-like quark mass, mVLQ . It is observed that the
major contributor to this mismodelling is the leading jet pT in the W+jets background. A
reweighting of the leading jet pT of the W+jets sample is performed, which is subsequently
used as a systematic uncertainty. The reweighting is done in the preselection plus b-tag
region. Firstly, all backgrounds other than the W+jets background are subtracted from the
number of observed data events. Then, bin-by-bin reweighting weights were evaluated
by scaling the remaining W+jets events to the data events. In the low mass region these
bin-by-bin weights lie between 0.8 to 1.1, whereas in the high mass region they are around
0.4 [195]. The original and reweighted leading jet pT distributions in the preselection plus
b-tag region is shown in Fig. 7.1. These reweighting factors are applied to the W+jets events
in all regions and the resulting distributions are used as a systematic uncertainty.

For the multijet background originating from fake leptons, a disagreement between MC
and data was observed in the multijet validation region. An electron pT reweighting was
performed to fix this disagreement. This reweighted template was used as a decorrelated
uncertainty on the fake electrons [195].

The experimental and modelling uncertainties in the signal and the control regions are
added up in quadrature before the fit. The shaded region in the bottom panels shown of
the three figures shown in Fig. 6.3 quantify the shape and normalisation dependent total
uncertainty on the background MC predictions.

Signal reweighting uncertainties

The reweighting procedure for the signal samples described in Section 6.2 has statistical
uncertainties associated to it. The Gaussian propagation of that uncertainty is used for all
the reweighted signal samples. To test the efficiency of the reweighting procedure, signal
samples with κ = 0.5 and κ = 0.1 are simulated and reweighted to the other coupling. When
either of the samples at both of these couplings is the target sample, an average expected
yield difference of 2.5% is observed. Thus, a 2.5% reweighting uncertainty is used for all
signal samples on the mass coupling grid to account for this disagreement.

Interfering background

Certain parts of the interfering background are not part of the simulated SM background
samples. A low statistics sample of this background was produced, and it was observed

86



Chapter 7 Systematic uncertainties

that the shape of this background is similar to other major SM backgrounds (tt̄, single-
top, W+jets). Therefore, an additional shape uncertainty was assigned to the tt̄ sample by
normalising the missing interfering background to the event yields of the tt̄ sample in the
signal region1.

Figure 7.1: Leading jet pT distributions in the Preselection plus b-tag region before and after applying
the W+jets leading jet pT reweighting [195].

1 It should be noted that the effect of the interference was overestimated in this analysis, and thus the resulting
interfering background was also overestimated. In reality, the interference effects are negligible. So, this
uncertainty is a conservative addition to the full set of uncertainties.
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CHAPTER 8

Statistical analysis

In this chapter, the details of the statistical analysis performed on the events selected
in Chapter 6 will be discussed. The statistical methods that are used here are described in
detail in Chapter 5. Using the mVLQ distribution as a discriminating variable, the search for
T/Y is performed.

8.1 Profile likelihood fits

All statistical fits employed for this analysis are profile likelihood fits. The likelihoods
are built with the binned mVLQ distributions in the control (CR) and signal regions (SR) as
shown in Fig. 6.3. The profile likelihoods include all systematic and statistical uncertainties
as nuisance parameters (NP) according to the methods detailed in Section 5.2 and Section 5.5.
The systematic NPs originate from the uncertainties discussed in Chapter 7 and the statistical
NPs are Monte Carlo uncertainties added into the likelihood using Eq. (5.12). The NPs
affect both the shape and normalisation of the signal and background templates of the
discriminating variable, mVLQ . All the NPs are incorporated into the likelihood using
a Gaussian prior. Each NP affects the profile likelihood via a penalty term according
to Eqs. (5.8) and (5.9). If a NP affects the normalisation only, the associated signal or
background yields are varied in each mVLQ bin by a fixed ±x%, where ±x% denote the ±1σ

variation. When a NP only affects the shape of the mVLQ distribution, the ±1σ variation
of the mVLQ distribution changes the yields across the mass range in a way that the total
yields of the varied distribution remains unchanged. A NP that affects both shape and
normalisation varies the yields per bin to change both the shape and normalisation of the
associated process.

Pruning, symmetrisation, and smoothing This analysis incorporates hundreds of NPs
into the fits. To avoid, over-constraining the fit the variations above a certain threshold are
included. If a certain NP does not affect the normalisation of a given processes by more
than a percent, the normalisation component is dropped. Subsequently, if a NP does not
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II Single-lepton analysis

change the shape of at least one mVLQ bin by more than a percent the shape component of
the NP is dropped for the associated process. This way of dropping certain components of
systematic uncertainties is called pruning. The ±1σ variations for all uncertainties are not
the same. Including these unequal variations can lead to certain instabilities in the fit. There
also exists uncertainties e.g. jet energy resolution, where only either the +1σ variation or the
−1σ variation is available. In both these cases, the ±1σ variations are symmetrised for both
the shape and normalisation components. Here, the symmetrisation is performed by either
averaging the magnitude of the up and down variations, or by mirroring the variation that is
present. The magnitude of an uncertainty can differ significantly from one bin to the other of
the mVLQ distribution. This results in ragged shape variations which can lead to subsequent
fit instabilities. Such occurrences are avoided by employing a method called smoothing,
where the resulting distribution is mostly smooth across the whole mass range. An example
of an uncertainty before and after smoothing and symmetrisation is depicted in Fig. 8.1
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Figure 8.1: The ±1σ mVLQ distribution of a jet energy scale NP for the tt̄ background in the tt̄ CR
before (dotted line) and after (solid line) applying smoothing and symmetrisation.

Background-only hypothesis testing

For the null or background-only hypothesis, µsignal = 0 is used. To test the validity of
the SM against the data, the null hypothesis is fitted against the data in the CRs and the
SR using a maximum log-likelihood fit. Here, the normalisation factors for the two major
backgrounds, tt̄ and W+jets are free parameters in the fit. Thus, in this fit, µ

bkg
j (See Eq. (5.6)),

where j ∈ tt̄, W + jets is the parameter of interest (POI) A very good post-fit agreement
of the total yields of data and the SM backgrounds is observed within uncertainties. A
comparison of data versus the post-fit yields of the SM backgrounds in the SR and both
the CRs is shown in Fig. 8.6. The post-fit yields and uncertainties of each of the individual
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SM backgrounds in comparison to the data for the SR, tt̄ CR, and W+jets CR are tabulated
in Table 8.1. The uncertainties for each of these backgrounds are calculated by performing
a Gaussian propagation of the systematic uncertainties tabulated in Table 8.2 and Monte
Carlo (MC) statistical uncertainties. This propagation includes the correlations between
all the nuisance parameters (NPs) included in the fit. The relative effect of the systematic
uncertainties on the total inclusive expected SM background yields determined from the
VLQ candidate invariant mass distribution after the fit to data using the background-only
hypothesis are listed in the last column as percentage in the last column of Table 8.2. The
second column in Table 8.2 explains the way the uncertainties are assigned. The pulls of
the individual NPs after the fit to data using the background-only hypothesis is shown
in Fig. 8.2 , Fig. 8.3, and Fig. 8.4. All the pulls of the NPs are within ±1σ and most of the NPs
are not significantly constrained. The ones that are significantly constrained are due to the
constraints coming from data. This implies that these uncertainties were overestimated at the
pre-fit level. The methodology for the construction of such a plot is explained in Section 5.5.
The observed values for both the free parameters, the normalisation factors of tt̄ and W+jets
are 0.95± 0.26 and 1.18± 0.19 respectively. The total errors on the respective normalisation
factors are 0.26 and 0.19. The two parameters have a 36% correlation among themselves. The
normalisation factors for tt̄ and W+jets have respective anti-correlations of 27% and 45% with
the cross-section uncertainty of single-top background. The W+jets leading jet reweighting
NP has an anti-correlation of 22.8% . The post-fit distributions for the discriminant mVLQ for
the SM backgrounds compared to data in the SR, W+jets CR, and tt̄ CR is shown in Fig. 8.6.
Th post-fit distributions for other kinematic variables are shown in Appendix A. As observed
in Fig. 8.6(a), the data distribution of mVLQ agrees to the fitted background yields within
uncertainties in all bins except the bin centred at 1.6 TeV. A fit to data using the 1.6 TeV

Y signal excluding interference effects with a coupling
√
(cWb

L )2 + (cWb
R )2 ≈ 0.5 with plus

background hypothesis yields a significance of 1.1σ. Thus, the absence of any significant
excess over observed data implies that the SM background-only hypothesis is accepted.

8.2 Limit setting

Since the SM background-only hypothesis is accepted after the fits described above, upper
limits on the signal strengths of Y/T VLQ defined by the theoretical model is calculated. A
mass-coupling grid is used to set mass and coupling upper limits. The 95% upper limits
are set using the procedure described in Section 5.4. For the limit setting procedure, both
expected and observed limits are calculated. The expected limits are calculated by fitting
to Asimov datasets. Asimov datasets are constructed from expected Monte Carlo (MC)
distributions of the background and signal processes in both SR and CRs using Eq. (5.21).
Therefore, for a given VLQ signal hypothesis with coupling cWb

L/R and mass m, a unique
signal-plus-background Asimov dataset is built by setting µ = 1 in Eq. (5.21), where µ = 1
corresponds to the theoretical cross-section predicted in Ref. [12].

Depending upon the interpretation of the T/Y signal, the calculated interference of the
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Figure 8.2: Post-fit pulls on a subset of the NPs after the fit to data in SR and both the CRs using the
background-only hypothesis.
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Figure 8.3: Post-fit pulls on a subset of the NPs after the fit to data in SR and both the CRs using the
background-only hypothesis.
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Figure 8.4: Post-fit pulls on a subset of the NPs after the fit to data in SR and both the CRs using the
background-only hypothesis.
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II Single-lepton analysis

Table 8.1: Post-fit event yields of individual SM backgrounds in the SR, tt̄ CR, and W+jets CRs
compared to data yields after the maximum log-likelihood fit using the background-only hypothesis.
The uncertainties depicted here are the total post-fit uncertainties of each background process. These
uncertainties include the correlated effect of both systematic and statistical nuisance parameters.

Source SR tt̄ CR W+jets CR

tt̄ 58 ± 21 2715 ± 295 100 ± 29
Single top 29 ± 15 271 ± 118 34 ± 18

W+jets 373 ± 45 1052 ± 143 1077 ± 84
Multijet e 22 ± 20 35 ± 40 0 ± 4
Multijet µ 7 ± 7 92 ± 71 26 ± 20

Z+jets, diboson 20 ± 5 102 ± 20 50 ± 8
tt̄ V 0.3± 0.1 21 ± 3 1.6± 0.3
tt̄ H 0 ± 0 7 ± 1 0.2± 0.1
Total 500 ± 30 4300 ± 210 1290 ± 70

Data 497 4227 1274

signal with the SM background and the chirality of the signal changes. In the (T, B, Y)
triplet interpretation, limits are set on the Y left-handed (LH) signal, whereas the Y RH
signal is probed for the (B, Y) doublet representation. For the T singlet case, limits are
calculated for the T LH signal. The interference with the signal and the background is
significant for the triplet and singlet representations, whereas for the doublet representation
the interference is several orders of magnitude smaller than the previous two cases. The
interference pattern changes the shape of the mVLQ distribution based on the coupling. Thus,
rather than calculating mass limits, mass-dependent upper limits were produced for the
QWb, Q = T/Y coupling. Since the interference is destructive, a dedicated method was
developed for this thesis to compute coupling limits for the VLQ signals.1

8.2.1 Coupling limits with interference

The interference between the signals and the SM backgrounds is destructive, and thus
changes the mVLQ distribution significantly. The most notable effect is observed near the
mass peak of the Y LH and the T LH signals. For the Y LH signal, the signal (S) plus
interference (I) template has negative entries for adjacent masses greater than the mass
of the probed signal, whereas, the T LH S+I distribution has negative entries for adjacent

1 As discussed in Section 6.2, these interference effects as used in this analysis were overestimated. The correct
magnitude of the interference is calculated in Ref. [110] which was published two years after the publication
of this analysis. The method to calculate coupling limits for signals with considerable destructive interference
was developed assuming large interference effects. In hindsight, although these methods may not have been
necessary for dealing with the interference effects of this analysis, they can be useful for other new physics
searches with significant destructive interference effects between signal and background.
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Chapter 8 Statistical analysis

Table 8.2: Systematic uncertainties considered in all the fits as nuisance parameters. An uncertainty
that affects normalisation only for both signal and background processes is denoted by “N”, whereas
“SN” means that the uncertainty affects both shape and normalisation and “F” depicts a floating
normalisation uncertainty on the given background. The relative systematic uncertainties for the
inclusive expected SM background event yields calculated from the mVLQ distribution after the fit to
the background-only hypothesis are given in the last column in percentage.

Systematic uncertainty Type SM background [%]

Luminosity N 2.1
Pile-up SN 0.3

Reconstructed objects:
Electron efficiency, energy scale, resolution SN 0.9
Muon efficiency, momentum scale, resolution SN 0.7
Jet vertex tagger SN 0.1
Jet energy scale SN 6.4
Jet energy resolution SN 2.7
Missing transverse momentum SN 0.3
b-tagging efficiency for b-jets SN 0.8
b-tagging efficiency for c-jets SN 1.8
b-tagging efficiency for light-flavour jets SN 8.4

Background model:
tt̄ modelling: ISR/FSR SN 0.1
tt̄ modelling: generator SN 2.5
tt̄ modelling: parton shower/hadronisation SN 3.8
tt̄ modelling: interfering background shape S 0.2
Single-top cross-section N 6.7
Single-top modelling: ISR/FSR SN 0.05
Single-top modelling: generator SN 0.4
Single-top modelling: DS/DR SN 4.7
Single-top modelling: parton shower/hadronisation SN 1.9
W+jets modelling: generator SN 0.7
W+jets modelling: reweighting S 4.4
W+jets heavy flavour S 0.03
Diboson + Z+jets normalisation N 0.2
Multijet normalisation N 3.7
Multijet reweighting S 2.1

tt̄ background normalisation factor F 26
W+jets background normalisation factor F 19
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Figure 8.5: Post-fit background yields in the SR and in the two CRs after the fit to the data in the CRs
and SR under the null or background-only hypothesis. The bottom panel shows the ratio of data to
the fitted SM background yields. The band represents the total (statistical and systematic) uncertainty
after the maximum log-likelihood fit.

masses less than the mass of the probed signal. The S+I templates for each mass point for
a given coupling is computed by reweighting the mVLQ distribution of the initial coupling
without interference. The reweighting procedure is performed using the methods described
in Section 6.2. The S+I mVLQ template for certain initial and target couplings for two YLH
and TLH signals are shown in Fig. 8.7.

Due to the presence of negative S+I event yields, the binning showed in Fig. 8.7 cannot be
used to set limits on signal strength. The shape and normalisation of these S+I templates
being coupling dependent is another reason for developing an iterative method for limit
setting. The steps of this method are as follows:

1. For each mass point on the mass-coupling grid, a MC signal sample with initial
coupling cWb

L or cWb
R = 0.5 is reweighted to a S+I mVLQ template with the same signal.

Since YLH and TLH mVLQ distributions contain negative entries, a new binning is
chosen such that the bins with positive event yields “eat” away the negative yields
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Figure 8.6: Distribution of the reconstructed VLQ mass, mVLQ for the observed data and SM back-
ground fitted yields in the (a) SR, (b) W+jets CR, and (c) tt̄ CR respectively. These distributions
are at a post-fit level i.e. after the fit to data in SR and CRs using the background-only hypothesis.
The uncertainty band is calculated by adding all statistical and systematic uncertainties added in

quadrature. A mVLQ distribution for a Y signal with a coupling of
√
(cWb

L )
2
+ (cWb

R )
2 ≈ 0.5 without

considering any interference effects is overlaid here; for better representation, it is multiplied by a
factor of 30 in the W+jets CR and by a factor of 10 in the tt̄ CR.
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originating from the destructive interference. The binning used to achieve this for each
mass point differs and is tabulated in Table 8.3. It can be observed that for lower masses
coarser binnings can achieve the suppression of the negative entries and at higher
masses a finer binning can be used to achieve the balancing of negative entries in the
S+I mVLQ distribution. No rebinning is needed for the YRH S+I template. Binnings
used for YLH and TLH signals for couple of mass points are shown in Fig. 8.9.

2. An upper limit on the cross-section of S+I, σlimit
S + σlimit

I is set using the rebinned
template for cWb

L for both YLH and TLH. The upper limit on the cross-section is
also calculated for cWb

R but the same binning is used. The calculated upper limits
are 95% CLs limits derived using the profile likelihood fit methodology described
in Section 5.4. The interference limit term σlimit

I is subtracted from the cross-section
limit σlimit

S + σlimit
I . Subsequently, using this cross-section and the theory cross-section

the cWb,limit
L,R is calculated.

3. After the first iteration, for a given mass point, if |cWb,limit
L,R − 0.5| < 0.1, the final

coupling limit is 0.5. If not, a new S+I mVLQ template is constructed at cWb,limit
L,R . Step

2 is repeated until the input coupling and the computed coupling limit converge for
each mass point. The convergence criterion used here is |cWb,limit

L,R − cWb,input
L,R | < 0.1.

The iterative procedure of subsequent reweighting and limit setting is stopped when
convergence is reached.

4. When convergence is reached, the “final” expected and observed limits are quoted as
the coupling limits for the whole mass range. The number of iterations required for
convergence varies for each mass point. The expected limits that are calculated in this
iterative procedure use the rebinned S+I template to build the corresponding Asimov
dataset for the all points of interest in the mass-coupling grid.

A flowchart of this iterative procedure is shown in Fig. 8.8. The expected and observed
coupling limits on cWb

L and cWb
R for the singlet, triplet, and doublet interpretations for each

probed mass point is shown in Table 8.4, Table 8.5 and Table 8.6 respectively. The mass
ranges probed for each interpretation differ. This is because the total event yields for the S+I
template become negative for masses greater than 1 600 GeV for YLH signals and masses
greater than 1 200 GeV for TLH. Due to this, the aforementioned iterative procedure cannot
be used.2 As the S+I mVLQ distribution has no negative event yields, the full mass range
is probed. The iterative procedure was explicitly tested to be agnostic against the starting
coupling values. The converged coupling limits remain invariant for any choice of starting
coupling values. As discussed in Section 2.6.1, the mixing angle θL/R of the renormalisable
model [13] and the coupling parameter cWb

L/R of the “bridge” model [12] are related. Thus
the limits on cWb

L/R can be also recast as the limits on | sin θL/R|. The expected and observed
limits on the three interpretations of T/Y VLQs as a function of mVLQ are shown in Fig. 8.10.

2 This happens due to the overestimation of the interference effects for YLH and TLH.

98



Chapter 8 Statistical analysis

Here, for the T singlet interpretation the observed upper exclusion limit at 95% confidence
level on |sin θL| (cWb

L ) is 0.18 (0.25) for a T LH quark with mVLQ = 800 GeV , which increases
to 0.35 (0.49) for a T LH quark with a mass of mVLQ = 1 200 GeV. In the (B, Y) doublet
interpretation, the upper exclusion limit at 95% confidence level on | sin θR| (cWb

R ) is 0.17
(0.24) for a signal with mVLQ = 800 GeV, whereas the same upper limit is 0.80 (1.13) for
Y RH quarks with a mass of mVLQ = 1 900 GeV. Observed exclusion upper limits for Y
LH signals in a (T, B, Y) triplet are |sin θL| (cWb

L ) vary between 0.16 (0.31) and 0.39 (0.78)
for masses between 800–1 600 GeV. Indirect electroweak constraints originating from LEP
parameters such as S, T, and Rb on sinθL/R have been derived in Ref. [13]. These constraints
as a function of mVLQ have been overlayed on the coupling limit plots in Fig. 8.10. As
shown in Fig. 8.10(c), for the (B, Y) doublet interpretation, the exclusion limits set on the
mixing parameter sin θRare comparable with the exclusion limits from electroweak precision
observables in the mass range between about 900–1 250 GeV. The constraints from S and
T parameters exclude masses till around 1 250 GeV. Additionally, the constraints from Rb,
the partial width for Z → bb over the total hadronic Z width in LEP data are comparable to
the observed limits in masses up to 1 200 GeV. However, these constraints in the singlet and
triplet interpretations are not comparable to the observed exclusion coupling limits.

Since the interference effects in the Y RH case is negligible, mass limits are computed for
the Y RH case and the no interference cases. All the mass limits are computed for each mass
point at an interval of 100 GeV using mVLQ distributions with couplings of 1/

√
2. These limits

are shown individually and are also compared against each other in Fig. 8.12. The observed
(expected) mass limit below which Y RH quarks are excluded at 95% confidence level is
about 1.65 TeV (1.81 TeV) for a right-handed coupling value of cWb

R = 1/
√

2. Evidently, if the
interference effects are negligible, the mass limits are comparable with and without those
effects.

Table 8.3: Binning used for different Y/T mass points that is used to determine coupling limits for
signals where interference with the SM background is included. Since the interference effects for the
right-handed Y signals are negligible, the same binning is used for the full mass range.

Signal Mass in [GeV] Binning in [GeV]
Y LH 800 [600, 650, 700, 750, 2550]
Y LH 900 [600, 650, 700, 800, 850, 2550]
Y LH 1000 [600, 650, 700, 750, 800, 850, 900, 950, 2550]
Y LH 1100 [600, 650, 700, 750, 800, 850, 900, 950, 1000, 2550]
Y LH 1200 [600, 650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, 1150, 2550]
Y LH 1300 [600, 650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, 1150, 1200, 2550]
Y LH 1400 [600, 750, 800, 850, 900, 950, 1000, 1050, 1100, 1150, 1200, 1250, 1300, 2550]
Y LH 1500 [650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, 1150s, 1200, 1250, 1300, 1350, 1400, 2550]
Y LH 1600 [600, 650, 700, 750, 800, 850, 900, 950, 1000, 1050, 1100, 1150, 1200, 1250, 1300, 1350, 1400, 1450, 1500, 2550]

T 800 [600, 800, 900, 1000, 1500, 2550]
T LH 900 [600, 900, 1000, 1200, 1500, 2550]
T LH 1000 [600, 1000, 1100, 1400, 2550]
T LH 1100 [600, 1150, 1250, 1600, 2550]
T LH 1200 [600, 1250, 1350, 1500, 1650, 2550]
Y RH [600, 800, 1000, 1100, 1200, 1300, 1400, 1500, 1700, 2550]
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Figure 8.7: Distribution of mVLQ for 8.7(a) Y LH signal with a mass of 1 200 GeV with a target coupling
of 0.71 and an initial coupling of 0.32 and 8.7(b) T LH signal with a mass of 1 200 GeV with a target
coupling of 0.5 and an initial coupling of 0.71. For both cases, the signal template with initial coupling
without interference is reweighted to the signal plus interference template at the final coupling [15].

Table 8.4: Observed and expected 95% CLs upper limits on | sin θL| and cWb
L for a left-handed Y quark

for the (T, B, Y) triplet interpretation with masses of 800–1 600 GeV. The ±1σ and ±2σ uncertainties
in the expected coupling limits are also tabulated.

Y mass [GeV] Observed limit on Expected limit on Observed limit on Expected limit on

| sin θL| | sin θL|
+1σ/+2σ
−1σ/−2σ cWb

L cWb
L

+1σ/+2σ
−1σ/−2σ

800 0.16 0.20 0.04/0.09
0.03/0.05 0.31 0.40 0.08/0.19

0.06/0.11

900 0.14 0.15 0.03/0.07
0.02/0.04 0.28 0.30 0.06/0.13

0.05/0.08

1000 0.16 0.15 0.03/0.06
0.02/0.04 0.32 0.29 0.05/0.12

0.04/0.08

1100 0.23 0.22 0.03/0.08
0.03/0.06 0.47 0.43 0.07/0.15

0.07/0.12

1200 0.20 0.16 0.03/0.07
0.02/0.04 0.40 0.33 0.06/0.13

0.05/0.09

1300 0.25 0.21 0.04/0.08
0.03/0.06 0.49 0.43 0.08/0.16

0.07/0.12

1400 0.18 0.25 0.05/0.10
0.04/0.07 0.36 0.51 0.09/0.20

0.08/0.14

1500 0.32 0.35 0.08/0.18
0.06/0.10 0.64 0.70 0.16/0.37

0.12/0.20

1600 0.39 0.40 0.11/0.28
0.07/0.12 0.78 0.80 0.21/0.56

0.14/0.24
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Chapter 8 Statistical analysis

Figure 8.8: A flowchart of the limit setting procedure developed for this analysis for signals with
significant interference with the SM background.
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Figure 8.9: Distributions of the VLQ candidate mass mVLQ after the fit to the background-only
hypotheses for four different binnings selected for four different signal masses for both YLH and TLH
signals. The mVLQ distribution for 8.9(a) a left-handed Y signal with mass 900 GeV and coupling cWb

L

= 0.26, 8.9(b) a left-handed Y signal with mass 1 500 GeV and coupling cWb
L = 0.64, 8.9(c) a left-handed

T signal with mass of 800 GeV and coupling cWb
L = 0.25 and 8.9(d) a left-handed T signal with mass

1 200 GeV and coupling cWb
L = 0.49 are shown here. Each mVLQ distribution include interference

effects which are “eaten” away for the signal in the wide bin. The lower panels show the ratio of data
to the fitted background yields. The error bars represent the statistical uncertainty in the data. The
band represents the total systematic uncertainty after the maximum-likelihood fit. For comparison
purposes, the rebinned signal plus interference mVLQ distributions at the aforementioned couplings
have been overlayed (dotted line).
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Figure 8.10: Observed (solid line) and expected (short-dashed line) 95% CLs limits on 8.10(a) the
mixing angle |sin θL| and the coupling value cWb

L for the singlet T-quark interpretation under
the assumption B(T → Wb) ≈ 0.5 8.10(b) |sin θL| and cWb

L for the (T, B, Y) triplet interpretation,
and 8.10(c) |sin θR| and cWb

R for the (B, Y) doublet interpretation assuming a branching ratio B(Y →
Wb) = 1. All the limits are plotted as a function of the VLQ mass. The surrounding bands correspond
to ±1and± 2 standard deviations around the expected limit. Indirect constraints from electroweak
precision observables on the mixing angles, which originate from LEP measurements, are only valid
for the mixing angles. These constraints are either from the S and T parameters (dashed-dotted line)
or from the Rb values (long-dashed line) are also overlayed [13] on the coupling limits.
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Table 8.5: Observed and expected 95% CLs upper limits on | sin θL| and cWb
L for a left-handed T quark

for the T singlet interpretation with masses of 800–1 200 GeV. The ±1σ and ±2σ uncertainties in the
expected limits are also tabulated.

T mass [GeV] Observed limit on Expected limit on Observed limit on Expected limit on

| sin θL| | sin θL|
+1σ/+2σ
−1σ/−2σ cWb

L cWb
L

+1σ/+2σ
−1σ/−2σ

800 0.18 0.19 0.04/0.08
0.03/0.06 0.25 0.27 0.06/0.11

0.05/0.08

900 0.24 0.20 0.05/0.09
0.05/0.07 0.34 0.29 0.07/0.13

0.07/0.10

1000 0.20 0.21 0.06/0.08
0.07/0.09 0.29 0.30 0.08/0.12

0.10/0.12

1100 0.25 0.27 0.09/0.11
0.13/0.15 0.36 0.38 0.12/0.15

0.18/0.21

1200 0.35 0.35 0.13/0.14
0.22/0.23 0.49 0.49 0.18/0.20

0.31/0.33
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Figure 8.11: Observed (solid line) and expected (short-dashed line) 95% CLs limits on cross-section
times branching ratio for the right-handed Y quark as a function of mVLQ . Here, the branching
ratio B(Y →Wb) is set to one. The computed theoretical NLO cross-sections for different coupling
values are shown for the calculation using the narrow-width approximation (dashed-dotted lines)
and without using the narrow-width approximation (solid lines) as described in the text.
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Table 8.6: Observed and expected 95% CLs upper limits on | sin θR| and cWb
R for a right-handed Y

quark for theoretical (B, Y) doublet interpretation with masses of 800–1 900 GeV. The ±1σ and ±2σ
uncertainties in the expected limits are also tabulated.

Y mass [GeV] Observed limit on Expected limit on Observed limit on Expected limit on

| sin θR| | sin θR|
+1σ/+2σ
−1σ/−2σ cWb

R cWb
R

+1σ/+2σ
−1σ/−2σ

800 0.17 0.20 0.04/0.08
0.03/0.05 0.24 0.28 0.05/0.12

0.04/0.07

900 0.18 0.19 0.04/0.08
0.03/0.05 0.26 0.27 0.05/0.11

0.04/0.07

1000 0.17 0.17 0.03/0.07
0.03/0.05 0.25 0.25 0.04/0.10

0.04/0.07

1100 0.17 0.18 0.03/0.07
0.03/0.05 0.24 0.25 0.05/0.10

0.04/0.07

1200 0.17 0.20 0.04/0.08
0.03/0.05 0.25 0.28 0.05/0.11

0.04/0.08

1300 0.19 0.22 0.04/0.09
0.03/0.06 0.27 0.31 0.06/0.12

0.05/0.08

1400 0.24 0.25 0.05/0.10
0.04/0.07 0.35 0.36 0.06/0.14

0.05/0.10

1500 0.31 0.28 0.05/0.11
0.04/0.07 0.44 0.39 0.07/0.15

0.06/0.11

1600 0.45 0.37 0.08/0.19
0.06/0.10 0.64 0.53 0.11/0.27

0.08/0.14

1700 0.59 0.46 0.10/0.25
0.08/0.13 0.83 0.65 0.15/0.36

0.11/0.18

1800 0.55 0.43 0.09/0.22
0.07/0.12 0.77 0.61 0.13/0.32

0.10/0.17

1900 0.80 0.79 0.24/0.69
0.18/0.29 1.13 1.11 0.34/0.98

0.26/0.41

105



II Single-lepton analysis

 [TeV]
Y

m
0.8 1 1.2 1.4 1.6 1.8

 [
p
b
]

σ

5−
10

4−10

3−
10

2−10

1−10

1

10

210 Observed (No int.)

Observed (YRH with int.)

Expected (No int.)

Expected (YRH with int.)

 Wb)=1→Theory (NLO), BR(Y 

 = 1 no NWA2

R
, c

th
σ

 = 1/2 no NWA2

R
, c

th
σ

 no NWA
2

 = 0.322

R
, c

th
σ

 = 1 NWA2

R
,  c

th
σ

 = 1/2 NWA2

R
, c

th
σ

 NWA
2

 = 0.322

R
, c

th
σ

ATLAS
1 = 13 TeV, 36.1 fbs

σ Exclusion Limits on s95% CL

Figure 8.12: Observed (solid line) and expected (short-dashed line) 95% CLs limits on cross-section
times branching ratio for the case of the right-handed Y quark as a function of VLQ mass. Here, the
branching ratio B(Y →Wb) is set to one. The theoretical NLO cross-sections for different coupling
values are shown for both with (dashed-dotted lines) and without (solid lines) the narrow-width
approximation as described in Section 2.6.3.

Ranking plot

In an analysis, the statistical results can be either statistically limited or systematically
limited. Since, in this analysis, the limits on signal strength are the results of interest, the
effects of systematic uncertainties on the signal strengths are explicitly checked. Evidently,
the fitted signal strength with and without using the systematic uncertainties as nuisance
parameters differ significantly. This implies that this analysis is systematically limited
i.e. the sensitivity of the results can improve when the uncertainties are controlled. The
fitted signal strength µ for a signal-plus-background fit to data in SR and CRs including
both systematic and statistical uncertainties and only statistical uncertainties for a Y RH
signal with mVLQ of 1 200 GeV are µ = −0.50± 0.70 and µ = −0.10± 0.42 respectively,
which demonstrates that the search is hence limited by systematic uncertainties rather than
statistical uncertainties. The top 20 systematic uncertainties with the largest impact is shown
in Fig. 8.13. The pre-fit (post-fit) impact of each nuisance parameter on the signal strength
µ, ∆µ, is calculated by comparing the nominal best-fit value of µ with the result of the fit
while fixing the considered nuisance parameter to its best-fit value, θ̂, moved by its pre-fit
(post-fit) uncertainties, ±∆θ(±∆θ̂). The fit used for measuring this impact is a fit to data for
the signal-plus-background using the respective signal.

106



Chapter 8 Statistical analysis

θ∆)/
0

θθ(

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

Electron Scale

SR Muon Fakes unc.

JES Eff. NP 3

btagging l eff. EV 8

btagging l eff. EV 5

JES Pile up offset npv

 fragmentationtt

JES Eff. NP 1

JER

single top fragmentation

JES Flavour composition

WJETS_PDF 0

CR Muon Fakes unc.

SR Electron Fakes unc.

Pileup weight syst.

single top generator

single top Wt DS/DR

W+jets HF shape

 generatortt

W+jets generator

µ∆

0.6− 0.4− 0.2− 0 0.2 0.4 0.6

:µPrefit impact on 
θ∆=+

0
θ θ∆=

0
θ

:µPostfit impact on 
θ∆=+

0
θ θ∆=

0
θ

Nuis. Param. Pull

ATLAS

1 = 13 TeV, 36.1 fbs

Figure 8.13: Ranking of the nuisance parameters included in the fit according to their impact on the
the measured signal strength, µ, for the right-handed Y signal of mass 1 200 GeV with coupling of
cWb

R ≈ 0.28 and considering interference of the signal with the SM background extracted from a fit
on data with this 1200 GeV Y signal injected and fitted. Only the top 20 nuisance parameters are
shown without including those related to MC statistical uncertainties.The empty rectangles denote
the pre-fit impact on µ and the filled ones to the post-fit impact on µ, both corresponding to the upper
scale. The pulls of the nuisance parameters relative to their nominal values, θ0. These pulls and their
relative post-fit errors, correspond to the lower scale.

107





Part III

Hadronic analysis

109





CHAPTER 9

Event selection

In this chapter, the analysis strategy, optimisation of the kinematic cuts, and background
modelling for the hadronic analysis using the 2015-2018 dataset corresponding to an integ-
rated luminosity of 139 fb−1 will be discussed. The search for single production of a T/Y
decaying into a Wb topology has up to now been performed only in the single-lepton final
state i.e. pp→ Q(T/Y) + q + X with Q→ b + W and W → `+ ν. This analysis is the first
ever T/Y →Wb search where the hadronic decay mode od W-boson i.e. W → qq̄ is probed.

9.1 Analysis strategy

The analysis discussed here is a search for single production of a Y or T VLQ decaying
to a Wb topology, where the W-boson subsequently decays hadronically. Kinematic cuts
based on the event topology of the signal production are used to find a phase-space with
high signal to background ratio. Since the limits from the previous single-lepton analysis
as discussed in this thesis are in the TeV range, the signals probed in this analysis are in
that mass range. The decay products of such a massive particle would have high angular
separation and high-pT to achieve energy-momentum conservation. The leading order
Feynman diagram for such a signal is shown in Fig. 9.1. The hadronic decay products of
the W-boson would have high pT and being Lorentz-boosted can be reconstructed using
a large-R anti-kt (R =1) jet. Such a large-R jet is characterised by the presence of multiple
prongs associated with the “subjets” from the hadronic decay of the W-boson. The large-R
jet objects used here are described in Section 4.3.3. The identification of the hadronically
decaying W-boson is performed using a 3-variable W-tagger as discussed in Section 4.3.4.
Similar to the single-lepton final state, the outgoing light-flavoured jet generally falls in the
forward region of the detector and thus has high values of |η|. The second b-jet originating
from the gluon splitting tends to fall outside of detector acceptance in most cases.

The dominant background contribution for this search is multijet production, which
predominantly constitutes jets from light-flavour quarks and gluons. The sub-dominant
background contributions originate from top-quark pair production (tt̄), single top-quark
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production, and W/Z-boson production in association with jets (W/Z+jets). The modelling
of the sub-dominant backgrounds and the signal will be discussed in the next section. A
binned maximum likelihood fit using only the signal region is used to test the signal-plus-
background (SM) hypothesis versus the background-only hypothesis to find the existence of
a possible signal. The reconstructed vector-like quark mass (mVLQ )is used as a discriminant
to separate signal against all the SM backgrounds. The mVLQ is calculated by taking a vector
sum of the Lorentz vectors of the leading large-R jet at a given working point efficiency of
W-tagging and the leading small-R jet.

Figure 9.1: Leading order Feynman diagram for the T/Y →Wb decaying hadronically. The final state
objects used for the search is also shown here. The two-sided red arrow signifies the high angular
separation between the leading large-R W-jet and the leading small R jet that is necessary to achieve
energy-momentum conservation during the decay of a relatively high-mass Y/T.

9.2 Data and simulated signal and background processes

Data samples

The data used for this analysis was pp collision data collected by the ATLAS detector
from 2015 to 2018 at

√
s = 13 TeV. The peak recorded luminosity during this period was

2.1× 1034 cm−2 s−1 with a bunch spacing of 25 ns. The average number of simultaneous pp
interactions per bunch crossing, , 〈µ〉was measured to be 33.7 with the highest measurement
of 36.1 being in 2018 . High data quality events are only events by selecting events pertaining
to the Good Run Lists (GRL). The integrated luminosity of these GRL data events delivered
by ATLAS in 2015-18 was 139.1 fb−1.
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Background processes

Similar to the single-lepton analysis, most of the SM backgrounds were simulated using
Monte Carlo distributions. However, in this hadronic analysis, the major irreducible back-
ground, the final estimate of the multijets are not simulated. They are derived from the data
using the ABCD method (see Section 9.6 for further details). Although the final estimate
used in the analysis is data-driven, the simulated dijet estimate of the multijets is used in the
ABCD method.

For this analysis, the final hadronic topology is dominated by the strong interaction.
The final state probed in this search is a multijet one, but is quite close to the dijet topo-
logy given the two pronged nature of the Wb decay. Dijets and multijet topologies have
served as a precise test of the strong interaction in the SM [211, 212]. The inclusive cross-
section of the dijet process has also been measured double differentially using 2015 ATLAS
data [213]. Monte Carlo distributions of the dijet process have been produced by the ATLAS
collaboration using the PYTHIA 8.230 [197], SHERPA 2.2.5 [199] , HERWIG 7.1.3 [214], and
MADGRAPH5_AMC@NLO 2.3.3.1 [200] + PYTHIA 8 generators. In this thesis, the default
dijet (multijet) MC sample is the PYTHIA 8.230 sample. The samples are produced in slices of
pT of the leading truth anti-kt jets. The SHERPA 2.2.5 samples have been used for uncertainty
calculations. The HERWIG 7.1.3 MC sample was tested to calculate uncertainties but was
finally not used due to its low statistics. For the PYTHIA 8 sample, the NNPDF2.3 [55] PDF
set is used alongside the A14 tune for parton shower and multi-parton interactions.

tt̄ events are produced using the NLO generator POWHEG-BOX v2 [215–217] interfaced
with the NLO NNPDF3.0 [218] PDF set in the matrix element calculations. The samples
are normalised to the cross-section calculated at next-to-next-to leading order (NNLO)
in QCD including resummation of next-to-next-to-leading logarithmic soft gluon terms
with Top++2.0 [219–225]. Parton showering, hadronization and the underlying event are
simulated using PYTHIA v8.230 with the LO NNPDF2.3 PDF set and the A14 set of tuned
parameters [226]. The top-quark kinematics in tt̄ events are corrected to account for NLO
electroweak effects [227]. The hdamp parameter in POWHEG-BOX which controls matrix
element to parton shower matching and effectively regulates the high-pT radiation, was set
to 1.5mt [228], where mt = 172.5 GeV.

Single top-quark processes were generated with POWHEG-BOX v2 with the NNPDF3.0
NLO PDF set and interfaced with PYTHIA 8.230 with the A14 [226] tune using the NNPDF2.3
LO PDF set. Overlaps between the tt̄ and Wt final states were removed using the “diagram
removal” scheme (DR) [229, 230]. The “diagram subtraction” scheme (DS) [230] was used
as an alternative method, and the full difference between the two methods assigned as an
uncertainty [231].

W/Z+jets events were generated with the SHERPA 2.2.1 generator. The matrix-element
calculation was performed with up to two partons at NLO and up to four partons at
leading order (LO). The matrix-element calculation was merged with the SHERPA parton
shower [232] using the ME+PS@NLO prescription [233]. The PDF set used for the matrix-
element calculation was the NNPDF3.0 [218] NNLO PDF set.
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Signal Modelling

Simulated events for T quark signal processes were generated at LO in the four-flavour
scheme with the MADGRAPH5_AMC@NLO 2.6.5 generator using the NNPDF2.3 PDF set,
interfaced to PYTHIA 8 for parton showering and hadronisation. The model from [234] is
used in the computation of the matrix elements, and all tree-level processes are included. The
coupling between the T quark and the gauge boson, κ, is set to 1.0 in the generated samples
(1 to 2.7 TeV in 200 GeV steps). The matrix element-based weights are used to reweight these
samples to other values of κ and mass.

Details regarding the generation of signal and background samples are tabulated in Table 9.1

Table 9.1: The generators employed to model the signals and various background processes are
described, along with the parameter tune for the underlying event, PDF set, and highest-order
perturbative QCD (pQCD) accuracy used for the normalisation of each sample. With the exception
of the Tqb signals, all processes were generated at NLO in QCD. The LO cross-sections calculated
for the Tqb signal processes in the simulation were normalised to the NLO theoretical cross-section
taken from Ref. [234].

Process Generator plus Tuned PDF set: Gen. Inclusive cross-section
parton showering/hadronisation parameters + show./had. order in pQCD

Tqb MADGRAPH5_AMC@NLO 2.2.3 A14 NNPDF2.3 NLO
+ PYTHIA 8.210 + NNPDF2.3

tt̄ POWHEG-BOX v2 A14 NNPDF3.0 NNLO
+ PYTHIA 8.230 + NNPDF2.3

Single-top POWHEG-BOXv2 A14 NNPDF3.0 NNLO
+ PYTHIA 8.230 + NNPDF2.3

W /Z + jets SHERPA 2.2.1 Default NNPDF3.0 NNLO

Multijet PYTHIA 8.186 A14 NNPDF2.3 LO

9.3 Pre-selection

Before optimising the signal-region kinematic cuts, a broad event-selection is employed
based on the topology of the final state as shown in Fig. 9.1. This set of cuts, in addition to
certain event-quality cuts, is defined as the Pre-selection region. The pre-selection region is
characterised by events which fulfil the following criteria:

1. Events should be in the Good Run List (GRL) of the 2015-2018 ATLAS dataset. Events
with LAr calorimeter noise burst and data corruption and incomplete events are
vetoed.
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2. Events should contain a primary vertex (see Section 4.1), the jets in the event should
be match standard ATLAS quality criteria [203].

3. All events that have any charged lepton (electron/muon) (see Section 4.2.1 and Sec-
tion 4.2.2) present are vetoed.

4. Since the W-boson decays into a large-R jet, events are required to pass a set of large-R
jet triggers [204, 205, 235, 236].

5. Events are required to have exactly one W-tagged (50% working point 3 variable-
tagger) large-R jet with a pT > 500 GeV . This cut is motivated by the fact that the
trigger efficiencies for all large-R triggers used here are 100% for pT > 500 GeV.

6. The leading small-R jet is required to have transverse momentum pT > 350 GeV. All
the signals searched in this analysis have masses greater than 1 TeV and this cut is
used to suppress multijet background contribution beyond the region of interest of the
search.

7. At least one forward jet (pT > 25 GeV and 2.5 < |η| < 4.5) is required in the event as
shown in Fig. 9.1.

The kinematic distributions of the transverse momentum (pT) , mass, φ and η distributions
of the leading large-R jet, the transverse momentum (pT), the φ, and η distribution of
the leading small-R jet of the leading small-R jet after applying the pre-selection cuts are
shown in Figs. 9.2 and 9.3 respectively. The angular distance ∆R between the leading large-
R jet and the leading small-R jet ∆R(leading W-tagged-jet, leading small-R jet) and the
azimuthal separation between the leading W-tagged large-R jet and the leading small-R jet
are illustrated in Fig. 9.4. The multijet events used in Fig. 9.2, Fig. 9.3, and Fig. 9.4 are the
PYTHIA 8 MC samples. The disagreement among the data and backgrounds for all variables
arises from the multijet MC sample. Thus, a data-driven estimate is used to search for the
VLQs. The reconstructed vector-like mass (mVLQ ) is used as a discriminant for this analysis.
Here, mVLQ is calculated as a vector sum of the Lorentz vectors of the leading small-R jet
and the leading large-R jet.

9.4 Overlap removal and definition of leading small-R jet

As depicted in Fig. 9.4, the distributions of the angular separation variables between the lead-
ing large-R jet and the leading small-R jet, ∆R(W, lead small-R jet) and ∆φ(W, lead small-R jet)
show a significant overlap among both these objects. Thus, an overlap removal between
these two objects is performed to reconstruct these objects better . To achieve this, a re-
definition of the small-R jet is performed. The following steps are executed to achieve
this.
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1. If for an event, ∆R(leading large-R jet, leading small-R jet) > 1, the leading small-R
jet is used without any overlap removal.

2. If for an event, ∆R(leading large-R jet, leading small-R jet) < 1 but the
∆R(leading large-R jet, sub-leading small-R jet) > 1 the sub-leading small-R jet is re-
defined as the leading small-R jet.

3. If for an event, ∆R(leading large-R jet, leading small-R jet) < 1 and
∆R(leading large-R jet, sub-leading small-R jet) < 1, the event is vetoed.

9.5 Definition of signal, control, and validation regions

There are six regions which are defined for this analysis by making selection cuts on two
variables, the working point efficiency of W-tagging and b-jet multiplicity. These six regions
constitute of one signal region (SR), one validation region (VR), and four control regions.
These two variables are chosen for the ABCD method to estimate the multijet background
(see section Section 9.6)1. In Fig. 9.5, the b-jet multiplicity is plotted on the x-axis and the
W-tagging WP on the y-axis. In this analysis, all b-tagged jets are defined at 70% selection
efficiency of the DL1r b-tagger as detailed in Section 4.3.4. This working point was chosen
because it provided an optimal balance between light-flavoured jet suppression (hence
suppressing the multijet background) and event statistics needed for this search. The signal
over background ratio was optimised over the mass-coupling phase space that is probed in
this analysis. In addition to the cuts detailed below, all these regions have the following cuts
in common.

1. Pre-selection cuts defined in Section 9.3 but with the leading small-R jet redefined using
overlap removal as described in Section 9.4. Additionally, the W-tagging working
point is tuned accordingly e.g. for the signal region the working point is unchanged,
whereas for the to be validation region the leading large-R jet is W-tagged for the loose
selection (80% working) but not tight selection (50% WP)

2. The pT cut for the leading forward jet is increased to 40 GeV. This ensures considerable
background suppression.

3. The leading small-R jet should be central i.e. |η(leading small-R jet| < 2.5.

Signal region

Region A1, represented as SR, contains those events which pass the following criteria:
the leading large-R jet should be W-tagged at tight selection (50% WP). The events should
contain at least one b-tagged jet, and the leading small-R jet as defined in Section 9.4 (denoted
by j1) should lie within the central region of the detector i.e |ηj1 | < 2.5.

1 A detailed explanation for the choice of these two variables and the ABCD method is provided in Section 9.6
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(a) (b)

(c) (d)

Figure 9.2: Data and Standard Model Monte Carlo distributions of the (a) pT, (a) mass, (c) φ and
(d) η of leading large-R jet after applying the pre-selection cuts. The shaded error band depicts the
statistical uncertainty of the SM prediction, the error attached to the data points is the corresponding
statistical uncertainty.
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(a)

(b) (c)

Figure 9.3: Data and Standard model Monte Carlo distributions of the (a) pT, (b) φ and (c) η of leading
b-jet after applying the pre-selection cuts. The shaded error band depicts the statistical uncertainty of
the SM prediction, the error attached to the data points is the corresponding statistical uncertainty.
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(a) (b)

Figure 9.4: Data and Standard model Monte Carlo distributions of the (a) ∆R, (b) ∆φ between the
leading large-R jet and the leading small-R jet after applying the pre-selection cuts. The shaded error
band depicts the statistical uncertainty of the SM prediction, the error attached to the data points is
the corresponding statistical uncertainty.

Validation region

Validation region (VR) A is designed to be kinematically close to the SR and partly orthogonal
to the SR. The selection criteria include the leading large-R jet to be W-tagged at loose (80%
WP) not tight (50% WP) with a requirement of at least one b-tagged jet, where the leading
small-R jet lies in the central region of the detector. As this region is kinematically close to
the SR, similar performance of background modelling and statistical fitting as compared to
the SR is expected.

Control region

Regions B, C, D, and D1, defined as the CRs have the following selection cuts.

• Region B: This region is defined using events which should at least have a large-R jet,
and the leading large-R jet should not be W-tagged at the loose selection. Events are
required to have at least one b-tagged jet, where the leading small-R jet lies in a central
region of the detector.

• Regions C, D and D1: These three regions contain events in which none of the small-R
jets is b-tagged and the leading small-R jet should be a central jet. The selection criteria
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that differentiates the events in these three regions is the requirement of leading large-R
jet not to be W-tagged in the case of region C, W-tagged at tight, and loose-not-tight
selection for regions D and D1 respectively.

A pictorial representation of the regions is shown in Fig. 9.5

Figure 9.5: A representation of all the ABCD regions defined on two uncorrelated variables for the
hadronic channel. Region A1 is the signal region; region A is the validation region and the other four
regions B, C, D, D1 are control regions.

9.6 Multijet background estimation

The data and MC events selected in the Pre-selection region reveal a significant mismodelling
of the multijet background. The disagreement between data and MC is clearly observed
in Figs. 9.2 to 9.4. As the multijet background is the main irreducible background, it has
to be modelled using data-driven methods. Here, a data-driven estimation of the multijet
background using the ABCD method [237] is performed2. Similar ATLAS collaboration
analyses where BSM physics is searched using fully hadronic states also employ the ABCD
method to model the multijet background [239, 240]. The ABCD method used in this analysis
is motivated by the ABCD method used in the BSM search of W ′ → tb in the hadronic final
state [240]. The ABCD method uses two uncorrelated variables in orthogonal regions. By
combining these two variables four kinematic regions, A, B, C, and D are created. The region
A is a signal enriched region where the background of interest is modelled. The ABCD
method requires the regions B, C, and D to be signal deficient. Consequently, the ABCD
method formulates that the number of modelled background events in region A as

2 The first iteration of the ABCD method for this VLQ search was first developed in Ref. [238].
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NA = NB ×
ND

NC
(9.1)

where Nj isolate the number of background events in region j ∈ A, B, C, D.
As discussed in Section 4.3.4, the W-tagging methodology used in this thesis does not

use any b-tagging information. Additionally, the VLQ T/Y decay is probed using W and
b tagged jets. Thus, using b-tagging and W-tagging information for the ABCD method is
justified.

9.6.1 Choice of variables

The working point efficiency of W-tagging is selected as one of the variables for the ABCD
method. The working points used in this thesis correspond to the 3-variable W-tagger
discussed in Section 4.3.4. The two selected working points (WP) are 80% referred as loose,
and 50% referred as tight. The tight WP is a subset of the loose WP because it has a stricter
criteria. The three kinematic regions defined by using the selections based on these two
working points are tight, loose-not-tight, and not loose. They are described in detail below:

• Tight: This region is constructed with events containing large-R jets that are W-tagged
at 50% WP.

• Loose-not-tight: This region is constructed with events which have large-R jets that
are W-tagged at 80% WP but not tagged at 50% WP.

• Not loose: This region contains all the events which have large-R jets that are not
W-tagged at 80% WP.

The multiplicity of b-tagged jets is chosen as the second variable. The two kinematic
regions which are defined based on this variable are 0b and ≥ 1b. Both these regions are
described in detail below:

• 0b: This region is designed using events which do not possess any small-R jets that are
b-tagged.

• ≥ 1b: This region is comprised of events which have at least one small-R jet that is
b-tagged.

In this thesis, in addition to the four regions, an additional validation and a control region
have also been defined. Prior to directly checking the prediction of the ABCD method in
the SR, the method is validated in the VR. The 6 regions needed for the ABCD method is
detailed in Section 9.6.1. To calculate the background estimate of multijets in SR A1, the
control regions B, C, and D1 are used whereas to estimate the multijet background events in
VR A, the control regions B, C, and D are used.
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9.6.2 Closure tests for ABCD method

Before proceeding with the estimation of the multijet background using the ABCD method,
two preliminary closure tests are performed. These are described in detail below:

Test I One of the fundamental assumptions of the ABCD method is the control regions
being signal deficient. A closure test of this assumption was performed by checking the
S/
√

B and S/B yield ratio in all the regions. The signal samples used for this test are the
Tqb samples with mVLQ of 1.1 TeV and 1.5 TeV and respective couplings of κ = 0.25 and
κ = 0.45. These signals are chosen in the mass-coupling phase space because they are close
to the limits calculated in the single lepton analysis performed in his thesis (see Chapter 8).
The background signals chosen for this closure test are the Monte Carlo samples mentioned
in Table 9.1. In Fig. 9.6 the S/

√
B and S/B ratio for both the signal samples in all the regions

are shown. The S/B in all the CRs is less than 1%, thus validating the tested assumption.
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Figure 9.6: Signal-background ratio in all the six ABCD regions for (a) 1.1 TeV signal with κ = 0.25
and (b) 1.5 TeV signal with κ = 0.45

Test II Prior to using the data-driven ABCD method, Eq. (9.1) needs to be validated on the
multijet MC samples. If the two chosen variables are perfectly uncorrelated, Eq. (9.1) should
hold true for the multijet MC samples. The calculated event yields in SR A1 by using regions
B, C, D1 is compared against the event yields of multijet MC samples. The same comparison
is performed for VR A by using regions B, C, and D. Table 9.2 depicts the yields of multijet
MC in the SR and VR versus the calculated yields. A respective difference of 9% and 17%
is observed in the SR and VR. This implies a slight correlation among the variables chosen.
Thus, to incorporate this correlation in the data-driven ABCD method, a correction factor
Rcorr is introduced.
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Table 9.2: Event yields of multijet Pythia8 background from the MC sample in SR A1 and VR A versus
the expected yield calculated using Eq. (9.1). The errors presented here are purely statistical.

Multijet SR A1 VR A

MC yields 14 142± 276 63 147± 591
Expected yields 15 489± 183 76 054± 729

Difference to MC 9% 17%

9.6.3 Implementation of the ABCD method

The ABCD method is implemented with the inclusion of the correction factor Rcorr. Since
the ABCD method is designed to calculate the yields of the multijet background, the other
backgrounds are subtracted from the data yields. Using the subtraction step, the expected
data-driven yields for multijets are calculated for the CRs B, C, D, and D1. These data-driven
multijet yields for B, C, and D are inserted into Eq. (9.1) to calculate the yields for VR A and
the yields for B, C, D1 are used to calculate the yields for SR A1. In this analysis, since the
search of T/Y VLQ is conducted across the whole range of the discriminant mVLQ , both the
shape and the normalisation of the multijet background are important. Thus, the ABCD
method is implemented in each bin i with the correction factor Rcorr calculated per bin. The
final formula for the per bin ABCD method to calculate the final multijet yields for SR A and
VR A1 can be written as

NEst. multijet
A/A1 [i] = Rcorr [i]× (NData

B [i]− NOther bkg
B [i])×

(NData
D/D1[i]− NOther bkg

D/D1 [i])

(NData
C [i]− NOther bkg

C [i])
, (9.2)

where Rcorr [i] is the per-bin correction factor calculated from multijet MC samples. Rcorr [i],
a measure of the residual correlation among the two variables. The per-bin correction factor
is calculated using the multijet MC samples. The MC mVLQ distributions for the CRs are
shown in Fig 9.7. Evidently, these MC samples have a significant mismodelling across the
full mVLQ range. Calculating the Rcorr factor from these distributions can lead to erroneous
calculations. Thus, the normalisation of the multijet samples is fixed by fitting the multijet
MC yields to data with a single bin maximum log likelihood fit under a background-only
hypothesis. In these fits, the normalisation of the other SM backgrounds are not allowed to
vary. The mVLQ distributions after scaling the normalisation of multijets for CRs B, C, D, and
D1 are depicted in Fig. 9.8. Using these normalisation scaled multijet yields, the Rcorr factor
is calculated according to Eq. (9.3).

Rcorr [i] =
Nnormalisation scaled multijet MC

A/A1 [i]

Nnormalisation scaled multijet MC
B [i]

×
Nnormalisation scaled multijet MC

C [i]

Nnormalisation scaled multijet MC
D/D1 [i]

(9.3)
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Here, Nnormalisation scaled multijet MC
A [i] is used while calculating the ABCD yields for VR A

and Nnormalisation scaled multijet MC
A1 [i] is used to calculate the ABCD yields for SR A1. For the

VR A, the expected S/B is less than 1%. Consequently, the one bin fit of multijet MC yields
to data under the background-only hypothesis is a fair approximation while calculating
the Rcorr factor. For calculation of Rcorr, the assumption of using the background-only
hypothesis for the SR A1 in the one bin fit is to fix the multijet normalisation not perfect,
but it is better than using significantly mismodelled MC distributions to derive the Rcorr
factor. Furthermore, it is observed that the respective Rcorr distributions for calculating the
ABCD yields in VR A and SR A1 have certain statistical fluctuations. In order to smoothen
these fluctuations, a third order polynomial fit is to derive the final Rcorr distributions. The
functions describing the shapes and values for Rcorr [i] as a function of mVLQ in GeV for the
VR A and SR A1 are detailed in Eq. (9.4). Finally, these distributions are used in Eq. (9.2) to
calculate the yields per-bin for multijets in the SR A1 and VR A.

f (x) = −1.01× 10−10x3 + 5.7× 10−7x2 − 1.1× 10−3x + 1.43 , x = mVLQ in GeV for VR A

f (x) = −3.7× 10−11x3 + 2.46× 10−7x2 − 5.7× 10−4x + 1.14 , x = mVLQ in GeV for SR A1
(9.4)

The mVLQ distributions for multijets calculated with the aforementioned ABCD method
are compared against the data after adding the other SM backgrounds. These distributions
are shown in Fig. 9.10. The uncertainties depicted in the plots include the statistical and
systematic uncertainties for both multijets and other SM backgrounds. These uncertainties
are described in detail in Chapter 10. The calculated yields with all the uncertainties
compared to the other SM backgrounds and the observed data in both SR A1 and VR A
are tabulated in Table 9.3 For the SR A1, a good shape and normalisation agreement within
uncertainties is observed among the data and the sum of estimated multijet background
and MC estimates of other SM backgrounds for the discriminating variable mVLQ . For
the VR A, although an agreement of shape among the data and and the sum of estimated
multijet background and MC estimates of other SM backgrounds is observed, a discrepancy
is observed in the normalisation. It should be noted that this discrepancy is within all
uncertainties.

Table 9.3: Result showing the estimated multijet background with all the uncertainties in the validation
region for all the kinematic distributions for the hadronic channel. The uncertainties depicted here
include the statistical and systematic uncertainties for both multijets and other SM backgrounds.
These uncertainties are described in detail in Chapter 10.

Distribution Event yield (SR A1) Event yield (VR A)

ABCD multijet estimate 11 220± 743 68 594± 13 554

Other SM bkg. 1 995± 863 2 133± 736

Data 12 923 62 409
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Figure 9.7: MC mVLQ distributions for CRs B, C, D and D1.
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Figure 9.8: mVLQ distributions for CRs B, C, D and D1 after scaling the normalisation of multijets to
data using one bin maximum log likelihood fit. The yields of the other SM backgrounds are constants
in these fits.
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Figure 9.9: Distribution of Rcorr obtained using scaled multijet Pythia8 MC for (a) VR A and (b) SR A1.
The red line in each of the figures is the fitted third degree polynomial as mentioned in Eqn. 9.4, which
is used to smooth out the Rcorr distribution. The final estimate is computed using the parametrised
polynomial.
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Figure 9.10: Estimated multijet background from the ABCD method including all the uncertainties
in the signal region and the validation region respectively. Here, all the uncertainties for all other
backgrounds are also included. These uncertainties will be discussed in detail in Chapter 10
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CHAPTER 10

Systematic uncertainties

In this chapter, the uncertainties used in this analysis will be described. The uncertainties
are applied to both the signal and the background. As discussed in Chapter 9, the main
background, the multijets are modelled using the ABCD method. The uncertainties on the
estimated multijet are assigned due to various parts of the ABCD method. For the other
SM backgrounds and the VLQ T/Y signal, both experimental and statistical uncertainties
are applied. These uncertainties will be discussed in this chapter. Similar to the treatment
of uncertainties in the 1-lepton analysis discussed in Chapter 7, the uncertainties are
used as nuisance parameters where the ±1σ variations are inputs to the likelihood fit.
The MC statistical uncertainties are implemented using the Barlow Beeston method as
detailed in Chapter 5. The statistical uncertainties that arise from the ABCD method are also
incorporated as separate uncertainties. All the nuisance parameters are used as either shape
and/or normalisation uncertainties.

10.1 Experimental and theoretical uncertainties

The luminosity uncertainty on the 2015-2018 ATLAS dataset was measured to beam 1.7%1.
The uncertainty is derived on the baseline luminosity measurement using the LUCID-2
detector [206] with a methodology discussed in Ref. [241]. This uncertainty is applied
uniformly to all simulated signal and background background processes as a normalisation
uncertainty. Due to the presence of a lepton veto, no lepton uncertainties have been included
in this analysis.

The small-R jets used in this analysis are particle flow jets. The jet vertex tagger efficiencies,
as measured in Z(→ µµ) + jets events, do not match in data and MC and thus the ratio is
used as a per-event scale factor. The uncertainties on these scale factors are used as pileup
uncertainties for all SM backgrounds and the signal yields.

1 Although, the recent ATLAS measurements [241] has measured the uncertainty to be 0.83%, the samples used
in this thesis were calculated with the previous recommendations of 1.7%
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III Hadronic analysis

The JES uncertainties are propagated through the calibrations performed on the Particle
Flow jet collection described in Section 4.3.2. “Relative in situ” dijet eta-intercalibration,
“absolute in situ” Z+jet balance, “absolute in situ” gamma+jet balance, “absolute in situ”
multi-jet balance, “absolute in situ” propagation of single particle and test beam uncertainties,
pileup uncertainties, flavour-related uncertainties, punch-through uncertainty, and MC non-
closure uncertainty are the individual sources of the JES uncertainties. The high-pT region of
interest is covered using single-particle uncertainties. In the ATLAS recommendations the
most accurate JES uncertainties’ configuration include 100 nuisance parameters, a reduced
configuration of 30 nuisance parameters is the most appropriate for a search performed for
this thesis as recommended by the Jet Emiss

T CP working group [162].
The jet energy resolution (JER) is the measured average resolution of the ATLAS detector

for the energy of jets. This being measured on data, the MC simulation jets are smeared using
the resolution measured in data. Here, the JER uncertainties were calculated using the noise
term evaluated in zero bias data using random cones and dijet asymmetry across pT and η.
Similar to the JES uncertainties, the most accurate uncertainty configuration has 34 nuisance
parameters, but for this analysis using 8 JER nuisance parameters are the recommended
configuration.

The Emiss
T hard term is calculated from the reconstructed hard objects. The corresponding

uncertainties in the calculation are taken in addition to the uncertainties on the soft term
resolution and scale calculation i.e. for the unassociated inner detector tracks.

The b-tagging DL1r classifier is used to identify b-jets in this analysis. The b-tagging
working point is chosen to be 70% to optimise the signal to multijet background ratio. The
uncertainties arise due to the misclassification of b-jets, c-jets, and light-flavoured jets. The
tagging scale factors are calibrated using di-lepton tt̄ events. The uncertainties arising from
this are propagated to every event. These uncertainties are further eigen decomposed to 18
tagging nuisance parameters. Since the scale factors are only applied up to 300 GeV, a high-
pT extrapolation eigenvector component is used for jets in the high-pT range. Additionally, a
c→ τ b-tag extrapolation uncertainty is used as a nuisance parameter.

For the large-R jets, the “in situ” uncertainties are calculated for the jet energy scale
(JES), jet energy resolution (JER), jet mass scale (JMS), and jet mass resolution (JMR). The
“in-situ” corrections against reference objects and subsequent dijet η-intercalibration fixes
the central value of JES. The uncertainties from these calibrations arise from detector effects
and statistical modelling. Additional uncertainty components come from flavour response
i.e. jet response differences between quarks and gluons, flavour composition accounting for
quark gluon fraction, topology of V-bosons and top quarks. Similarly for the JER, as done
for small-R jets, the dijet balance asymmetry is used to evaluate the JER. The random cone
method is not used for large-R jets. Since the relative jet response is 1 within uncertainty,
the JES smearing is not applied. The JES uncertainties propagated through JER calculation
and the data/MC differences are taken as the JER uncertainties while smearing the MC to
calculate all the JER uncertainties. The Forward Folding technique as described in Ref. [242]
fits the W-boson and top-quark mass peaks in lepton-plus-jets tt̄ events in order to calculate
both the mass scale and resolution difference of large-R jets between data and MC. This new
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Chapter 10 Systematic uncertainties

approach improves upon the existing Rtrk method, where the double-ratio of calorimeter
versus track quantities in data and MC measures the uncertainty in large-R jets. These two
complementary approaches are summed and the intermediary mass bins are interpolated.
The JMS uncertainties arise from both these methods, the interpolation, and response
differences among QCD jets and from W/Z/top jets. The JMR is also calculated using the
Forward Folding method. The uncertainties arise from the method and the subsequent
interpolation among mass bins.

The three variable W-tagging scale factors are calibrated using tt̄ events in the lepton-
plus-jets channel. The underlying systematic uncertainties are individually propagated to
the signal (W-jet) scale factors. Subsequently, a quadratic addition of all the components
is performed to calculate the final scale factor uncertainty. The uncertainty components
used are statistical, theory, tt̄ modelling, large-R jet, b-tagging,and other experimental
uncertainties. For the high pT range (pT > 600 GeV), the scale factors are extrapolated and
hence the corresponding uncertainties are also propagated. For this thesis, 19 uncorrelated
nuisance parameters are used to include the W-tagging scale factor uncertainties.

Theoretical cross-section uncertainties are used for the simulated SM backgrounds. For tt̄, a
+2.4%/− 3.5% uncertainty is assigned, for the single-top-quark backgrounds an uncertainty
of ±2.5% is used whereas for both W/Z+jets a ±6% uncertainty is applied. All these
cross-section uncertainties are implemented as normalisation nuisance parameters.

10.2 Modelling uncertainties on simulated backgrounds

The modelling uncertainties are assigned to single-top quark and W+jet events as they are
the secondary irreducible backgrounds following the multijet background yields. Uncer-
tainties related to initial-state radiation/final-state radiation (ISR/FSR) and parton shower
were assessed for the single-top samples. Since the single-top samples consist of three
distinct components (the s-channel, t-channel, and Wt processes), the evaluation of these
uncertainties was performed separately for each process. To account for generator uncer-
tainty, the variation between the MADGRAPH5_AMC@NLO +HERWIG++ sample and the
POWHEG-BOX +HERWIG++ sample was propagated to the nominal POWHEG-BOX +PYTHIA

sample. The ISR/FSR uncertainty was determined similarly to the uncertainty estimation
for tt̄ events. For the fragmentation uncertainty, the difference between the POWHEG-BOX

+PYTHIA sample and the POWHEG-BOX +HERWIG++ sample was considered. Due to signi-
ficant interference between the Wt and tt̄ processes, two different schemas were employed
to generate the Wt Monte Carlo (MC) samples. The default sample was the diagram removal
(DR) method, while the variation sample was the diagram subtraction (DS) method. For the
W+jets events, a variational sample reconstructed using the Lund jet plane is considered as
the variational sample [243].
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III Hadronic analysis

10.3 Multijet modelling uncertainties

The ABCD method used to estimate the multijet distributions entails a set of operations
which correspond to certain uncertainties which are propagated to the final mVLQ distribution
to calculate various uncertainties. These uncertainties can be categorised as follows:

1. Experimental and theoretical uncertainties of other SM backgrounds described above
propagated through the ABCD method. Thus, in place of the SM backgrounds, the
corresponding up and down variations are used to estimate the ABCD up and down
variations for the multjet estimate. Consequently, for all experimental and theoretical
uncertainties, each nuisance parameter is also associated with the calculated multijet
estimate.

2. Statistical uncertainties that arise due to the arithmetical operations of the method
calculated using standard Gaussian propagation. These uncertainties are assigned per
bin as a separate nuisance parameter.

3. Generator uncertainties which are calculated by calculating Rcorr using the SHERPA

dijet MC sample. The methods which are used for PYTHIA 8 are replicated using
the SHERPA dijet MC. The difference between the PYTHIA 8 estimation and SHERPA

estimation is used as an uncertainty.

4. The statistical uncertainties arising from the polynomial fit performed to model Rcorr
for the ABCD estimate.

5. A non-closure uncertainty to measure the non-closure of the shape of the estimated
multijet background using ABCD method in the VR after fitting the estimate to data
solely in the VR.

Generator uncertainties

In this thesis, Rcorr has been calculated using the PYTHIA 8 MC. The corresponding cal-
culation was also performed using SHERPA dijet MC samples. The scaled dijet method
of calculating Rcorr is used for SHERPA in place of PYTHIA 8. The difference between the
distribution using SHERPA for calculating Rcorr and the ABCD estimate is used as an un-
certainty. The smoothing of the Rcorr distribution is performed similarly while calculating
the estimated multijet using SHERPA MC samples. As it will be shown in Chapter 11, this
uncertainty has one of the highest impacts on the signal strength. In the SR and VR, the
uncertainty for SHERPA is shown in Fig. 10.2.

Non-closure multijet VR shape uncertainty

As shown in Fig. 10.3(a), the ABCD estimate of the multijet background in the VR summed
with the SM backgrounds have a disagreement with data within uncertainties. To study this
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Figure 10.1: Distribution of Rcorr obtained using scaled multijet Sherpa MC for (a) VR A and (b) SR
A1. The red line in each of the figure is the fitted third degree polynomial used to smooth out the Rcorr
distribution. The final Sherpa uncertainty estimate is computed using the parametrised polynomial.

Figure 10.2: Generator uncertainties in the SR and VR SHERPA dijet MC for calculation of Rcorr using
scaled dijet method with third degree polynomial fit.
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further, the mVLQ distribution of the multijet ABCD estimate plus the SM backgrounds is
fitted against the data in the VR against the background-only hypothesis to observe if this dis-
agreement persists after the fit. As depicted in Fig. 10.3(b), in the post-fit mVLQ distribution,
a non-closure exists in the shape agreement between the data and fitted backgrounds. To
account for any disagreement in the post-fit mVLQ distributions in the SR, this non-closure
is accounted for in the SR a s a shape uncertainty. Thus, the final fit takes into account this
uncertainty as a single shape-only nuisance parameter. The +1σ variation for each bin i is
created as follows.

(Non closure multijet variation SR)i = (Non closure multijet SR)i ·
(Data - Post-fit SM non multijet bkg.)i

(Post-fit Multijet estimate in VR)i
.

The shape of the final uncertainty is shown in Fig. 10.3.

134



Chapter 10 Systematic uncertainties

1000 1500 2000 2500 3000

VLQ mass [GeV]

0.8

0.9

1

1.1

 

D
a

ta
 /

 B
k
g

. 0

2000

4000

6000

8000

10000

12000

14000

16000

18000

20000

E
v
e

n
ts

 /
 1

0
0

 G
e

V

1 = 13 TeV, 139 fbs

 Wb, Q = T or Y→Q 

VR(A)

PreFit

Data

tt

Single top

W+jets

Z+jets

Multijet

Total

Uncertainty

62409.0

709.0

400.9

747.1

277.1

68594.5

70728.6

 

(a)

1000 1500 2000 2500 3000

VLQ mass [GeV]

0.8

0.9

1

1.1

 

D
a

ta
 /

 B
k
g

. 0

2000

4000

6000

8000

10000

12000

14000

16000

18000

E
v
e

n
ts

 /
 1

0
0

 G
e

V

1 = 13 TeV, 139 fbs

 Wb, Q = T or Y→Q 

VR(A)

PostFit

Data

tt

Single top

W+jets

Z+jets

Multijet

Total

Uncertainty

62409.0

735.5

428.7

517.8

289.8

60435.8

62407.6

 

(b)

1000 1500 2000 2500 3000
VLQ mass [GeV]

0

500

1000

1500

2000

2500

3000

3500

N
u

m
b

e
r 

o
f 

e
v
e

n
ts

MJ VR shape, Multijet

SR(A1)

 (+0.0 %)σ+ 1 

 (+0.0 %)σ  1 

Original Modified

1000 1500 2000 2500 3000

VLQ mass [GeV]

6−

4−

2−

0
2
4
6 [

%
]

N
o

m
.

S
y
s
t.
N

o
m

.

(c)

Figure 10.3: Distributions for mVLQ for (a) VR pre-fit (b) VR post-fit after a profile likelihood fit to
data against the background-only hypothesis (c) SR shape of the non-closure uncertainty.
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CHAPTER 11

Statistical analysis

In this chapter, the statistical analysis done with the events selected in Chapter 9 to search for
T/Y events will be elaborated. Statistical methods such as hypothesis testing, limit setting
that are used in this chapter are detailed in Chapter 5. In this analysis, the reconstructed
mVLQ is used as a discriminating variable to distinguish between signal and background
events. The main irreducible background for this search, the multijet events, are estimated
using the control regions (CR). For the statistical analysis, the estimated multijet background
is used in as an input. Thus, all the fits in this statistical analysis are profile likelihood fits
performed solely in the signal region (SR).

11.1 Profile likelihood fits

The profile likelihoods are built with the binned mVLQ distribution SR as illustrated in Fig. 9.10.
All systematic and statistical uncertainties described in Chapter 10 are incorporated as
nuisance parameters (NP) in accordance with the methods elaborated in Section 5.2 and Sec-
tion 5.5.

Akin to the single-lepton analysis, this analysis also employs symmetrisation, pruning,
and smoothing. For pruning, a 1% shape and normalisation threshold is applied i.e. any
nuisance parameter where the shape or normalisation variation for all bins is less than 1% is
not included in the profile likelihood. The smoothing and symmetrisation is done similar to
the single-lepton analysis done in this thesis. The Monte Carlo statistical uncertainties for
all non-multijet Standard Model backgrounds are added per-bin using the Barlow-Beeston
lite method. Since the multijet background is estimated using a data-driven method, rather
than using MC statistical uncertainties, the a per-bin statistical uncertainty is assigned. This
statistical uncertainty arises from the Gaussian propagation of all the uncertainties coming
from the arithmetical operations of the ABCD method. One nuisance parameter is used
for each bin of the mVLQ distribution in the SR. The statistical uncertainty assigned for the
ABCD estimate in the tenth and fourteenth bin in the SR is illustrated in Fig. 11.1.
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Figure 11.1: The per-bin statistical uncertainty assigned for the ABCD background as per-bin NPs
show for the (a) 10th mVLQ bin in the SR and (b) the 14th mVLQ bin in the SR.

Background-only hypothesis testing

The background-only hypothesis is tested to check for any disagreement between the data
and the expected SM background yields. The mVLQ distributions of the individual back-
grounds and the data in the SR is used i this fit. As µsignal = 0 is fixed in this fit, the

normalisation of the multijets, µ
bkg
j (See Eq. (5.2)), where j ∈ multijets is the parameter

of interest (POI) in this profile likelihood fit. A very good post-fit agreement is observed.
The µ

multijets
j is measured as 0.94± 0.08 in the fit. The pre and post-fit mVLQ distributions

are shown in Fig. 11.2. The postfit distributions for other kinematic variables are depic-
ted in Appendix B. The good agreement between data and expected background yields
in Fig. 11.2(b) implies that the data agrees with the SM (background)-only hypothesis within
uncertainties. The individual post-fit background yields compared with data are shown
in Table 11.1. The pull plots for the nuisance parameters for the individual components
is shown in Fig. 11.3, Fig. 11.4, Fig. 11.5, and Fig. 11.6. No significant pulls are observed.
The Sherpa Rcorr factor nuisance parameter is the only NP constrained by data. Thus, no
presence of any possible excess is observed in the search for T/Y VLQs in the SR defined for
this analysis.

11.2 Limit setting

Since there is no presence of any significant excess in the fitted mVLQ distributions, upper
limits have been computed at 95% confidence level on the signal strengths of T and Y VLQ
signals using the CLs method as described in Section 5.4. The fits used here are profile
likelihood fits. Here, the expected and observed limits have been calculated for various
coupling (κ) values for masses in the range 1 to 2.7 TeV in 100 GeV steps. For the expected
limits, a unique Asimov dataset is built for each given (κ, m) pair by using µ = 1 in Eq. (5.21).
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Figure 11.2: The pre and post-fit distributions for mVLQ in the SR before and after the fit to data for
the background-only hypothesis. All the uncertainties are included in this fit as nuisance parameters.
A good agreement between data and expected background yields in (b) implies that the data agrees
with the SM (background)-only hypothesis. The lower panel depicts the ratio of data to the fitted SM
background yields. The band represents the total (statistical and systematic) uncertainty after the
maximum log-likelihood fit.

Table 11.1: Post-fit background yields after the fit to data for the background-only hypothesis in the
SR. The uncertainties represent the addition of all individual uncertainty components using Gaussian
propagation.

SR(A1)
tt̄ 392± 49
Single top 992± 786
W+jets 949± 612
Z+jets 193± 33
Multijet 10 395± 796
Total background 12 922± 311
Data 12 923
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Figure 11.3: Pull plot of the nuisance parameters arising from large-R jets that were included in the fit
after pruning using the 1% threshold.
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Figure 11.4: Pull plot of the nuisance parameters arising from small-R jets that were included in the
fit after pruning using the 1% threshold.

The theoretical cross-sections corresponding to the µ = 1∀κ, m are the 4-flavour NLO cross-
sections predicted in Ref. [234]. The mVLQ distribution of a 1.5 TeV T-singlet at κ = 0.5 scaled
to the theoretical cross-section in the SR is shown in Fig. 11.7

The signal MC samples created for this search are the T singlet samples at various (κ, m)

values. If the interference effects are neglected, the T quark and Y quark differ by the
branching fraction. In case of Y →Wb the branching fraction is 100% and it is approximately
50% for T →Wb. As shown in Fig. 2.10, the interference plays a role only in the low mass
range, which is suppressed by the stringent pT cuts on the W-tagged jet and the leading
small-R jet of this analysis. Thus, the 95% upper limits were calculated for the T signals and
the for the Y case they were calculated by scaling the T limits by the corresponding branching
fraction. This is possible because without the inclusion of the negligible interference effects
the mVLQ distributions are identical. The mass limits for the T singlet case corresponding to
κ = 0.5 and κ = 0.7 are shown in Fig. 11.8. Since the limits are coupling dependent, they
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Figure 11.5: Pull plot of the nuisance parameters arising from flavour-tagging and other theoretical
uncertainties that were included in the fit after pruning using the 1% threshold.

are computed separately for both the couplings and are shown here. Both the expected
and observed mass limits for T and Y quarks at κ = 0.5 is 1.45 TeV and 1.4 TeVwhereas for
κ = 0.7 they are 1.85 TeV and 1.45 TeV. The 95% CL oberved cross-section times branching
ratio limit calculated at the mass limit is 0.1 pb for the T quark whereas it is 0.2 pb for the Y
quark.

Since we observe a slight excess in the observed limit compared to expected limit around
the 1.6 TeV mass, a fit to data is performed for the signal-plus-background hypothesis. The
signal used for the fit is a 1.6 TeV T VLQ with a coupling of 0.5 (κ = 0.5). The observed
significance for this fit is 1.69σ.

Subsequently, for the T-singlet scenario, the 1-dimensional mass limits are reinterpreted to
derive the 2-dimensional limits on the mass versus coupling plane, These limits are shown
in Fig. 11.9. The exclusion contours are calculated for various cases of the ratio of the width
of the resonance (Γ) and the mass of the VLQ resonance. In Fig. 11.9, the coupling (κ) values
above the Γ/M countours are excluded for each mass point. Thus, for a 1.4 TeV T-singlet, all
κ > 0.68 are excluded when Γ/M is 0.3. Similarly, for a 1.2 TeV T-singlet, all κ > 0.45 are
excluded when Γ/M is 0.1. The crossing of the observed limits above the expected limits is a
consequence of the slight excess of the observed limits in Fig. 11.8. This re-interpretation of 1-
dimensional limits to 2-dimensional limits was done following the prescription in Ref. [244].
This prescription works in the narrow-width scenario for the resonance i.e. Γ/M < 0.5
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Figure 11.6: Pull plot of the nuisance parameters assigned to the estimated multijet background and
other statistical uncertainties that were included in the fit after pruning using the 1% threshold. This
also includes the per-bin MC statistical uncertainty.
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Figure 11.8: Expected (dotted) and observed (dashed) cross-section limits times branching fraction
for T VLQ as a function of mVLQ .Limit are computed for signals with couplings (a) κ = 0.5 and (b)
κ = 0.7. the theoretical prediction, the branching ratio BR(T → Wb) is set to 1

2 . The surrounding
bands correspond to ±1 and ±2 standard deviations around the expected limit.
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correspond to ±1 and ±2 standard deviations around the expected limit. Limits are only presented
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Ranking plot

The pre-fit (post-fit) impact of each nuisance parameter on the signal strength µ, ∆µ, is
calculated by comparing the nominal best-fit value of µ with the result of the fit while fixing
the considered nuisance parameter to its best-fit value, θ̂, moved by its pre-fit (post-fit)
uncertainties, ±∆θ(±∆θ̂). The fit used for measuring this impact is a fit to data for the
signal-plus-background using the 1.6 TeV T VLQ with a coupling of 0.5 (κ = 0.5). The
ranking of the NPs is shown in Fig. 11.10. It can be observed that the non-closure uncertainty
and the generator uncertainty on the multijet by using Sherpa instead of Pythia in the ABCD
method have the highest impacts. The data significantly constrains the Sherpa uncertainty.
An anti-correlation in the impact is observed which is significantly reduced in the post-fit
case. For the fit to data under the signal plus background hypothesis used to create this
ranking plot, an anti-correlation of 18% is observed between the signal strength µsignal and
µmultijet which is denoted as kMJ in Fig. 11.10.

145



III Hadronic analysis

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆)/
0

θθ(

 (SRA1VLQM bin 4)γ

btag high pT extrap.

JET Flavor Response

 (SRA1VLQM bin 1)γ

JET EtaIntercalibration Modelling

 (SRA1VLQM bin 5)γ

 (SRA1VLQM bin 8)γ

 (SRA1VLQM bin 17)γ

XS multijet

 (SRA1VLQM bin 2)γ

JET Flavor Composition

 (SRA1VLQM bin 6)γ

 (SRA1VLQM bin 3)γ

 (SRA1VLQM bin 7)γ

JER Effective NP 1

Singletop DR/DS

k_MJ

W+jets Lund variation

Sherpa multijet (R)

MJ VR shape

0.4− 0.2− 0 0.2 0.4

µ∆:µPrefit impact on 
θ∆+θ = θ θ∆θ = θ

:µPostfit impact on 
θ∆+θ = θ θ∆θ = θ

Nuis. Param. Pull

1 = 13 TeV, 139 fbs
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CHAPTER 12

Epilogue

In this thesis, a search for the single production of T/Y VLQs decaying to a Wb final state
was performed using pp collision data collected by the ATLAS detector during Run 2 of the
LHC. The thesis covers two analyses: one where the W-boson decays leptonically into a
lepton and a neutrino, and the other where the W-boson decays hadronically into a light-
flavoured quark-anti-quark pair. The single-lepton analysis uses 36.1 fb−1 of pp collision data
collected during 2015-16, whereas the hadronic analysis uses 139 fb−1 of data collected from
2015 to 2018. In both analyses, no significant excess over the Standard Model background
was observed in the data. Therefore, limits were set on the signal strength predicted by the
corresponding theoretical models [12, 234]. These models probed in this thesis have model-
dependent coupling parameters (cWb

L/R, κ, and κ = cWb
L/R/

√
2), and the cross-section limits

were re-interpreted to give coupling limits as a function of mass. According to the models,
the VLQs can exist in several multiplets, and the coupling strength can vary accordingly.
A precise summary of the two analyses performed in this thesis is provided. In the single-
lepton analysis, the statistical analysis was the main focus, while for the hadronic analysis,
the entire analysis workflow was conducted for this thesis.

Single-lepton analysis

The masses of the VLQs searched in this analysis are greater than 800 GeV, decaying to a
Wb with W → `+ ν, where ` = e/µ. To search for such topologies originating from a heavy
VLQ, a high pT (pT > 350 GeV in the signal region) b-jet with high angular separation from
the lepton is used. The VLQ production typology also includes a light-flavored forward jet.
The main backgrounds in this analysis are W+jets and tt̄. Two separate control regions are
used to model and constrain each of these backgrounds, in addition to the signal-enriched
signal region. Subsequently, profile likelihood fits were performed by combining these three
regions and using the reconstructed mVLQ as the discriminant to search for the VLQs. No
excess was observed, and mass and coupling limits were set. For the T/Y VLQ, interference
between signal and backgrounds can exist. This analysis initially overestimated these
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interference effects, which were correctly calculated to be negligible in Ref. [110] two years
after the publication of this analysis. To account for the overestimated interference effects, a
statistical method for calculating coupling limits was developed in this thesis. In hindsight,
although these methods may not have been necessary for dealing with the interference
effects of this analysis, they can be useful for other new physics searches with significant
destructive interference effects between signal and background. Due to these interference
effects, the mVLQ distributions changed significantly based on the multiplet representation.
For the singlet and triplet cases, the interference was overestimated. In the case of the
doublet representation, the interference effects were negligible, and thus, mass and coupling
limits were set for the Y RH representation in the (B, Y) doublet. As shown in Fig. 8.10(c), the
limits on the mixing parameter sin θRfor the (B, Y) doublet were comparable to the indirect
constraints derived from LEP electroweak measurements in the mass range 900–1 250 GeV.
In Fig. 8.12, it can be observed that for cWb

R = 1/
√

2 ,masses below 1.6 TeV are excluded, and
for cWb

R = 0.32, masses below 1.21 TeV are excluded. The figure also shows that the limits
with and without interference are comparable.

Hadronic analysis

The search for T/Y → Wb → qq̄ using the 2015-18 pp collision data is the first analysis of
its kind in this channel. Given the limits set on VLQ masses in analyses using the 2015-16
data are in the TeV range, the signals probed in this analysis have masses greater than
1 TeV. A particle with such a mass, when decaying to Wb → qq̄, has a signature with
a Lorentz-boosted W-boson decay. So, the expected decay products of the W-boson are
clustered into a large-R jet. The reconstruction of the W-jet is performed using a 3-variable
W-tagger. The pT of the leading large-R jet is chosen to be greater than 500 GeV to achieve
maximum trigger efficiency. The pT cut on the leading small-R jet, which is redefined using
an overlap removal procedure, is 350 GeV to perform background suppression. Similar to
the single-lepton analysis, a forward jet is also selected here. The overlap removal procedure
ensures high angular separation between the leading large-R and small-R jets. As with other
hadronic analyses, the main irreducible background is the multijet background. Due to
significant mismodelling in the MC simulation, the background is simulated using data-
driven ABCD methods. In this analysis, the W-tagging working point and b-jet multiplicity
are used as orthogonal variables to construct signal, control, and validation regions, which
are subsequently used to estimate the multijet background in the signal and validation
regions. For this thesis, the ABCD method was improved to accurately calculate the multijet
background. Finally, a profile likelihood fit is performed in the signal region to search for
the existence of T/Y quarks. No significant excess was observed in data (see Fig. 11.2(b)),
and thus mass and mass-coupling limits were set. The 95% upper limits for the T-singlet
signals were calculated, and for the Y case, they were calculated by scaling the T limits by
the corresponding branching fraction. This is possible because, without the inclusion of
interference, there is no difference in the mVLQ distributions that are utilised to set these
limits. The mass limits for the T singlet case corresponding to κ = 0.5 and κ = 0.7 are shown
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in Fig. 11.8. Two-dimensional mass-dependent coupling limits are shown in Fig. 11.9 for
various Γ/M scenarios.

The focus in this thesis was on two orthogonal decay modes of the Wb final state to
search for single-production of T/Y vector-like quarks. Thus, the search scanned the entire
available phase space for the T/Y →Wb decay mode during Run 2 of the LHC using ATLAS
data. It is worth noting that the single-lepton analysis for the full Run 2 dataset is also being
explored by the ATLAS collaboration independently. The statistical methods developed
to handle interference effects can be used in further analyses if the effects are significant.
The hadronic analysis was the first of its kind while studying T/Y → Wb. This analysis
used advanced methods that use jet substructure. The methods developed here to improve
the ABCD method can easily be applied to similar hadronic searches. The complexity of
reconstructing jet structure has been one of the reasons behind the difficulties of studying
hadronic final states. Evidently, the methods used in this thesis demonstrate the potential
of using advanced jet-taggers to explore statistically rich hadronic final states for future
searches in the upcoming runs of the LHC.
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APPENDIX A

Single-lepton analysis post-fit kinematic
variables

In this section the mVLQ distributions of various kinematic variables after the fit to data in SR
and CRs for the background-only hypothesis is shown.
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Figure A.1: Distributions of (a) lepton pT, (b) leading b-tagged jet pT, and (c) Emiss
T in the SR for data

and the SM background processes with their post-fit normalisations. The uncertainty band includes
statistical and all systematic uncertainties. The red dashed line shows a Y signal with a mass of

1 200 GeV and a coupling of
√
(cWb

L )
2
+ (cWb

R )
2 ≈ 0.5 The first and last bin include the underflow

and overflow, respectively.
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APPENDIX B

Hadronic analysis post-fit kinematic variables

In this section the mVLQ distributions of various kinematic variables after the fit to data in SR
and CRs for the background-only hypothesis is shown. The multijet background estimate
used as the input for these fits are calculated separately for the given variables e.g. leading
large-R jet pT or leading small-R jet pT. The ABCD method does not work well for these
variables at high pT and thus we observe a disagreemnt. This happens due to low statistics
in the high pT regions.
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Figure B.1: Distributions of (a) leading large-R jet pT and ?? leading small-R jet pT in the SR for data
and the SM background processes with their post-fit normalisations. The uncertainty band includes
statistical and all systematic uncertainties.
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