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Introduction

Beliefs play a pivotal role in any theory of economic decision-making under un-
certainty. The idea itself of modeling agents who undertake decisions in aleatory
environments requires the concept of beliefs, intended as the way the agents rep-
resent said uncertainty in their decision-making process. Modeling beliefs in eco-
nomics traditionally relied upon the use of probability theory, as the natural tool
to represent uncertainty. This approach implies that beliefs held by agents respect
standard probability axioms and that the way such beliefs are updated in the face
of new information is governed by Bayes’ Theorem. However, decades of empirical
work in behavioral economics documented violations of probability axioms (Kah-
neman and Tversky, 1972) as well as departures from the normative Bayesian
benchmark in belief updating (Phillips and Edwards, 1966).

This thesis focuses on investigating the latter aspect, that is understanding
how individuals integrate new incoming information into their beliefs. A relevant
nuance of belief updating is how the features of information sources may vary
and how this affects the way individuals assimilate the additional information.
In light of this, throughout the four chapters that constitute this work, I explore
belief updating from different angles. I investigate individual beliefs about their
and others’ performance as well as beliefs about abstract states of the world, and
especially how these beliefs change in light of new information. Also, I investigate
belief updating for information generated by different types of sources, that is
for information generated by other individuals and by a well-specified, abstract,
data-generating process. Additionally, I also study how the number of available
information sources affects systemat ic mistakes in the way individuals update
their beliefs. More specifically, the first chapter shows how, in the context of well-
established biases, wrong beliefs about oneself and others explain (i) how people
fail to integrate beneficial information from other individuals effectively and (ii)
how this may lead to an amplification of existing biases. The second and third
chapters focus on belief updating following information from abstract sources,
with a well-specified signal-generating process. The second chapter investigates
how contingent thinking affects belief updating, showing how it can amplify ex-
isting biases. The third chapter studies individuals’ ability to select precise infor-
mation sources and employ the information generated by the selected source to
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update their beliefs, and how these aspects interact with access to an increasing
number of information sources. Finally, the fourth chapter features both informa-
tion from abstract sources and other individuals and shows how biases in belief
updating combine with inflated beliefs about oneself and underestimation of oth-
ers.

From a methodological perspective, for all the chapters in this thesis, experi-
mental methods represent the core investigation tool to answer the questions at
hand. Additionally, for all chapters but Chapter 2, the experimental investigation
relies on a theoretical framework with a twofold purpose: (i) unambiguously
expose the core ideas and intuitions upon which the research idea is based, and
(ii) derive a clear set of testable hypotheses, to be investigated empirically. In
what follows, I provide a concise overview of each chapter.

Chapter 1: The first chapter, starts with the consideration that, in many
relevant decision contexts, individuals are affected by a wide array of behavioral
biases. Additionally, individuals often have the chance to observe others’ decisions
and, possibly, change theirs. However, for social learning to be beneficial for
individuals, they should hold accurate beliefs about their abilities and the abilities
of those with whom they interact.

This chapter investigates the impact of social learning on a broad range of
behavioral biases, reflecting economically relevant settings. Through an online
experiment, I document how social learning can amplify errors stemming from
behavioral biases, leading to worse group outcomes. For some tasks, unbiased
participants are more likely to imitate biased ones, leading to an amplification
of the errors. Digging deeper into the mechanisms, I show how incorrect beliefs
about oneself and others drive the detrimental effect of social learning on group
outcomes. This is due to wrong beliefs leading individuals to engage in social
learning sub-optimally. In additional experiments, I show how the results are
robust to different information structures and for social learning taking place in
larger groups. These results shed light on settings where cognitive biases affect
decision-making in the presence of social learning, such as the interpretation
of statistical information or investment decisions. My results suggest that social
learning often does not eliminate, and will in fact sometimes exacerbate, the
impact of cognitive biases in such settings.

Chapter 2: In Chapter 2, which is joint work with Chiara Aina and Katha-
rina Bruett, we study how contingent thinking affects belief updating. We define
contingent thinking in this context as follows: ahead of the resolution of some
uncertainty, one reasons through the mutually exclusive potential realizations
of such uncertainty (contingencies), assessing one’s reaction to each potential
realization. This type of assessment is pervasive in the real world, both within
economic contexts (e.g. contingent contracts or acquiring information through
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experimentation) or in other domains (e.g. a doctor considering what they would
learn from running a test on a patient). According to the Bayesian benchmark,
beliefs updated after exposure to new information should be equivalent to beliefs
assessed for the contingency of receiving such information.

Using an experiment, we decompose the effect of contingent thinking on
belief updating into two components: (i) hypothetical thinking (updating on a
piece of not-yet-observed information) and (ii) contrast reasoning (comparing
multiple contingencies during the updating process). Overall, our results show
that contingent thinking increases deviations from Bayesian updating and that
this effect can be attributed to hypothetical thinking. We also investigate how the
features of the information structure affect this effect and find that reasoning fully
offsets the negative impact of hypothetical thinking when the signal-generating
process is symmetric but not when asymmetric. Additionally, we report the results
of an expert survey concerning the outcome of our experiments, which shows
that almost no expert correctly predicted our results.

Chapter 3: Chapter 3 also studies mechanisms of belief updating in an ab-
stract setting. The chapter is motivated by the idea that agents undertaking
economic decisions are exposed to an ever-increasing amount of information
sources. The foundation of this idea can be already found in Simon (1957).
Hence, this chapter investigates how the number of available information sources
impacts agents’ ability to (i) select reliable sources, and (ii) effectively use their
content to update their beliefs.

To answer these questions, I set up an online experiment informed by a
simple automata decision-making and belief-updating model. The key ingredient
in the model is the finite working memory of the agent, which is depleted both
by selecting a source from a list of possible sources and by updating their beliefs
using the signal generated by the source. Hence, the agent faces a trade-off
between the level of selected source precision and the effective usage of the signal.
In line with theoretical prediction, participants’ source selection performances
deteriorate as the number of available sources increases. Also, ceteris paribus,
their performance in updating their beliefs using the selected sources worsens,
showing a trade-off between source selection and belief updating performances.
These results may help to guide policy-making decisions, providing evidence on
externalities of information production.

Chapter 4: Overconfidence is one of the most ubiquitous cognitive biases.
There is copious evidence of overconfidence being relevant in a diverse set
of economic domains. In this chapter, I relate the recent concept of cognitive
uncertainty with overconfidence. Cognitive uncertainty represents a decision
maker’s uncertainty about her action optimality. I present a simple model
of overconfidence based on the concept of cognitive uncertainty. The model
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relates the concepts theoretically and generates testable predictions. I propose
an experimental paradigm to cleanly identify such theoretical relationships. In
particular, I focus on overplacement and I find that, as predicted, cognitive
uncertainty is inversely related to overplacement. Exogenously manipulating cog-
nitive uncertainty through compound choices, I show a causal relationship with
overplacement. Evidence on these relationships allows me to link overplacement
with other behavioral anomalies explained through cognitive uncertainty.

Considered jointly, the four chapters of this thesis point towards two key
insights. First, studying the interaction between systematic mistakes in beliefs
about oneself and others and other (belief) biases is key to understanding
how these biases evolve and persist over time. Indeed, this sheds light on how
some biases may persist in the aggregate, even when individuals are exposed to
feedback. Second, theoretically irrelevant features can have a great impact on how
effectively individuals integrate new information into their beliefs. Specifically,
referring to Chapters 2 and 3 respectively, updating belief contingently as opposed
to conditionally and having access to more or less information sources largely
affect mistakes in belief updating.

References
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Chapter 1

Social Learning, Behavioral Biases and
Group Outcomes⋆

1.1 Introduction

Economics research has documented an extremely rich and diverse set of behav-
ioral biases, both in experimental settings and in the field. The reach of behav-
ioral biases’ relevance in economics and finance spans a very wide set of do-
mains such as investment decisions (e.g. Odean, 1999; Barber and Odean, 2000;
Frazzini, 2006), labor supply decisions (e.g. Camerer et al., 1997; DellaVigna and
Paserman, 2005; Fehr and Goette, 2007), consumer choices (e.g. DellaVigna and
Malmendier, 2006; Chetty, Looney, and Kroft, 2009), strategic interactions (e.g.
Bosch-Domènech et al., 2002; Johnson et al., 2002), and many more. Crucially,
these biases are usually studied with a focus on individual decisions and outcomes.
However, we do not act, and make mistakes, in isolation, but constantly observe
others and learn from them. For example, we observe our peers to inform crucial
decisions in our lives, such as education and investment choices. We also turn to
strangers on social media to better understand important political developments,
to interpret recently released data about the economy, or the latest statistical facts
about public health. This raises the question of whether and how observing and
learning from others — social learning — mitigates biases.

For instance, consider the example of a group of retail investors discussing
the quality of the new CEO of a company, who has been in charge for one month.

⋆ Acknowledgements:I am grateful to Chiara Aina, Kai Barron, Valeria Burdea, Benjamin Enke,
Katrin Gödker, Thomas Graeber, Paul Grass, Luca Henkel, Alexander Laubel, Yves Le Yaouanq,
Daniele Mauriello, Chris Roth, Philipp Schirmer, Andrei Shleifer, Malin Siemers, Florian Zimmer-
mann, and participants to SABE-IAREP, ESA, Maastricht-BEES conferences for fruitful discussion
and helpful comments. Funded by the Deutsche Forschungsgemeinschaft (DFG, German Research
Foundation) under Germany’s Excellence Strategy – EXC 2126/1 – 390838866.
Preregistration: The study was preregistered at aspredicted.com (#130499 and #134072).

https://aspredicted.org/ab9nu.pdf
https://aspredicted.org/av5d6.pdf
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The stock price has been decreasing in the last weeks, but, during the same period,
the market sector to which the company belongs has been decreasing by larger
margins. Some investors might correctly take this into account, while others may
fail to account for the noise intrinsic in the new information, thus overreacting to
it. Each of the investors forms independently their beliefs about the new CEO af-
ter learning about the stock price trend and subsequently reveals their assessment
to the others. In this setting, how would this form of social learning affect in-
vestors’ beliefs? Would social learning increase or decrease the number of biased,
overreacting, investors?

Generalizing the questions emerging from the example, this paper investigates
the extent to which social learning can amplify or curb errors caused by a variety
of economically relevant behavioral biases, and how this impacts group outcomes,
that is the prevalence of the bias in a group. The answer to this question is prima
facie unclear. The reason is that classic social learning settings in economics pre-
sume that people know that those they observe have information that they do not
have. However, in the context of overcoming cognitive biases, individuals might
not realize that others have more accurate information for problem-solving. As a
result, they might disregard others’ actions as mistakes if they differ from their
own, reducing the potential of social learning to mitigate biases. In fact, if unbi-
ased individuals are less confident in their decisions, they may imitate the behavior
of biased ones, amplifying the prevalence of mistakes in groups.

To illustrate this point, I propose a simple conceptual framework in which
an agent: (i) faces a task and chooses an action, (ii) observes a set of actions
from agents who performed an identical task, and (iii) selects one of the observed
actions or sticks with the initial action. Agents are prone to mistakes, and this
is common knowledge, hence they will hold beliefs concerning the optimality of
their and of the observed actions. In principle, agents differ in their probability
of committing mistakes, that is they have different levels of performance. The
model incorporates the concept of relative confidence as a regulator of social
learning behavior. Relative confidence is increasing in the agent’s confidence in
their action, and decreasing in their assessment of the probability of the other
agents’ actions being optimal. In other words, relative confidence can be thought
of as the difference between confidence in one’s own action and confidence in the
observed action. A key assumption is that, in any given task, relative confidence
is structurally related to relative performance. Crucially, in this framework, when
the correlation between relative confidence and relative performance is negative,
social learning will increase the group bias and vice versa. The goal of the model
is to convey the key intuitions formally and to derive clear predictions for the
experimental investigation.

In light of this purpose, I set up a series of preregistered online experiments in
which participants undertake a series of cognitive tasks, and can learn from other
participants. Each task reflects a well-studied and economically relevant behavioral
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bias. Specifically, I study the following ten biases: failure to condition on contingen-
cies (AC), correlation neglect (CN), following misleading intuition (CRT), exponen-
tial growth bias (EGB), failure in constrained optimization (KS), 1/N heuristic (PC),
gambler’s fallacy (GF), sample size neglect (SSN), failure to account for noise (RM),
thinking about average instead of marginal costs/benefits (TM).1,2 In the Baseline
condition, each task is characterized by five steps, in which participants: (i) pro-
vide their answer to the task, (ii) provide their confidence in their answer, (iii)
are exposed to another participant’s answer to the exact same task, (iv) provide
their assessment of the optimality probability of the other participant’s answer,
and (v) have the opportunity to change their initial answer. Relative confidence is
constructed as the difference between the quantities elicited in steps (ii) and (iv).

The experimental setup I illustrate differs in two key aspects from the canoni-
cal social learning experiments in the literature, mainly inspired by Anderson and
Holt’s (1997) influential paper. First, I employ different tasks, each with a correct
solution that can be reached with the provided information. In paradigms à la
Anderson and Holt (1997) the task is always one in which participants observe a
private, noisy, signal about some unobservable state and then sequentially provide
their choice for the true state. Second, none of the tasks that I selected feature
external uncertainty. The latter is intrinsic in environments with imprecise infor-
mation: as the observed signal is noisy, it is structurally not possible to be certain
about what the true state is, even knowing perfectly how to interpret it. The ab-
sence of external uncertainty in the selected tasks has an important implication.
In canonical social learning experiments, participants are aware that others pos-
sess valuable private information. On the other hand, in this setting, participants
might not recognize when others have a better understanding of how to solve a
task, and could therefore dismiss contrasting actions as mistakes.

1. The fact that these cognitive biases play a relevant role in economic and financial de-
cisions is largely documented in the literature. The early finding that investors typically do not
sufficiently diversify, is explained by correlation neglect (Chinco, Hartzmark, and Sussman, 2022;
Laudenbach, Ungeheuer, and Weber, 2022). Also, even when investors diversify, a relevant por-
tion of them employ the 1/N heuristics in building their portfolios (Benartzi and Thaler, 2001).
Stango and Zinman (2009) show how exponential growth bias accounts for sub-optimal saving
behavior, accounting for other relevant factors including financial sophistication. The influence of
sample size neglect and gambler’s fallacy has been documented in betting (e.g. Camerer, 1989)
and financial markets (Baquero, 2006). Frederick (2005) reports an extremely strong relationship
of cognitive reflection scores with risk and time preferences. Rees-Jones and Taubinsky (2019)
show that individuals fail to apply marginal tax rates and argue its relevance in designing tax
schedules. Failure to properly condition on contingencies has been proposed as an explanation
for the winner’s curse (Charness and Levin, 2009). In a recent literature review on the topic,
Niederle and Vespa (2023) connect failure of contingent thinking to college admission problems
and health insurance choice.

2. See Table 1.1 in Section 3.2 and Table 1.C.4 in Appendix C.4 for a list of references for
the ten tasks and a detailed description, respectively.
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The experiment produces three main findings. First, for each task, there is
a positive share of participants switching from their initial action. This provides
evidence of how participants are prone to learn from other participant’s actions in
the absence of external uncertainty. Second, crucially, the impact of social learning
on group outcomes differs across tasks. Overall, social learning has a significant
negative impact on four tasks (RM, SSN, CN, and TM), a significant positive im-
pact on four tasks (GF, CRT, EGB, and KS), and a non-significant impact on the
remaining two tasks (AC and PC). The puzzling result that social learning ampli-
fies errors for several cognitive biases can be explained in light of the conceptual
framework. In fact, the correlation between relative confidence and relative per-
formance has good predictive power on group gains from social learning. For tasks
with a large, negative (positive) relative performance-relative confidence correla-
tion, social learning has a negative (positive) impact on group performance, the
group gains from social learning are generally increasing in the relative confidence-
relative performance correlation. In other words, for tasks in which individuals’
relative confidence is misaligned with relative performance, social learning leads
to an amplification of errors caused by behavioral biases and, therefore, to a wors-
ening of group outcomes.

In summary, this paper provides two key novel contributions. First, it docu-
ments that social learning can be detrimental to group outcomes, that is it may
increase the prevalence of a bias in a group of individuals. For example, reconsider
the retail investors scenario. As shown in Section 5, social learning worsens group
outcomes in the case of failure to account for noise. Hence, these results predict
that social learning will increase the share of biased investors, that is the share
of investors overreacting to the stock price news. Second, this paper proposes a
mechanism to explain why group outcomes worsen, supported by experimental
evidence: social learning worsens (improves) group outcomes when relative con-
fidence and relative performance are negatively (positively) correlated. The intu-
ition is that, when the correlation is negative, unbiased individuals, that is individ-
uals who chose the optimal action, observing sub-optimal actions will find those
more attractive and switch to those with a higher probability than the switching
probability of biased individuals observing an optimal action.

This paper contributes to several strands of the economics literature. First, this
work adds to the experimental literature on social learning. Most of this literature
is based on paradigms à la Anderson and Holt (1997) (see, for example, Kübler
and Weizsäcker, 2004; Cipriani and Guarino, 2005; Drehmann, Oechssler, and
Roider, 2005; Alevy, Haigh, and List, 2007; Eyster, Rabin, and Weizsäcker, 2018
Angrisani et al., 2021 Conlon et al., 2022). In this paradigm, all participants ob-
serve a private, noisy, signal about some unobservable state and then sequentially
provide their choice for the true state. My contribution to this strand of literature
is twofold. First, I employ tasks in which there is no external uncertainty. Hence,
unlike the existing literature, I do not focus on situations in which participants’ in-
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centive to learn from others is based on private information. Instead, participants
may want to imitate, or dismiss, others based on their beliefs in others’ people
ability to better understand and solve the task at hand. Second, I explore the im-
pact of social learning on a wide range of well-studied and economically relevant
cognitive biases. While the canonical social learning experiments are all focused
on sequential learning in a noisy information environment, focusing on whether
individuals rationally learn from others,3 I can explore how many types of mis-
takes are influenced by social learning. Oprea and Yuksel (2021) and Grunewald
et al. (2023) also study how different forms of social learning affect biases, but
they specifically focus on motivated beliefs.

Second, this paper is related to the literature on overconfidence, and more
specifically to the one on overplacement (following overconfidence classification
by Moore and Healy, 2008). This literature has documented how individuals of-
ten erroneously believe to be better than others (Svenson, 1981; Camerer and
Lovallo, 1997; Williams and Gilovich, 2008; Benoît, Dubra, and Moore, 2015 ),
and how this belief varies with task difficulty, with an inversion of this tendency
for harder tasks (Moore and Kim, 2004; Moore and Cain, 2007; Moore and Healy,
2008). While this literature focuses on the average overplacement and how this
varies across different settings, in this work, I focus on the correlation between
placement (relative confidence) and relative performance and its relation with the
impact of social learning. Specifically, I show that when relative confidence is not
well-calibrated, social learning amplifies the effect of cognitive biases.

Third, this paper contributes to the literature on internal uncertainty or im-
precision.⁴ A central idea in this literature is that uncertainty does not need to
be a structural feature of the decision environment, but may stem from the com-
plexity of the decision-making process (Gabaix, 2019; Khaw, Li, and Woodford,
2020; Enke and Graeber, 2023). An additional insight from the current paper is
to show how internal uncertainty is relevant to social learning. Moreover, to the
best of my knowledge, this paper is the first to elicit participants’ beliefs about
other participants’ performances, showing how the combination of this and inter-
nal uncertainty regulates learning behavior.

Finally, and in relation to the point mentioned above, this paper connects to the
branch of literature discussing the impact of behavioral biases on aggregate quan-
tities (e.g. Russell and Thaler, 1985; Barberis and Thaler, 2003; Fehr and Tyran,
2005; Charness and Sutter, 2012; Lacetera, Pope, and Sydnor, 2012). In partic-
ular, this work relates to Enke, Graeber, and Oprea (2023), who study whether

3. Weizsäcker’s (2010) meta-analysis shows how participants tend to underreact to other
participants’ actions: participants need to observe a large amount of information (actions from
others) before contradicting their private signal.

4. See Woodford (2020) for a review of key concepts from psychophysics and economics
applications.
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and to what extent institutions filter out behavioral biases and impact aggregate
outcomes. The authors show that for some tasks institutions perform well in filter-
ing out biases, while for other tasks aggregation worsens efficiency, arguing that
the effectiveness of institutions depends on how well-calibrated are participants in
evaluating their performance, on average, in each task. The present paper differs
from Enke, Graeber, and Oprea (2023) in two key aspects. First, this paper stud-
ies a different — in their language — institution: social learning. Therefore, it
contributes to the social learning literature, tackling existing questions on under-
reaction to others’ actions and providing novel evidence on the impact of social
learning on behavioral biases. Second, this paper also studies participants’ assess-
ment of other participants’ performances, and not only their confidence, which
plays a key role in a social learning framework. In other words, this paper studies
relative confidence calibration, as opposed to confidence calibration.

The remainder of the paper is structured as follows. Section 2 illustrates a sim-
ple formal framework, to convey the key intuitions and derive clear predictions.
Section 3 details the experimental design and procedures. Section 4 presents re-
sults on social learning and relative confidence, Section 5 on the impact of social
learning on group performance and its across-tasks heterogeneity, and Section 6
on the mechanisms behind such heterogeneity. Section 7 concludes and discusses
limitations and potential future research avenues.

1.2 Formal Framework

In this section, I illustrate a simple social learning model in which agents’ learning
behavior depends on their relative confidence. The purpose of the model is to con-
vey general intuition and to guide the experimental investigation, delivering key
predictions. A crucial prediction of this setup is that the way relative confidence is
related to relative performance determines the impact of social learning on group
performance.

1.2.1 Setup

Consider a set of N agents performing an identical task. There is a set of avail-
able actions A and an optimal action a∗ ∈ A. All agents have the same objective
function, maximized in a∗. However, In order to figure out the optimal action,
agents have to go through a complex cognitive process. I identify the latter as
the source of internal uncertainty. The latter manifests in that the agent is aware
that the action he chooses may in fact be sub-optimal. Hence, agent i will select
action ai, having confidence ci,i = Pri(ai = a∗) in that action. ci,i is i’s subjective
belief about their own action optimality. For the purpose of this exposition, it is
not necessary to define how each agent selects their action or each agent distribu-
tion over A. However, let agent’s i performance be pi = Pr(Xi), with Xi = I(ai = a∗).
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The agent’s performance is then the objective probability of agent i selecting the
optimal action.

Afterward, agent i observes the vector of actions selected by other agents
A−i = [a1, .., ai−1, ai+1, .., aN] and assesses the probability of each of those
actions being optimal, with the vector of such probabilities being Ci,−i =
[ci,1, .., ci,i−1, ci,i+1, .., ci,N]. Finally, agent i selects their learning action li, that is
the action selected after having observed the actions from other agents.
To assess to what extent social learning is beneficial for group performance, it is
necessary to define a measure for that. Let Θ be the pre-learning optimality rate:

Θ =
1
N

N
∑

i=1

Xi. (1.1)

Hence, its expected value will be:

θ = E[Θ] =
1
N

N
∑

i=1

pi. (1.2)

Similarly, it is possible to define the social learning optimality rate as

ΘSL =
1
N

N
∑

i=1

Li, (1.3)

with Li = I(li = a∗), and θSL = E[ΘSL]. Now, it is possible to define the gain from
social learning as

G = θSL − θ . (1.4)

If G > 0 social learning increases group performance and vice versa. To define θSL,
and hence G , it is necessary to characterize li.

1.2.2 Relative Confidence and Social Learning

The learning action li is chosen as follows:

li =

(

a−i, with probability γµi

ai, with probability 1 − γµi,
(1.5)

with −i being such that ci,−i ∈max
ci,j

Ci,−i and µi =
(ci,−i)

2

(ci,−i)2+c2
i,i
. Hence, agent i only

considers the action from agent -i, which is the one that he believes has the high-
est performance. Under this assumption, µi is increasing in relative confidence
ci,−i/ci,i. With probability 1− γµi agent i sticks to his previous action ai, otherwise,
he switches to a−i, where γ represents the sensitivity of switching probability to
relative confidence.
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Now, assume the relationship between relative confidence and relative perfor-
mance can be approximated by the following:

ci,−i

ci,i
= α + β

p−i

pi
, (1.6)

with β ∈ R and α such that ci,−i/ci,i > 0. If β > 0, agent’s i relative performance
increase implies an increase in relative confidence in a−i as opposed to ai. Through-
out the paper, β is referred to as relative confidence-relative performance correlation.
This correlation should be thought of as being context-dependent. For example, in
the experimental setup, the relative confidence-relative performance correlation is
a structural property of each task: depending on the task features the correlation
varies, affecting how social learning impacts group outcomes.

To sum up, this framework illustrates a setting in which social learning be-
havior is reduced to a binary decision: (i) sticking to the initially chosen action
ai, or (ii) switching to the observed action a−i. This decision directly depends
on the agent’s relative confidence assessment, which in turn is directly related
to relative performance. Hence, as argued below, the relative confidence-relative
performance correlation determines social learning impact on group performance.

1.2.3 Predictions

Prediction 1. Switching probability γµi is increasing in relative confidence ci,−i
ci,i

.
This is more appropriately a model assumption, but it is still relevant to test, es-

pecially because the relationship between relative confidence and switching prob-
ability lays the foundation for the rest of the conceptual framework.
Prediction 2. If β > 0 (β < 0), then G > 0 (G < 0), that is if relative performance
and relative confidence are positively (negatively) correlated, social learning leads to
an group performance gain (loss). G is increasing (decreasing) in β .

When β > 0 agents who are better performing are also more confident in
their actions, compared to others. Hence, better agents will tend to not switch
from their actions, while poor-performing agents will tend to, leading to a gain in
group performance due to learning. The opposite would hold for β < 0.
Prediction 3. If β > 0 (β < 0), at the limit, consensus emerges, with the consensus
action being a= a∗ (a ̸= a∗).

In this specific information structure in which all agents observe everyone else’s
action, it is possible to show, iterating the argument from Prediction 2, that: (i)
social learning improves group outcomes in each iteration, (ii) consensus emerges
at the limit, and (iii) the consensus leads to all (none of the) agents choosing the
optimal action.⁵ In the following section, I illustrate the experimental design and
the different experimental conditions built to investigate the different predictions.

5. One of the experimental conditions, GroupLearning, investigates iterated learning and the
emergence of consensus in this framework. The key measure of interest is the quality of the
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1.3 Experimental Design

The aim is to design an experimental framework to investigate two main questions.
First, does social learning reduce or amplify errors induced by biases? Second,
does the impact depend on the type of bias? If yes, what are the mechanisms
driving this difference?

To answer these questions, I set up an online experiment using ten different
cognitive tasks, with the following features: (i) each task reflects a well-studied,
economically relevant, cognitive bias; (ii) tasks have simple instructions and rela-
tively short completion time; (iii) in each task there should be room for learning,
that is it should not be too easy or too hard to learn from other participant’s an-
swers; (iv) tasks should feature no external uncertainty.⁶ The order of the tasks is
randomized.

1.3.1 Tasks Selection

The ten selected tasks are a subset of the fifteen tasks used in Enke, Graeber,
and Oprea (2023), selected based on the fitness for the social learning framework
and the absence of external uncertainty.⁷ The absence of external uncertainty is
relevant for two identification purposes. First, with the presence of uncertainty
in the task, it is not possible to disentangle underreaction (overreaction) from un-
derlearning (overlearning), despite the fact that these have possibly different root
causes.⁸ Second, and related, part of the goal of this work is to study the role of
relative confidence in regulating social learning. The absence of uncertainty in the
tasks allows for a cleaner identification of this effect. Hence, Belief Updating (BU)
and Base Rate Neglect (BRN) tasks are excluded from the set of 15 tasks used in
Enke, Graeber, and Oprea (2023). I also excluded 3 other tasks: Iterated Reason-
ing (IR), Equilibrium Reasoning (EQ), and Wason Task (WAS). The first two have
been excluded because recognizing an optimal (or improving) answer would have
been trivial for participants, making the learning process uninteresting to study.
Relatedly, from pilot data, it emerged that 100% of participants switched in the
learning phase of Wason Task, leading to no variability in one of the key outcomes
of the experiment. Table 1.1 lists the ten selected tasks and the associated behav-
ioral bias and Table 1.C.4 in Appendix C.4 provides a more detailed description.
Screenshots of task instructions are provided in Appendix C.3.

consensus action, compared to the average quality of the pre-learning actions. See Section 3.1 for
further details.

6. For additional details on how tasks have been selected see Section 3.2. See Table 1.C.4
in Appendix C.4 for a list and detailed description of the ten tasks.

7. See their work for a discussion of how the tasks have been selected to fulfill the criterium
of economic relevance.

8. See Section 1 for a discussion on this point.
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Table 1.1. Selected tasks descriptions and references, as reported in Enke, Graeber, and
Oprea (2023).

Task Bias/Description

Information Processing and Statistical Reasoning
Correlation neglect (CN) Failing to account for non-independence of data in inference.

Adaptation of tasks from Enke and Zimmermann (2019).
Gambler’s fallacy (GF) Failing to properly attribute independence to iid draws.

Coin flipping task adapted from Dohmen et al. (2009).
Sample size neglect (SSN) Failing to account for effect of sample size on precision of data.

Adaptation of hospital problem from Kahneman and Tversky (1972); Bar-Hillel (1979).
Regression to mean (RM) Failing to account for noise / failure to recognize regression to the mean.

Adaptation of task from Kahneman and Tversky (1973).
Acquiring-a-company (AC) Failing to properly condition on contingencies, à la the Winner’s Curse.

Bidding task against computer as in Charness and Levin (2009).
Logic

Cognitive reflection test (CRT) Following intuitive but misleading ‘System 1’ intuitions.
Adaptation of Frederick (2005).

Constrained Optimization
Knapsack (KS) Failure to identify optimal bundle in constrained optimization problem.

Knapsack problems taken from Murawski and Bossaerts (2016).
Financial Reasoning

Thinking at the Margin (TM) Thinking about average instead of marginal costs/benefits.
Adaptation of marginal tax task from Rees-Jones and Taubinsky (2019).

Portfolio choice (PC) Failure to construct efficient portfolios due to 1/N heuristic.
Choose optimal portfolio vs. dominated 1/N portfolio.

Exponential growth bias (EGB) Underestimate the exponential effects of compounding.
Interest rate forecasting problem adapted from Levy and Tasoff (2016).

1.3.2 Structure and Experimental Conditions

For each task, participants: (i) provide their answer for the current task; (ii) re-
port their confidence about their answer; (iii) are shown an answer from another
participant; (iv) provide an assessment of the probability of the observed answer
being optimal; (v) participants are given a chance to change the answer provided
in (i). This structure concerns the Baseline condition. Table 1.2 summarizes each
treatment condition’s key features and differences. In what follows, I provide ad-
ditional details on the elicitation procedures in the Baseline condition. Afterward,
I illustrate more in-depth the structure and the purpose of the additional treat-
ments.

Table 1.2. Experimental Conditions Main Features.

Treatment Observe Others’ Confidence Observe Multiple Answers Multiple Learning Rounds Multiple Tasks

Baseline ✗ ✗ ✗ ✓

OtherConf ✓ ✗ ✗ ✓

GroupLearning ✓ ✓ ✓ ✗

Confidence Elicitation
Once participants provide their solution to the task, they are asked to provide their
confidence level. This elicitation takes place for all participants, in each task. The
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question is posed in terms of certainty about decision optimality, following Enke
and Graeber (2023) and Enke, Graeber, and Oprea (2023). Figure 1.1 shows a
screenshot of confidence elicitation.
As argued by Enke, Graeber, and Oprea (2023), confidence elicitation may impact
the following decisions, which may speak against a within-subjects design, such
as the one employed in this paper. On the other hand, a within-subject design al-
lows for establishing a more direct link between confidence elicitations and social
learning behavior, which of primary relevance to study the mechanism illustrated
in Section 6.

Figure 1.1. Example of ci,i elicitation.

Learning Phase
In the learning phase, participants observe an answer provided by another partic-
ipant to the exact same task (a−i). After that, they provide their assessment of
the probability that the observed answer is optimal (ci,−i) and, finally, participants
may change their initial answer to a new learning answer (li). Importantly, a−i

is always different from ai. This design choice is aimed at maximizing power: if
ai = a−i there would be no room for learning and that observation would be ex-
cluded from the sample.⁹ This could raise three kinds of concerns. First, selecting
which answer to show to participants based on their previous actions could gener-
ate an endogeneity problem. In short, I tackle this by applying a correction to the
measure of net aggregate gains from social learning. Details on this are provided
in Section 5. Second, one may be worried that participants are being deceived, as
they are not being shown a random answer. However, as reported in Figure 1.C.4

9. Clearly, this statement relies on the assumption that a participant would stick with their
initial choice, after observing an identical action.
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in Appendix C.1, the instructions of the task state that they will be shown another
participant’s answer, without specifying that the answer is randomly drawn. Fig-
ure 1.2 and Figure 1.3 show a screenshot of ci,−i elicitation and of li elicitation
respectively. Third, participants’ answers may change if they believe that the an-
swers that are being shown are non-random or computer generated. To tackle this
issue, in the final block of the experiment, participants are asked to report if they
had any comments on the shown answers from other participants. This way, it
is possible to exclude participants who report concerns about the shown answers’
legitimacy.

Figure 1.2. Example of elicitation of observed answer optimality (ci,−i).

Figure 1.3. Example of learning action (li) elicitation from Correlation Neglect (CN) task.

OtherConf Condition
In the OtherConf treatment, participants observe directly other participants’ con-
fidence, as opposed to guessing the probability of the observed answer being
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optimal. Specifically, given the observed answer (a−i), participants are shown the
median confidence level associated with that specific answer.1⁰

In principle, there may be social learning settings in which individuals infer
(e.g. social learning settings in which only actions or performances from others
are available, à la Moore and Healy, 2008) or observe (e.g. in a conversation or
a debate) others’ confidence levels. Relatedly, it has been shown that inferred or
observed levels of confidence influence the extent to which individuals react to
information provided by others (e.g. Van Zant and Berger, 2019; Amelio, 2022),
and also that individuals seem to be sophisticated and strategically manipulate
their confidence level to be more persuasive (Schwardmann and Van der Weele,
2019). Hence, this treatment is a natural extension to the Baseline treatment. The
aim is to assess whether and to what extent the results in the Baseline treatment
extend to a setting in which participants observe others’ confidence, which is a
natural and relevant social learning framework per se.
GroupLearning Condition
Three additional questions that naturally arise starting from the Baseline condition
are: (i) If social learning takes place in groups of multiple participants, as opposed
to pairs, how does this impact findings? (ii) Does having multiple learning rounds,
as opposed to one, improve or hinder the impact of learning on group outcomes?
(iii) Do people converge on a specific, possibly incorrect, answer? This condition
tackles all of these questions.

In the GroupLearning condition, participants first independently complete a
task.11 As in other treatments, they provide an answer and subsequently their con-
fidence level. Afterward, each participant is matched with three other participants,
forming a group of four. The groups are formed to contain two participants who
answered optimally and two who did not.12 All participants observe the answers
and confidence levels of all group members. Finally, each participant may change
their answer and their confidence level in their (potentially different) answer. This
procedure is repeated for a total of three rounds, in which the four participants
stay unchanged. A focus on the first learning round allows to investigate the im-
pact of social learning in a group, as opposed to social learning from an individual,
on group outcomes. Analyzing the answers’ dynamics over rounds, with a special
focus on the last one, allows to investigate whether repeated social learning leads

10. An alternative design choice could have been to show the confidence level of a random
participant who provided a specific answer. However, this approach would have generated noisier
data.

11. Unlike the other two experimental conditions, participants only solve one task. Out of
the ten tasks in the Baseline, two have been selected: CRT and RM (see the following section for
more details on each task).

12. In order to not distort participants’ perception about the distribution of answers and to
minimize attrition rates, two tasks with an optimality rate as close as possible to 50% have been
selected.
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to a different impact on group outcomes compared to single-round learning. Ad-
ditionally, it is possible to look for evidence of convergence on a specific answer
and assess if this convergence is beneficial or detrimental to the group.

1.3.3 Logistics

The experiment was conducted on Qualtrics, using Prolific as a recruiting platform.
In total, 1700 participants were recruited, of which 300 for Baseline, 200 for Oth-
erConf, and 1200 for GroupLearning. For the Baseline treatment, participants took
on average approximately 22 minutes to complete the study and received on av-
erage £3. Hence, the hourly wage was approximately £8. The median completion
time for OtherConf was approximately 20 minutes with a comparable compensa-
tion to Baseline. Finally, for GroupLearning the median time was approximately 5
minutes, including the time to be matched with other participants, with an aver-
age compensation of approximately £0.8.
Following instructions, participants had to complete a set of comprehension ques-
tions, to ensure that they successfully understood the essential parts of the experi-
ment. Participants who failed to answer at least one of the questions were screened
out. Appendix C.2 reports screenshots of all the comprehension questions. Both
sample sizes and exclusion restrictions have been preregistered.

1.4 Learning Behavior and Relative Confidence

The first piece of evidence I present concerns general patterns in social learning
behavior and how this behavior is modulated by relative confidence. Figure 1.4
reports the probability of switching by task, that is the share of participants such
that ai ̸= li.
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Figure 1.4. Switching rates by task.

Notes: A participant is classified as a switcher if their learning action (li) is different from their initial
action (ai). Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test;
EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice;
RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

Two aspects are worth stressing. First, there seems to be consistent hetero-
geneity in switching rates across tasks. Second, the switching rates are always
significantly larger than 0. Hence, even in the absence of external uncertainty,
there seems to be an incentive to learn from other participants’ actions.13

Given that participants seem to be willing to switch to other actions, that is, in
other words, that a form of social learning is taking place in the data, what does
regulate their learning behavior? Figure 1.5 reports the share of participants with
ci,i < ci,−i for switchers and non-switchers, respectively. This can be interpreted as
the probability of being relatively less confident in ai compared to a−i, conditional
on having, as opposed to not having, switched. The figure shows quite strikingly
how switchers in each task always exhibit a significantly higher rate of participants
with ci,i < ci,−i, although this share varies substantially across tasks.

13. Clearly, the propensity to switch from the initial answer will also depend on task difficulty.
However, as shown by Enke, Graeber, and Oprea (2023), performance and confidence are not
necessarily positively correlated, and in some tasks, confidence assessments may be systematically
miscalibrated. This calibration, combined with the accuracy with which participants can assess
the observed answer quality, determines the mediating effect of relative confidence on the impact
of social learning on group outcomes, as argued more in-depth in Section 6.
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Figure 1.5. Share of participants with reported confidence lower than the assessed probability
of a−i being optimal, by task.

Notes: Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test;
EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice;
RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

Figure 1.6 reports additional evidence on the relationship between relative
confidence and switching behavior, showing the PDF of relative confidence for
switchers and non-switchers. Relative confidence is computed simply as the dif-
ference between confidence and assessed probability of a−i being optimal.1⁴ Fig-
ure 1.6 also strongly supports the idea that relative confidence represents an im-
portant driver in social learning behavior: the two distributions are significantly
different,1⁵ with the non-switchers distribution being more right-skewed.

14. The reason why relative confidence is not defined exactly as in Section 2, that is the
ratio between ci,i and ci,−i, is to avoid throwing away observations in case ci,i = ci,−i = 0. All results
are robust to the alternative definition of relative confidence.

15. A t-test comparing the mean relative confidence for switchers and non-switchers rejects
the null with a p< 0.001. Additionally, a two-sample K-S test rejects the null that the two
empirical distributions of relative confidence are drawn from the same probability distribution
with a p< 0.001.
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Figure 1.6. PDF of relative confidence, comparing switchers and non-switchers.

Notes: Relative confidence in constructed as ci,i − ci,−i. The vertical lines represent the distribution
means.

1.5 Impact of Social Learning

Given that participants are willing to switch from their initial action, does learn-
ing affect positively or negatively group performance? To answer this question I
compare the optimality rates in each task before and after the learning phase. The
optimality rate pre-learning (post-learning) is the share of participants choosing
the optimal action before (after) learning.

Participants may fall into one of the following four categories, depending on
their pre-learning response and their learning behavior: (i) overlearner, (ii) op-
timal switcher, (iii) underlearner, and (iv) optimal non-switcher. Table 1.3 sum-
marises the features of each category. Note that, in measuring the impact of social
learning, only overlearners and optimal switchers matter, with the former being
associated with losses and the latter with gains. Underlearners also represent a
sub-optimal behavior, however, by construction, they do not impact changes in
optimality rates at the group level. At the same time, the share of undelearners is
interesting, as it represents an upper bound for gains from social learning.1⁶ Fig-
ures 1.A.5 and 1.A.4 in the Appendix report the share of overlearners and optimal
switchers, respectively, by task.

16. Moreover, undelearners represent a consistent share of participants across tasks, approxi-
mately 39%, that is more than half of the participants who do not switch at all.
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Table 1.3. Participant classification by switching behavior and optimality.

Swicther Non-Swicther
Optimal ai Overlearner Optimal non-swicther

Non-optimal ai Optimal swicther Underlearner

Notes: The four possible categories of a participant in the learning phase. Optimal/non-optimal ai

refers to the optimality of the action chosen in the pre-learning phase. Switcher/non-switcher refers
to the participant sticking or not to their pre-learning action.

0.0

0.2

0.4

0.6

0.8

Op
tim

al
ity

 R
at

e 
by

 T
as

k

AC SSN
CN KS

TM

PC RM EGB

CRT

GF

Figure 1.7. Share of participants choosing the optimal action, before learning, by task.

Notes: Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test;
EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice;
RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

Figure 1.7 reports the pre-learning optimality rates by task, showing the het-
erogeneity in performance across tasks. This heterogeneity is particularly relevant
given the design choice discussed in Section 3: in the learning phase, partici-
pants are always shown a different answer from the one they initially chose. More
specifically, participants who took the optimal action were shown a non-optimal
answer, and, vice versa, participants who took a sub-optimal action were shown
the optimal answer.1⁷ Hence, the extent to which there is room for gains or losses
from learning depends on the pre-learning optimality rate. For example, in a task
with a quite low optimality rate, most participants were shown the optimal an-
swer, implying, ceteris paribus, a higher probability of a gain from learning. For

17. The rationale behind this design choice is illustrated in Section 3.
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this reason, simply taking the difference in optimality rates by tasks would not
be a clean measure of group gains from learning. To tackle this issue, I build a
weighted measure of group gains from learning, taking into account the actual
optimality rate in each task:

w_group_gainsk = pk · group_gainsk − (1− pk) · group_lossesk,

where pk is the pre-learning optimality rate in task k; group_gainsk is the share
of participants who switched to an optimal answer from an incorrect one, in task
k; vice versa, group_lossesk is the share of participants who switched from an
optimal answer to an incorrect one, in task k. Referring to Table 1.3, this measure
is comparing the proportions of overlearners and optimal switchers. In other words,
the weighted group gains are a weighted sum of gains and losses from learning.
The weights represent, respectively, the probability of being exposed to an optimal
action (pk) and hence having the chance to gain from learning, and the probability
of being exposed to a sub-optimal action (1− pk) and incurring the possibility of a
loss from learning. Alternatively, the weighted gains (losses) can be interpreted as
the probability of switching to a correct (wrong) action, having answered wrongly
(correctly) in the first step. Therefore, this measure can be interpreted as the
expected group gains from social learning.1⁸ Figure 1.8 reports the weighted group
gains from learning for each of the ten cognitive tasks.

18. This interpretation holds under the assumption that individuals observing an action iden-
tical to their initial choice would not switch to another action.
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Figure 1.8. Group gains from social learning, by task.

Notes: The weighted net gain measure, for each task, is built by weighting gains and losses with the
optimality rate in and its complement on 1, respectively. Error bars represent standard errors. Task
codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test; EGB=Exponential
growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice; RM=Regression
to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

Figure 1.8 shows clearly that the effect of social learning can be both beneficial
and detrimental for group outcomes. Over the ten tasks, four exhibit a significant
loss, four a significant gain, and two no significant impact. The net gains range
from a loss of approximately 3% (for the RM task) to a gain of approximately
12% (for the KS task). It is interesting to note that these net variations are almost
always the result of both gains and losses from social learning, which are usu-
ally of a larger, and quite relevant, magnitude.1⁹ Figures 1.A.4 and 1.A.5 report
unweighted gains and losses respectively. The results are very similar for the Oth-
erConf condition (see Figure 1.A.23 in Appendix A.7). Interestingly, group gains
from learning differ depending on participants’ gender, with females gaining less
from learning on average (see figure 1.A.20 in Appendix A.6).

In what follows I show how results of Baseline and OtherConf conditions are
robust when social learning takes place in groups and iteratively. Afterward, since
the impact of social learning differs across tasks, the following section explores
the mechanisms behind this heterogeneity. More specifically, it shows how the
relative confidence-relative performance correlation is predictive of group gains
from social learning.

19. For example, the RM task features 7% of participants switching to the optimal answer
and 10% of participants switching from the optimal answer to an incorrect answer.
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Group Learning and Multiple Learning Rounds
All the results shown so far concern learning from a single action. In other words,
participants were observing another individual participant’s answer and deciding
whether to stick to their initial action or switch to a different one. However, are
results robust to social learning taking place with multiple individuals at the same
time? In the GroupLearning condition, I focus on this question, using two of the
ten tasks studied in the other conditions, RM and CRT. The first (second) has been
selected to study group learning in the case of a task characterized by a negative
(positive) effect of social learning on group outcomes.2⁰ For simplicity, here I
focus on the RM task, but the results are the same for the CRT task, although in
the opposite direction. Figures 1.9a and 1.9b compare, for the RM and the CRT
task respectively, the group gains from learning for the Baseline condition and the
GroupLearning condition. For the latter, it is important to specify that the gains are
calculated for the first round of learning.21 This allows us to explore the question
of whether the results, in terms of the negative impact of social learning on group
outcomes, are robust to learning taking place in groups. In fact, the figure shows
that not only the result is robust, but that for the GroupLearning condition, the
losses from learning are approximately doubled for the RM task and tripled for
the CRT task.
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(a) Group gains from social learning, RM task.
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(b) Group gains from social learning, CRT task.

Figure 1.9. Group gains from social learning by condition.

Notes: Both subfigures compare the Baseline and the GroupLearning conditions. For the latter, the
gains are calculated for the first round of learning. Error bars represent standard errors.

20. For additional details on the structure of the condition and on the selection criteria see
Section 3.2. Broadly, the two tasks were selected using the optimality rate before learning. The
aim was for the two tasks to have an optimality rate as close as possible to 50%, since this is
how groups are built in this treatment. This criterion is preregistered.

21. The gains are calculated using the weighted measure illustrated in Section 5, although
the share of participants with the optimal answer is, by construction, 50%. Hence, the only effect
the weighting has in this case is of halving the actual difference between optimal and sub-optimal
switchers. Using the latter directly would make the two measures not comparable.
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This condition introduces another addition to the Baseline, that is participants
in a group engage in two additional rounds of learning after the first. Figures
1.10a and 1.10b report the second key result of this section, concerning the impact
of iteration, that is of multiple learning rounds. The figure shows the distribution
of within-group optimality rates in the last learning round for both RM and CRT.
The results for RM show that approximately 15% of the groups end up with
all group members choosing the sub-optimal action and that 30% of the four-
participants groups conclude the learning rounds with only one member having
stuck with the optimal action. In line with the results shown in Figures 1.9b and
1.8, the results for the CRT task are even stronger. Figure 1.10b shows how no
group has zero optimal answers at the end of the learning rounds and that slightly
more than 2% of the groups have only one member sticking to the optimal answer.
Hence, for CRT, social learning iterations seem to be extremely effective, as almost
no group is worse off than before learning.22
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(a) Distribution of share of optimal answers within
each group of four participants in the last learning
round, for the RM task.
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(b) Distribution of share of optimal answers within
each group of four participants in the last learning
round, for the CRT task.

Figure 1.10. Distribution of within-group optimality rate, last round.

Two additional observations are worth mentioning. First, for RM (CRT), the
distribution is strongly skewed to the left (right). This means that most of the
participants do not benefit (do benefit) from social learning, even when it takes
place in groups and even when it is iterated over multiple learning rounds. Second,
in line with Prediction 3, Figure 1.10a (1.10b) provides evidence for convergence
towards the sub-optimal (optimal) action. By design, all groups start with a 50%
optimality rate. Out of the groups that end up with a different optimality rate
(approximately 65%), approximately two-thirds exhibit a lower one, that is more
group members pick the sub-optimal action. A similar, but stronger, consideration

22. Recall that, by construction, the initial distribution is that all groups have 50% optimality
rate.
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can be made for CRT in which, as mentioned, almost all groups end up with
a better optimality rate than the starting one. These observations support the
view that the negative (positive) impact of social learning on group outcomes in
the Baseline condition is robust to a setting in which: (i) multiple participants
can observe each others’ actions, and (ii) participants may learn from each other
multiple times. This reinforces the result that the negative or positive impact of
social learning documented so far is strongly related to the task or bias at hand.
In the next section, I investigate this very aspect and show how a task-specific
feature, the relative confidence-relative performance correlation, can account for
how social learning impact differs across different tasks.

1.6 Relative Confidence-Relative Performance Correlation and
Social Learning Impact

The previous section shows how the effect of social learning on group outcomes
can vary for different behavioral biases. This section explores the mechanism pro-
posed in the formal framework, based on relative confidence-relative performance
correlation. Relative confidence here is defined as the difference between the par-
ticipant’s reported confidence in their answer (ci,i) and their assessment of the
probability of a−i being optimal (ci,−i). In other words, the relative confidence
measure is ri = ci,i − ci,−i.23 Relative performance is a dummy variable, taking the
value of 1 if the participant’s action (ai) is optimal and the action she is observing
(a−i) is not, and being equal to 0 if the opposite holds. Note that, given how a−i

is chosen in the experiment, there is a perfect correspondence between this rela-
tive performance dummy and a dummy for optimality. This is because participants
whose ai is optimal are always shown a sub-optimal a−i and vice versa.

Figure 1.A.1 shows how β varies across different tasks. This correlation can
be interpreted as the average precision of participants’ relative confidence assess-
ments for a given task. For example, if β < 0, then, on average, participants who
are observing the optimal answer (as their pre-learning answer was sub-optimal)
will be more confident in their answer and, similarly, participants whose original
answer is optimal, and are hence observing a sub-optimal answer, will be relatively
less confident in their own answer.

The hypothesis is that this correlation translates into how social learning im-
pacts group performance, through the way relative confidence modulates learning
behavior. Figure 1.11 illustrates the relationship between β and the group gain

23. Encoding relative confidence this way allows to also account for the intensive margin
of relative confidence in building our measures of interest. Results are robust to a dichotomic
encoding of relative confidence, with the variable taking the value of 1 if ci,i > ci,−i and 0 otherwise.
Figure 1.A.8 reports results equivalent to Figure 1.11 with this different encoding for relative
confidence.
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from social learning. The benefits of social learning on group outcomes increase
in β : the line that best fits the points is strongly upward-sloped.2⁴This relation-
ship does not seem to be predicted by task difficulty (see Figure 1.13b) nor by
the type of elicited answer (comparing continuous and discrete tasks, see Figure
1.13a). Additionally, the results do not vary when considering only a sub-sample
of participants who did not express any concern or doubt regarding the authentic-
ity of the observed actions, as shown in Figure 1.A.25.2⁵ Finally, this same result
holds for the OtherConf condition, that is in the case of participants observing
others’ reported confidence levels, as shown in Figure 1.12.

Comparing the results in Figure 1.11 (Baseline condition) and Figure 1.12
(OtherConf condition) two main differences emerge. First, CN (correlation ne-
glect) and TM (thinking at the margin) fall in different quadrants of the plane in
each condition. Most interestingly, in OtherConf, CN exhibits a negative relative
confidence-relative performance correlation and, in line with the framework, a
group loss from learning, while in Baseline CN exhibits a group gain from learn-
ing. A potential explanation for this difference is that, for Baseline, CN is the
task in which switching behavior is the most inconsistent with relative confidence.
The latter is, on average, close to zero, indicating a high level of uncertainty from
participants. However, in OtherConf, participants observe the confidence level asso-
ciated with the observed action and seem to take it at face value. This may reduce
the inconsistency between relative confidence and switching behavior, generating
this difference between the two conditions. Second, comparing the intersection
of the best fitting line for the two conditions, the one in OtherConf is very close
to zero, while the one in Baseline is strongly negative. The latter implies that, in
the Baseline condition, for tasks with a zero relative confidence-relative perfor-
mance correlation, there would be losses from learning. However, in relation to
the previous point, this difference is mainly driven by the CN task, so it should be
interpreted with caution.

It is important to note that the tasks with the smallest (largest) β are also the
ones with the largest losses (gains) from social learning, while the relationship is
less striking and noisier for tasks with a β closer to 0. Hence, the data are strongly
supportive of the relationship between β and group gains from social learning.

24. The confidence-performance correlation, or confidence calibration, used in Enke, Graeber,
and Oprea (2023), is not predictive of gains from learning as the relative confidence-relative
performance correlation, as reported in Figure 1.A.24. This shows how confidence calibration is
not sufficient to account for the impact of learning.

25. As participants are always shown answers that are different from their initial choice, they
may doubt the fact that the observed answers are genuine or human-generated. For this reason, at
the end of the experiment participants are asked to answer an open-ended question, concerning
doubts or comments they may have on observed answers. The figures in the Appendix report
the two main results excluding participants who expressed doubts about the authenticity of the
observed answers.
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However, these results also point toward the need for a larger sample of tasks,
as this would allow to (i) generalize this relationship with more confidence, and
(ii) observe a more diverse, potentially more extreme, set of relative confidence-
relative performance correlations for different tasks, and further test the extensive
margin of its impact on gains from social learning.
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Figure 1.11. Scatter plot of relative confidence-relative performance correlation and the
weighted group gain from social learning.

The error bars represent standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation neglect;
CRT=Cognitive reflection test; EGB=Exponential growth calculation; GF= Predict sequence of draws;
KS=Knapsack; PC=Portfolio choice; RM=Regression to the mean/Attribution; SSN=Account for sample
size; TM=Marginal thinking.
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Figure 1.12. Scatter plot of relative confidence-relative performance correlation and the
weighted group gain from social learning, for the OtherConf condition.

The error bars represent standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation neglect;
CRT=Cognitive reflection test; EGB=Exponential growth calculation; GF= Predict sequence of draws;
KS=Knapsack; PC=Portfolio choice; RM=Regression to the mean/Attribution; SSN=Account for sample
size; TM=Marginal thinking.

1.6.1 Relative Confidence Assessment and Task Features

A question that naturally arises from these results is: Which features of the tasks
determine the differences in relative confidence-relative performance correlation?
In other words, what makes, for example, RM (regression to the mean) a task
in which participants struggle to recognize better answers and EGB (exponential
growth calculation) a task in which participants seem to benefit from social learn-
ing? In what follows, I discuss different explanations and classifications, without
however providing a definitive answer to the question.
Misleading Intuitions and Verifiability
As pointed out by Enke, Graeber, and Oprea (2023), concerning the confidence-
performance correlation, misleading intuition could play a relevant role. For ex-
ample, tasks such as CRT (cognitive reflection test) or CN (correlation neglect),
are characterized by a very "attractive" incorrect answer, which participants may
be extremely confident in. In an exploratory analysis, Enke, Graeber, and Oprea
(2023) use the “peakedness" of the distribution of answers within each task to
operationalize the idea of misleading intuitions. Tasks in which a low number of
wrong answers are chosen more often would exhibit a high “peakedness" and be
associated with misleading intuitions. However, this classification does not seem
to fit the evidence on the correlation between relative confidence and relative
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performance. On the one hand, Figures 1.A.11, 1.A.12, 1.A.16 and 1.A.17 show
how CRT, EGB, RM and SSN (sample size neglect) respectively are characterized
by a high “peakedness". On the other hand, the first two tasks exhibit a large
positive relative confidence-relative performance correlation, while the opposite
holds for the other two. In a social learning framework, a very attractive wrong
answer is not sufficient for poorly calibrated relative confidence, as the observed
action plays a crucial role as well. For example, CRT is a task with a very at-
tractive incorrect answer, according to the “peakedness" criterion. However, it also
exhibits a large share of optimal switchers. In other words, many participants fall
for the misleading intuitive answer, but, when presented with the correct answer,
they are also very likely to recognize it. Hence, for “peakedness" to play a role
in this framework, it is also necessary for the correct answer to be less attractive
when compared to the incorrect, intuitive one. In other words, a very attractive
wrong answer is not a sufficient condition for social learning to have a negative
impact, as a very easily recognizable correct answer (once it is shown) also plays
a major role. The idea of “peakedness" is partially related to the concept of insight
and non-insight tasks from the psychology literature. The difference between the
two is not strictly defined in the literature, but it can be summarized in the fact
that the solution process to insight problems is characterized by a sudden, and
possibly incorrect, intuition and a high level of confidence (Metcalfe and Wiebe,
1987; Kounios et al., 2006; Webb, Little, and Cropper, 2016). This is opposed
to an analytical and step-by-step procedure for non-insight problems. Once again,
this type of classification helps to illuminate the decision-making procedure before
learning, but it does not seem to provide further insights about the tendency to
recognize correct or incorrect answers from other participants. Finally, a feature
that can reasonably play a relevant role in the effectiveness of the learning phase
is ex-post verifiability, that is the possibility to directly compare two solutions in
their optimality levels. The KS and CRT tasks are the only ones that may be clas-
sified as ex-post-verifiable and both significant gains from learning. However, as
this evidence concerns only two tasks, concluding that ex-post verifiability is a
sufficient condition for social learning to be beneficial for group outcomes would
be speculative.
Tasks Classifications
The type of available answers in each task may also explain the differences in
group gains from learning. Tasks with a definite set of answers, discrete tasks, may
differ from tasks with continuous answers in terms of relative confidence and per-
formance. Figure 1.13a reports the same results as Figure 1.11, additionally split-
ting the tasks into discrete and continuous ones. The figure, however, suggests that
the split does not explain the relative confidence-relative performance correlation
sign. In a similar fashion, Figure 1.13b splits the ten tasks into two groups, "Hard"
and "Easy", based on the optimality rate in the pre-learning phase. Following the
psychology literature on the hard-easy effect (Suantak, Bolger, and Ferrell, 1996;
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Moore and Cain, 2007; Moore and Healy, 2008), people tend to overestimate
their performance in hard tasks and underestimate them in easy tasks. Task diffi-
culty, however, does not seem to be predictive of the relative confidence-relative
performance correlation, especially when focusing on tasks with a significant one.
As with the "peakedness" case, this explanation seems to fall short because it is
focused on the pre-learning action, thus disregarding the features of the learning
phase.
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(a) Tasks are split into two groups, based on
the type of required answer. "Discrete" tasks are
the ones characterized by closed-ended questions,
while continuous are the others.
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(b) Split by difficulty. Tasks are split into two
groups of equal size, with the "Hard" tasks being
the five tasks with the lowest pre-learning opti-
mality rate and the "Easy" tasks being the five
with the highest optimality rate.

Figure 1.13. Task splits by type and difficulty.

Notes: both graphs report a scatter plot of relative confidence-relative performance correlation (on
the x-axis) and the weighted net gain from social learning (on the y-axis). The error bars represent
standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection
test; EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio
choice; RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

1.7 Conclusion

Behavioral economics has documented an extremely rich set of behavioral biases,
which have been shown to be impactful in laboratory and field settings. However,
individuals do not make mistakes being in isolation from others, but, instead, ob-
serve and learn from other individuals. It is unclear how observing others’ actions
and beliefs, i.e. social learning, impacts the incidence of behavioral biases. Does
social learning reduce or amplify said biases? Through a series of online experi-
ments, I study social learning in a broad set of economically relevant tasks that
reflect established behavioral biases. Crucially, this paper studies how social learn-
ing impacts group outcomes, that is the incidence of biased individuals among
all participants. The evidence shows substantial heterogeneity in the effect so-
cial learning has on group outcomes, with the latter worsening for some biases
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and improving for others as a consequence of learning. This shows how social
learning can both reduce and amplify errors induced by behavioral biases. This
work also sheds light on the mechanism underlying the heterogeneous effect of
social learning, showing how it is strongly predicted by the within-task relative
confidence-relative performance correlation. The latter can be interpreted as a
combination of the capacity of participants to assess the quality of their own ac-
tions (metacognition) and the quality of the answers from other participants, in a
specific task.
Applications, Limitations and Further Avenues
The central finding that social learning can amplify biased-induced errors has sev-
eral real-world applications. As proposed in Section 1, this can be relevant in the
domain of non-institutional investment decisions. Following the results, investors
failing to account for noise may be more likely to be imitated, spreading overre-
action to new information. This paper sheds light on which kinds of biases would
persist in an environment in which social learning among investors takes place.
More generally, these findings are relevant in any setting in which: (i) decision-
makers are affected by one of the studied biases and, (ii) social learning takes
place similarly to the experiment. Both conditions point toward the limitations of
this work. First, it is not clear whether all the abstract experimental tasks map into
applications. Second, a clear criterion to classify biases ex-ante does not emerge in
this work. This limits the applicability of results only to the set of ten behavioral
biases studied in the paper. Third, it is easy to think of settings in which learn-
ing is richer than just observing other people’s actions and beliefs. Therefore, a
promising research avenue would be to study the impact of social learning on dif-
ferent biases, enriching the existing corpus of evidence. Additionally, documenting
how these mechanisms in more applied settings would also represent a relevant
contribution. Finally, an extension of this work featuring richer communication
structures also represents a potential avenue for future research.
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Appendix 1.A Additional Figures
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Figure 1.A.1. Relative confidence-relative performance correlation (β), by task.

Notes: Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test;
EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice;
RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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1.A.1 Relationship between ci,i and ci,−i
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Figure 1.A.2. Scatter plot of ci,i and ci,−i, aggregating all tasks.

Notes: The curve represents a third-degree polynomial fit, minimizing the squared distance between
the curve and the set of points.
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Figure 1.A.3. Scatter plot of ci,i and ci,−i, aggregating all tasks.

Notes: The points are split into two subgroups, depending on whether that participant provided
an optimal answer in the pre-learning phase. The curve represents a third-degree polynomial fit,
minimizing the squared distance between the curve and the set of points.
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1.A.2 Unweighted Gains and Losses
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Figure 1.A.4. Unweighted gains, by task. Error bars represent standard errors.
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Figure 1.A.5. Unweighted losses, by task.

Notes: The bar is empty for EGB as there is no loss from social learning for that task. Error bars
represent standard errors.
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1.A.3 Overlearning and Underlearning
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Figure 1.A.6. Relative confidence probability density functions, comparing overlearners and
optimal non-switchers.

Notes: Overlearners are defined as participants who switched despite having picked the optimal action
in the first part. Optimal non-switchers are participants who also picked the optimal action in the
first part, optimally deciding not to switch in the learning phase.
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Figure 1.A.7. Relative confidence probability density functions, comparing underlearners and
optimal switchers.

Notes: Underlearners are defined as participants who did not switch despite having picked a sub-
optimal action in the first part. Optimal switchers are participants who also picked a sub-optimal
action in the first part, optimally deciding to switch in the learning phase.
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1.A.4 Social Learning Impact: Additional Checks
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Figure 1.A.8. Scatter plot of relative confidence-relative performance correlation and the
weighted net gain from social learning.

Notes: The error bars represent standard errors. In this case, relative confidence is encoded as
a dummy variable, taking the value of 1 if ci,i > ci,−i and of 0 in the opposite case. Task codes:
AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test; EGB=Exponential growth
calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice; RM=Regression to the
mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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1.A.5 Answers Distribution
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Figure 1.A.9. Distribution of answers, AC.
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Figure 1.A.10. Distribution of answers, CN.
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Figure 1.A.11. Distribution of answers, CRT.
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Figure 1.A.12. Distribution of answers, EGB.
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Figure 1.A.13. Distribution of answers, GF.
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Figure 1.A.14. Distribution of answers, KS.
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Figure 1.A.15. Distribution of answers, PC.
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Figure 1.A.16. Distribution of answers, RM.
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Figure 1.A.17. Distribution of answers, SSN.
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Figure 1.A.18. Distribution of answers, TM.
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1.A.6 Gender Sample Split
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Figure 1.A.19. Share of participants choosing the optimal action, by task and gender.

Notes: Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test;
EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice;
RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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Figure 1.A.20. Group gains from social learning, by task and gender.

Notes: The weighted net gain measure, for each task, is built by weighting gains and losses with the
optimality rate in and its complement on 1, respectively. Error bars represent standard errors. Task
codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test; EGB=Exponential
growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice; RM=Regression
to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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Figure 1.A.21. Scatter plot of relative confidence-relative performance correlation and the
weighted group gain from social learning, females sub-sample.

Notes: The error bars represent standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation
neglect; CRT=Cognitive reflection test; EGB=Exponential growth calculation; GF= Predict sequence of
draws; KS=Knapsack; PC=Portfolio choice; RM=Regression to the mean/Attribution; SSN=Account for
sample size; TM=Marginal thinking.
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Figure 1.A.22. Scatter plot of relative confidence-relative performance correlation and the
weighted group gain from social learning, males sub-sample.

The error bars represent standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation neglect;
CRT=Cognitive reflection test; EGB=Exponential growth calculation; GF= Predict sequence of draws;
KS=Knapsack; PC=Portfolio choice; RM=Regression to the mean/Attribution; SSN=Account for sample
size; TM=Marginal thinking.
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1.A.7 OtherConf Condition
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Figure 1.A.23. Group gains from social learning, by task, OtherConf condition.

Notes: The weighted net gain measure, for each task, is built by weighting gains and losses with the
optimality rate in and its complement on 1, respectively. Error bars represent standard errors. Task
codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test; EGB=Exponential
growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice; RM=Regression
to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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1.A.8 Robustness
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Figure 1.A.24. Scatter plot of confidence-performance correlation and the weighted group
gain from social learning.

Notes: The error bars represent standard errors. Task codes: AC=Acquiring-a-company; CN=Correlation
neglect; CRT=Cognitive reflection test; EGB=Exponential growth calculation; GF= Predict sequence of
draws; KS=Knapsack; PC=Portfolio choice; RM=Regression to the mean/Attribution; SSN=Account for
sample size; TM=Marginal thinking.
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Figure 1.A.25. Scatter plot of relative confidence-relative performance correlation and the
weighted group gain from social learning, not suspicious participants sub-sample.

Notes: Not suspicious participants are the ones who did not express doubts about the observed
actions in an open-ended question at the end of the experiment. The error bars represent stan-
dard errors. Task codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection
test; EGB=Exponential growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio
choice; RM=Regression to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.
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Figure 1.A.26. Group gains from social learning, by task, not suspicious participants sub-
sample.

Notes: The weighted net gain measure, for each task, is built by weighting gains and losses with the
optimality rate in and its complement on 1, respectively. Error bars represent standard errors. Not
suspicious participants are the ones who did not express doubts about the observed actions in an
open-ended question at the end of the experiment. The error bars represent standard errors. Task
codes: AC=Acquiring-a-company; CN=Correlation neglect; CRT=Cognitive reflection test; EGB=Exponential
growth calculation; GF= Predict sequence of draws; KS=Knapsack; PC=Portfolio choice; RM=Regression
to the mean/Attribution; SSN=Account for sample size; TM=Marginal thinking.

Appendix 1.B Proofs

Proof of Prediction 2 Assume β > 0, as the opposite case follows with a specular
argument. Note that, from (2) and with β > 0, ci,−i is strictly increasing in p−i.
It follows that every agent will assign the highest level of ci,−i to the agent with
the highest optimality rate in the set of observable agents. This means that every
agent will learn from the same agent, except the second-best-performing agent.
For convenience, and w.l.o.g., index the agents such that p1 ≥ p2 ≥ ..≥ pN. The
gain from social learning then is:

G =
N
∑

i=1

γµip−i + (1− γµi)pi − pi =
N
∑

i=1

γµi (p−i − pi)
︸ ︷︷ ︸

Gain/loss from switching

=

=
N
∑

i=3

γµi(p1 − pi)

︸ ︷︷ ︸

≥0

+γ(p1 − p2)(µ2 −µ1).
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The first part of the sum is larger than 0 since p1 ≥ pi for all i ∈ {3, .., N}. Hence,
a sufficient condition for G > 0 is that µ2 > µ1. Note that µi can be rearranged
as:

µi =
(ci,−i)

2

(ci,−i)2 + c2
i,i

=
ci,−i/ci,i

ci,−i/ci,i + ci,i/pe
e−i

which is increasing in ci,−i/ci,i. In turn, from equation (3) it directly follows
that δci,−i/ci,i

δp−i > 0, and δci,−i/ci,i
δpi < 0 given that β > 0. Hence, p1 > p2 =⇒ c2,1/c2,2 >

c1,2/c1,1 =⇒ µ2 > µ1. Finally, µi is increasing in β for all i. This implies a higher
probability of gains for all agents, except for agent 1. However, the increase in
expected gain for player 2 is larger than the increase in expected loss for player
1, as p1/p2 > p2/p2. Hence, G is increasing in β .

Appendix 1.C Experimental Instructions

1.C.1 General Instructions

Figure 1.C.1. Instructions screenshot 1.
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Figure 1.C.2. Instructions screenshot 2.

Figure 1.C.3. Instructions screenshot 3.
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Figure 1.C.4. Instructions screenshot 4.

Figure 1.C.5. Instructions screenshot 5.



56 | 1 Social Learning, Behavioral Biases and Group Outcomes

1.C.2 Comprehension Checks

Figure 1.C.6. Comprehension Questions.
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1.C.3 Tasks

Figure 1.C.7. Acquiring a Company (AC) instructions.
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Figure 1.C.8. Correlation Neglect (CN) instructions.

Figure 1.C.9. Cognitive Reflection Test (CRT) instructions.
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Figure 1.C.10. Exponential Growth Bias (EGB) instructions.

Figure 1.C.11. Gambler’s Fallacy (GF) instructions.
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Figure 1.C.12. Knapsack (KS) instructions.

Figure 1.C.13. Portfolio Choice (PC) instructions.
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Figure 1.C.14. Regression to the Mean (RM) instructions.

Figure 1.C.15. Sample Size Neglect (SSN) instructions.
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Figure 1.C.16. Thinking at the Margin (TM) instructions.

1.C.4 Tasks Description Table
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Table 1.C.1. Tasks Descriptions (adapted from Enke et al. 2023).

Task Short Description Common Wrong Answer Correct Answer
Correlation neglect
(CN)

Enke and Zimmermann (2019)
show how people often fail to take
into account the correlation among
information sources when updat-
ing beliefs. Following their setup,
two hypothetical characters, Ann
and Bob, estimate the weight of a
bucket. A third hypothetical char-
acter, Charlie, computes the aver-
age of the two guesses. The par-
ticipant is asked to give his esti-
mate for the weight of the bucket,
being presented with Charlie’s esti-
mate of 40 and Ann’s estimate of
70.

55 40

Sample size neglect
(SSN)

When asked to judge the proba-
bility of obtaining a sample statis-
tic, subjects often fail to take the
sample size into account ("Law of
small numbers" (Kahneman & Tver-
sky, 1972)). Subjects are presented
a version of the their "hospital
problem", in which they are asked
whether a factory that produces 45
chairs each day or a factory that
produces 15 chairs each day has
more days on which more than 20
% of chairs are defective.

Equally
likely

More
likely
in the
smaller
factory

Regression to the
mean/ misattribu-
tion (RM)

Outcomes are often attributed to
internal factors rather than to ran-
dom noise (Failure to account for
mean reversion (Kahnemann and
Tversky, 1973)). In the task sub-
jects are asked to state whether
the true IQ of a hypothetical test-
taker is more likely to be above
or below 140, given that their IQ
test score is 140, the average pop-
ulation score is 100, and the addi-
tional information that test scores
reflect a combination of true IQ
and random noise.

True IQ
is equally
likely to
be above
or below
140

True IQ
is more
likely to
be be-
low than
above 140
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lename 1.C.1 – continued from previous page
Task Short Description Common Wrong Answer Correct Answer
Acquiring-a-company
(AC)

Reflecting a class of errors in con-
tingent reasoning the Acquiring-a
company-game is studied with re-
spect to many applications in eco-
nomics. In this version of the task,
a hypothetical seller has a com-
pany that is worth either 20 or 120
points to him. The company’s value
to the buyer is 1.5 times higher as
the value to its seller. The subject
proposes a take-it-or leave it offer,
which the seller accepts if the offer
is at least as high as the value of
the company to him.

> 20 20

Cognitive Reflection
Test (CRT)

The CRT is widely used to cap-
ture the tendency of a subject
to correct his intuitive but wrong
"System 1" responses by engaging
in further reflection. Here subjects
were presented the question "Milk
and a cookie cost GBP 3.20 in to-
tal. Milk costs 2 GBP more than the
cookie. How many GBP does the
cookie cost ?"

1.20 GBP 0.6 GBP

Knapsack (KS) Past experiments have shown that
people often fail to identify the
value-maximizing bundle when fac-
ing a constrained optimization
problem. In this task subjects were
presented a set of 12 items, each
containing a value and a weight.
They were then asked to pick items
from that set to maximize the
value of the items, while satisfying
a constraint on the weights.

- -
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lename 1.C.1 – continued from previous page
Task Short Description Common Wrong Answer Correct Answer
Portfolio Choice (PC) The 1/N heuristic (Benartzi and

Thaler, 2001) according to which
investors split their investments
equally across all available assets
is one example for well docu-
mented failures of people to con-
struct efficient portfolios. In the
task subjects are to choose be-
tween two portfolios consisting of
four assets each. The portfolios
are constructed such that the one
which allocates 1/4 of the budget
to each asset is strictly dominated
by the other available portfolio.

1/N port-
folio

-

Thinking at the mar-
gin (TM)

One of the main economic prin-
ciples of rational decision mak-
ing involves thinking at the mar-
gin rather than thinking in aver-
ages. Yet, previous studies have
shown that people are consistently
inclined to think in terms of aver-
ages. Using an adapted version of
Rees-Jones and Taubinsky’s (2020)
taxation problem, subjects are re-
quired to decide into which of two
bank accounts with different aver-
age and marginal tax rates they
should allocate 20 points.

Bank ac-
count with
the lower
average
tax rate

Bank ac-
count with
the lower
marginal
tax rate

Exponential Growth
bias (EGB)

Many people consistently tend to
perceive a growth process as lin-
ear when, in fact, it is exponential.
EGB is exhibited in numerous de-
cision contexts such as exponen-
tial time discounting, savings and
investment. Subjects are asked to
guess what the value of a stock
that is worth 100 GBP today will
be in 20 years if its value increases
by 5 % each year.

200 GBP 265 GBP
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Chapter 2

Contingent Belief Updating⋆

Joint with Chiara Aina and Katharina Brütt

2.1 Introduction

The role of beliefs in many settings of economic relevance is indisputable. Prop-
erly processing and integrating new information is often essential to determine
the best course of action. Typically, we revise our beliefs after exposure to ad-
ditional information, such as feedback from colleagues or newly available data.
However, certain situations require proactively anticipating how expectations will
evolve in response to diverse contingencies, for example, acquiring new informa-
tion through experimentation or investment planning tied to future scenarios. Do
we process the same information in the same manner in these circumstances?
While, according to the Bayesian benchmark, the revision of beliefs should not de-
pend on whether individuals engage with additional data contingently, this study
shows that it does.

This paper experimentally studies whether and to what extent contingent
thinking affects belief updating. To sharpen our question, we focus on the fol-
lowing working definition of contingent thinking: ahead of the resolution of some
uncertainty, one reasons through the mutually exclusive potential realizations of

⋆ An earlier version of this chapter has appeared ECONtribute Discussion Paper No. 261.
Acknowledgements: We are grateful to Katie Coffman, John Conlon, Benjamin Enke, Christine Ex-
ley, Shengwu Li, Nick Netzer, Arthur Schram, Josh Schwartzstein, Joep Sonnemans, Jakub Steiner,
Matthew Rabin, Chris Roth, Roberto Weber, Florian Zimmermann, as well as the participants at
the ESA conference. We also thank all those who took the time to participate in our expert
survey. Funding from the Deutsche Forschungsgemeinschaft (DFG, German Research Foundation)
under Germany’s Excellence Strategy EXC 2126/1-390838866 and the Amsterdam Center for Be-
havioural Change is acknowledged.
Ethics approval: The experiment was approved by the Ethics Committee of Economics and Busi-
ness (EBEC) at the University of Amsterdam with reference number 20220303100340.
Preregistration: The study was preregistered at aspredicted.com (#118695).

https://aspredicted.org/D2G_X81
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such uncertainty (contingencies), assessing one’s reaction to each potential real-
ization.12 As an illustration, consider a doctor deciding whether to administer a
test to a patient. The test produces an informative but noisy signal from which
the doctor can learn about the patient’s health. To make the decision, the doctor
needs to anticipate how they would learn given each result, thereby engaging in
contingent thinking. To do so, the doctor has to reason through both scenarios
of a positive and a negative test result and update their beliefs for each contin-
gency without having observed either. This is what we refer to as contingent belief
updating, that is, assessing updated beliefs for all the possible signal realizations
that could materialize. We distinguish this from what we call conditional belief
updating: One observes a new piece of information and then assesses the updated
beliefs only for that realized and relevant signal. Are beliefs assessed contingently
the same as beliefs assessed conditionally? If not, would contingent belief updat-
ing help you form more accurate beliefs, or would this only lead to more noisy
beliefs?

Understanding the impact of contingent thinking on belief accuracy is impor-
tant for three reasons. First, it provides an opportunity to deepen our understand-
ing of the underlying factors contributing to why we observe biased beliefs. There
is ample evidence that beliefs are biased compared to the Bayesian benchmark.
One possible explanation for such biases is that agents distort the underlying
signal-generating process when forming their posteriors in response to new infor-
mation. Engaging in contingent thinking might influence the agents’ understand-
ing of the signal-generating process, resulting in differences in belief updating.
This study allows us to delve deeper into some of the mechanisms affecting be-
lief distortions. Second, this research question is economically relevant. On the one
hand, if contingent thinking leads to less accurate beliefs, this is crucial in settings
in which agents engage in contingent planning, such as in negotiating contracts
or evaluating insurance plans. In the doctor’s example, if beliefs updated condi-
tionally differ from the ones assessed contingently, the ex-ante evaluation of the
test might be misleading, leading to either under- or over-testing. On the other
hand, if contingent thinking proves effective in debiasing inaccurate beliefs, we

1. We assume contingencies to be known and foreseeable, ruling out concerns related to
unawareness. While we believe this to be an important and interesting strand of literature (e.g.,
Karni and Vierø, 2013; 2017; Becker et al., 2020; Schipper, 2022, among many others), it is
beyond the scope of this paper.

2. A related but distinct concept to contingent thinking is counterfactual thinking. Following
the prevalent definition in the psychology literature (see Kahneman and Tversky, 1982; Epstude
and Roese, 2008; Byrne, 2016), counterfactual thinking refers to mental simulations of past
events. Hence, the distinction between the two concepts lies in the object of the simulation,
which concerns alternative versions of a realized event (counterfactual) as opposed to a potential
future event (contingency). In some existing prominent works, this conceptualization seems to be
less clear (e.g., Hoch, 1985); however, recent works in psychology embrace a clear-cut distinction
between the two concepts (Pearl, 2009; Ferrante et al., 2012; Gerstenberg, 2022).
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would have an easily implementable, cheap, and portable debiasing mechanism
to correct beliefs. This bears relevance across various domains to prevent over- or
under-reactions to new information, ultimately improving economic outcomes. If
this were the case in our previous example, the doctor would be better off stick-
ing to how they evaluate the test results contingently rather than revising their
beliefs upon observing the actual test result. This could also be relevant for invest-
ment strategies chosen conditional on an information release or the assessment
of a product launch after new consumer surveys. Last, addressing this question
is methodologically important. Reformulating the questions differently, we investi-
gate whether there is a systematic difference across beliefs elicited with the direct
or strategy method. If this were the case, studies employing these methods should
account for it in both the design and inference stages, ensuring accurate reporting
and interpretation of the results.

We conduct an online experiment to investigate the effect of contingent belief
updating.3 The experiment implements three between-subject treatments in the
commonly used “balls-and-urns” updating exercise with binary state and signal.
To investigate the underlying mechanisms, we employ two approaches. First, we
identify two features of contingent belief updating that set it apart from condi-
tional belief updating: (1) the hypothetical nature of the considered contingency
(hypothetical thinking),⁴ and (2) the consideration of all possible contingencies
(contrast reasoning). Our treatments break down the effect of contingent thinking
into these two components. The participants face contingent belief updating by
employing the strategy method to elicit beliefs, while conditional belief updating
can be induced by eliciting beliefs with the direct method. Both components of
contingent thinking are present in the first, but absent in the second. Therefore,
we introduce a third treatment that requires hypothetical thinking but not contrast
reasoning by eliciting posteriors conditional on one (random) hypothetical contin-
gency. Second, we examine how the characteristics of the information structure
and individual traits interact with the effect of contingent thinking. Participants
face ten different signal-generating processes with different characteristics that
could affect their updating, such as how diagnostic signals are (signal strength)
and whether the different signals are equally diagnostic for different states (sym-
metric vs. asymmetric signal-generating processes). We measure the participant’s
capacity for cognitive reflection and their cognitive uncertainty.

3. We preregistered the experimental design and the planned analysis on AsPredicted, avail-
able at the following link: https://aspredicted.org/D2G_X81.

4. There is a recent strand of literature in economics that focuses on the role of mental
imagery, that is, “representation that results from perceptual processing that is not triggered directly
by sensory input" (Stanford Encyclopedia of Philosophy). Dube, MacArthur, and Shah (2023),
Ashraf et al. (2022), John and Orkin (2022), and Alan and Ertac (2018) show that mental
imagery of future outcomes can lead to improvement in a wide range of economically relevant
outcomes.

https://aspredicted.org/D2G_X81
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The importance of studying the impact of contingent thinking on belief up-
dating is emphasized by the fact that it is non-trivial even for experts to predict
its directional effect. We employ predictions from a sample of academic experts
in economics to gain an understanding of whether contingent belief updating is
expected to affect belief distortions. We document significant heterogeneity in ex-
perts’ expectations, with the majority believing that biases will be unaffected or
reduced if individuals update their beliefs contingently compared to conditionally.
Our findings directly oppose the predictions of the experts we surveyed.

Overall, contingent thinking leads to more distortion in belief updating: com-
pared to the Bayesian benchmark, we report both more biased beliefs in terms of
the absolute distance and more underinference if beliefs are elicited contingently
compared to conditionally. Contingent belief updating increases the absolute bias
by one-third. In the doctor’s example, this finding would suggest under-testing
by an uninformed doctor. This effect seems to be entirely driven by hypothetical
thinking rather than contrast reasoning. Indeed, the most striking insight emerg-
ing from our data is the harmful effect of hypothetical thinking. It leads to an
increase of more than 50% in absolute bias and pushes participants to systemati-
cally underinfer more. We report how hypothetical thinking worsens a wide range
of accuracy and consistency measures: not only are beliefs further from being
Bayesian, but also, there is more noise in the reported beliefs and less consistency
in how beliefs are updated across contingencies. The biasing effect of hypothetical
thinking is more pronounced with stronger signals, and it also makes the task
appear more challenging for participants.

Contrast reasoning compensates for the biasing effect of hypothetical thinking
depending on the characteristics of the signal-generating processes. In particu-
lar, we report heterogeneous treatment effects by the symmetry of the signal-
generating process. Our data show that contrast reasoning fully offsets the nega-
tive impact of hypothetical thinking when the signal-generating process is symmet-
ric but not when asymmetric. As a consequence, contingent and conditional belief
updating do not differ for symmetric signal-generating processes. In the example,
the doctor’s assessment of how their beliefs will evolve once exposed to the test’s
potential outcomes is accurate if the false positive and false negative rates coin-
cide. Finally, we find that individual measures of cognitive reflection and cognitive
uncertainty do not mediate the ability to engage in either hypothetical thinking
or contrast reasoning in this belief-updating task.

Our project speaks to several strands of literature. First, we contribute to the
literature on biases in beliefs. There is ample evidence that, in particular, individ-
uals underinfer from signals (Benjamin, 2019). The recent papers by Augenblick,
Lazarus, and Thaler (2021) and Ba, Bohren, and Imas (2022) replicate this result,
studying belief updating for several levels of signal diagnosticity, but also find that
with weak signals, there is overinference. We purposefully exclude weak signals
from our design to restrict our attention to underinference, allowing for a stronger
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identification of the effect. However, inspired by these studies, we employ several
signal-generating processes that vary in signal strength to study how contingent
belief updating is affected.

Second, there is a growing and recent body of literature in economics related
to contingent thinking. These studies highlight the widespread challenges associ-
ated with contingent thinking (e.g., Esponda and Vespa, 2014; Li, 2017; Martínez-
Marquina, Niederle, and Vespa, 2019; Ali et al., 2021; Ngangoué and Weizsäcker,
2021; Esponda and Vespa, 2023). Our approach complements the existing litera-
ture on contingent thinking, recently surveyed by Niederle and Vespa (2023), as
it differs in three key aspects from the most prominent papers. First, our focus lies
on belief updating — processing of new information to report revised beliefs —
rather than choosing an action — evaluating and comparing the implications of
each alternative to implement the preferred one. Second, in these papers, agents
are normatively expected to engage in contingent reasoning to solve the task at
hand optimally. Instead, processing new information to update beliefs does not re-
quire thinking contingently.⁵ Third, our approach involves participants reporting
multiple contingency-specific guesses, either in the case where one contingency is
observed (ex-post) or in the case there is uncertainty on the relevant realized con-
tingency (ex-ante). In contrast, previous works focus on ex-ante decision-making,
where contingent reasoning is instrumental in properly comparing the different
contingency-specific consequences to choose the best course of action. Regardless
of these differences, our paper and this literature document ways in which contin-
gent thinking could impede payoff maximization, primarily rooted in the difficulty
of considering uncertain realizations. We discuss this further in Section 2.5.

Last, this paper also contributes to the literature on elicitation methods. While
most studies investigating biased beliefs employ the direct method to elicit beliefs,
some few others adopt the strategy method (e.g., Cipriani and Guarino, 2009;
Toussaert, 2017; Ambuehl and Li, 2018; Agranov, Dasgupta, and Schotter, 2020;
Esponda, Vespa, and Yuksel, 2020; Charness, Oprea, and Yuksel, 2021).⁶ There-
fore, it becomes crucial to understand how to compare the results across methods
of belief elicitation. The predominant focus of the literature on belief elicitation
has been on the impact of payment schemes, rule complexity, and correspondence
with actions (e.g., Schotter and Trevino, 2014; Schlag, Tremewan, and Van der
Weele, 2015; Charness, Gneezy, and Rasocha, 2021). Despite a substantial body
of research on the difference between direct and strategy methods for eliciting

5. Moreover, in most of this literature, there is a (more)“relevant" contingency that partic-
ipants may fail to pin down, leading to suboptimal behavior. In our study, all contingencies are
relevant.

6. Also, Kozakiewicz (2022) uses hypothetical signal realizations to identify the effect of ego-
relevance on belief updating, while our research shows that there is a large difference between
beliefs elicited for hypothetical signals and realized ones, even in the absence of motivated
reasoning.
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desired actions (for example, see Brandts and Charness, 2003; Brosig, Weimann,
and Yang, 2003; Casari and Cason, 2009; Aina, Battigalli, and Gamba, 2020; and
Brandts and Charness, 2011 for a review), to the best of our knowledge, our study
is the first to compare these methods of elicitation for beliefs.

The rest of the paper is organized as follows: Section 2.2 describes our exper-
imental design and data collection, Section 2.4 presents the results, and Section
2.5 discusses our findings.

2.2 Experimental Design

An environment to study how contingent thinking affects belief updating and
the underlying mechanisms requires (i) a setting that prompts contingent think-
ing in belief updating, (ii) a treatment variation that disentangles the effects of
hypothetical thinking and contrast reasoning, and (iii) a clean manipulation of
characteristics of the signal-generating process.

To study belief updating, we employ the classic “balls-and-urns” updating ex-
ercise with a binary state and signal. The participants are asked to consider two
bags, A and B, which are equally likely to be selected, Pr(A)= Pr(B)= 50%. Each
bag has a total of either 80 or 60 balls.⁷ Balls can be either blue or orange, and
the participants know the distribution of the ball colors in the two bags. While
the participants do not know which bag is randomly selected, the computer draws
a ball from the selected bag whose color can be informative. The participant’s
task is to guess the probability of each bag being selected given the available
information.⁸

Table 2.1. Treatments.

Contrast Reasoning

No Yes

Hypothetical Thinking
No Conditional —

Yes One-Contingency All-Contingency

7. We decided not to use bags with a total of 100 balls to avoid the heuristic answer
(i.e., the probability of bag A after observing a blue ball is the number of blue balls in bag A)
corresponding to the correct answer for the symmetric SGPs.

8. We employed a version of this task in which participants are in control of each step:
first, once clicked on ‘Select the bag,’ one bag is selected due to a virtual coin flip; then, once
clicked on ‘Draw the ball,’ one ball is drawn randomly from the selected bag. We employ graphical
animations for the coin flip and the ball drawn to recreate a realistic setting online and remind
the participants of the basic structure of the task in each round.
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2.2.1 Treatments

To manipulate whether participants engage in hypothetical thinking and con-
trast reasoning, the treatments change the method of belief elicitation by varying
whether the signal conditional on which beliefs are assessed has been observed
(signal realization observed vs. hypothetical) and how many contingencies are
considered (one vs. both signal realizations), as shown in Table 2.1. The three
between-participant treatments are summarized as follows in Figure 2.1 and the
corresponding choice interface is shown in Figure 2.2 (see Appendix 2.C.2 for
more details on the interfaces).

(1) Conditional: The beliefs are elicited conditional on the realized signal. The
participant observes the color of the drawn ball and is then asked to assess
beliefs only conditional on that relevant contingency. This corresponds to the
classic balls-and-urns task and what we refer to as conditional belief updating.
It can also be described as eliciting beliefs with the direct method.

(2) All-Contingency: The beliefs are elicited conditional on both possible signal
realizations. Before observing the color of the drawn ball, the participant is
asked to assess beliefs conditional on both cases on the same screen, in a ran-
domized order: (1) the computer draws an orange ball, and (2) the computer
draws a blue ball. Thus, participants consider two hypothetical contingencies
with the possibility of comparing their beliefs conditional on one signal re-
alization to their beliefs conditional on the other signal realization. After the
beliefs are reported, the participants learn the color of the drawn ball. We refer
to this as contingent belief updating, which features both hypothetical thinking
and contrast reasoning. This treatment corresponds to a belief elicitation that
employs the strategy method (as introduced in Mitzkewitz and Nagel, 1993).

(3) One-Contingency: The beliefs are elicited conditional on only one possible sig-
nal realization. When participants have not yet observed the signal realization,
they are asked to consider one of the following hypothetical cases: (1) the
computer draws an orange ball, or (2) the computer draws a blue ball. Each
case is chosen with equal probability, and it is randomly chosen for each round.
As in All-Contingency, participants learn the color of the drawn ball after the
belief elicitation. This treatment, therefore, requires to engage in hypothetical
thinking, but not contrast reasoning.⁹

9. It would have been possible to design other treatments with the purpose of disentangling
the effect of hypothetical thinking and contrast reasoning. However, we found this version to be
the cleanest to implement. For example, beliefs could have been elicited conditional on each
hypothetical signal realization sequentially to avoid contrast. We discard this option because it
could have triggered contrast reasoning over rounds. Alternatively, beliefs could have been elicited
conditional on the observed signal realization for two identical but independent tasks on the same
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Notes. The figure illustrates the task timeline for each treatment. Treatments branch out after a ball
is drawn from the selected bag. In Conditional, participants observe an animated colored ball being
drawn, while in the other two treatments, the ball is uncolored with a question mark, indicating that
its color remains unknown at this stage. Belief elicitation varies across treatments. In Conditional,
participants are asked about their posterior given the observed drawn ball. In All-Contingency, par-
ticipants are asked about their posteriors for both possible signal realizations. In One-contingency,
participants are asked about their posterior for one of the possible signal realizations. After the
belief elicitation stage, participants learn the color of the previously drawn ball in All-Contingency

and One-Contingency.

Figure 2.1. Task & Treatments.
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(a) Treatment Conditional (b) Treatment One-Contingency

(c) Treatment All-Contingency.

Notes. The figure displays screenshots of decision interfaces for each treatment. Panel (a) presents
the interface for the treatment Conditional, in the case where participants are asked to make a
guess upon observing the drawing of a blue ball. Panel (b) presents the interface for the treatment
One-Contingency, in the case where participants are asked to make a guess for the contingency in
which the drawn ball was blue. Panel(c) presents the interface for the treatment All-Contingency.

Figure 2.2. Decision Interface by Treatment.
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2.2.2 Signal-Generating Processes

The task was repeated for ten rounds. In each round, participants face a different
signal-generating process (hereafter, SGP). Figure 2.3 summarizes and illustrates
the 10 SGPs used in this experiment in terms of their characteristics and induced
Bayesian posteriors conditional on both signals. In what follows, we refer to each
SGP with “Pr(blue|A)− Pr(blue|B)” as in Figure 2.3a.

Each SGP specifies the probability of drawing a ball of a specific color for each
bag and, thus, how diagnostic each color of a ball is for each bag. We measure
the signal strength for signal s as

λs =
Pr(s|A)
Pr(s|B)

.

If λs = 1, the signal is not diagnostic for either bag; however, if λs > 1 (λs < 1), the
signal is more diagnostic for bag A (B) and λs measures by how much.1⁰ Therefore,
varying signal strength within-participant over rounds allows us to investigate the
mechanism along this dimension and the robustness of the effect of contingent
thinking on belief updating.

We included both symmetric and asymmetric SGPs. A SGP is symmetric if the
probability of drawing a blue ball from bag A is the same as the probability of
drawing an orange ball from bag B. This implies that, with a symmetric SGP, look-
ing at only one bag suffices to have all the relevant information to determine the
signal strength and, thus, to guess the posterior correctly. Moreover, for a symmet-
ric SGP, the signal strength of a blue ball for A equals the reciprocal of the signal
strength of the orange ball, i.e., λblue = λ-1orange. This simple relationship between
signal strengths might facilitate contrast reasoning, leading to a heterogeneous
effect of contingent thinking for symmetric and asymmetric SGPs.

Lastly, some SGPs are mirrored, meaning that participants are exposed to the
same SGP twice, inverting the distributions of balls in the bags and changing the
number of balls in the bag. Through the experiment, we vary whether the total
number of balls in the bags is 80 or 60. The mirrored SGPs are presented once
with bags with 80 balls and once with 60 balls. We mirrored one symmetric SGP
(15-85 and 85-15) and one asymmetric (30-95 and 95-30) SGP. The reason why
we included mirrored SGPs is two-fold. First, we use them to check the consistency
of reported beliefs given the same signal across rounds. This is a measure of how
stable the deviations from Bayesian updating are within-task (within-consistency).

screen. Contrast reasoning would have been triggered every time the participant observed different
signal realizations for the two independent tasks. However, participants do not easily understand
the independence assumption, which is why we avoid such treatment.

10. To see this, consider the Bayesian posteriors given the signal s in terms of signal strength.
Given equal prior as in our design, it follows that Pr(A|s)=

�

1+λ-1s
�-1 and Pr(B|s)= (1+λs)

-1.
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(a) Characteristics (b) Bayesian Posteriors

Notes. Panel (a) summarizes the different characteristics of the SGP. Panel (b) illustrates the in-
duced posteriors of the different SGPs graphically. The name of the SGP refers to the corresponding
“Pr(blue|A) − Pr(blue|B)”.

Figure 2.3. Signal Generating Processes.

Second, this allows us to better compare Conditional and One-Contingency to All-
Contingency. When beliefs are elicited contingently, participants report their con-
ditional beliefs on both signal realizations, while they report their beliefs only
conditional on one signal in Conditional and One-Contingency. This allows us to
study whether posteriors across signal realizations are consistent with the Bayes
rule between signal realizations (between-consistency).

For the last task, we also elicited cognitive uncertainty (Enke and Graeber,
2023) to check if the treatments also affect this measure. For comparability, the
last choice displayed the same SGP for all participants — that is, 70-30; while for
the remaining nine choices, we randomized the order of the SGP. We pick 70-30
for this because this SGP is closest to the most widely used SGP (67-33) in this
type of experiment (see meta-analysis by Benjamin, 2019).

2.2.3 Incentives

The belief elicitation was incentivized as follows. Only one of the ten tasks is
selected randomly for payment, and the belief elicitation is incentivized using the
binarized scoring rule (Hossain and Okui, 2013): the closer the reported beliefs
to the realized state, the higher the probability of receiving the bonus.11

11. As shown by Danz, Vesterlund, and Wilson (2022), providing complex details on the
elicitation procedure might confuse participants and distort their incentives. Therefore, instructions
clarified that “to maximize the chance of winning the bonus, it is in your best interest always
to give a guess that you think is the true chance." This was also checked in one of the control
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Compared to Conditional, the incentivization requires minimal adjustments in
One-Contingency and All-Contingency. In All-Contingency, the participants’ beliefs
are elicited conditional on both contingencies, and the realized contingency deter-
mines which guess is relevant for the payment. Two observations on this follow.
First, we intentionally kept the strength of incentives unvaried compared to Condi-
tional, even if in All-Contingency, the participants face two belief elicitation tasks
given each SGP instead of one as in Conditional. Paying both belief elicitation tasks
could have affected the participants’ attention because of the difference in incen-
tives’ magnitude across treatments, confounding our results. Second, this payment
scheme is incentive-compatible. We ensure that each contingency happens with
non-trivial probabilities (50-50 for symmetric SGPs, and at most 70-30 for asym-
metric SGPs). In One-Contingency, incentives are the same as in Conditional if the
randomly-proposed contingency corresponds to the realized one; otherwise, the
elicited guess is irrelevant for determining the bonus, and the participant receives
a fixed payment of GBP 1. We opted for these incentives, prioritizing simplicity
in instruction. This incentivization preserves incentive compatibility as each con-
tingency occurs with non-trivial probabilities as discussed for All-Contingency, and
only the realized signal is relevant for payment. Additionally, the fixed payment
in case of irrelevant guess is reasonably set to half of the bonus payment to avoid
both low payments due to chance.12

2.2.4 Logistics

The experiment was pre-registered on AsPredicted.13 It was conducted on Prolific
in March 2023, restricting the participant pool to workers located in the UK.1⁴
The participants received a link to a Qualtrics survey including instructions, choice
tasks, cognitive uncertainty elicitation for the last choice, and a final questionnaire
— eliciting Cognitive Reflection Test (Frederick, 2005), Berlin numeracy task, de-
mographics, and a short questionnaire. The average payment was 3.37 GBP, with
an average duration of approximately 24 minutes.1⁵ The participants earned GBP 2

questions. Participants were allowed to read about the details of this elicitation rule if interested,
but it was not required.

12. While there is a potential concern of lower attention due to guesses being payoff-relevant
in one contingency, we chose this incentivization rule as consistency of incentive schemes across
tasks is our priority. Furthermore, evidence in similar tasks has shown that the strength of
incentives does not impact the magnitude of the accuracy of beliefs (Enke et al., 2023).

13. The preregistration plan is available at https://aspredicted.org/D2G_X81
14. Gupta, Rigotti, and Wilson (2021) show that Prolific performs well relative in terms of

noisy behavior compared to MTurk participants.
15. The completion time is computed as the total time it takes for participants to complete

the survey after clicking on the link to start it. This measurement is likely subject to consistent
overestimation, as participants may interrupt the task during completion.

https://aspredicted.org/D2G_X81
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for completing the study and could earn an additional bonus of GBP 2 depending
on their performance in the tasks.

A total of 525 participants completed the study, of which 86% passed the
control questions about the experiment instructions (not statistically different be-
tween treatments: 88% in Conditional, 86% in All-Contingency, and 83% in One-
Contingency).1⁶ Only participants who pass these questions are included in the
analysis, as preregistered. This leaves valid observations from 150 participants per
treatment. In our final sample of 450 participants, 50% are female, 36% have low
schooling (‘High school’ or lower educational level), and the median age is 37.

2.3 Expert Survey

To contextualize our findings, we elicited predictions from a sample of academic
experts in economics that we considered knowledgeable about topics related to
expectations or contingent thinking, before collecting the data. Answers to this
expert survey were collected through the Social Science Prediction Platform; we
report details of the data collection, survey, and results in Appendix 2.B.

Our survey focuses on the comparison of the treatments All-Contingency and
Conditional and documents significant heterogeneity in experts’ opinions on the
effect of contingent belief updating. Of 38 responses, 37% expected a reduction in
bias when beliefs are elicited contingently compared to when beliefs are elicited
conditionally, 61% did not expect any significant difference between the two elic-
itation methods, and only one expert expected a higher bias. The majority of the
experts also do not expect any heterogeneous effect based on the characteristics of
the signal-generating process or individual traits. We take this expert survey as ev-
idence that experts believe that beliefs will not become less accurate if individuals
update their beliefs contingently.

2.4 Results

In this section, we first introduce our two main key outcomes of interest, bias and
underinference, and we provide an overview of the main treatment effects. We con-
tinue with a discussion of potential mechanisms, considering both characteristics
of the SGPs and of the participants as drivers of the treatment effects.

16. Instructions were split into two blocks, each followed by a set of control questions.
The first block was the same for all treatments: it welcomed the participants, provided general
information on the experiment, and explained the balls-and-urns task in detail. The second block
focuses on the treatment-specific choice procedure and payment, and thus it varies by treatment.
Such an approach allows an equal and comparable understanding of the task across treatments
but also guarantees comprehension of procedures at the treatment level. See Appendix 2.C for
the instructions, including control questions.



84 | 2 Contingent Belief Updating

2.4.1 Key Outcomes

We investigate the effects of conditional and contingent belief updating on two
measures, both capturing distinct aspects related to deviations from Bayesian up-
dating.

First, the bias is defined as the absolute distance between the reported poste-
rior and the Bayesian posterior for each task. We are interested in this definition
of absolute bias as it allows us to investigate if individual guesses are systemati-
cally getting more accurate. In contrast, a directional measure looks at whether
the average guess is more or less accurate, with individual biases canceling out.
Second, we consider how participants respond to the signal strength to capture
directional deviations from Bayesian updating. We use the following model intro-
duced by Grether (1980) that defines the posterior-odds ratio given equal priors
as:

Pr(A|s)
Pr(B|s)

=
�

Pr(s|A)
Pr(s|B)

�α

= λαs

Here, deviations from α= 1 capture a participant’s distortion in how their beliefs
respond to the signal strength. While Bayes’ theorem prescribes α= 1, underinfer-
ence corresponds to α < 1: the reported posteriors conditional on a signal are as
if the signal strength is perceived as less diagnostic for bag A and more diagnostic
for bag B than what it actually is. Symmetrically, α > 1 corresponds to overinfer-
ence: The signal strength is treated as more diagnostic for bag A and less for bag
B than it actually is. Unlike the bias, α is a directional measure of deviations from
Bayesian updating and defined across SGPs.

Our experiment replicates the deviations from Bayesian updating observed in
the literature, both in terms of bias and underinference. Comparing the available
data in the online appendix of Benjamin (2019) to our results in Conditional for
comparable SGPs, we see that the bias we find of 5.9 percentage points for the
most similar SGP in Conditional (70-30) is similar to the average bias in previous
comparable studies (equal prior, symmetric SGPs, including SGPs 60-40, 67-33,
and 83-17) of 6.7 percentage points.

In his meta-analysis, Benjamin (2019) estimates

log
Pr(A|s)
Pr(B|s)

= α logλs + β (2.1)
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and finds strong evidence for underinference with α̂= 0.86 for incentivized simi-
lar tasks (equal prior, one observed signal, symmetric SGP).1⁷ In line with this, the
estimated coefficient in Conditional for symmetric SGPs is also exactly α̂= 0.86.1⁸

2.4.2 Treatment Effect

First, we consider our main treatment effects, which are robust across the two
outcomes of interests, bias, and underinference. Figure 2.4a reports the average
bias by treatment. Column I of Table 2.2 displays the corresponding results for
OLS regressions of the bias on indicators for the different treatments. Figure 2.4b
shows the plot of the log posterior-odds ratio against the log signal strength. The
slope captures the estimated underinference estimated across SGPs.1⁹ In Column
I of Table 2.3, we show the results of regressing the log posterior-odds over the
log signal strength interacted with treatment indicators.

Finding 1. Deviations from Bayesian updating are significantly larger if beliefs
are updated contingently compared to conditionally.

The treatment All-Contingency increases the bias compared to Conditional. The
estimated baseline bias amounts to 7.2 percentage points in Conditional. We esti-
mate that the average bias increases in All-Contingency by 2.4 percentage points,
so by one-third, compared to Conditional (p= 0.006; Column 1 in Table 2.2).2⁰ We
can, therefore, conclude that contingent belief updating increases the deviations
from Bayesian updating.

We find directionally similar results in terms of underinference. Overall, there
is strong evidence of underinference: the estimated coefficients α̂ are 0.76 in
Conditional and 0.70 in All-Contingency, displaying significant deviations from the
Bayesian benchmark of α= 1 in both treatments (p< 0.001). This is reflected
by the estimated log posterior-odds ratio being below the 45◦ line in Figure 2.4b.
While the slope is visibly less steep in Figure 2.4b for All-Contingency than for

17. Augenblick, Lazarus, and Thaler (2021) reports overinference from weak signals and
underinference from strong signals for symmetric SGPs. Our symmetric SGPs are chosen such
that their results would predict underinference. Also, there is some evidence of overinference for
asymmetric SGPs and weak signals (for references see Benjamin, 2019). None of the signals in
our asymmetric SGPs can be considered weak according to these standards.

18. We report posterior-odds and signal strength in terms of the most diagnostic signal, as
in Augenblick, Lazarus, and Thaler (2021). See Appendix 2.A.2 for an explanation of how the
variables are constructed.

19. Figure 2.A.2 shows the average bias by treatment, separately for each SGP. See Figure
2.A.5 for an overview of the estimated degree of underinference by treatment and SGP. In all
treatments, we observe underinference for most SGPs.

20. While the average bias is significantly different from zero in all treatments, 27% of the
reported posteriors exhibit no bias. In particular, 25% in Conditional, 32% in All-Contingency, and
20% in One-Contingency of the reported guesses correspond to the correct Bayesian posterior.
Figure 2.A.1 shows the cumulative distribution of this measure by treatments.
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(a) Bias (b) Underinference

Notes: Panel (a) shows the average bias defined as the absolute value of the difference between the
posterior reported by participants and the normative (Bayesian) benchmark by treatment. Panel (b)
shows the plot of the estimated relationship between the log posterior-odds ratio and the log signal
strength, following Equation 2.1, by treatment as an illustration of underinference. Error bars in Panel
(a) and shaded areas in Panel (b) indicate 95% confidence intervals, clustered at the individual level.

Figure 2.4. Treatment Effect.

Conditional, the estimated underinference in All-Contingency is not statistically
different from the underinference in Conditional (p= 0.243; see the coefficient
on ‘Log Signal Strength × All-Contingency’ in Column I of Table 2.3).

Next, we look at how the effect of contingent thinking can be explained by
its decomposition into hypothetical thinking and contrast reasoning. Remember
that comparing One-Contingency to Conditional allows us to identify the effect of
purely hypothetical thinking without any opportunity for contrast reasoning. In-
stead, comparing All-Contingency to Conditional includes both hypothetical think-
ing and contrast reasoning.

Finding 2. Hypothetical thinking is driving the biasing effect of contingent belief
updating.

Comparing the bias in One-Contingency to Conditional, we see a significant
change of 4 percentage points (p< 0.001; Column I in Table 2.2), increasing
the observed bias by more than 50%. The average bias in All-Contingency lies
in between the bias in Conditional and in One-Contingency, even if the latter is
not statistically different (p= 0.118; see the difference of the coefficients on ‘All-
Contingency’ and ‘One-Contingency’ in Column I in Table 2.2). Therefore, we can
attribute the entire increase in the bias induced by contingent thinking to hypo-
thetical thinking.
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Interestingly, treatment effects seem to be robust to learning over the course
of the experiment, as shown in Figure 2.A.3. We do not find evidence of learning
over tasks in Conditional (p = 0.650). However, the average bias increases in each
round by 0.4 percentage points in One-Contingency (p = 0.017) and decreases
by 0.3 percentage points in All-Contingency (p = 0.021). Hence, if anything, the
treatment effect seems to strengthen over the course of the experiment.

Turning to our second outcome measure, participants underinfer significantly
more in One-Contingency (α̂= 0.63) than into Conditional, with the estimated α̂
decreasing by 12.9 percentage points (p = 0.021; see the coefficient on ‘Log Signal
Strength × One-Contingency’ in Column I of Table 2.3). Hypothetical thinking thus
pushes participants to systematically underinfer more. The level of underinference
is also not statistically different between One-Contingency and All-Contingency, pro-
viding support for the previous argument that contrast reasoning does neither
further increase nor decrease deviations from Bayesian updating.
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Table 2.2. Bias.

I II III IV
All-Contingency 0.024∗∗ 0.010 0.017∗ 0.028∗

(0.009) (0.011) (0.008) (0.013)
One-Contingency 0.040∗∗∗ 0.045∗∗∗ 0.014 0.055∗∗∗

(0.009) (0.011) (0.010) (0.015)
Asymmetric 0.026∗

(0.010)
All-Contingency × Asymmetric 0.023∗

(0.009)
One-Contingency × Asymmetric -0.008

(0.010)
Log Signal Strength 0.013∗

(0.005)
All-Contingency × Log Signal Strength 0.003

(0.006)
One-Contingency × Log Signal Strength 0.015∗

(0.007)
High CRT -0.043∗∗∗

(0.009)
All-Contingency × High CRT -0.002

(0.017)
One-Contingency × High CRT -0.024

(0.018)
Constant 0.062∗∗∗ 0.068∗∗∗ 0.019 0.085∗∗∗

(0.008) (0.009) (0.013) (0.010)
N 6000 6000 6000 6000
adj. R

2 0.024 0.026 0.028 0.053
Clusters 450 450 450 450

Notes: OLS estimates. Individual-level clustered standard errors. SGP fixed effects. The dependent
variable is defined as the absolute value of the difference between the posterior reported by partici-
pants and the normative (Bayesian) benchmark; * p<.05, ** p<.01, *** p<.001.
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Table 2.3. Underinference.

I II III
Log Signal Strength 0.757∗∗∗ 0.861∗∗∗ 0.661∗∗∗

(0.034) (0.043) (0.046)
All-Contingency -0.045 0.034 -0.000

(0.056) (0.082) (0.093)
One-Contingency -0.009 0.107 0.100

(0.073) (0.112) (0.122)
All-Contingency × Log Signal Strength -0.053 -0.035 -0.048

(0.045) (0.057) (0.071)
One-Contingency × Log Signal Strength -0.129∗ -0.176∗ -0.215∗

(0.056) (0.078) (0.089)
Asymmetric 0.322∗∗∗

(0.084)
Log Signal Strength × Asymmetric -0.140∗

(0.056)
All-Contingency × Asymmetric -0.077

(0.102)
One-Contingency × Asymmetric -0.146

(0.128)
All-Contingency × Log Signal Strength × Asymmetric -0.065

(0.067)
One-Contingency × Log Signal Strength × Asymmetric 0.057

(0.090)
High CRT -0.050

(0.085)
Log Signal Strength × High CRT 0.187∗∗

(0.065)
All-Contingency × High CRT -0.068

(0.114)
One-Contingency × High CRT -0.170

(0.147)
All-Contingency × Log Signal Strength × High CRT -0.032

(0.091)
One-Contingency × Log Signal Strength × High CRT 0.121

(0.111)
Constant 0.223∗∗∗ -0.017 0.248∗∗∗

(0.043) (0.066) (0.063)
N 6000 6000 6000
adj. R

2 0.254 0.258 0.267
Clusters 450 450 450

Notes: OLS estimates. Individual-level clustered standard errors. SGP fixed effects. The dependent
variable is defined as the logarithm of the ratio between the normative (Bayesian) posterior for each
bag, for a given signal. The interactions of each treatment indicator and Log Signal Strength give
the estimated underinference parameter α, as in Equation 2.1, per treatment; * p<.05, ** p<.01, ***
p<.001.
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2.4.3 Mechanisms

We now further explore the mechanisms that drive the effect of contingent think-
ing on belief updating by highlighting first the role of the characteristics of the
SGPs, then by looking closer at measures of consistency, and last by exploring the
interaction with individual features.

2.4.3.1 Characteristics of SGPs

Looking at the features of the SGPs, we find that symmetry and signal strength
differently impact hypothetical thinking and contrast reasoning.

(a) Bias by SGP Symmetry (b) Underinference by SGP Symmetry

Notes: Panel (a) shows the average bias defined as the absolute value of the difference between the
posterior reported by participants and the normative (Bayesian) benchmark by treatment split by the
symmetry of the SGP. Panel (b) shows the estimated relationship between the log posterior-odds ratio
and the log signal strength, following Equation 2.1, by treatment as an illustration of underinference
split by the symmetry of the SGP. Error bars indicate 95% confidence intervals, clustered at the
individual level.

Figure 2.5. Treatment Effect by SGP Symmetry.

Symmetric vs. Asymmetric. We begin our analysis of the mechanisms by looking
at the heterogeneity of our treatment effects using the binary measure of symme-
try as defined in Section 2.2.2. Figure 2.5a provides an overview of the bias of
the posterior beliefs depending on whether the SGP is symmetric or asymmetric.
Column II of Table 2.2 reports the difference-in-difference analysis of regressing
the average bias on treatment indicators, a dummy indicator of whether the SGP
is symmetric, and their interactions. Regardless of the treatment, the average bias
in posterior beliefs increases by 3.5 percentage points if signals are asymmetric
(p< 0.001; Column II in Table 2.2). Hence, asymmetric SGPs clearly increase the
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difficulty of Bayesian inference. We document substantial heterogeneity in the
treatment effect depending on the symmetry of the SGP.

Finding 3. The impact of hypothetical thinking does not vary with the symmetry
of the SGP. Contrast reasoning entirely offsets the effect of hypothetical thinking
for symmetric SGPs; this effect disappears for asymmetric SGPs.

For what concerns symmetric SGPs, the average bias increases by 4.5 percent-
age points if the participants consider one hypothetical contingency instead of
observing the realized signal (p< 0.001 see Column II in Table 2.2). However, we
do not observe a significant increase in the average bias if the SGP is symmetric
if beliefs are updated contingently compared to conditionally (p= 0.354; Column
II in Table 2.2). In fact, we estimate that the posterior beliefs in symmetric SGPs
are 3.5 percentage points more accurate in the treatment All-Contingency than in
the treatment One-Contingency (p= 0.005; see the difference of the coefficients
‘All-Contingency’ and ‘One-Contingency’ in Column II in Table 2.2). By breaking
down the effect of contingent thinking into hypothetical thinking and contrast
reasoning, we thus observe that only hypothetical thinking further biases beliefs,
but the presence of contrast reasoning fully compensates for this biasing effect for
symmetric SGPs only.

In contrast, our results for asymmetric SGPs show that the average bias is
both significantly higher in the treatment One-Contingency and in the treatment
All-Contingency than in the treatment Conditional. Hypothetical thinking with or
without contrast reasoning increases the bias respectively by 3.3 and 3.6 percent-
age points, respectively (both p< 0.001; see the sum of the coefficients of the
treatment indicators and their interactions with ‘Asymmetric’ in Column II in Ta-
ble 2.2), so by more than 40%. The biases in these two treatments for asymmetric
SGPs are indistinguishable (p= 0.727).

Therefore, these findings suggest that contrast reasoning only produces a debi-
asing effect for symmetric SGPs while exhibiting no impact for asymmetric SGPs.21
Furthermore, this insight indicates that Finding 1 summarizes a more nuanced
picture. Recall that participants repeat the task for 10 SGPs, of which 4 symmet-
ric and 6 asymmetric. Given the heterogeneous effect by the SGP symmetry, we
can infer that our main result about the harmful effect of contingent thinking
on Bayesian updating is primarily driven by asymmetric SGPs, wherein contrast
reasoning proves ineffective in mitigating bias.

We report similar results also in terms of underinference, as illustrated by the
log posterior-odds ratio plotted against the log signal strength for symmetric and
asymmetric SGPs in Figure 2.5b. Interacting the variables to estimate the degree

21. Even if our experiment was not designed to study the heterogeneous treatment effects
by a degree of SGP asymmetry, we report results employing a continuous measure of asymmetry
in Appendix 2.A.3.1.
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of underinference in Column I of Table 2.3 with indicators of the SGP symmetry
in Column II of Table 2.3, we observe that, while hypothetical thinking increases
the degree of underinference also if the SGP is symmetric (p= 0.024; see the
coefficient on ‘Log Signal Strength × One-Contingency’ in Column II of Table
2.3), hypothetical thinking in combination with contrast reasoning only does so
marginally for asymmetric SGPs (p= 0.084; see the sum of the coefficients on ‘Log
Signal Strength × All-Contingency’ and ‘Log Signal Strength × All-Contingency ×
Asymmetric’ in Column IV of Table 2.3). Therefore, contrast reasoning reduces
the degree of underinference if the SGP is symmetric but fails to do so if it is
asymmetric.

Signal Strength. Signal strength has a documented moderating effect on devia-
tions from Bayesian updating (Augenblick, Lazarus, and Thaler, 2021). In Column
IV of Table 2.2, we present the results of regressing the bias on indicators of the
treatment, the SGP signal strength, and their interactions.

Finding 4. Hypothetical thinking has a stronger effect on deviations from Bayesian
updating for stronger signals.

In line with the literature, we document a larger bias for stronger signals
(p= 0.011). However, there is treatment-dependent heterogeneity. In treatment
One-Contingency, this effect is significantly stronger than in Conditional (p= 0.039;
see Column IV of Table 2.2), suggesting that signal strength is an important driver
of hypothetical thinking. Contrast reasoning has no such effect (p= 0.741; see the
sum of the coefficients on ‘One-Contingency’ and ‘All-Contingency’ in Column IV
of Table 2.2).

2.4.3.2 Consistency Measures

Our analysis of the mechanisms continues by looking at the treatment effects on
additional outcomes related to consistency.

Within-Consistency. Taking advantage of the mirrored SGPs, we investigate
within-consistency: how stable are the reported posteriors within a task (beliefs
elicited given the same signal for the same SGP). This measure allows us to evalu-
ate whether the treatments have an important side effect: increasing the noise in
how beliefs are updated.22 Thus, examining this measure of consistency can pro-
vide valuable insights into the consequences of hypothetical thinking and contrast
reasoning.

22. To some extent, this measure is conceptually related to cognitive uncertainty under the
assumption that participants are well-calibrated in assessing their own performance, which is not
the case for belief-updating tasks (Enke, Graeber, and Oprea, 2022). Also, our measure of within-
consistency and cognitive uncertainty are measured for different SGPs so they are not properly
comparable.
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Table 2.4. Consistency.

∆ Posteriors Bayes Inconsistent
All-Contingency 0.011 0.026

(0.016) (0.024)
One-Contingency 0.066∗∗ 0.081∗

(0.022) (0.035)
Constant 0.112∗∗∗ 0.068∗∗

(0.015) (0.021)
N 904 896
adj. R

2 0.016 0.006
Clusters 379 375

Notes: OLS estimates. Individual-level clustered standard errors. Symmetry SGP fixed effects. The
dependent variable in Column I is the absolute difference in the reported posteriors for the same
signal for mirrored SGPs, and in Column II a dummy taking value 1 if the vector of posteriors for
mirrored SGPs is Bayes-inconsistent; * p<.05, ** p<.01, *** p<.001.

With this goal, our dependent variable ∆Posteriors is defined as the absolute
difference between the posteriors for the probability of bag A given the same
signal reported for two mirrored SGPs (see Appendix 2.A.3.2 for details). While
participants should report the same beliefs and this difference should be zero,
our pooled data provides evidence of inconsistent beliefs for the same task: the
average ∆Posteriors is 12 percentage points (statistically different from zero, with
p< 0.001), with a median of 5 percentage points.23

Compared to Conditional, participants in One-Contingency are significantly
more likely to be inconsistent (p= 0.004; Column I in Table 2.4). This is not
the case in All-Contingency (p= 0.477; Column I in Table 2.4), where we observe
lower levels of within-inconsistency than in One-Contingency (p= 0.009; see the
difference of the coefficients of the treatment indicators in Column ∆ Posteriors in
Table 2.4). Therefore, hypothetical thinking leads to less within-consistent beliefs,
while the presence of contrast reasoning counteracts this increase completely.

Between-Consistency. So far, we have looked at measures of deviations from
Bayesian updating given a signal realization. Next, we consider a way to cate-
gorize deviations from Bayesian updating by looking at the performance across
contingencies: the consistency of the reported beliefs between signal realizations,
given the same SGP (between-consistency). Bayes’ rule prescribes that beliefs can-
not be updated in the same direction for all signal realizations. Therefore, holding

23. While on average beliefs are inconsistent within a task, a good portion of participants are
perfectly consistent. Figure 2.A.7 shows the cumulative distribution of this measure by treatments.
30% are perfectly consistent in All-Contingency, 20% in Conditional, and 16% in One-Contingency.
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posteriors given both signal realizations either above or below the prior would be
an extreme violation of Bayesian updating. We investigate the impact of our treat-
ments on this measure.

For this analysis, we need for each participant the reported vector of posterior
beliefs, that is, the posterior beliefs conditional on each signal realization given
a SGP (see Appendix 2.A.3.3 for details). Following Aina (2023), we say the
reported vector of posteriors is Bayes-inconsistent if both posteriors are higher
or lower than 50%. Bayes-inconsistency is an extreme form of deviation from
Bayesian updating because not only are the posteriors different from the ones
implied by the known SGP, but also it is impossible to find any SGP that would
rationalize the reported vector of posterior given the prior (Aina, 2023, Lemma 1).
Bayes-inconsistency is quite rare: 6% in Conditional, 8% in All-Contingency, and
14% in One-Contingency in our mirrored SGPs.2⁴

In support of our finding in Section 2.4.2, this analysis underlines the bias-
ing effect of hypothetical thinking in the absence of contrast reasoning. In One-
Contingency, we estimate that 8.1 percentage points more choices can be classified
as Bayes-inconsistent (p= 0.021; in Column II in Table 2.4). This is, even if only
marginally significantly so, a larger increase than the statistically insignificant in-
crease in All-Contingency (p= 0.096; see the difference of the coefficients of the
treatment indicators in Column II in Table 2.4). Thus, there is suggestive evidence
that contrast reasoning increases Bayes-consistency, while hypothetical thinking
does the opposite.

Taking together the evidence regarding within- and between-consistency, we
can summarize the treatment effects of these additional measures as follows.

Finding 5. Hypothetical thinking leads to more inconsistent belief updating both
within a task and across contingencies. Due to the effect of contrast reasoning, the
consistency of belief updating does not differ between contingent belief updating
does and conditional belief updating.

2.4.3.3 Individual Measures

Finally, we examine the role of individual measures both for heterogeneous treat-
ment effects and additional measures.

Cognitive Reflection Test. We start by studying the moderating effect of a partic-
ipant’s cognitive reflection capacity, as measured by the Cognitive Reflection Task
(CRT), on our treatments. The CRT measures an individual’s tendency to override
intuitive responses and engage in reflective and analytical thinking (Frederick,

24. For All-Contingency, vectors of posteriors are available for all SGPs: 11% are Bayes-
inconsistent.
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2005); it appears to correlate with mental heuristics also related to belief updat-
ing (Oechssler, Roider, and Schmitz, 2009; Hoppe and Kusterer, 2011; Toplak,
West, and Stanovich, 2011; Augenblick, Lazarus, and Thaler, 2021).

We categorized participants who made one or no mistakes on the CRT as high
CRT (56%), those who made two or more mistakes were categorized as low CRT
(44%).2⁵ Figure 2.6a illustrates the average bias in posterior beliefs by treatment
and CRT. In line with the existing literature, individuals classified as low CRT

(a) Bias by CRT (b) Underinference by CRT

Notes: Panel (a) shows the average bias defined as the absolute value of the difference between
the posterior reported by participants and the normative (Bayesian) benchmark by treatment split by
the participants’ CRT. Panel (b) shows the estimated relationship between the log posterior-odds ratio
and the log signal strength, following Equation 2.1 by treatment as an illustration of underinference
split by the participants’ CRT. Error bars indicate 95% confidence intervals, clustered at the individual
level.

Figure 2.6. Treatment Effect by CRT.

exhibit significantly higher biases, underlining that cognitive reflection captures
a component relevant to belief updating. If beliefs are elicited conditional on an
observed signal as in Conditional, individuals with a high CRT are on average
4.3 percentage points closer to the Bayesian posterior (p< 0.001; Column IV in
Table 2.2). Similarly, a high CRT implies lower levels of underinference (p= 0.004;
Column III in Table 2.3).

25. We modified the original version of the CRT, as reported in Appendix 2.C.3, to avoid
confounds in the event that subjects have previously been exposed to the classic version of the CRT.
Out of the three questions, 26% of our participants made no mistakes, 30% made one mistake,
25% made two mistakes, and 19% made three mistakes. See Figure 2.A.4 in the appendix for an
illustration of this heterogeneity using the full CRT scale (0-3) instead of the binary classification.
The results are qualitatively comparable.
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While a high CRT is associated with a lower bias and underinference in all
three treatments, CRT seems to have no effect on hypothetical thinking (p= 0.165;
Column IV of Table 2.2) nor on contrast reasoning (p= 0.282; see the difference
between ‘All-Contingency × High CRT’ and ‘One-Contingency × High CRT’ in Col-
umn IV of Table 2.2). Column III of Table 2.3 reports equivalent results for under-
inference.

Cognitive Uncertainty. Next, we look at whether our treatments impact cogni-
tive uncertainty measured for the last task in the experiment. Enke and Grae-
ber (2023) define cognitive uncertainty as “[...] people’s subjective uncertainty over
which decision maximizes their expected utility". They show that in a belief-updating
setting, an increase in cognitive uncertainty is associated with stronger bias and
underinference. It is therefore relevant to assess to what extent cognitive uncer-
tainty responds to hypothetical thinking and contrast reasoning.

We replicate in the pooled sample of all treatments that an increase in the cog-
nitive uncertainty increases the bias (p= 0.002). Cognitive uncertainty is neither
affected by hypothetical thinking alone in One-Contingency, nor by the combina-
tion of hypothetical thinking and contrast reasoning in All-Contingency (p= 0.306
and p= 0.657, respectively). However, note that cognitive uncertainty was elicited
only for the 70-30 SGP, for which we find no significant treatment effects.2⁶

Measures of Difficulty. In what follows, we consider two measures of difficulty
across treatments: response time and self-reported degree of challenge in complet-
ing the tasks.2⁷

Response time is an important measure in economics because it can provide
insights into the cognitive processes that underlie decision-making. An emerging
strand of literature has been focusing on the role of response time and revealed
preferences (e.g., Woodford, 2014; Krajbich et al., 2015; Echenique and Saito,
2017; Alós-Ferrer, Fehr, and Netzer, 2021; Schotter and Trevino, 2021). We re-
gard the response time as a proxy of the indirect costs associated with the belief
elicitation method, given the comparable strength of incentives across treatments.
Longer response times may indicate that individuals are facing a more complex
task, reflected in higher indirect costs.2⁸

26. As discussed in Section 2.2.2, we elicit cognitive uncertainty only for a SGP, the most
similar to the ones used in the literature. We also show in Section 2.4.2 how we replicate for
this SGP in Conditional quantitative findings of previous studies. Running the OLS regressions of
the bias on indicators of the different treatment effects (same as in Column I of Table 2.2) for
each SGP, we find that 70-30 is the only SGP for which there is no treatment effect for either
All-Contingency (p = 0.728) or One-Contingency (p = 0.10). For all other SGPs, at least one of
the treatment effects is significant at the 5% level.

27. In the final questionnaire, participants also answered an unincentivized question about
how challenged they felt during the guessing tasks on a 7-point scale.

28. Taking more time to perform a task could also be due to the fact that the participants are
engaging in more deliberate and reflective thinking. Indeed, participants pooled across treatments
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Table 2.5. Difficulty.

Time Challenge
All-Contingency 18.719∗∗∗ 0.380∗

(2.913) (0.172)
One-Contingency 3.819 0.540∗∗

(2.386) (0.172)
Constant 33.330∗∗∗ 4.407∗∗∗

(3.179) (0.122)
N 6000 6000
adj. R

2 0.037 0.016
Clusters 450 450

Notes: OLS estimates. Individual-level clustered standard errors. SGP fixed effects. The dependent
variable in Column I is the response time measured in seconds, and in Column II; * p<.05, ** p<.01,
*** p<.001.

On average, the response time for each task is 27 seconds in Conditional, 46
in All-Contingency, and 31 in One-Contingency. We estimate that per elicitation
task, the participants take more than 50% longer in treatment All-Contingency
than in treatment Conditional (p< 0.001; Column ‘Time’ in Table 2.5), while One-
Contingency does not affect decision times (p= 0.110; Column ‘Time’ in Table
2.5). This suggests that the higher response time is due to contrast reasoning,
not hypothetical thinking. However, the time spent on the belief elicitation is not
doubled even if the number of guesses the participants have to report is.

The perceived level of challenge serves as a complementary measure to re-
sponse time in assessing the difficulty in each treatment. Unlike for response time,
the self-reported challenge level is significantly higher (p= 0.002; Column ‘Chal-
lenge’ in Table 2.5) in One-Contingency compared to Conditional. In other words,
participants perceive a greater challenge when engaging in hypothetical thinking
despite not dedicating significantly more time to solve each task. Interestingly,
contrast reasoning does not increase the perceived level of challenge despite the
longer response time and the higher computational complexity. If anything, the
reported level is lower in All-Contingency than in One-Contingency, but not signifi-
cantly so (p= 0.351).

exhibit a lower bias when taking more time (p = 0.033). However, we cannot disentangle these
two channels and also consider the higher engagement as an indirect cost.
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2.5 Discussion

Our findings reveal a surprising effect of contingent thinking on how we process
new information. Despite the majority of surveyed experts predicting an equal bias
in conditional and contingent belief updating, our results indicate a different and
more nuanced picture. Contingent belief updating can lead to less accurate beliefs
than conditional belief updating, although the effect is not uniform. We show
how the effect varies depending on the characteristics of the signal-generating
process. Our findings suggest that the effect is mediated by the complexity of the
information structure (symmetry of SGP) but not by one’s ability to engage with
it (CRT performance).

To learn more about the mechanisms behind this finding, we decompose the
effect of contingent thinking into hypothetical thinking and contrast reasoning us-
ing a treatment that requires engaging only in the first. On the one hand, our
findings show a harmful effect of hypothetical thinking that is systematic across
a wide range of measures of deviations from Bayesian updating. Thus, the results
cast doubt on our ability to properly process information in a setting where we
are yet to be placed. This suggests that simulating a prospective scenario requires
exerting mental effort. On the other hand, this data suggests that contrast reason-
ing can compensate to some extent for the negative consequences of hypothetical
thinking. The range of this effect is broad: from nonexistent (e.g., with asymmet-
ric SGPs) to fully compensating (e.g., with symmetric SGPs). One question that re-
mains is whether the presence of contrast reasoning could extend beyond merely
neutralizing hypothetical thinking and thus lead to more accurate beliefs in other
contexts. Two potential avenues come to mind to address this. One approach is to
explore this question in settings where contingencies are more concrete and famil-
iar to the participants. The stylized and abstract setting of this study allows us to
have a well-grounded benchmark in the literature and easily vary conditions over
rounds; however, it might have also amplified the difficulty of imaging hypotheti-
cal contingencies. Another potential avenue is integrating contingent belief updat-
ing with nudging or training. For example, we could emphasize the importance
of seriously imagining the proposed contingencies and encourage participants to
contrast their answers across contingencies before proceeding. A novel paper by
Ashraf et al. (2022) shows that the ability to imagine the forward-oriented sce-
nario can be trained, and it is linked to improved economic outcomes. Enhancing
this type of training to promote contrast reasoning might boost this effect further.

Formal models incorporating these cognitive processes and biases would be
useful to study these phenomena further. New theoretical approaches have re-
cently emerged that explore failures of contingent thinking, simulation of expected
future utilities (Piermont and Zuazo-Garin, 2020; Piermont, 2021), and into how
mental simulation, operating analogously to associative memory, impacts beliefs
Bordalo et al. (2022). Also, Cohen and Li (2022) consider an extensive-form so-
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lution concept where players neglect the information from hypothetical events.
These approaches can account for the biases introduced by hypothetical thinking.
However, the effect of contrast reasoning is underexplored, both experimentally
and theoretically. Bordalo et al. (2023) could help bridge this gap in a model of
selective attention to features of competing hypotheses. Specifically, hypothetical
thinking may make the ex-ante probability of a certain event more prominent, and
contrast reasoning can shift attention back to the signal.

Finally, we want to address similarities and differences in our results with
the emerging literature on failures of contingent thinking. In the recent survey,
Niederle and Vespa (2023) argue that there are failures of contingent thinking
“when an agent does optimize in a presentation of the problem that helps her focus
on all relevant contingencies (i.e., contingencies in which choices can result in differ-
ent consequences), but does not optimize if the problem is presented without such
aids (i.e., standard representation)." At first glance, it would seem that we report
the opposite effect, but this is not the case. There are important differences in
our research questions but similarities in the reported findings. As highlighted in
the introduction, the main difference is not only the type of tasks — choosing
an action vs. updating beliefs — but rather the type of suboptimal behavior stud-
ied and the overall problem structure. Suboptimal behavior in Martínez-Marquina,
Niederle, and Vespa (2019) and Esponda and Vespa (2023) arise because agents
should think contingently and fail to do so when making a choice ahead of the res-
olution of uncertainty, commonly implemented for all contingencies. Thus, agents
behave optimally when placed in the relevant contingency but struggle to de-
termine the correct (common) action without knowing the realized contingency.
Similarly, our paper also shows that beliefs are less biased when people observe
the relevant contingency. However, we do not compare this to a setting where peo-
ple choose an ex-ante action implemented across contingencies. Instead, we study
how people determine their contingency-specific behavior. We find that people
struggle when they have to update beliefs that may become relevant in a not-yet-
observed contingency. So here, people are placed in a setting in which they have
to think contingently, but doing so might bias how they would react if they were
to observe the relevant contingency. Interestingly, a common aspect mostly drives
both suboptimal behaviors: biases related to thinking about hypothetical events.
Indeed, in exploring mechanisms, Martínez-Marquina, Niederle, and Vespa (2019)
show that what impedes optimal behavior is not due to the complexity of handling
two contingencies but rather in considering uncertain realizations. Pitfalls of hy-
pothetical thinking are not limited to a specific type of task, and further work is
required to comprehend its effect.
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Appendix 2.A Supplementary Analysis

2.A.1 Bias

Notes: Cumulative distribution function of the bias by treatment.

Figure 2.A.1. Cumulative Distribution of Bias.
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Notes: Each triplet of histograms represents the average bias by treatment and SGP. SGPs labels,
reported on the x-axis, report the number of blue balls in the first and second bag, respectively (e.g.,
“5-75" indicated that for that SGP the first bag contained 5 blue balls and the second 75). Error bars
indicate 95% confidence intervals.

Figure 2.A.2. Treatment Effect in Bias by SGP.
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Notes: Each triplet of histograms represents the average bias by treatment and trial number. Error
bars indicate 95% confidence intervals.

Figure 2.A.3. Treatment Effect in Bias by Trial.

Notes: Each triplet of histograms represents the average bias by treatment and CRT level. Specifically,
the latter is measured as the number of CRT questions correctly answered by participants, indicated
on the x-axis label. Error bars indicate 95% confidence intervals.

Figure 2.A.4. Treatment Effect in Bias by CRT scale.



Appendix 2.A Supplementary Analysis | 103

2.A.2 Underinference

Construction of Diagnostic Signal Strength. To more easily compare signals in
the empirical analysis, we consider the signal strength of each signal in terms of
the bag for which the signal is more diagnostic.

Recall that in the main text we define the signal strength of signal s in terms
of bag A as

λs =
Pr(s|A)
Pr(s|B)

.

In constructing the variable in our dataset, given signal s the diagnostic signal
strength is defined as

λ̄s =

(

λs =
Pr(s|A)
Pr(s|B) , if λs ≥ 1

1
λs
= Pr(s|B)

Pr(s|A) , if λs < 1.

and similarly the reported posterior-odds to which is compared is

δ̄s =

(

Pr(A|s)
Pr(B|s) , if λs ≥ 1
Pr(B|s)
Pr(A|s) , if λs < 1.

This is equivalent to the equation in the text following Grether (1980), for equal
prior, but in terms of the bag for which the considered signal is more diagnostic:

δ̄s =
�

λ̄s

�α
.

The two formulas are equivalent but we chose this for simplicity. For example, for
symmetric SGPs, the two signals have the same λ̄s, thus same x-axis coordinate in
the graphs. Also, this would allow us to spot if there is overinference for weaker
signals and underinference for stronger signals as mentioned in the literature.
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Notes: Each figure plots the estimated degree of underinference, measured as the average ratio of
the reported log posterior-odds to the log signal strength for each SPG in a given treatment. The
horizontal line at value one serves as the Bayesian benchmark: ratios below one indicate evidence
of underinference, while ratios above one suggest evidence of overinference. Error bars indicate 95%
confidence intervals.

Figure 2.A.5. Underinference by SGP and Treatment.
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2.A.3 Additional Measures

2.A.3.1 Degree of Asymmetry

We use a binary definition as defined in Section 2.2.2 to classify a signal’s symme-
try. Formally, a SGP is symmetric if λblue = λ-1orange; otherwise, it is asymmetric.

In what follows, we consider a continuous measure. It is defined as the ratio of
the probabilities of the signal realizations, always in terms of the most likely signal
divided by the less likely signal: if Pr(blue)≥ Pr(orange), we consider Pr(blue)

Pr(orange) ;
otherwise, we take its reciprocal. This is one for all symmetric SGPs but higher
than one for asymmetric SGPs. The higher the ratio, the more asymmetric the
SGP.

Figure 2.A.6. Signal Generating Processes, Additional Characteristics.

Next, we explore how the treatment effects interact with this continuous de-
gree of SGP asymmetry. Following the analysis of Section 2.4.3.1, we report a
regression in Table 2.A.1 on the average bias on treatment indicators, the degree
of SGP symmetry, and its interactions for the subsample of asymmetric SGPs. Note
that our experiment was not designed to study these heterogeneous effects, and
we chose asymmetric SGPs with the goal of inducing both signal realizations with
probabilities between 30% and 70%. As a result, we have limited variation in the
degree of SGP asymmetry, with a total of 4 distinct values as in Figure 2.A.6.

We do not find that there is heterogeneity in the treatment effects driven
by the degree of asymmetry of asymmetric signals. That is, contrast reasoning
and hypothetical thinking have no stronger effects depending on how asymmetric
an asymmetric SGP is (p= 0.159 and p= 0.932, respectively). However, given our
experimental design choices, we likely lack the power to detect such heterogeneity.

2.A.3.2 Within-Consistency

To construct the within-consistency measure in our dataset, we proceed as follows.
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Table 2.A.1. Bias.

I
All-Contingency -0.043

(0.046)
One-Contingency 0.041

(0.054)
Degree of Asymmetry 0.016

(0.018)
All-Contingency × Degree of Asymmetry 0.043

(0.027)
One-Contingency × Degree of Asymmetry -0.003

(0.031)
Constant 0.053

(0.031)
N 3600
adj. R

2 0.024
Clusters 450

Notes: OLS estimates. Individual-level clustered standard errors. SGP fixed effects. The dependent
variable is defined as the absolute value of the difference between the posterior reported by par-
ticipants and the normative (Bayesian) benchmark. Only a sub-sample of the trials with asymmetric
SGPs is used; * p<.05, ** p<.01, *** p<.001.

First, for each pair of mirrored SGPs, all posteriors were reported in terms
of one SGP (15-85 for symmetric and 30-95 for asymmetric). Second, we keep
only the observation for which we can construct this measure. In Conditional and
One-Contingency, the desired measure could only be constructed if the participant’s
posterior was elicited for the same signal for both mirrored SGPs (approximately in
half of all cases, for each color of the ball). In All-Contingency, participants’ beliefs
are always elicited conditional on both signals for each SGP. Therefore, we keep
156 and 148 observations, respectively, in Conditional and in One-Contingency, and
600 in All-Contingency. Third, we calculate the difference between the posteriors
conditional on the same signal. For any signal s and for any two mirrored SGPs
M1 and M2, the dependant variable is defined as

∆Posteriors = |PrM1(A|s) − PrM2(A|s)|.
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Notes: Cumulative distribution function of the measure of within-consistency ∆ Posterior by treatment.

Figure 2.A.7. Cumulative Distribution of ∆ Posteriors.

2.A.3.3 Between-Consistency

To construct the between-consistency measure, we look at vectors of poste-
riors, that is, the reported posteriors conditional on both signal realizations:
�

Pr(A|blue), Pr(A|orange)
�

. Given the method of belief elicitation, these are avail-
able for all SGPs in All-Contingency. For Conditional and One-Contingency, we con-
struct the vectors of posteriors exploiting the mirrored SGPs as follows.

First, for each pair of mirrored SGPs, all posteriors were reported in terms
of one SGP (15-85 for symmetric and 30-95 for asymmetric). This part overlaps
with the construction of ∆ Posteriors. Then, we keep only the observations of
the participants whose posteriors were elicited conditional on the different signal
realizations for the mirrored SGPs (around half of the times, for each color of the
ball). Therefore, we have 144 and 152 observations, respectively, in Conditional
and in One-Contingency, and 600 in All-Contingency.
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Appendix 2.B Expert Survey

2.B.1 Survey Design & Data Collection

Our expert survey has three parts. First, we provide all relevant information on
the experiment. The survey began with a short description of the goal of the study
for which participants were asked to report predictions. After consenting to partic-
ipate in our survey, we clarified that the experiment was already preregistered but
not run yet; we informed the experts that the preregistration link was available
at the end of the survey. Then, they read a detailed description of our experimen-
tal design. To keep the survey brief and focused on our main objective, we only
describe two treatments: Conditional and All-Contingency. The survey participants
could access further details on the design in linked documents, such as the in-
structions and control questions of these two treatments and information on the
used SGPs. We also include information about the target sample, randomization,
and incentives. Finally, we highlight as the key outcome of interest the bias as
defined in Section 2.4.

In the second part, we elicited the experts’ predictions. This was followed by
two sets of questions. First, we elicited the expected direction of the treatment ef-
fect: the participants reported whether they expected the bias in Conditional to be
significantly smaller, higher, or not statistically significant than in All-Contingency.
The participants also reported their confidence (1-7 scale) in their answers. Sec-
ond, we elicited the participants’ opinions on the heterogeneity of the treatment
effect along two dimensions: CRT and the symmetry of SGPs. Also, for this set
of questions, the participants reported their confidence in their previous answers
(1-7 scale). Finally, the participants were asked how they classify their research
(theoretical, experimental, and/or empirical). The pre-registration link was also
available on the final screen.

The Qualtrics survey was distributed in February 2023 using the Social Science
Prediction Platform (Study ID: sspp-2023-0007-v1) by invitation (the survey was
not publicly accessible). We compiled a distribution list including researchers that
we considered knowledgeable about topics related to expectations or contingent
thinking for a total of 135 experts. We purposefully excluded colleagues who were
aware of pilot results through conversations with us.

2.B.2 Predictions

Sample. In total, we gathered 38 responses (28% completion rate). Our final
sample includes 17 faculty members, 6 postdocs, and 12 PhD students (with 3
participants not reporting their position). 89% described their research as experi-
mental, 29% as theoretical, and 26% as empirical (these categories were not mu-
tually exclusive). 83% include behavioral economics as one of their main fields;



Appendix 2.B Expert Survey | 109

other fields include experimental economics, microeconomics theory, game theory,
development economics, and political economics, among others.

Main Prediction. Figure 2.B.1a illustrates how experts expect the bias in Condi-
tional to change compared to All-Contingency. Compared to Conditional, 14 par-
ticipants predicted a significantly smaller bias in All-Contingency, and only one
predicted a significantly higher bias in All-Contingency. 23 experts predicted no
significant difference between Conditional and All-Contingency. These percentages
do not vary much depending on the research field. Also, there does not seem to
be a difference in confidence in the expected direction of the treatment, as shown
in Figure 2.B.1b.

(a) Direction (b) Confidence

Notes: Panel (a) shows the shares of experts predicting a significantly higher, significantly lower, and
no significantly different bias in All-Contingency compared to Conditional. Panel (b) shows for each
possible prediction the confidence of the experts in their answers on a Likert scale (1-7).

Figure 2.B.1. Main Prediction.

Heterogeneous Effect of SGP Symmetry. In Figure 2.B.2a, we report the ex-
pectations of the change in the bias for symmetric SGPs compared to the change
for asymmetric SGPs. 58% predicted no significant difference in the change in
the bias between asymmetric and symmetric SGPs. 26% expects a significantly
higher change in the bias and 16% expects a significantly lower change in the
bias for asymmetric SGPs compared to symmetric SGPs. The predictions do not
seem different by the expected treatment effect (Figure 2.B.3).

Heterogeneous Effect of CRT. Figure 2.B.4a summarizes how participants ex-
pect the change in bias for individuals who score low on the CRT to vary com-
pared to individuals who score high on the CRT. 55% predicted no significant
difference in the change in the bias between individuals who scored low and high
on the CRT. 29% expect a significantly smaller change in the bias, and 16% ex-
pect a higher change in the bias for individuals with high CRT scores compared
to individuals with low CRT scores. The predictions do not seem different from
the expected treatment effect (Figure 2.B.5).
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(a) Direction (b) Confidence

Notes: Panel (a) shows the shares of experts predicting a significantly higher change in the bias, a
significantly lower change in the bias, and no significantly different change in the bias for asymmetric
compared to symmetric SGPs. Panel (b) shows for each possible prediction the confidence of the
experts in their answers on a Likert scale (1-7).

Figure 2.B.2. Prediction about SGP Symmetry.

Notes: Shares of experts predicting a significantly higher change in the bias, a significantly lower
change in the bias, and no significantly different change in the bias for asymmetric compared to
symmetric SGPs by possible answers on the expected treatment effect.

Figure 2.B.3. Prediction about SGP Symmetry, by Expected Treatment Effect.
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(a) Direction (b) Confidence

Notes: Panel (a) shows the shares of experts predicting a significantly higher change in the bias, a
significantly lower change in the bias, and no significantly different change in the bias for individuals
with high compared to low CRT. Panel (b) shows for each possible prediction the confidence of the
experts in their answers on a Likert scale (1-7).

Figure 2.B.4. Prediction about CRT.

Notes: Shares of experts predicting a significantly higher change in the bias, a significantly lower
change in the bias, and no significantly different change in the bias for individuals with high compared
to low CRT by possible answers on the expected treatment effect.

Figure 2.B.5. Prediction about CRT, by Expected Treatment Effect.
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Appendix 2.C Experimental Instructions & Interface

2.C.1 Instructions

2.C.1.1 General Instructions
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2.C.1.2 Control Questions 1
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2.C.1.3 Conditional Instructions
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2.C.1.4 All-Contingency Instructions
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2.C.1.5 One-Contingency Instructions
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2.C.1.6 Control Questions 2
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2.C.2 Task Interface

2.C.2.1 Conditional
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2.C.2.2 All-Contingency
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2.C.2.3 One-Contingency
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2.C.3 Modified Cognitive Reflection Test

We modified the original version of the Cognitive reflection test (Frederick, 2005)
to avoid previous experiences or cheating, asking the following three questions.

(1) Milk and a cookie cost GBP 3.20 in total. Milk costs GBP 2 more than the
cookie. How much does the cookie cost?

(2) If it takes 50 workers 50 minutes to pick 50 apples, how long would it take
1000 workers to pick 1000 apples?

(3) A runner doubles the number of kilometers he runs every month. After one
year, he runs a marathon, 42 km. After how many months did he run a half
marathon, 21 km?
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Chapter 3

Can Information Be Too Much?
Information Source Selection and
Beliefs⋆

3.1 Introduction

Addressing the question of whether access to expanding information sources is
beneficial is arguably both timely and crucial, given the relentless surge of infor-
mation individuals are exposed to, a phenomenon that’s seemingly beyond our
immediate control. Standard economic theory postulates that having access to a
larger amount of information sources may only be beneficial. However, recent lit-
erature on the impact of complexity on decision-making, rooted in Simon (1955),
shows how features of the decision environment shape the outcomes of decisions
and belief formation (Caplin, Dean, and Martin, 2011; Enke and Zimmermann,
2017; Oprea, 2020; Enke and Graeber, 2023; Guan, Oprea, and Yuksel, 2023;
Kendall and Oprea, 2024).

The main contribution of this paper is to show how an increase in the num-
ber of available information sources hinders i) source selection performance and
ii) the ability to make correct inferences from the available information. Much of
the existing work on information selection and acquisition has focused on moti-
vated reasoning and reputation as the key drivers of source selection. While the
importance of these factors is undisputed, the goal of this work is to study how

⋆ An earlier version of this chapter has appeared as ECONtribute Discussion Paper No. 264.
Acknowledgements: I am grateful to Lorenz Götte, Martin Kornejew, Chris Roth, and Florian
Zimmermann, as well as the participants at the ECONtribute YEP Workshop and briq Summer
School in Behavioral Economics for helpful comments and fruitful discussion. Funding from the
Deutsche Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excel-
lence Strategy EXC 2126/1-390838866 is gratefully acknowledged.
Preregistration: The study was preregistered at the AEA RCT Registry with the code AEARCTR-
0008333.

https://www.socialscienceregistry.org/trials/8333
https://www.socialscienceregistry.org/trials/8333
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failures in the selection and usage of information sources may arise from fun-
damental limitations in human cognition. To this end, I perform a purposefully
simple and abstract online experiment, divided into two main parts. First, partic-
ipants are presented with a list of information sources and are required to select
one. Sources are presented in a way such that it is possible to rank them according
to their precision. Participants are taught to recognize more informative sources
and their understanding is tested before the main part of the experiment. Second,
the selected source generates a signal concerning an unobservable, binary, state,
and participants provide their posterior about that state. The provided signal is
generated following the data-generating process details, which are fully disclosed
to participants. In other words, participants have all the information to provide a
rational guess about the probability of each state.

The experiment provides two key results, directly connected to the main con-
tributions of this paper. Participants are 18% less likely to select the best informa-
tion source as the number of available sources increases from 10 to 40. Moreover,
belief updating performances decrease by approximately 7%, comparing the case
with the highest number of sources with the one with the lowest, exhibiting a
trade-off with source selection: intriguingly, selecting a better information source
decreases belief updating performances, ceteris paribus. These findings are rele-
vant in understanding how the complexity of the information environment may
impact both the selection of information sources and, crucially, how individuals
make inferences using those sources.

The results are consistent with a model in which finite working memory is
allocated between source selection and belief updating tasks. Both selecting an
information source and making an inference are costly in terms of working mem-
ory. I formalize a simple model, based on the automata literature,1 in which an
increase of available sources induces the decision-maker to switch from rational
choice to less burdening source selection rules (as in Salant, 2011). Additionally,
when more cognitive resources are depleted in selecting an information source,
belief updating rules have to be coarser and hence less precise (similarly to Le-
ung, 2020). In the model, this happens because both source selection and belief
updating make use of the same pool of finite cognitive resources. This fact induces
a trade-off between how well an agent can select an information source and how
well they will be able to use it. I follow the idea that choosing the optimal element
from a list may be far more complex than implementing other selection rules. For
this reason, people may fail to select the best available option. Similarly, for what
concerns belief updating, I relate to a small theoretical literature that connects fi-
nite cognitive abilities to the emergence of biases such as conservativism (Compte

1. See Ehud (1990) and Chatterjee and Sabourian (2009) for a review.
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and Postlewaite, 2012; Wilson, 2014) and confirmation bias (Wilson, 2014; Leung,
2020).

The key novel contribution of this paper is twofold. First, I provide evidence
of complexity playing a role in the domain of information source selection. Sec-
ond, I relate information source selection and inference, documenting a trade-off
between source selection and belief updating performances, in line with the theo-
retical framework.

This paper ties into several literature branches. First, this paper adds to the
literature on the relationship between choice and complexity. A result of this liter-
ature is that people may fail to make the optimal choice when exposed to a large
number of options (Caplin, Dean, and Martin, 2011; Caplin and Dean, 2015;
Lleras et al., 2017). In failing to apply rational choice, people may recur to other
selection rules, such as satisficing (Caplin, Dean, and Martin, 2011), given its
lower implementation complexity (Salant, 2011). Oprea (2020) shows how pro-
cedurally complex choices, in the automata sense, are harder to implement for
participants and generate a higher willingness to pay to be avoided. Similarly,
Banovetz and Oprea (2023) show how complexity is responsible for sub-optimal
behavior in bandit problems. Salant and Spenkuch (2022) show how complexity
in the context of chess decision-making causes players to disregard valuable al-
ternatives, and how players exhibit behavior consistent with a satisficing model
of choice. I bring an empirical contribution to this literature, providing evidence
of the role of complexity in the domain of information source selection. Indeed,
while I partially build on Caplin, Dean, and Martin (2011) experimental design,
I extend their evidence to a different, relevant, domain: participants are select-
ing information sources through which they will have to make inferences in a
following belief-updating step.

Second, this paper contributes to the theoretical literature on complexity and
beliefs. This body of literature sets itself apart by arguing that complexity affects
choices through beliefs, rather than impacting decision-making directly. The com-
bination of limited cognitive capacity (finite working memory states) and complex-
ity has been theorized to generate conservativism (Compte and Postlewaite, 2012;
Wilson, 2014), confirmation bias (Wilson, 2014; Leung, 2020), and non-Bayesian
inference (Chauvin, 2023). This paper contributes to this literature by postulating
and experimentally showing a relationship between information source selection
and belief updating. I provide evidence of a trade-off between source selection and
belief updating performance, which becomes starker as the complexity of source
selection increases.2

2. In close relation with these first two literature branches, this paper is related to the
business and marketing literature on choice and information overload. The former literature fea-
tures a large number of works with a leitmotif: an exceedingly large amount of available options
may be detrimental to the choice quality or ex-post satisfaction. Having to select between an
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Third, this paper is closely related to the growing literature on information
acquisition. More specifically this paper connects to the branch of this literature
that studies which factors affect the selection of information sources. Numerous
factors have been shown to be relevant: positive or negative skewness of informa-
tion sources (Masatlioglu, Orhun, and Raymond, 2023), direction and type of bias
of sources (Charness, Oprea, and Yuksel, 2021; Montanari and Nunnari, 2023),
non-standard belief updating due to underinference and preference for certainty
(Ambuehl and Li, 2018), and informativeness aversion (Guan, Oprea, and Yuksel,
2023). The latter, in particular, is related to this work. Guan, Oprea, and Yuk-
sel (2023) show how individuals generally opt for more informative information
sources, as long as informativeness is correlated with the instrumental value of the
source. When sources’ instrumental value is kept constant, people exhibit informa-
tiveness aversion. The authors argue that this is due to people incurring higher
costs when facing a more informative source, that is informativeness is a form of
complexity for information sources. Relatedly, in this paper, I show how another
form of complexity, the number of available sources, hinders people’s ability to
select informative sources effectively. More generally, I contribute to this literature
by documenting an additional factor that influences information acquisition and
how this additionally affects belief updating.

More broadly, this paper contributes to the literature on the Information Age
and misinformation. Information fruition and production underwent numerous
and complex dynamics in the last decades. It is a common and accepted posi-
tion that the advent of the Internet represented one of the major changes in this
field. However, consensus on the mechanisms and the direction of these changes
remains elusive. On the one hand, it has been argued that the internet and so-
cial media increase the risk of ideological segregation and the creation of "filter
bubbles" (Pariser, 2011; Flaxman, Goel, and Rao, 2016) and "echo chambers"
(Sunstein, 2001). On the other hand, also the point that the use of the same
means may increase exposure to diverse ideas has been advanced and studied

extremely large number of products (Iyengar and Lepper, 2001; Chernev and Hamilton, 2009) or
comparing products with a large array of attributes (Hoch, Bradlow and Wansink, 1999; Chernev,
2003; Greifeneder, Scheibehenne, and Kleber, 2010) may decrease: (i) the likelihood of purchase
(Iyengar and Lepper, 2001; Chernev, 2003), (ii) the ex-post satisfaction and confidence in the
choice (Hoch, Bradlow and Wansink, 1999; Botti and Ivengar, 2004; Haynes, 2009), and (iii)
the choice quality (Diehl, 2005; Dijksterhuis et al., 2006) (For an exhaustive literature review
and meta-analysis of the on choice overload and information overload literature see Chernev,
Bockenholt, and Goodman (2015)). Tightly related, the information overload literature argues
that providing a decision-maker with an overabundant amount of information may lead to lower
quality decisions (Jacoby, Speller, and Kohn Berning, 1974; Chen, Shang, and Kao, 2009; Splinder,
2011), to a lower decision satisfaction (Jacoby, 1984; Reutskaja and Hogarth, 2009; Messner and
Wänke, 2011) and, in the beliefs domain, to confirmation bias (Götte, Han, and Leung, 2020)
(See Roetzel (2019) for a more exhaustive literature review on information overload in business
and related domains).
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(Benkler, 2006; Gentzkow and Shapiro, 2011; Flaxman, Goel, and Rao, 2016).3 It
is indisputable, however, that the advent of the internet dramatically increased the
number of information sources available to individuals, which is the point that this
paper tries to address and investigate. I inform this debate by showing how having
access to a large set of information sources may hinder source selection and the
ability to make inferences. My results point toward the fact that information may
generate negative externalities, with potential implications for regulators.

The remainder of the paper is structured as follows. Section 2 illustrates the
theoretical frameworks, aimed at conveying the key intuitions and guiding the
experimental investigation. Section 3 details the experimental design and proce-
dures. Section 4 reports results on the relationship between the number of infor-
mation sources and source selection rules, and Section 5 characterizes such rules.
Section 6 reports evidence of the trade-off between belief updating and source
selection performance. Section 7 concludes and discusses the relevance of these
results in applied settings.

3.2 Theoretical Framework

In this section, I provide the theoretical framework that grounds and guides the
experimental investigation. First, I provide a stylized representation of the de-
cision problem, split in the information source selection step and in the belief
updating step. Second, I define how information sources are ranked in this con-
text. Third, I provide an illustration of how cognitive limitations (or finite working
memory states) impact source selection and belief updating, formulating testable
predictions concerning the impact of said limitations on performances and on the
emergence of a trade-off between the two steps. The illustration is based on the
representation of decision rules through automata or finite states machines and
is carried out following Salant (2011) for source selection and Leung (2020) for
belief updating. Finally, I provide an example, illustrating the key points of the
model. Importantly, the purpose of this section is not to provide a general model
for source selection and belief updating, but rather to formally describe the intu-
itions on which this work is based and to guide the empirical investigation.

3.2.1 General Setup

Consider a decision maker (DM henceforth) whose optimal choice depends on an
unobservable state of the world θ ∈ Θ. The DM holds some prior about the state
of the world P ∈∆(Θ) and has access to a set of L information sources, which
will be defined more rigorously later on. For now, imagine that the DM has some

3. For example, Golin and Romarri (2022) document a positive effect of the level of internet
penetration in Spanish municipalities on reported attitudes towards migrants.
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criteria to rank the available information sources, with better information sources
being synonymous with higher chances of a correct assessment of the state of the
world θ and of an optimal choice. Hence, the DM’s problem is to select a good,
or the best if that exists, source and then update her beliefs on the base of the
information received by the source. This paper focuses on these two steps of the
decision process and on their relation.
The DM is assumed to be cognitively limited, in the form of finite working memory
M ∈ N: both source selection and belief updating are cognitively costly to implement.
In order to lay out the relationship between finite working memory and both
source selection and belief updating, these processes are represented using finite
state machine or automata. These stylized representations allow to formally isolate
the effect of finite working memory on source selection and belief updating. In
what follows, I first formalize what an information source is in this framework,
defining two ways to rank a set of sources. Given these ranking criteria, I define
formally source selection and belief updating using automata, linking them to the
main hypotheses tested in the experiment.

3.2.2 Information Sources

An information source I is a random variable I : Θ× S→ S, where Θ is the set of
possible, unobservable, states of the world and S is the set of possible signals that
the information source can generate. An agent using the information source can
only observe the signals generated by the said source, although the outcome is
defined through the state of the world θ ∈ Θ and the drawn signal s ∈ S, given
the state of the world.

For simplicity, and in line with the experimental design, consider the case of a
binary state Θ = {A, B}. Moreover, assume that the signal space corresponds to the
state space, that is S= θ . In other words, any information source generates only
two possible signals: A or B. For any state θ , define the probability of truthful
reporting for source I as p∗I (θ)= p(s= θ | θ). In this binary setting, any source I
can be fully characterized as {p∗I (θ)}θ∈{A,B}, that is any source can be described
through the probability of truthfully reporting the state, for both possible states.

Definition 3.1. (Source Dominance) A source I1 is said to dominate source I2
(I1 ≻ I2) if p∗I1(θ)> p∗I2(θ) for all θ ∈ {A, B}.

Hence, a source dominates another source if the probability of reporting the
state truthfully is higher for any possible state. This definition of dominance in-
duces a partial ordering on the set of possible sources, which has some impli-
cations for data analysis as will be discussed more in-depth in Section 3.4. An
alternative way to compare sources, which instead induces a complete ordering,
is the following.
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Definition 3.2. (Source Ranking) A source I1 is ranked higher than source I2 if
Eθ [p∗I1(θ)]> Eθ [p∗I2(θ)], that is

∑

θ∈{A,B} P(θ)p∗I1(θ)>
∑

θ∈{A,B} P(θ)p∗I2(θ). Hence,
given a set of information sources I, the rank of information source Ij ∈ I is:

R(Ij, I)= |{Ik ∈ I : Eθ [p
∗
Ij
(θ)]> Eθ [p

∗
Ik

(θ)], k ̸= j}|+ 1

.

In other words, a source is ranked higher than another if the ex-ante proba-
bility of truthful reporting is higher for that source. Given some set of sources of
cardinality L, it is possible to define a best source unambiguously, in a way that is
consistent with both dominance and ranking.

Definition 3.3. (Best Source) Given a set of L sources {I1, I2, .., IL}, if there exists
Ii ∈ {I1, I2, .., IL} such that Ii ≻ Ij for all j ̸= i, then:

(1) Ii is the best source in {I1, I2, .., IL}

(2) Ii is the highest ranking source in {I1, I2, .., IL}

Point (ii) follows from the fact that dominance also implies higher ranking,
while the opposite does not hold. Note that an equivalent definition of the best
source was used to instruct participants during the experiment.⁴

3.2.3 Automata, Source Selection, and Belief Updating

I represent both source selection and belief updating through finite state machines
or automata. The aim is to provide a common theoretical framework linking the
two steps of the decision problem. This framework is convenient as it can naturally
feature a decision-maker with finite working memory and a related definition of
complexity, common to both source selection and belief updating.

In this section, I first provide a formal illustration of automata and report
some relevant results, following Salant (2011). I then show how this framework
can be applied to source selection and to belief updating, linking the two steps
through the finite working memory of the decision-maker. Finally, I illustrate the
predictions that are subsequently investigated experimentally.

Automata and Complexity

An automaton is a tuple of several elements. First, a finite set of memory
states M = {m1, m2, ..., mM }∪ {Stop}. A memory state represents the current
information that the DM holds, which impacts how she computes the additional
inputs she receives. For example, in the case of belief updating, a state represents

4. For further details on the instructions, see Appendix 3.C.
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the current belief held by the DM about the state of the world. When the {Stop}
state is reached, the automaton stops processing additional inputs and switching
state.⁵ A transition function g :M × X→M determines how the DM switches
between memory states, with X being the set of inputs the DM may receive. In
the case of information source selection, X is the set of available sources, while
in the case of belief updating X is the set of signals that the DM may observe to
update her beliefs. Additionally, it is necessary to define an initial state m0 ∈M ,
from which the transitions will start. Finally, only for the case of source selection,
it is necessary to specify an output function f :M × X→ X, to determine which
element is selected from the list of information sources. f(m, x) is specified as
follows: if m= {Stop} or x is the last element of the list, then x is selected.

In this framework, it is possible to define an automaton’s complexity. Following,
Salant (2011) and Oprea (2020), I use state complexity:

Definition 3.4. (State Complexity) Given an automaton with memory states M ,
its state complexity is |M|.

Later in this section, I provide some examples of automata of different com-
plexity, for both source selection and belief updating.
Source Selection
Let the set of possible sources be an ordered list or a vector of sources I =
[I1, I2, .., IL], that is I = X in this case. This formally introduces the idea of a DM
that evaluates sources sequentially, following the order indicated by the vector
index. A prominent example of this kind of sequential evaluation would be a user
looking for a set of keywords on a search engine on the internet, in which the
results of the search would appear in a specific order. This example has a broad
application range, as information search in this fashion is quite common, and may
extend to fields such as collecting information about medical treatments or refer-
enda on technical issues.

The following proposition is a reformulation of two results from Salant’s
(2011) paper. The core idea is to show that, in the domain of source selection
rules represented through automata, rational choice, and satisficing represent an
upper and lower bound in terms of complexity⁶.

Proposition 3.5. Consider a list of information sources of length L, I = [I1, I2, .., IL]:

(1) The state complexity⁷ of an automaton implementing rational choice is L− 1.

5. This state needs to be specified only for the source selection case, as the selection has
to eventually stop and produce an output. Belief updating, instead, could potentially never stop.
However, for convenience, I generally include the {Stop} state in M .

6. An automaton implementing rational choice always selects the best source from the list,
that is the source with the highest ranking. An automaton implementing some satisficing rule,
instead, selects the first source in the list that satisfies some minimum precision requirement.

7. Note that for any source selection rule, there are infinitely many automata implementing
that rule. For the purpose of this work, when considering the state complexity of an automaton
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(2) The state complexity of a rule is 1 if and only if it is a satisficing rule.

Combining the two points from the previous proposition, it is possible to
draw two observations. First, as L increases, an agent with finite memory states
will eventually have to switch to a different source selection rule. Second, the
only rule that has always minimal state complexity is satisficing. From these two
observations, two corresponding empirical predictions follow.

Prediction 1. The share of participants correctly implementing rational choice
decreases with L.

Prediction 2. As L increases the share of participants implementing a satisfic-
ing rule increases.

Belief Updating
Here, I provide a formalization that is a simplified version of the one presented
by Leung (2020). An automaton representing belief updating has the same
components as one representing source selection, except for a stopping state
and the related output function. This comes from the fact that a belief updating
procedure may be iterated potentially infinitely many times. Moreover, the
interpretation of the other components is also different. Each element of the set
of memory states M represents a different belief the DM holds about the state
of the world, with the initial state m0 ∈M representing her prior. The set of
inputs X corresponds to the set of possible signals the DM may observe. Finally,
the transition function is a (potentially stochastic) mapping g :M × X→∆M ,
which characterizes how the decision maker combines her current belief m ∈M
and the observed signal.
Importantly, in this setup, state complexity |M| also represents how fine-grained
the belief updating can be: the more memory states are employed to represent
beliefs, the larger the variety and the potential precision of those beliefs. Con-
sidering an agent with M memory states, and considering source selection and
belief updating jointly, it is clear that the higher the state complexity of the
source selection rule, the lower the state complexity, and hence the precision, of
the belief updating rule. As previously discussed, the state complexity of source
selection is related to both the number of available sources L and to the source
selection rule, with rational choice representing the upper bound in complexity
for a given L. From these considerations, an empirical prediction follows.
Prediction 3. Belief updating performance decreases in L and in source selection

implementing a given source selection rule, I always refer to the state complexity of the minimal
automaton implementing that rule, that is the automaton with the lowest state complexity which
implements some source selection rule.
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performance.
Belief updating performance is defined as the absolute distance of the reported
belief from the Bayesian benchmark, as specified in Section 3.4. As, on average,
better-performing source selection rules have a higher state complexity than
satisficing, with such complexity increasing in L, better performance in source
selection will correspond to fewer available memory states to allocate for belief
updating. I now provide a working example conveying the main intuitions, before
illustrating experimental design and results.

3.2.4 Example

Consider a DM with a working memory of M = 4, with a list of three information
sources I = [1, 2,3], with 3≻ 2≻ 1. Once the DM picks a source from the list, the
source produces a signal S about the binary state Θ = {A, B}, and the DM updates
her beliefs.

First, consider an instance in which the DM applies rational choice to the list
of information sources I. Following Proposition 1, and as represented in Figure
3.1, this source selection rule complexity would be equal to L− 1= 2.

Figure 3.1. Automaton representing rational choice implemented for a list of three informa-
tion sources.

Figure 3.2 represents a possible belief updating rule with the remainder work-
ing memory. Hence, the states would just be two: "A is more likely" and "B is more
likely" in this case. When the DM observes S ∈ SA, that is P(S | A)> P(S | B) then
she believes A to be more likely than A, and vice versa for the case of S ∈ SB.
Figure 3.3, shows a less coarse belief updating rule, that encompasses a third, in-
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termediate, state: "A and B are equally likely". Clearly, this allows the DM to hold
more fine-grained beliefs about the underlying state.

However, with a working memory of M = 4, the DM can not implement a finer
belief updating rule without reducing the complexity of the source selection rule.
Figure 3.4 shows an automaton for a satisficing rule with a threshold of 1: the
first encountered source that is strictly better than 1 is selected. Unlike rational
choice, this source selection rule would be implementable along with the belief
updating rule in Figure 3.3, as satisficing complexity is always one.

This simple example stresses the intuition behind Prediction 3. On the one
hand, keeping L constant, increasing the belief updating performance, through a
finer rule, decreases source selection performance, and vice versa. On the other
hand, as L increases, to keep the source selection performance constant, the DM
has to opt for a coarser belief updating rule.

Figure 3.2. Automaton representing a belief updating mechanism with two memory states.
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Figure 3.3. Automaton representing a belief updating mechanism with three memory states.

Figure 3.4. Automaton representing satisficing, with a threshold of 1, applied to a list of
three information sources.

3.3 Experimental Design

An experimental framework to investigate how the number of available sources
impacts source selection and related belief updating should have the following
features: i) information source selection and belief updating should co-exist in
the same task, ii) the decision-maker has to be able to distinguish good and bad
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sources (sources should be ranked), and iii) it should be possible to vary the num-
ber of available sources freely. The experimental design fulfills these requirements
and consists of four stages: i) information source selection, ii) belief updating, iii)
working memory task, and iv) final survey. The first two stages are repeated sev-
eral times before moving to the next, to vary the task parameters and to collect
multiple observations per participant (for a graphical summary of the design see
Figure 3.5). In the next sections, I provide further details of stages (i) and (ii).
The working memory task consists of a simple forward digit-span task.⁸ In the
final survey stage participants are asked about their age and education level.

Select Source from list of
length L 

Picked Source Generates
Signal

Prior Revealed and
Belief Elicitation

 Increase L 
 set L = 10 Working Memory Tasks Demographics 

Last Round

Start

Figure 3.5. Summary of the experimental design.

Notes: The green boxes represent financially incentivized tasks.

3.3.1 Information Source Selection

In each source selection task, participants observe a list of information sources
of length L. Sources are represented as 2x2 tables, as shown in Figure 3.6.⁹ The
possible list lengths are L ∈ {10,20, 40}, with L always being equal to 10 in the
first task. After participants selected a source they undergo the associated belief
updating task. Then, they face a new source selection task with a longer list,
unless in the previously completed task L= 40, in which case the length starts
back from 10. In total, each participant undergoes 9 source selection tasks, that
is 3 repetitions for each possible list length.

8. For a literature review on the use of these kinds of tasks as a measure of working
memory, see Conway et al. (2005).

9. Participants are explained how to interpret the content of the table and their understand-
ing is tested in a preliminary comprehension check. For further details about the instructions and
the comprehension questions, see Appendix 3.C
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Figure 3.6. Example of a source, as presented to participants.

Notes: For any state θ ∈ {A, B}, the diagonal elements represent the probability of a signal s ∈ {A, B}
being truthful P(s = θ | θ).

Each source in a list is covered by a white block and can be uncovered by hov-
ering over it with the cursor (see Figure 3.7). This setup ensures that participants
can only evaluate one source at a time. Additionally, through the use of mouse
tracking data, this design allows measuring which sources participants evaluated
and how much time they spent evaluating them.
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Figure 3.7. Example of sources in a list as presented to participants.

Notes: In the first panel, the cursor is not hovering on any source, while in the second panel, the
cursor is hovering on Source 2, uncovering the features of that source.

Sources Dominance and Best Source
Participants are explained that some sources are better than others and that each
list always contains the best source. Source i is considered better than source j if
and only if both diagonal elements of source i are larger than those of source j.
This illustration is in line with the definition of dominance illustrated in Section
3.2. The order in which sources are presented in the list, and hence the position
of the best source, is randomly determined in each round. Importantly, longer lists
contain on average better sources, as well as the best source of longer lists always
dominates the best source of shorter ones, as explained more in-depth below. The
fact that the average source quality increases with list length is rooted in two
considerations. First, this generates a tension, a trade-off, between the number
of available sources and source quality, reproducing in a stylized way the idea
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that as the number of sources increases, it is also possible to find better sources.
Second, this setup generates a framework in which studying the states guessed by
participants is insightful. On the one hand, having better, more precise, sources
should improve participants’ chances of correctly guessing the unobservable state.
On the other hand, the cognitive load induced by selecting a source from a longer
list may hinder the gain of having access to better sources. This is in line with
what I show in the results on state guesses: participants do not improve their state
guesses for longer, although better, lists of sources.
Sources generating Algorithm
All the information sources used in the experiment are generated a priori, using
an algorithm. Recall that each source is characterized by the two probabilities of
truthful reporting for each state, that is drawing an information source is equiva-
lent to drawing these two probabilities. The algorithm was thought to implement
three key criteria in randomly drawing the sources: i) each list of sources should
contain a dominant source, ii) sources in longer lists should be on average more
precise and iii) the dominant source in a longer list should always be dominant
in the shorter one.

Before diving into how the algorithm works, it is convenient to define the
maximum precision associated with a given length. The maximum precision (M(L))
is the highest possible probability of truthful reporting associated with a given
length. Following criterium (ii), M(10)= 70, M(20)= 75 and M(40)= 80. The
source-generating algorithm operates as follows, for each (L, M(L)) couple:

(1) Draw 2 integers (one for each state) in the [50, M(L)] interval.
(2) Repeat this procedure for L times.
(3) If there is not a dominant substitute the last source with a dominant one.
(4) If the dominant source in the list dominates also all sources in the list with

L′ < L then proceed to the next L, M(L) couple.

Main and Satisficing Treatments
The condition in which participants are asked to select the best available source is
the baseline, or Main, treatment. The experiment features an additional condition,
the Satisficing treatment. The Satisficing treatment is identical to Main, except that
participants are asked to select the first source in the list that meets a given preci-
sion requirement. More specifically, participants are asked to select the first source
in the list with a probability of truthful reporting exceeding some threshold, for
both states. There is a one-to-one mapping between the length of the information
sources list and the used threshold.1⁰

10. More specifically, the threshold is increasing in list length, as the average source quality
is also increasing. The threshold for length 10 is 57%, for length 20 is 60% and for length 40 is
63%.



3.3 Experimental Design | 151

The goal of this treatment is to isolate the effect of a larger amount of available
information sources on the computational costs of rational choice. Following the
theoretical framework, the complexity costs of satisficing should not vary with list
length: any impact length has on performance, in this case, should not be due
to a more complex source selection rule. Hence, comparing Main with Satisficing
treatments allows to distinguish the impact that increased list length has through
the complexity channel, as rational choice becomes harder to implement, from
other possible channels (e.g. longer lists may confuse participants).
Key Outcomes of Interest
There are three key outcomes from this task. The first is an indicator for the
selected source being the correct source in the list. For the Main treatment, that
source is the best or dominant source in the list. For the Satisficing treatment, that
source is the one that fulfills the satisficing decision rule, that is the first source
in the list that satisfies the specified precision requirements. The second outcome
of interest is the ranking of the selected source,11 constructed using the sum of its
diagonal elements, that is the sum of the probabilities of truthful reporting from
the source. The first measure can be used to study how the probability of selecting
the best source varies, ceteris paribus, as the amount of available sources varies.
The second measure, which is the operationalization of the ranking defined in
Section 3.2, can be interpreted as a way to measure the quality of the selected
source, to study both the extensive and the intensive margins of the relationship
between the number of information sources and source selection.
The third outcome is the position of the selected source in the list. This variable
is used to study participants’ selection rule and how it varies with the number of
available sources, in line with predictions.

3.3.2 Belief Updating

The belief updating tasks follow immediately after each source selection task. Par-
ticipants have to provide their guesses about the probability of each state given
some prior and a suggestion produced by the selected information source. Par-
ticipants may observe at any time the source that they selected in the previous
step, hovering over a box on the screen. The prior P(A) varies in each of the 9
belief updating tasks, with the set of possible priors being P(A) ∈ { 1

10i}
9
i=1, and the

order being determined randomly. Figure 3.8 below shows an example of a belief
elicitation screen.

11. This outcome is only relevant for the Main treatment, as in the Satisficing treatment
what is relevant for a successful implementation of the rule is not the goodness of the source,
but to select the first source that meets the indicated precision requirements.
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Figure 3.8. Example of belief elicitation screen, as presented to participants.

Notes: The screen is taken before any input is provided. After a guess about any of the two states
is provided, the guess about the other state is automatically filled with the hundreds complement of
the other guess.

Key Outcomes of Interest
The main outcome of interest for the analysis is the distance between the pro-
vided guess and the Bayesian benchmark, which in this case is simply the absolute
difference between the guess from the participant and the normatively correct an-
swer.12 I also analyze the belief updating performance in terms of implicit guess:
when a participant assigns more than 50% probability to a certain state, her im-
plicit guess is that state. Hence, the state that a participant deems more likely
is compared to the true, unobservable, state drawn by the computer. This mea-
sure allows to study how performances in guessing the true state, regardless of
the Bayesian benchmark, vary as i) on the one hand the amount of information
sources increases, while, ii) on the other hand, longer lists contain better sources
on average and always contain at least one source that dominates all sources in
shorter lists.

12. This paper’s focus is not to measure a specific, directional, bias (e.g. underinference,
conservativeness, base rate neglect). Hence, the absolute value represents a fitting measure of the
assessment quality.
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3.4 Amount of information sources and source selection

The first result concerns the probability of selecting the best source from a list of
information sources and how this probability varies as the number of available
sources increases. Later, I show how this first result is robust to using relative
source ranking as a measure of source selection performance.

Result 1. Non-rational source selection: The probability of selecting the best
information source decreases with the number of available sources.

First, I report preliminary evidence on the relationship between the length
of information sources lists and the share of rational choices implemented by
participants, focusing on participants in the Main treatment. Figure 3.9 shows
how the share of choices in which the best source was selected by participants
decreases from approximately 70% with 10 available sources, to approximately
55% with 40 available sources.
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Figure 3.9. Share of participants selecting the best source, by list length.

Notes: Error bars represent 95% confidence intervals.

Next, I provide more formal evidence of the pattern shown in Figure 3.9,
estimating the following equation through OLS:

I(bestsourcei) = α + βLi + γXi + ϵi, (3.1)
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where I(bestsourcei) is equal to one if the best source is selected in choice i. Li

is the length of the list of information sources in choice i. Xi is a set of control
variables, among which the position of the best source in the list and the total
amount of time spent hovering over sources in that specific round. As the features
of a source were revealed only when hovering over it, the latter can be interpreted
as a measure of time spent acquiring and elaborating information on the quality
of the sources.

Table 3.1 reports the estimation results. Column (1) only includes the number
of sources as the dependent variable. Columns (2) and (3) progressively include
the best source position, the total time spent hovering on sources, and the perfor-
mance in the working memory task, to the full specification in column (4). In all
four specifications β , the main coefficient of interest is negative and significant.
It is important to note how β is the estimated marginal effect of adding one in-
formation source to the list of available sources. Hence, according to the results,
the probability of selecting the best source from the longest possible lists is 18%
lower, compared to the choices in which the available sources are 10. As reported
in Table 3.B.1 in the Appendix, these results are robust to defining source se-
lection performance using the Source Relative Rank. The latter is constructed by
ordering sources in a list according to Source Ranking, as defined in Section 3.2,
and dividing the resulting ordering by the number of sources in the list.13

Table 3.1. Probability of Selecting the Optimal Source.

Dependent variable: Probability of Selecting Optimal Source

(1) (2) (3) (4)

List Length -0.006∗∗∗ -0.005∗∗∗ -0.006∗∗∗ -0.006∗∗∗

(0.001) (0.001) (0.001) (0.001)
Best Source Position -0.002 -0.003∗ -0.003

(0.002) (0.002) (0.002)
Total Time on Sources 0.003∗∗∗ 0.003∗∗∗

(0.001) (0.001)
Working Memory Proxy ✗ ✗ ✓ ✓

Demographic Controls ✗ ✗ ✗ ✓

Session FE ✗ ✗ ✗ ✓

Priors ✗ ✗ ✗ ✓

Observations 1,237 1,237 1,237 1,237
R

2 0.022 0.022 0.104 0.111

Notes: OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is an indicator, equal to one if the selected source corresponds to the best
available one. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

To ensure that results are not driven by other factors related to the length of
the list (e.g. participants are confused by longer lists), I compare the Main and

13. More formally, given a set of L sources I = {I1, I2, ..., IL}, let source j ranking, according
to Definition 2, be R(Ij)- Then Ij relative ranking is R(Ij)/L.
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the Satisficing treatment. In the latter, participants are required to select the first
source in the list that fulfills a given precision requirement for both states. Follow-
ing the theoretical framework, the complexity of this source selection rule does
not vary with list length. Hence, if Result 1 depends on the increased complexity
of rational choice, and not on any other factor related to length, two related pre-
dictions follow: i) the success rate of implementing satisficing does not decrease
with the number of available sources, and ii) Result 1 is robust when using satis-
ficing success rate as a baseline. Figure 3.10 shows that the first prediction holds
in the data: if anything, the probability of correctly implementing the satisficing
selection rule seems to increase with the number of available sources, though not
significantly. To address the second prediction I estimate through OLS the follow-
ing equation:

I(bestsourcei) = α + β0Li · I(Main)i + β1Li + β2I(Main)i + γXi + ϵi, (3.2)

where I(Main)i is equal to 1 if observation i belongs to the Main treatment. The
main coefficient of interest is β0, which is the coefficient of the interaction term.
Table 3.2 reports the estimates for different specifications of Equation 3.2, with
the full specification corresponding to the rightmost column. The second predic-
tion concerning the satisficing treatment is confirmed by the results. The negative
effect coefficient implies that the marginal loss in performance is larger for the
Main condition, compared to the Satisficing one. This result dispels the concerns
that Result 1 is driven by other factors related to the length of the sources list, as
opposed to an increasing source selection complexity.
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Figure 3.10. Share of participants correctly implementing the Satisficing rule, by list length.

Notes: Error bars represent 95% confidence intervals.
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Table 3.2. Probability of Correctly Implementing the Rule.

Dependent variable: Probability of Correctly Implementing the Rule

(1) (2) (3) (4)

Effect -0.008∗∗∗ -0.008∗∗∗ -0.008∗∗∗ -0.008∗∗∗

(0.001) (0.001) (0.001) (0.001)
1 if in Main Treatment 0.147∗∗ 0.147∗∗ 0.145∗∗ 0.149∗∗

(0.069) (0.069) (0.072) (0.072)
List Length 0.002∗ 0.003∗∗ 0.004∗∗ 0.004∗∗∗

(0.001) (0.001) (0.001) (0.001)
Best Source Position -0.003 -0.003∗ -0.003∗

(0.002) (0.002) (0.002)
Total Time on Sources 0.001∗∗∗ 0.001∗∗∗

(0.000) (0.000)
Working Memory Proxy ✗ ✗ ✓ ✓

Demographic Controls ✗ ✗ ✗ ✓

Session FE ✗ ✗ ✗ ✓

Priors ✗ ✗ ✗ ✓

Observations 1,732 1,732 1,732 1,732
R

2 0.017 0.019 0.032 0.038

Notes. OLS estimates. Robust standard errors are clustered at the subject level. The depen-
dent variable is an indicator, equal to one if the selected source correctly implements the
requested rule. For the Main treatment this means selecting the best available source. For
Satisficing, instead, it means to select the first source in the list with a given precision for
both states. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

3.5 Selection Rule Switch

The second result concerns the position of the selected sources in the list, and
how this position varies with the number of available sources. Moreover, I present
additional evidence that fosters the interpretation of the observed pattern repre-
senting a change in the source selection rule, due to increasing computational
costs for participants, as the number of available sources increases.

Result 2. Selection rule switch: The position in the list (absolute and rela-
tive) of the selected source decreases in the number of available sources.

Figure 3.11 shows the pattern of the average position of the selected source across
different length conditions. It is possible to observe a decrease in the average
position, although not a particularly marked one. However, note that this implies
that the relative position of the selected source is markedly decreasing across
length conditions, as shown in Figure 3.A.1 in the Appendix. Hence, already
from this qualitative evidence, it is possible to deduct two aspects of the average
source selection rule. First, rational choice is excluded. As the position of the best
source is random, the fact that the average selected sources are approximately
the fourth in both "Length 20" and "Length 40" conditions, indicates that, on
average, participants were not implementing rational choice. This evidence fosters
the evidence provided in the previous section. Second, it seems that the average
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strategy is not to consider a fixed share of the available sources, nor, as will be
more clear from the formal analysis and the additional evidence, to consider
a fixed amount of sources in each list. Figure 3.A.3, reporting the average
share of considered sources by condition, strengthens the point that participants
seem to adopt different source selection strategies, depending on the amount of
available sources. Indeed, the fact that participants’ share of considered sources
significantly decreases as the number of sources goes up points towards a switch
to a satisficing selection rule.
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Figure 3.11. Average position of the selected source in the list.

Notes: Error bars represent 95% confidence intervals.

The formal analysis is carried out similarly to the previous section. I estimate
through OLS an equation identical to Equation 3.1, except that the dependent
variable is the position of the selected sources. Table 3.3 reports the coefficient
estimates for different specifications of the linear model, equivalent to the four
specifications of Table 3.1. Interestingly, controlling for the position of the best
source and other relevant factors, such as the time spent hovering on information
sources, the estimated coefficient of list length is negative and significant. Hence,
as the amount of available sources increases, the position of the selected source
decreases.



3.6 Belief Updating vs Source Selection Trade-Off | 159

Table 3.3. Position of the Selected Source

Dependent variable: Selected Source Position.

(1) (2) (3) (4)

List Length -0.012∗ -0.026∗∗∗ -0.027∗∗∗ -0.028∗∗∗

(0.007) (0.009) (0.010) (0.010)
Best Source Position 0.027∗∗ 0.025∗∗ 0.026∗∗

(0.012) (0.012) (0.012)
Total Time on Sources ✗ ✗ ✓ ✓

Working Memory Proxy ✗ ✗ ✓ ✓

Demographic Controls ✗ ✗ ✗ ✓

Session FE ✗ ✗ ✗ ✓

Priors ✗ ✗ ✗ ✓

Observations 1,237 1,237 1,237 1,237
R

2 0.003 0.008 0.013 0.015

Notes. OLS estimates. Robust standard errors are clustered at the subject level. The depen-
dent variable is the position of the selected source in the list. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

3.6 Belief Updating vs Source Selection Trade-Off

In what follows I discuss some results concerning the interaction between the
source selection and the belief updating parts of the task. More specifically, I
look into how i) the number of available sources and ii) the source selection
performance, formalized through relative source rank, impact the belief updating
performance. The latter is defined in relation to the Bayesian benchmark. Addi-
tionally, I report evidence concerning the performance in terms of state guess:
as the computer actually draws a (hidden) state for each task, it is possible to
compare the state (implicitly) guessed by participants, through their probability
assessment, and the actual drawn state.

Bayesian Benchmark

Result 3. Belief updating performance trade-offs: Belief updating perfor-
mances are decreasing in the number of available sources and in source selection
performances.

Before delving into the analysis it is necessary to define how the key out-
come and the relevant variables of interest are constructed. The belief updating
performance is defined, using the Bayesian posterior as the benchmark, as
follows:

belief_performancei = 100 − |Pi(A | s) − P(A | s)|, (3.3)

with Pi(A | s) being the probability attributed by the participant to state A, in
choice i, having observed signal s. P(A | s) is the Bayesian posterior of state A
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given signal s. Hence, the closer the guess to the normative benchmark, the higher
the performance. Beyond the length condition, the other variable of interest is the
source selection performance, constructed using the relative source rank. Given a
list of sources and each source rank, as defined in Section 3.2, the relative source
rank is the quantile of that source rank.1⁴

Table 3.4 reports the result from estimating an equation identical to Equa-
tion 3.1, except that the dependent variable is the belief updating performance.
The results are consistent with the hypothesis of a trade-off between information
source selection and belief updating performances. The coefficients of List Lenght
and of Source Quantile Rank shed light on two different aspects of such trade-off
mechanisms. First, the estimated negative coefficient of List Length (amount of
available sources) reveals a decrease in performances in belief updating tasks fol-
lowing source selection from longer lists. This is consistent with the notion that
participants incur higher working memory costs when having access to a larger
number of information sources, whatever their selection rule is, and that these
costs are carried forward in the related belief updating task. Second, the esti-
mated negative coefficient of Source Quantile Rank (source selection performance)
shows that ceteris paribus, better performance in the source selection task impacts
negatively the related belief updating task. Assuming that, on average, the selec-
tion of better sources implies a better-performing source selection rule, then this
result supports the view of a trade-off, in terms of cognitive resources, between
information source selection and belief updating. Following the theoretical frame-
work, better-performing source selection rules are also more demanding from a
working memory perspective, the extreme instance of this being rational choice.

To sum up this first result on belief updating performances, it shows how
two different potential sources of working memory depletion in the source se-
lection part of the task, the number of available sources and source selection
performances, have a negative impact on performances in the following belief up-
dating task. This is consistent with a model featuring an agent with finite working
memory, which needs to be allocated between selecting a source and mapping the
information generated from the source and the prior into a posterior belief.

14. See Section 3.4 for additional details on how the variable is constructed.
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Table 3.4. Belief Updating Performance.

Dependent variable: Belief Updating Perfomance

(1) (2) (3)

List Length -0.105∗∗ -0.116∗ -0.154∗∗

(0.043) (0.065) (0.068)
Best Source Position -0.007 -0.012

(0.094) (0.094)
Source Quantile Rank -4.747∗ -5.551∗∗

(2.431) (2.449)
Total Time on Sources ✗ ✓ ✓

Working Memory Proxy ✗ ✓ ✓

Demographic Controls ✗ ✗ ✓

Session FE ✗ ✗ ✓

Priors ✗ ✗ ✓

Observations 1,237 1,237 1,237
R

2 0.004 0.009 0.020

Notes. OLS estimates. Robust standard errors are clustered at the subject level. The depen-
dent variable is the belief updating performance, constructed as 100 minus the absolute
difference between the Bayesian and the reported posteriors. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01

Unobservable State Guess

A different approach to evaluate participants’ belief performance is to com-
pare their guess about the state with the true, unobservable, state. This measure
is sensible also in light of the motivating examples of this work, in which a
decision-maker needs to form beliefs about an unobservable state to perform
some action, the optimality of which depends on the state realization.
In the experimental setting, participants do not provide a direct guess about the
state, but an assessment of the probability of each state. Hence, I consider the
implicit guesses, that is:

state_guessi =

(

1, if Pi(θ | θ) ≥ 0.5

0, if Pi(θ | θ) < 0.5.
(3.4)

Hence, the state is considered correctly guessed if and only if the probability
assigned by the participant to state θ , when θ is true, is at least 50%.

Result 4. State Guess Performances: The probability of a correct (implicit)
state guess does not vary significantly with the number of available sources.

Figure 3.12 reports a preliminary comparison of the share of correct state
guesses across different list lengths. The probability of correctly guessing the
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state seems to vary across the different conditions, but not monotonically: the
share of correct guesses is lowest when the available sources are 20. Hence, it
seems that, although the quality of information sources increases significantly
with length, the probability of correctly guessing the state does not follow the
same pattern. Figure 3.A.2, in the Appendix, shows how participants select
on average more precise sources when more information sources are available.
This can be attributed to the fact that longer lists contain more precise sources.
However, the selection of more precise sources does not translate into improved
guesses about the unobservable state, as shown in Figure 3.12.

Table 3.5 reports the coefficient of OLS estimation of the impact of list length
on the probability of a correct state guess. For all three different specifications, the
coefficient is very close to 0 and not significant. Hence, there is no evidence of
the probability of correctly guessing the state being different across the different
length conditions, also controlling for all other relevant factors. This holds despite
the quality of the information source for longer lists being systematically higher, as
illustrated in Section 3.3. These result, jointly with Result 3, stresses the idea that
the cognitive load caused by a larger amount of available sources can compensate
for the advantages brought by better source quality.
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Table 3.5. Probability of Guessing the Correct State.

Dependent variable: Probability of Correct State Guess

(1) (2) (3)

List Length 0.002 0.001 0.001
(0.001) (0.002) (0.002)

Best Source Position 0.002 0.002
(0.002) (0.002)

Source Percentile Rank 0.125∗∗ 0.117∗∗

(0.054) (0.052)
Total Time on Sources ✗ ✓ ✓

Working Memory Proxy ✗ ✓ ✓

Demographic Controls ✗ ✗ ✓

Session FE ✗ ✗ ✓

Priors ✗ ✗ ✓

Observations 1,237 1,237 1,237
R

2 0.002 0.010 0.023

Notes. OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is an indicator, equal to one if the implicitly guessed state is correct. A state is
considered implicitly guessed if the posterior attributes more than 50% probability to that
state. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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Figure 3.12. Share of correct state guesses across all choices.

Notes: A participant is considered guessing a state if she attaches more than 50% to it. Error bars
represent 95% confidence intervals.

3.7 Discussion and Concluding Remarks

This paper investigates the impact of the number of available information sources
on people’s ability to select informative sources and make inferences based on the
selected sources. The investigation is carried out through an online experiment.
The design of the experiment is informed and guided by a theoretical framework
based on automata models of decision-making. First, the data show that the proba-
bility of selecting the best available source decreases significantly as the number of
available sources increases. I propose that this is caused by an increased complex-
ity of implementing rational choice, as the available sources increase in number.
Through the Satisficing treatment it is possible to exclude that the high number
of sources itself confuses participants, instead of the increased complexity of ra-
tional choice. Second, I report a trade-off between the source selection and the
belief updating performances: ceteris paribus, participants selecting better sources
perform worse in the belief updating task.

Considered jointly, the results support a model in which finite working memory
is allocated between source selection and belief updating tasks. Also, consistently
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with the theoretical framework, the results suggest that individuals switch to differ-
ent source selection rules, as the cognitive load caused by the number of available
sources varies. A larger number of sources increases the complexity of the source
selection environment, with negative spill-overs on belief updating. Additionally,
the results on belief updating and state guess show how the costs associated with
more information sources can compensate for the advantage of having access
to better sources. Indeed, despite longer lists containing better sources on aver-
age, participants’ performance in guessing the unobservable state is weakly worse
when the number of sources increases. This result has two relevant applied impli-
cations. First, information sources seem to be akin to a good generating negative
externalities, when available in an overabundant quantity. Second, mechanisms
to filter and select information sources play a key role, the importance of which
increases with the number of available sources. Indeed, as complexity increases,
because of additional available sources, individuals may resort to other means to
select information, for instance outsourcing the procedure to an algorithm. This
mechanism is not explored in the stylized framework of this paper, but the results
point towards the importance of regulating also these alternative source selection
procedures not directly controlled by individuals.
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Appendix 3.A Additional Figures
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Figure 3.A.1. Average relative position of the selected source, by the amount of available
sources.

Notes: The relative position is constructed by dividing the position of the selected source by the
number of available sources. Error bars represent 95% confidence intervals.
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Figure 3.A.2. Average quality of the selected source, by the amount of available sources.

Notes: Source quality is constructed by summing the probabilities of truthful reporting for both states.
Error bars represent 95% confidence intervals.
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Figure 3.A.3. Average share of sources considered by participants in the Main condition.

Notes: Error bars represent 95% confidence intervals.
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Figure 3.A.4. Average time spent per considered source by participants.

Notes: Error bars represent 95% confidence intervals.

Appendix 3.B Additional Tables

Table 3.B.1. Source Percentile Rank.

Dependent variable: Source Percentile Rank

(1) (2) (3) (4)

List Length -0.001∗∗ -0.001 -0.001∗ -0.001∗∗

(0.000) (0.001) (0.001) (0.001)
Best Source Position -0.000 -0.001 -0.001

(0.001) (0.001) (0.001)
Total Time on Sources 0.001∗∗∗ 0.001∗∗∗

(0.000) (0.000)
Working Memory Proxy ✗ ✗ ✓ ✓

Demographic Controls ✗ ✗ ✗ ✓

Session FE ✗ ✗ ✗ ✓

Priors ✗ ✗ ✗ ✓

Observations 1,237 1,237 1,237 1,237
R

2 0.002 0.002 0.062 0.075

Notes: ∗p<0.1; ∗∗p<0.05; ∗∗∗p<0.01
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Appendix 3.C Experimental Material

In what follows, I provide screenshots of the instructions and control questions
not provided in the main text. Main the Satisficing treatments do not differ, except
for which sources participants were instructed to select. For the Main treatments,
participants were told: "In all the following tasks you will have to select the best
information source contained in the list.". For the Satisficing treatment, instead,
participants were told: "In all the following tasks you will have to consider the sources
in order and select the first information source that satisfies the requirement.". Also,
on the decision screen, a specific precision requirement was indicated: "Please
consider the sources orderly (from first to last) and select the first information
source in the list with at least 57% precision for both states.".

3.C.1 Instructions

Figure 3.C.1. Experimental Instructions 1.
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Figure 3.C.2. Experimental Instructions 2.
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Figure 3.C.3. Experimental Instructions 3.
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3.C.2 Comprehension Questions

Figure 3.C.4. Comprehension Questions 1.
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Figure 3.C.5. Comprehension Questions 2.
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Figure 3.C.6. Comprehension Questions 3.
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Chapter 4

Cognitive Uncertainty and
Overconfidence⋆

4.1 Introduction

Uncertainty undeniably plays a central role in the economics literature, as it perme-
ates every aspect of economic decision-making, such as stock market investments,
innovation decisions, consumption choices, and many more. However, most of the
economics literature focuses on uncertainty stemming from the environment, that
is external uncertainty. An example of decision-making under this kind of uncer-
tainty may be booking a holiday to Paris: Linda would like the weather to be
sunny while she visits the city, so she considers factors that impact the chance of
any given day being rainy when picking the dates for the trip; hence, the uncer-
tainty is generated by factors external to the decision-maker.
On the other hand, a recent and growing branch of literature started focusing
on the uncertainty that does not originate from environmental conditions but
from the cognitive processes involved in undertaking a decision. Woodford (2020)
provides a review of key ideas from psychophysics, with a focus on economic ap-
plications of what is defined as imprecision. Khaw, Li, and Woodford (2017) and
Gabaix (2019) both propose a theoretical framework where some form of cogni-
tive noise is generated when a decision-maker undertakes any decision. The key
intuition in this literature is that this noise is not due to unobservable features
of the environment but is caused by the complexity of the problem, and emerges

⋆ An earlier version of this chapter has appeared as ECONtribute Discussion Paper No. 173.
Acknowledgements: I am grateful to Dominik Damast, Benjamin Enke, Armin Falk, Ximeng
Fang, Lorenz Götte, Thomas Graeber, Luca Henkel, Martin Kornejew, Robin Musolf, and Flo-
rian Zimmermann for fruitful discussion and helpful comments. Funding from the Deutsche
Forschungsgemeinschaft (DFG, German Research Foundation) under Germany’s Excellence Strat-
egy EXC 2126/1-390838866, BGSE (Bonn Graduate School of Economics) and briq is gratefully
acknowledged.



180 | 4 Cognitive Uncertainty and Overconfidence

in the process of elaborating the inputs and providing an answer. Building on
previous works, Enke and Graeber (2023) (EG henceforth) define the concept of
cognitive uncertainty (CU henceforth) as an agent’s uncertainty about their own
action optimality: the decision-maker is aware of the existence of the cognitive
noise, which impairs her ability to take the optimal decision and is hence uncer-
tain whether the action she picked is the optimal one. In other words, agents
are aware that they may commit mistakes and they hold doubts about having
made the right choice. Very importantly, EG employs this concept to unify several
well-established patterns in decision-making under risk and provide experimental
evidence of the role of cognitive uncertainty in moderating such patterns. This pa-
per aims to extend this process, establishing a link between cognitive uncertainty
and overconfidence,1 with a focus on overplacement,2 both theoretically and em-
pirically.
The relevance of overconfidence in economic decision-making is well established.
Notable examples are Malmendier and Tate’s (2005) paper, in which the authors
show how overconfidence induces CEOs to undertake sub-optimal investment de-
cisions, or Barber and Odean (2001), which show how overconfidence (related to
gender) may lead to excess trading on the stock market, with a negative impact on
returns. In the words of Kahneman (2011), overconfidence is “[...] the most signif-
icant of the cognitive biases”. A series of papers in economics, part of the literature
on ego-based utility and motivated beliefs,3 investigates the structure and the
causes of overconfidence. This literature identifies the cause of overconfidence in
the fact that positive self-assessments increase agents’ utilities. Nonetheless, expla-
nations of overconfidence based on motivated reasoning leave out some unsolved
puzzles and relevant questions. For example, it is not clear how overconfidence
is related to other cognitive biases, how overconfidence can persist over time in
the presence of feedback⁴ or how overconfidence emerges in not ego-relevant
contexts. This suggests that the mechanism behind overconfidence in economic
decision-making is still unclear. This works aims to, shed light on these aspects,
making use of the concept of CU, focusing on overplacement.

Overplacement and CU are inversely related. For example, an individual who
is highly uncertain about the optimality of her own action will tend to place

1. Although it is possible to argue that both internal and external uncertainty play a role
in giving rise to overconfidence, I focus on how internal uncertainty, through CU, contributes to
the phenomenon.

2. As Moore and Healy (2008) argue, what is commonly defined as overconfidence com-
prises different constructs, which is wiser to treat separately. In Section 2.2 this point is laid out
more extensively.

3. See Bénabou (2015) and Bénabou and Tirole (2016) for reviews.
4. On this latter, also the role of memory has been studied, both theoretically (e.g. Bén-

abou and Tirole (2002)) and empirically (e.g. Huffman, Raymond, and Shvets (forthcoming) or
Zimmermann (2020)).
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herself relatively lower, with respect to a less cognitively uncertain individual.
Crucially, a form of internal uncertainty is conceptually necessary to rationalize
overconfidence-related phenomena: to make self-assessment mistakes, an agent
must be uncertain about the optimality of her choice. I use the concept of cogni-
tive uncertainty to justify and formalize this idea.
This paper brings about two key contributions. First, it shows how overconfidence,
and more extensively under/overplacement, is generated in a cognitive uncer-
tainty framework. This is intended as a step to merge the overlapping parts of
the economic literature on imprecision and overconfidence. Second, the model
delivers a set of predictions about the impact of CU on two different overplace-
ment measures. I test these predictions experimentally. Our results show that CU
and overplacement are negatively related. Also, I manipulate CU experimentally
using compound choices, showing the existence of a causal link between CU and
overplacement. As a third, minor, contribution, I document a relationship between
placement measures and the shape of probability weighting, which, to our knowl-
edge, has not been explored before. The model presented in this paper, jointly
with EG’s results, can account for this preliminary evidence.
I conduct an experiment built on the "balls-and-urns" workhorse paradigm (see
Benjamin, 2019) to collect evidence of a causal relationship between overplace-
ment and CU. Participants are introduced to two fictitious urns and told that one
of the two has been picked with some probability. Each urn contains a different
number of blue and red balls and, after observing a draw of one or two balls,
participants state their probability guess about each urn. Before formulating the
guess I elicit an absolute placement measure, asking them a guess about their
rank on a scale from 1 to 100. After the guess, they observe another participant’s
answer to the same problem and provide a relative placement guess (probability
of having performed better than the other participant). To identify a causal role
of CU I follow EG, introducing ambiguity in half of the tasks, and presenting the
diagnosticity parameter of the problem (number of blue balls in each urn) as a
random variable. I interpret this as an exogenous manipulation of CU.
Tha paper has two main findings. First, placement and overplacement decrease
in CU, that is more cognitively uncertain participants tend to place themselves
lower and are less likely to wrongly place themselves higher, relative to other
participants. This finding is robust across different measures of placement and
overplacement. Second, more cognitively uncertain participants are more likely
to change their answers to a greater extent. These findings are consistent with a
formal model of overplacement built on EG’s model of CU. In the model, agents
are not sure about the optimality of their actions, and the level of uncertainty
about their actions’ optimality, that is CU, regulates the extent to which they are
under/overconfident.
Besides contributing to the literature on overconfidence and imprecision, this
paper further contributes to the economic literature on observational learning,
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through the structure of our experimental paradigm. Weizsäcker’s (2010) metas-
tudy on social learning shows how individuals fail to effectively learn from others
when this would imply to contradict their own initial choice, even if it would be
optimal to do so. This evidence can be seen as a form of underreaction to new
signals, which is prevalent in social learning experimental contexts. Several other
works document this and describe it as a form of overconfidence (e.g. Nöth and
Weber (2003); Celen and Kariv (2004); Goeree et al. (2007); and De Filippis
et al. (2017)). On the other hand, the psychology literature offers several in-
stances of underconfidence in diverse tasks (Burson, Larrick, and Klayman (2006);
Kruger and Dunning (2009); Krueger and Oakes Mueller (2002); Moore and Small
(2007)), with the mechanism regulating the presence of over or underconfidence
not being clear. Cognitive uncertainty may provide this regulating mechanism,
along with a theoretical foundation for that.
The remainder of the paper is organized as follows. Section 2, establishes the the-
oretical link between CU and overconfidence frameworks, showing to what extent
they are equivalent and which insights can the cognitive uncertainty perspective
provide. The key predictions of the model are tested in an experimental setting
with financially incentivized decisions. The experimental design is described in
Section 3 and the analyses and results in Section 4. Section 5 concludes.

4.2 Theoretical Framework

In this section, I first briefly introduce EG’s framework of CU. Afterwards, I show
the link between CU and overplacement in a simple formal setting, which allows
to formulate testable empirical hypotheses.

4.2.1 Cognitive Uncertainty

The model developed in this section builds on EG’s illustration of choice under CU,
where the decision-maker behaves as if she was facing a signal extraction problem,
with the noise being internally generated.
Consider an agent with a quadratic utility function:

u(a, x) = −
1
2

(a − Bx)2. (4.1)

Clearly, the optimal action would then be a∗ = Bx. However, the agent is affected
by cognitive noise and behaves as if the state variable x was not observed determin-
istically, but only through a noisy signal s= x+ ϵ, with ϵ ∼N (0,σ2

ϵ). The noise
term ϵ is the noise perceived by the agent and may also not correspond to the true
cognitive noise, denoted by ϵ̃. Assuming the agent holds a prior x ∼N (x0,σ2

x)
about the state, the optimal action would be a∗(s)= Bλs+ B(1−λ)x0, with the
agent’s uncertainty about her own action optimality reflected by

a∗(x | s) ∼ N (Bλs + B(1 − λ)x0, B2(1 − λ)σ2
x ), (4.2)
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with λ= σ2
x

σ2
x+σ2

ϵ
. Hence, cognitive uncertainty (σCU) is defined as the standard

deviation of the above probability distribution: the agent’s uncertainty about her
optimal action. Note that the normality assumption is imposed for simplicity,
but the general idea would hold also for different prior and cognitive noise
distributions: the agent’s internal uncertainty induces a distribution on the space
of possible answers, with a certain degree of dispersion that is her cognitive
uncertainty.
The theoretical contribution of this paper, strictly related to the empirical
investigation, is twofold: linking CU and overplacement and representing an
observational learning process in this framework. In the Appendix, I also briefly
present MH’s benchmark model of overconfidence, showing how a CU-based
model of overconfidence can generate equivalent predictions and arguing how a
CU-based model may provide additional insights.

4.2.2 Cognitive Uncertainty and Overconfidence

A series of works⁵ highlights the distinction between three different concepts of
overconfidence: overestimation, overprecision, and overplacement. In this litera-
ture, it is also stressed how, even though often confused in the vernacular, these
phenomena are distinct in their causes and in the conditions under which they
manifest. In line with this branch of literature, I present a model that stresses
formally the differences in the constructs and their causes. More specifically, I
present a model that focuses on nesting overplacement within the CU framework.
Note that this does not mean that the model cannot reproduce established results
concerning overprecision⁶ or overestimation: as shown in the Appendix, MH’s re-
sults can be reproduced within this framework, under some assumptions. In what
follows, I work out a link between the concepts of CU and overplacement, which
is also the main object of the empirical investigation.

5. Originating in MH. See also Moore and Schatz (2017).
6. There is a clear relation between the concept of CU and overprecision: the first is a

necessary but not sufficient condition for the other to emerge. An individual may be affected by
cognitive noise and be aware of that, being uncertain about the optimality of her choice, but
will not necessarily exhibit overprecision. The latter may emerge only if the perceived cognitive
noise is lower than the actual one. If an agent’s perceived cognitive noise is less dispersed than
his actual noise, he will overestimate his performance and the precision of his answer, that is,
underestimate his CU. Cognitive uncertainty may hence constitute a building block for a formal
model of overprecision. Additionally, it is interesting how this perspective provides a rationale
for the phenomenon of overprecision to emerge. Agents are affected by some form of cognitive
noise, of which they are aware, but their perception does not necessarily correspond to the actual
process generating the noise.
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4.2.2.1 Cognitive Uncertainty and Overplacement

Overplacement is defined as an excessive belief in being better than others. In
MH’s paper, the phenomenon is studied in a very specific informational setting:
the agent has her own performance revealed and has to assess whether it is higher
or lower than an "average" agent. Formally, this means that having observed her
performance, she updates her belief about the mean of the performance distri-
bution, being able to assess the relative goodness of her performance. However,
thinking about single tasks, instead of aggregated performance, allows us to study
the problem from a different perspective.
Consider an agent, part of a measure one set of cognitive uncertain agents, having
provided her best answer to a given task. Given her prior x and her signal s, she
will hold some belief about her action optimality, following (4.2). I assume that
it is common knowledge that all agents have identical preferences, described by a
simplified version of (4.1):

u(a, x) = −
1
2

(x − a)2, (4.3)

which implies that the optimal action corresponds to the state itself a∗ = x. This
change does not affect the interpretation of the model in any way but simplifies
the notation. Also, any order-preserving transformation would not change the
results. Moreover, I assume that agents being cognitively uncertain is common
knowledge.
If an agent, say i, can observe the action undertaken by another agent, call him j,
then the expectation about the placement can be defined as the probability that j
is worse off, from i’s perspective:

Definition 4.1. Given preferences defined by (1) and some belief distribution on
the space of action, the relative placement of agent i, with action a∗i , with respect
to agent j, with action a∗j , is:

Placementi(a
∗
i , a∗j )= P(u(a∗j , x)< u(a∗i , x)).

Agent i holds some beliefs about the potential optimal actions, with a∗i being
the mode (and the mean, under normality) of such distribution. Given that agent
i observes another agent’s action, she will be able to assess, according to her own
beliefs, the probability that agent j performed better than she did. This expression
can be interpreted as a continuous answer to the question "Did you perform better
than agent j?". This definition is a building block to construct i’s overall ranking
measure.

Definition 4.2. Let Gi(a) be some CdF representing i’s beliefs about other agents’
actions. Then agent’s i expected ranking is:

Ranki(a
∗
i )= EGi

[Placement(a∗i , a∗j )]
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Given the definition above, agent i would need to know the distribution of
answers provided by other agents, or to hold some belief about that, to be able to
form expectations about other agents’ actions and hence about her overall place-
ment.
This assumption is not unrealistic in many applied frameworks. Two examples are
a firm setting prices and being able to observe prices set by other firms on a sim-
ilar product, or a financial market investor observing other agents’ decisions of
buying or selling certain assets. Moreover, for the results to hold, the distribution
does not have to be correct, mirroring the actual distribution of agents’ actions. It
is just necessary that, when assessing her own ranking, i holds some beliefs about
other agents’ actions.
Given the preferences described by (4.3), it follows that a∗ = x, that is a∗ and x
may be used interchangeably. In this setting it is possible to state the following,
all of which is proven in the Appendix:

Proposition 4.3. Consider a measure one set of cognitive uncertain agents, with
preferences defined by (3), and some agent i, with beliefs a∗ ∼N (a∗i ,σ2

CU). Then,
for any CdF Gi(·), describing agent’s i beliefs about other agents’ actions such that
Ranki(·) is well defined, it holds that:

(1) Placementi(a
∗
i , a∗j )=







1− Fa∗i
(

a∗i +a∗j
2 ) if a∗j < a∗i

Fa∗i
(

a∗i +a∗j
2 ) if a∗j ≥ a∗i

,

(2) Placementi(a
∗
i ) is decreasing in cognitive uncertainty for all a∗j ,

(3) Ranki(a
∗
i ) is decreasing in cognitive uncertainty,

with Fa∗i
(·) being the CdF representing i’s beliefs about the optimal action.
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a *
i

a *
j

CU = 1
CU = 0.7

Figure 4.1. Distribution of beliefs about the optimal action a
∗ for different levels of CU.

Notes: The areas represent 1 − Placement(a∗
i
, a
∗
j
) for both beliefs.

The first point of the proposition characterizes i’s relative placement, under
this set of assumptions. As shown in the proof, this characterization is an immedi-
ate consequence of the distributional assumption and of the quadratic preferences,
which formalize an intuitive basic structure: an agent performs better than another
if her answer is closer (in a classic Euclidean sense) to the optimal action a∗. Then,
the first point of the proposition represents the probability of this event happening,
given i’s beliefs about the optimal action a∗. Figure 4.1 shows this same intuition
graphically. The shaded areas represent (1− Placementi(a

∗
i , a∗j )), for the case of

a∗j < a∗i , for two different levels of σCU. The blue area, representing the higher CU
case, is larger, implying that the agent with the higher CU places herself relatively
lower.
The second point of the proposition states that the placement of an agent de-
creases in her cognitive uncertainty and, consequentially, also the overall expected
ranking (third point). As uncertainty increases, probability mass is shifted away
from a∗i , the mean of the distribution, towards the tails. Hence, the agent will
deem values far from her chosen action more likely to be optimal, decreasing her
expected rank.
This result establishes a direct link between cognitive uncertainty and overplace-
ment. An interesting aspect of this result is that it does not depend on beliefs
about other agents’ actions, as the impact of CU on overplacement does not vary
with different specifications of Gi(·). Also, the result in the second point of the
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Proposition relies on the fact that Placementi(·, ·) is also increasing in σCU, mean-
ing that the same logic applies for a framework where the agent observes another
agent’s action.

4.2.2.2 Persistence

It is possible to model the agent to hold invariant beliefs or to allow for her to
update after observing a∗j . In the first case Fa∗i

(·) would be the same CDF prior
to observing a∗j . In the other case, for agent i to be able to update her beliefs,
she would have to formulate an assumption about agent’s j cognitive uncertainty,
denoted by σ−i.
The updated belief about the optimal action would then be:

a∗ ∼ N
� σ2

−i

σ2
−i + σ

2
CU

a∗i +
σ2

CU

σ2
−i + σ

2
CU

a∗j ,
σ2

CUσ
2
−i

σ2
−i + σ

2
CU

�

. (4.4)

In both cases (static or dynamic beliefs) the results from Proposition 1 hold. How-
ever, the expression in (4.4) can be employed to analyze a potential source of over-
placement persistence. A long-standing puzzle in the literature is the persistence
of overconfidence over time, even in the presence of repeated feedback.⁷ A promi-
nent explanation for this phenomenon has been motivated beliefs. In these models,
positive self-assessments enter positively inside agents’ utilities, under some con-
straints or costs as to prevent generating infinitely inflated beliefs.⁸ The general
idea is that an individual biases his beliefs upwards, as he enjoys holding a posi-
tive view of himself, even if this generates (costly) sub-optimal behavior. As com-
pelling as this narrative is, there are arguably frameworks where it may not fit.
The motivated beliefs narrative is based on the fact that individuals value a good
performance in the task, which may not be the case for neutral tasks or for tasks
that people regret participating in. In a series of experiments, Logg, Haran, and
Moore (2018) find stronger evidence for a cognitive-based explanation for over-
confidence, with the role of motivation being related to vague measures and tasks.
The expression 4.4 suggests an alternative, though not exclusive, way by which
persistent overplacement may arise: keeping other factors constant, an agent with
a higher assessment of σ−i will hold more conservative beliefs towards her ini-
tial guess, resulting in a higher persistence of overplacement. In other words, an
agent who underestimates others excessively, would be able to keep, over time,
excessively high beliefs about her own action optimality.

7. See, among others, Huffman, Raymond, and Shvets (forthcoming) and Zimmermann
(2020).

8. This literature stems from Bénabou and Tirole’s (2002) seminal paper proposing an
economic theory of prosocial behavior. See also Köszegi (2006) for a theoretical formulation of
utility theory including ego-relevant features. See Bénabou (2015) and Bénabou and Tirole (2016)
for literature reviews.
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Figure 4.2 represents this idea graphically. Agents starting with the same (incor-
rect) prior, that is with the same belief about the optimal action and the same
level of cognitive uncertainty, observing the same action a∗j , will have different
learning paths, for different levels of σ−i: the agent with a larger assessment of
σ−i will hold a higher and more persistent belief about his placement over time.
Similarly, Figure 4.3 shows a one-period cross-section of the process shown in Fig-
ure 4.2: holding prior fixed, the agent with the highest assessment of σ−i will
hold a posterior such that his placement is higher. The fact that the agent with
a larger σ−i has a larger CU after updating⁹, is more than compensated by the
fact that the new optimal action is closer to the observed action a∗j . The figure
compares placement functions for two different levels of σ−i, showing the loca-
tion of the midpoint

a∗i +a∗j
2 for both. This intuition is formalized with the following

(proven in Appendix B.2):

Proposition 4.4. Consider two agents, iH and iL, with identical priors regarding the
optimal action a∗ ∼N (a∗i ,σ2

CU), but with σ−i,H > σ−i,L. Let a∗j be some action by
agent j observed by both, and let a∗iK , for K ∈ {L, H} be the posterior mean, after
having observed a∗j . Then, PlacementiH (a∗iH , a∗j )> PlacementiL(a

∗
iL

, a∗j ).

Hence, an agent with a higher assessment of σ−i, will, in general, be more
subject to overplacement. The following empirical hypotheses follow from the set
of results collected throughout this section:

Hypotheses

(1) Placement decreases in σCU and increases in σ−i.

(2) Ranking decreases in σCU.

(3) Reaction to others’ actions/information increases in σCU and decreases in σ−i.

In what follows I describe the experimental design, define empirical measures for
theoretical quantities, and finally present our analysis strategy and results.

9. Note that the variance of both agents, after updating their beliefs, is σCUσ−i
σCU+σ−i

, given their
assessment of σ−i.
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Figure 4.2. Placement dynamics for different levels of σ−i.

Notes: All agents start from an identical belief about a
∗ and observe the same action a

∗
j

and differ
only in the level of σ−i.
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Figure 4.3. Placement functions.

The functions represent the result of one-period belief updating for different levels of σ−i. Midpoints
are the optimal action according to each agent in that period.

4.3 Experimental Design

The main goal of the experimental design is to test the relationship between cogni-
tive uncertainty and overplacement. More specifically, I aim to test the hypotheses
formulated in the previous section.
The experiment is organized into two main blocks: a set of belief-updating tasks
and a final survey. Each belief updating task is constructed following Benjamin’s
(2019) review, similarly to EG. Participants undergo a classic "balls-and-urns"
task, in which they are presented with two hypothetical urns, each containing
blue and red balls, in different proportions. After observing a draw of one or
more balls, their goal is to provide their best guess of the probability of the
draw coming from one of the two urns. Participants are also endowed with a
prior probability of either one of the two urns being picked before observing
the draw. They are informed that the computer draws a card from a 100-card
deck. Each card is labeled as either one of the two urns. Based on the drawn
card, the computer performs the second draw of one or two balls from the se-
lected urn. Moreover, participants are informed about the proportions of the cards
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in the deck.1⁰ More formally, participants are provided with the number of "A
cards" in the deck, A = 100 · P(A), as well as the number of blue balls in urn
A, B = 100 · P(blue | A), with the number of blue balls in urn B always set as its
complement, that is 100 · P(blue | B)= 100−B . The parameter space, which is
unknown to participants, is A ∈ {30, 50,70} and B ∈ {70,90}. Finally, the pos-
sible signals are s ∈ {blue, red, blue− blue, red− red, blue− red, red− blue}, with the
probability of s being a single ball draw set to 50%.
Figure 4.4 represents the task timeline graphically. The green boxes represent the
financially incentivized decisions11. Participants are presented with a balls and
urns task with a given parameters specification and formulate their guess. They
are also asked to provide a guess about their overall ranking in the task. After-
ward, they observe an answer to an identical task provided by another participant
and may change their previous guess. Additionally, they are asked to assess their
placement relative to that participant and the level of cognitive uncertainty of the
other participant when providing the observed answer (σ−i). The key outcomes
of interest are the placement measures and the participant deviation from the
initial answer if any such deviation occurs. The steps are repeated for different
specifications of the belief elicitation task. The same participant goes through sev-
eral sessions of the task, each with a different parameter specification. Also, as
explained in more detail in the next subsection, half of the sessions would have
B , the diagnosticity parameter, expressed as a random variable. These choices
are referred to as compound choices. Participants undergo each of the possible 6
parameter specifications. For compound choices the parameters are intended in
expectations.
Clearly, there is a significant intersection with EG in terms of experimental struc-
ture. The key differences are represented by rank and placement elicitations and
by the additional steps after CU elicitation, namely: a subject is shown another
subject’s answer, elicitation about the other subject’s CU, and the answer adjust-
ment step. Combining the belief updating task as carried out in EG with these
additional steps, represents the novel contribution of this paper from the experi-
mental point of view.

10. For further details about the exact experimental instructions one may refer to Appendix
C.1.

11. For details on how financial incentives are implemented see Appendix C.4
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Figure 4.4. Experimental Task Timeline.

4.3.1 Compound Choices

Besides establishing that CU and placement measures are correlated as expected,
I am interested in establishing a causal relationship. To do so, I introduce com-
pound choices, as done in EG.
Participants undergo 6 sessions, as described in the previous subsection and shown
in Figure 4.4. In the last 3 sessions, the diagnosticity parameter of the belief up-
dating problem (B) is presented as a random variable instead of a number. As EG
show, introducing compound choices this way is arguably equivalent to manipulat-
ing CU, hence helping to establish a causal link between CU and overplacement.
To this respect, it should be noted that, to our knowledge, only one work studying
the impact of ambiguity on overconfidence is present in the literature (Brenner,
Izhakian, and Sade, 2015). However, the evidence presented in the paper is based
on a different concept and manipulation of ambiguity. For this reason, in inter-
preting the results, I assume that variations in placement measures and answer
adjustment, in a compound choice framework, would be channeled through the
exogenous variation in cognitive uncertainty. To cleanly identify the effect of the
manipulation, participants are shown another participant’s answer to an equiv-
alent (reduced) problem without compound parameters. It is stressed that the
correct answer for the differently formulated problem is the same. The aim is to
keep all other factors constant, compared to the previous condition, including the
subject’s beliefs about other subject’s CU: knowing that only her problem is posed
in a compound way, the participant should have relatively, but not absolutely, more
trust in the observed answer. This condition is implemented intervening on points
1 and 5 of the experiment timeline. A different example is provided in point 1,
comparing the new compound task with the previous task. In point 5 subjects are
provided with an answer from an equivalent, non-compound task. A preliminary
study has been run to collect a sufficiently large pool of answers for the belief
updating task. This study excluded the learning component of the belief updating
task since the aim was only to gather answers to be used in the next phase of
the study. The answers shown in phase 5 of the belief updating task are randomly
drawn from the pool of answers gathered in the preliminary study, conditioning
on parameters specification and signals realization.
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4.3.2 CU Elicitation

A key measure in the experiment is the one for cognitive uncertainty. In this, I
follow closely EG. Figures 4.5 and 4.6 show screenshots from an example task.
The only way our elicitation differs from EG’s operationalization of CU is that I
set the uncertainty to grow by moving the slider from left to right.
Referring to their work, this operationalization of participants’ uncertainty has
a simplicity advantage over confidence interval elicitation. This is because
participants do not have to understand the concept of confidence intervals12 and
think about probability in answering the question about cognitive uncertainty.
Similarly, eliciting full probability distributions over (range of) outcomes is more
complex and requires the subjects to have a certain degree of understanding of
probability theory.

Figure 4.5. Example of Cognitive Uncertainty Elicitation Before Click.

12. Confidence interval being a proper measure for eliciting participants’ perceived precision
has been widely debated in the literature. Enke and Graeber (2023) also conducted a calibration
experiment using confidence intervals, noting how changing the confidence level does not impact
much interval wideness. This was already noted by Alpert and Raiffa (1982), who started this
literature. For an extensive review of this problem see Logg, Haran, and Moore (2018).
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Figure 4.6. Example of Cognitive Uncertainty Elicitation After Click.

4.3.3 Rank and Placement Elicitation.

As illustrated in Figure 4.4 rank is elicited following participants’ probability guess.
More specifically, participants are asked to provide their guess about their overall
ranking in that specific task, right after providing their probability guess. Figure
4.7 provides an example.
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Figure 4.7. Example of Rank Elicitation.

For what concerns placement, participants were first shown the answer of
another participant in an identical task and then asked how likely it was that they
performed better than that participant. Figure 4.8 provides a screenshot from the
experiment.

Figure 4.8. Example of Placement Elicitation.
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4.3.4 Logistics

The experiment’s participants were recruited using Amazon Mechanical Turk plat-
form (MTurk). Attention checks were put into place to ensure data quality.
I ran a preliminary data collection, in which a total of 176 participants were re-
cruited. Of those, 71 were screened out, either because they answered incorrectly
at least one of the comprehension questions13 or because they failed the atten-
tion check put within the tasks. Hence, a total of 105 participants were kept. The
answers of these participants have been used as a pool to draw from in the ac-
tual study. The attention check was a guessing task framed in a way such that
either urn A or urn B was correct with probability 1. If participants did not an-
swer correctly to that task they were screened-out.1⁴ The preliminary study took
approximately 19 minutes to complete on average. Participants who successfully
completed it received, on average, 4.97 USD.
A total of 422 participants were recruited to take part in the study, with 198 be-
ing screened out for failing to answer correctly comprehension questions, leaving
a sample of N = 224 participants. Participants were paid 0.5 USD for accepting
the task on MTurk and an additional 4.5 USD upon completion. Additionally, they
could earn up to a 3 USD bonus, which was determined as previously described.
The study took an average of 23 minutes to complete. Participants who completed
the study received, on average, 6.62 USD.

4.4 Analysis and Results

In this section, I illustrate our data analysis strategy and results. Each of the
main results corresponds to one of the previously formulated hypotheses. More-
over, I run additional analyses on two different measures of overplacement and
report preliminary evidence on how CU may mediate the relationship between
overplacement and probability weighting.

4.4.1 Hypothesis 1: Placement

Figure 4.9 provides an overview of the distribution of Placement, respectively for
a high and low level of CU. The groups are determined by taking the median
level of CU in the whole sample as a threshold. The figure provides preliminary
evidence in line with hypothesis 1: comparing the two distributions, the Low CU

13. The comprehension questions used in the preliminary study are almost the same as
the ones used for the non-compound part of the main study, reported in Appendix C.2. The
preliminary study contained an additional question ensuring that participants understood what
the probability of the sure event is.

14. For more details on the attention check and on structural differences between preliminary
and the main study see Appendix C.5.
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group exhibits more mass on the right end of the domain, suggesting that partic-
ipants with low levels of CU tended to place themselves higher compared to the
participants in the High CU group.
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Figure 4.9. Placement distribution for High/Low CU groups.

Notes: Groups are determined using median CU as a threshold.

To perform a more rigorous analysis, I estimate the following equation:

Placementi = α + β1CUi + β2Icompound +
K
∑

k∈K

βkXk,i + ϵi, (4.5)

with Icompound being an indicator for compound choices and K the set of control
variables (e.g. survey variables, session fixed effects). The main coefficients of inter-
est are β1 and β2. The first can be interpreted as the estimated average marginal
effect of CU on placement. β2 is interpreted as the effect of manipulating CU
through compound choices.1⁵

15. For this interpretation to be valid, it must hold that: (i) CU is significantly higher for
compound choices and (ii) any effect of compound choices on placement level is due to variation
in CU or σ−i. The second point is argued in detail in the previous section. The core idea
is that, to our knowledge, there is no theory relating compound choices to overplacement (or
overconfidence in general). Concerning the first point, I find that compound choices increase
CU by 17% on average. Figures 4.D.1 and 4.D.2, reported in the Appendix, present this finding
graphically. Figure 4.D.1 shows how the distribution of CU changes between compound and
baseline choices. Mass is shifted towards higher levels of CU for compound choices, although
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Table 4.1 provides coefficients from linear estimates of elicited placement.
Columns (1) and (2) report the results of regressing placement only on CU and the
manipulation dummy,1⁶ respectively. Column (3) provides estimates of β1 and β2,
estimated together, without additional control variables. Columns (4) and (5) sep-
arately add sessions fixed effects and demographic controls.1⁷ Finally, column (6)
estimates the full equation 4.5, including also the absolute distance between the
participant’s first guess and the shown answer from another participant (|a∗i − a∗j |).
This analysis shows that CU has a significant effect on elicited placement, in line
with hypothesis 1. The compound manipulation allows us to interpret at least part
of this effect causally. In addition, the variation in 1 if compound choice coefficient
from column (2) to column (3) suggests exactly that part of the effect of the
manipulation is explained by the variation in CU: when adding CU to the spec-
ification the coefficient of the compound choices dummy decreases in absolute
value. Interestingly, |a∗i − a∗j | coefficient is positive and significant: when a partic-
ipant observes an answer from another participant that is more distant from her
initial answer, she will be more likely to place herself higher. This result is consis-
tent with the model proposed in Section 2, in which Placementi(·) is increasing in
|a∗i − a∗j |.1⁸ Hypothesis 1 also conjectures an effect of σ−i on placement. To test
this, I add σ−i to equation 4.5. The results of the estimation are reported in Table
4.2. Columns (1)-(6) of Table 4.2 perfectly correspond to Table 4.1 columns, with
σ−i added to each specification. The estimated effect of σ−i is positive, as hypoth-
esized, and significant, for each of the 6 specifications. Two additional aspects are
worth noting. First, comparing column (2) from Table 4.1 and 4.2, it is possible
to observe that, as for CU, introducing σ−i in the estimation model decreases the
compound choices coefficient, suggesting that part of the estimated effect of the
dummy is to be attributed to σ−i. Second, in column (3) of Table 4.2, the dummy
coefficient decreases drastically in absolute value, and the model R2 is doubled
(compared to the same column in the previous table). These elements suggest
that both CU and σ−i are relevant in assessing placement and that they should
be considered jointly, as doing so sharply increases the model explanatory power.

this change is not sharp. Figure 4.D.2 represents a t-test at the 95% confidence level, comparing
the average normalized CU for compound and non-compound choices. Based on this evidence, I
conclude that compound choices represent an effective manipulation of CU and that β2 may be
interpreted as suggested.

16. This variable assumed the value of 1 if the observation corresponds to a compound
choice.

17. These comprise age and participant’s education level.
18. Note that the number of observations for column (6) is 1218, instead of 1224. This is to

be attributed to a technical problem by which it was not possible to keep track of which of the
other participant’s answers (a∗j ) was shown to that participant. Hence, in all estimations including
|a∗i − a∗j |, the 6 observations from that participant are dropped.
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Moreover, this suggests that the effect of the compound choices manipulation is
channeled through both CU and σ−i.
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Table 4.1. Effect of CU on placement.

Dependent variable: placement

(1) (2) (3) (4) (5) (6)

CU -1.023∗∗∗ -0.954∗∗∗ -0.952∗∗∗ -0.944∗∗∗ -0.915∗∗∗

(0.189) (0.191) (0.191) (0.186) (0.176)
1 if compound choice -10.593∗∗∗ -9.099∗∗∗ -9.102∗∗∗ -9.114∗∗∗ -9.487∗∗∗

(1.472) (1.446) (1.447) (1.444) (1.411)
|a∗

i
− a
∗
j
| 0.381∗∗∗

(0.054)
Session FE 0.424 0.453

(0.702) (0.689)
Demographic Controls ✗ ✗ ✗ ✗ ✓ ✓

Observations 1,224 1,224 1,224 1,224 1,224 1,218
R

2 0.070 0.037 0.097 0.097 0.100 0.154

Notes: OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is a subject’s placement level, that is the elicited probability of performing
better than another subject whose action is observed. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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Table 4.2. Effect of CU and σ−i on placement.

Dependent variable: placement

(1) (2) (3) (4) (5) (6)

CU -1.513∗∗∗ -1.437∗∗∗ -1.435∗∗∗ -1.424∗∗∗ -1.333∗∗∗

(0.158) (0.160) (0.160) (0.157) (0.157)
σ−i 1.323∗∗∗ 0.692∗∗∗ 1.241∗∗∗ 1.242∗∗∗ 1.234∗∗∗ 1.045∗∗∗

(0.143) (0.158) (0.144) (0.144) (0.146) (0.143)
1 if compound choice -9.274∗∗∗ -5.976∗∗∗ -5.979∗∗∗ -6.011∗∗∗ -6.691∗∗∗

(1.427) (1.377) (1.377) (1.376) (1.355)
|a∗

i
− a
∗
j
| 0.266∗∗∗

(0.052)
Session FE 0.507 0.535

(0.670) (0.669)
Demographic Controls ✗ ✗ ✗ ✗ ✓ ✓

Observations 1,224 1,224 1,224 1,224 1,224 1,218
R

2 0.174 0.069 0.185 0.185 0.187 0.211

Notes: OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is a subject’s placement level, that is the elicited probability of performing
better than another subject whose action is observed. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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4.4.2 Hypothesis 2: Rank

Similarly to what I showed for placement, Figure 4.10 depicts how rank distribu-
tion differs for High/Low CU levels. In this case, the cut between the two distri-
butions is less sharp, but the Low CU group exhibits more mass on the left,1⁹ as
hypothesis 2 would imply.
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Figure 4.10. Rank distribution for high/low CU.

Notes: Groups are determined using median CU as a threshold.

I perform econometric analysis, estimating an equation equivalent to equation
4.5, with the exception of the dependent variable being rank, instead of placement,
that is the expected placement without observing other participants’ answers. The
results of the estimation procedure are reported in Table 4.3. Both the estimated
effects of CU and of compound choices are positive and significant, for all spec-
ifications. Similar to what I note for placement, it is possible to see that the
compound choice dummy coefficient decreases comparing columns (2) and (3).
This reinforces the interpretation of compound choice serving as a manipulation
for CU.

19. Note that the way rank is operationalized implies that a higher value for the variable is
interpreted as a lower probability of being better-off. For example, a participant who assumes to
be ranked 10th expects to be better off than a participant who assumes to be ranked 15th.
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Table 4.3. Effect of CU on rank.

Dependent variable: rank

(1) (2) (3) (4) (5) (6)

CU 0.734∗∗∗ 0.713∗∗∗ 0.713∗∗∗ 0.754∗∗∗ 0.754∗∗∗

(0.219) (0.221) (0.221) (0.219) (0.219)
1 if compound choice 3.892∗∗∗ 2.775∗∗∗ 2.775∗∗∗ 2.711∗∗∗ 2.711∗∗∗

(1.075) (1.030) (1.031) (1.036) (1.036)
Session FE 0.010 0.024

(0.573) (0.576)
Demographic Controls ✗ ✗ ✗ ✗ ✓ ✓

Observations 1,224 1,224 1,224 1,224 1,224 1,224
R

2 0.036 0.005 0.039 0.039 0.052 0.052

Notes. OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is a subject’s rank level, that is the elicited expected ranking in the current
task, from 1 (first) to 100 (last). ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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4.4.3 Hypothesis 3: Answer Adjustment

The third hypothesis is not directly related to overplacement measures, but to
how CU and σ−i are related to participants’ reactions after observing another
participant’s answer. Although not the main goal of the paper, this represents a
further way to test the proposed model.
I take as a dependent variable the absolute difference between the probability
guess provided in the first part of the task and the guess provided after observing
the other participant’s answer. Importantly, only 243 observations out of 1224
have non-zero answer adjustments. This raises concerns about OLS estimates being
driven by the observations in which no adjustment took place. For this reason, I
employed two approaches in testing hypothesis 3: OLS and probit estimation.
I first analyze the effect of CU and σ−i on answer adjustment estimating the
following using OLS:

ans_adj = α + β1CUi + β2Icompound + β3σ−i +
K
∑

k∈K

βkXk,i + ϵi. (4.6)

The results of the estimation are reported in Table 4.4. Afterward, I estimated
a probit model using the same variables of equation 4.6. Table 4.5 reports the
estimates of this exercise. Overall, OLS estimates are in line with our hypothesis:
answer adjustments increase with CU and decrease with σ−i, on average. In the
full specification, the magnitude of the estimated effect of σ−i is approximately
25% larger than that of CU. This is the opposite for the case of placement, in
which the estimated effect of CU is approximately 22% larger. Concerning probit
estimates, it is interesting to see how CU is highly significant only in the full
specification of the model, unlike σ−i, which is always significant. This indicates
that variation in CU impacts the estimated probability of adjusting the answer less
than σ−i. Hence, when not considering the magnitude of the adjustment, as in
the OLS case, but only the probability of the adjustment taking place, CU has less
impact. This may be interpreted as follows: once a participant decides to adjust
her answer, her level of cognitive uncertainty matters to determine how much she
will deviate from her initial answer. However, CU is less impactful concerning the
decision of changing the answer or not.
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Table 4.4. Effect of CU and σ−i on answer adjustment.

Dependent variable: answer adjustment

(1) (2) (3) (4)

CU 0.187∗∗∗ 0.155∗∗∗ 0.195∗∗∗

(0.036) (0.037) (0.035)
σ−i -0.187∗∗∗ -0.153∗∗∗ -0.243∗∗∗

(0.040) (0.039) (0.048)
1 if compound choice 3.042∗∗∗ 2.508∗∗∗ 2.043∗∗∗

(0.447) (0.425) (0.360)
|a∗

i
− a
∗
j
| 0.137∗∗∗

(0.032)
Session FE -0.193

(0.221)
Demographic Controls ✗ ✗ ✗ ✓

Observations 1,224 1,224 1,224 1,218
R

2 0.040 0.040 0.066 0.155

Notes. OLS estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is a subject’s answer adjustment, that is the absolute difference between the
first and the second choice in the probability guessing task. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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Table 4.5. Effect of CU and σ−i on answer adjustment probability.

Dependent variable: answer adjustment probability

(1) (2) (3) (4)

CU 0.010∗ 0.008 0.038∗∗∗

(0.005) (0.006) (0.007)
σ−i -0.089∗∗∗ -0.090∗∗∗ -0.062∗∗∗

(0.007) (0.007) (0.008)
1 if compound choice -0.513∗∗∗ 0.084 0.559∗∗∗

(0.053) (0.073) (0.089)
|a∗

i
− a
∗
j
| 0.008∗∗∗

(0.003)
Session FE -0.212∗∗∗

(0.047)
Demographic Controls ✗ ✗ ✗ ✓

Observations 1,224 1,224 1,224 1,218

Notes. Probit estimates, robust standard errors are clustered at the subject level. The de-
pendent variable is a subject’s answer adjustment probability, that is an indicator for the
subject having changed answer after observing another participant’s answer. ∗p < 0.1,∗∗ p <
0.05,∗∗∗ p < 0.01
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4.4.4 Overplacement

In the previous sections, I studied how the empirical hypotheses descending from
the model met with our experimental data. The hypotheses concerned how place-
ment (and ranking) varied with CU and σ−i, but not how those impacted overplace-
ment. This is because, in our theoretical framework, to state if and how much
overplacement takes place, it is necessary to formulate additional assumptions
about the structure of the cognitive noise.2⁰ However, given that an increase in
CU (σ−i) decreases (increases) placement, it will impact overplacement both on
the extensive margin (whether a participant overplaces herself or not) and on the
intensive margin (the extent to which a participant overplaces herself).
I run two additional analyses to test this hypothesis, that is assessing the effect of
CU and σ−i on overplacement. The two analyses correspond to two different mea-
sures I propose, corresponding to the extensive and intensive margin of overplace-
ment. Both measures are constructed using the placement decision of participants
after observing the other participant’s answer. The first measure is a dichotomic
variable, taking the value of 1 if the participant overplaced herself and 0 other-
wise. A participant i, with answer a∗i and observed answer a∗j , overplaced herself
if her placement decision was above 50% and |a∗ − a∗i |> |a

∗ − a∗j |. In other words,
a participant overplaced herself if she stated that she was more likely to have per-
formed better than the other participant when she did not. Table 4.6 reports the
results of running a probit regression on this measure of overplacement, which
can be interpreted as overplacement probability. The four specifications are the
same as the ones in the previous sections. Both CU and compound choices have
a highly significant effect on overplacement probability. On the other hand, σ−i

seems to have either no effect or a quite small one. This suggests that beliefs
in other participant’s cognitive uncertainty play no role in determining whether
someone will overplace herself or not.

20. More specifically, it would be necessary to assume how the variance of the cognitive
noise is distributed among agents.
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Table 4.6. Effect of CU and σ−i on overplacement probability.

Dependent variable: overplacement probability

(1) (2) (3) (4)

CU -0.063∗∗∗ -0.051∗∗∗ -0.031∗∗∗

(0.006) (0.006) (0.007)
σ−i 0.004 0.005 0.011∗

(0.005) (0.005) (0.006)
1 if compound choice -0.832∗∗∗ -0.367∗∗∗ -0.211∗∗

(0.058) (0.072) (0.082)
|a∗

i
− a
∗
j
| 0.015∗∗∗

(0.002)
Session FE -0.082∗

(0.043)
Demographic Controls ✗ ✗ ✗ ✓

Observations 1,224 1,224 1,224 1,218

Notes. Probit estimates, robust standard errors are clustered at the subject level. The depen-
dent variable is a subject’s overplacement probability, which is an indicator for the subject
assessing her probability of performing better than the other subject higher than 0.5 and
having performed worse. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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It is important to note, that this first measure does not take into account two
relevant factors. First, individuals who exhibit underplacement are codified in the
same way as the ones who correctly place themselves, i.e. with a 0. Secondly, this
measure does not consider the magnitude of overplacement (or underplacement)
for those who do overplace (underplace) themselves. To make up for these limi-
tations, I build a second measure of overplacement. The measure is built in two
steps. I first codify underplacement in our variable. Similarly to overplacement, a
participant underplaced herself if she performed better than the other participant,
but thought she did not. This is first codified with a -1, as opposed to a 1 for over-
placement. To address the second concern, I weigh all observations that exhibit
underplacement or overplacement by their distance from 50%. This way I differ-
entiate participants by overplacement (underplacement) level. To clarify, consider
two participants who overplaced themselves: if one answered 90% and the other
60%, the first would be "overplacing herself more" in our measure. Table 4.7 re-
ports the results of regressing this measure of overplacement on our variables of
interest. CU, σ−i, and compound choice dummy are significant in all specifications
and their sign in line with the model. Hence, the evidence suggests that cognitive
uncertainty plays a role in regulating both the probability of overplacement and
the extent of such overplacement.
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Table 4.7. Effect of CU and σ−i on weighted overplacement.

Dependent variable: weighted overplacement

(1) (2) (3) (4)

CU -0.595∗∗∗ -0.574∗∗∗ -0.459∗∗∗

(0.116) (0.118) (0.113)
σ−i 0.615∗∗∗ 0.592∗∗∗ 0.378∗∗∗

(0.113) (0.115) (0.106)
1 if compound choice -3.681∗∗∗ -1.653 -2.596∗∗

(1.241) (1.265) (1.253)
|a∗

i
− a
∗
j
| 0.291∗∗∗

(0.043)
Session FE 0.381

(0.602)
Demographic Controls ✗ ✗ ✗ ✓

Observations 1,224 1,224 1,224 1,218
R

2 0.055 0.008 0.056 0.113

Notes: OLS estimates, robust standard errors are clustered at the subject level. The de-
pendent variable is a subject’s weighted overplacement. For details on how the measure is
constructed see Section 4.4. ∗p < 0.1,∗∗ p < 0.05,∗∗∗ p < 0.01
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4.4.5 Relation to Posterior Compression

In their work, EG documents how CU can account empirically for a series of pre-
viously unrelated and well-established empirical regularities. One of such regulari-
ties is an inverse S-shaped relationship between Bayesian posteriors and posterior
beliefs reported by participants in classic "balls-and-urns" tasks. In line with the
evidence of the rest of the paper, EG show how participants with high levels of CU
exhibit a more pronounced inverse S-shaped pattern. In other words, participants
with lower levels of CU report priors that are closer to the Bayesian benchmark.
In our paper, I postulate and investigate empirically a relationship between CU and
overplacement, using different measures. If a variation in CU impacts both over-
placement and reported posterior compression towards a 50-50 mental default,
one would expect to observe a relationship also between overplacement and CU.
I explore this relationship in Figure 4.11, which reports the relationship between
Bayesian posterior and stated posterior, separately for participants with a "High
Rank" and a "Low Rank". Each marker in the figure represents the average proba-
bility guess by participants for a given Bayesian posterior and a given rank level.
The mean in the "High Rank" ("Low Rank") group for each Bayesian posterior is
computed considering participants who rank themselves in the bottom (top) half
of the distribution.21 Figure 4.11 shows that, on average, "High Rank" participants
exhibit a more pronounced S-shaped pattern, while "Low Rank" participants have
on average posteriors that are flatter towards the 45-degree line, representing the
Bayesian benchmark. This difference is consistent with our findings concerning
the relationship between rank and CU. Participants with higher CU also tend to
rank themselves higher (that is rank themselves worse) and hence I observe this
relation between rank and posterior compression. The idea is that CU regulates
both phenomena, which are in turn correlated. To our knowledge, this paper is
the first to document this kind of relationship, and, relatedly, I am not aware
of any other theory that can account for this relation. However, it is important
to stress that this evidence is extremely preliminary and potentially not robust,
as our experimental paradigm was not designed to identify it. Indeed, running
the same type of graphical analysis using placement as a threshold to generate
groups (Figure 4.D.3 is reported in the Appendix) does not suggest any relation-
ship between placement and compression. Hence, I believe that documenting this
relationship between rank and compression of reported posterior corroborates the
rest of our findings and their relation with EG’s findings, but further investigation
is required to develop a better understanding of a potential relationship between
overplacement and probability weighting.

21. This is because participants who believe in having a top-half performance, would provide
a small number, as the best rank is 1.
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Figure 4.11. Average reported posteriors for high/low ranks.

Notes: Groups are determined using median rank as a threshold. The error bars represent the standard
error of the means. Bayesian posteriors are rounded to the nearest integer. Only buckets that contain
at least 20 observations are shown.

4.5 Conclusion

In this paper I propose a model of overconfidence based on the concept of cog-
nitive uncertainty: in the process of solving complex tasks, agents are uncertain
about the optimality of their choice, uncertainty caused by a noisy cognitive pro-
cess. More specifically, I focus on the phenomenon of overplacement. I derive
an inverse relationship with cognitive uncertainty and show how persistent over-
placement may arise in this framework. Finally, I show how this relationship holds
empirically, through an online experiment, based on belief updating tasks. The ev-
idence obtained through the experiment suggests that an increase in cognitive
uncertainty induces participants to place themselves lower, relative to other par-
ticipants, and to react more strongly to information inferred by observing other
participants’ choices. These results, besides confirming our hypotheses, imply that
overplacement, and overconfidence in general, may be related to other behav-
ioral biases through cognitive uncertainty. I present preliminary evidence of this
idea, documenting a relationship between our placement measures and the shape
of probability weighting. I observe that participants who rank themselves lower
exhibit a more compressed probability weighting function. Investigating if and
how cognitive uncertainty modulates the relationship between overconfidence and
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other behavioral anomalies, such as probability weighting, is left to future work.
On top of overplacement, I also briefly discuss a new perspective to approach
the concept of overprecision, but with a quite preliminary contribution. To pro-
vide deeper insights, it would be of particular interest to test empirically the rela-
tionship between actual cognitive noise, cognitive uncertainty, and overprecision.
Hence, we believe an operationalization of actual cognitive noise would represent
a relevant step in this investigation. The scope of the empirical investigation may
be broadened, including tasks more traditionally used in the overconfidence liter-
ature. This would strengthen the link with this literature and allow to formulate
more general claims about the validity of the theory. Finally, extending the the-
ory to feature discrete action spaces and hence non-Gaussian beliefs may provide
interesting insights, especially when considering discrete applications.
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Appendix 4.A Moore and Healy Model

4.A.1 Overconfidence

In their seminal paper MH propose a classification, according to which overcon-
fidence can be split in three sub-phenomena: overestimation, overplacement and
overprecision. The first can be defined as an upward bias in assessing one’s own
performances (downward for underestimation), the second as an inflated belief
about one’s relative performance, and the last as an excessive belief in the fact
that one knows the truth.
They also develop a model of overconfidence able to provide a foundation
for some important puzzles in the literature, such as the hard-easy effect in
overestimation and the inconsistency between overestimation and overplacement.
We here provide a sketch of the model and how it accounts for said puzzles.
The problem of assessing one’s performance is modeled as a signal extraction
problem: agent i assumes her performance (in a test) is a realization of a random
variable xi = µ+ γi, with µ representing the average performance and γi some
(not necessarily) zero-mean noise term. Hence, xi distribution represents the
agent’s prior about her performance.
Once the agent undertakes the test, she receives a signal, a "gut feeling",
si = xi +ρi about how she performed in the said test. Once again, it is assumed
for ρi to have zero mean, but no specific distributional assumption is necessary
for the main intuition to hold: when an agent is assessing her performance under
this information structure, her updated belief will be a weighted average of the
signal si and µ.
This first element may account for the hard-easy effect: an easy test (si > µ)
will induce an updated belief E[xi | si] ∈ [µ, si], mechanically generating under-
estimation. The opposite would hold for hard tests, mechanically generating
overestimation.
Before proceeding with the MH model, a remark is due. The fact that the authors
model agents’ performance assessment as a signal extraction problem, implicitly
assumes the existence of a source of uncertainty, from which the noise comes,
with two points in common with the CU model sketched so far. First, this source
is, at least partially, internally generated: the agent is still uncertain about her
performance also after taking the test, with the γ term representing the (cogni-
tive) noise. Assuming that the mapping from correct answers to performance is
not where uncertainty is generated, then the source must be internal. Second,
the agent is aware of the existence of the noise: instead of taking the signal si at
face value, she updates her belief. If the agent was not aware of the existence of
her (cognitive) noise, she would have no reason to act in that sense. Hence, it is
already possible to see how this benchmark model shares, also implicitly, some
key assumptions with the CU model.
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MH also show how this model may account for the negative relation between
overestimation and overplacement. For this argument to hold, however, the agent
must have a different information set. It is now assumed that the agent observes
xi and is required to evaluate how she performed compared to another random
test-taker. In other words, the agent will compute E[µ | xi], the updated expec-
tations about µ, given that she observed the realization of her performance xi.
For an argument similar to the one for overestimation, an easy test will generate
overplacement and a hard test underplacement. For example, an easy test, that
is an higher than expected performance (xi > µ), will mechanically induce an
expected average performance E[µi | xi] ∈ [µi, xi], generating overplacement.
It is worth stressing that MH theory of overconfidence can relate overprecision
to the other two sub-phenomena22, but stays silent as to what may be the
mechanism behind it emerging. In the authors’ words: "As to the question of when
we should expect overprecision, our theory has little to say." This represents a first
direction in which modeling overconfidence within a CU framework may be an
advantage, as it is clarified later.

4.A.2 Relating Models

From a mathematical perspective, the two models considered in this Section are
very similar in that both are (Gaussian) signal extraction problems. However, what
distinguishes them is the object of the inference. In one case, the MH model, the
agent is trying to assess her performance in a set of tasks (e.g. a test). In the
other, the agent inference concerns the optimality of her own action. Clearly, the
domains are closely related but do not directly overlap.
To cleanly relate the two domains, a mapping from the action space to the per-
formance space is needed. The equivalence of the two models will then depend
on the properties of this mapping and the distributional assumptions. Indeed, the
equivalence of the two models is expressed in terms of the resulting distribution
on the performance space.
Let A be the set of feasible actions and P the set of possible resulting performances
or outcomes. In principle, both sets are unrestricted and may be dense subsets of
the real numbers as well as natural numbers. In a previous paragraph illustrat-
ing the basic structure of CU model, for example, A= (−∞,+∞). Similarly in
Moore and Healy model, P= (−∞,+∞), even though a discrete space would
have probably better suited the test framework of their example. For coherence
and simplicity, we will also assume that the beliefs about actions or performances

22. Precision may be generally thought of as the noise variance, meaning that as precision
goes up (variance goes down) the agent will trust her signal more, increasingly neglecting her
prior.
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can be represented by normally distributed random variables.
A performance function p : An→ P is a mapping from the n-ary Cartesian product
of the action space to the performance space, where n<∞ is the number of deci-
sions that the agent has to undertake. Hence, the framework consists of an agent
facing n tasks with the same action space A, attempting to maximize a quadratic
utility function as in equation (1), where the utility-maximizing action is (possi-
bly) different for each task. The agent’s aggregate preferences (over the Cartesian
product of all actions) can be represented by a utility function that is the sum of
the utilities, or by any order-preserving transformation.
We formulate the following assumption that does not impact the interpretation of
the model, but that buys tractability.
Assumption 1. (linearity) Assume that the performance mapping p : An→ P is lin-
ear.
In the following result, this is a key assumption, to preserve normality when aggre-
gating the beliefs about actions to beliefs about performance. Linearity does not
change the key interpretation of belief aggregation of the performance function
and also presents it in a fairly intuitive perspective: when assessing beliefs about
a phenomenon, an individual "sums" his beliefs about the single sub-components
of it.
Before stating the main result of the Section, I define the auxiliary concept of
consistency:

Definition 4.5. Consider a set of priors {x0, x1, ..., xn}, signals (or gut feelings)
{s0, s1, ..., sn}, all with same support X. Consider a mapping p : Xn→ X and denote
any posterior distribution xi | si with zi. Then {xi, si}ni=1 are said to be consistent
with {x0, s0} under p(·) if the following hold:

(1) p(x1, ..., xn)= x0 (priors consistency)
(2) p(s1, ..., sn)= s0 (signals consistency)
(3) p(z1, ..., zn)= z0 (posterior consistency)

The idea behind consistency is that all the elements in the belief updating
process are related through the performance mapping. In principle, it is possible
to obtain a given posterior distribution with infinitely many signals and priors.
Consistency restrict the focus on the set of priors, signals and posteriors there are
related through the performance mapping.
Having defined consistency we formulate two additional assumptions:
Assumption 2. (dimensionality or solvability) The dimension of the Cartesian prod-
uct of the action space is n≥ 3.
The intuition behind this assumption is that the number of tasks must be large
enough as to be able to satisfy all consistency requirements that are defined above
and ensure the existence of a solution for the system of equations that it induces.
Assumption 3. (sufficient noise) σ2

x0
or σ2

s0
are "large enough".
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This assumption is made more clear in the proof. Essentially, in solving the polyno-
mial system of equations induced by this setting, a lower bound condition arises on
some variances, and hence a lower bound must be imposed on either σ2

x0
or σ2

s0
,

to ensure the existence of positive solutions for the set of {σyi
}ni=1 with y ∈ {x, s}.

A way to interpret this assumption is that, as the beliefs about the actions are lin-
early combined into the belief about the overall performance, the lower the noise
of the performance the smaller is the set of beliefs about the actions that may
have generated it. If the noise is too small the set is reduced to the empty set.
The following Proposition, which we prove in the next section, characterizes the
kind of performance function for which it is possible to represent the overconfi-
dence model à la Moore and Healy (2008) with a cognitive uncertainty model.

Proposition 4.6. Consider the case of normally distributed performance prior x0, gut
feeling s0 and posterior z0. Fix any (linear) performance mapping
p(·) : An ⊆ Rn→ P ⊆ R. Then, there exist infinitely many sets triplets {xt, st, zt}nt=1 of
consistent independent priors, signals and induced posteriors.

This result implies that for any given linear performance function and any
belief about performance generated in a framework à la MH, it is possible to find
a set of beliefs about single tasks that induce the same belief about performance.
In other words, under the linearity restriction on the performance function, it is al-
ways possible to specify a CU model that induces the same beliefs on performance.
The main implication is that, under the stated assumptions, all predictions gener-
ated under the MH model of overconfidence can be generated in a CU framework.

Appendix 4.B Proofs

4.B.1 Proof of Proposition 1

Given how preferences are defined by (3), (2) may be rewritten as:

a∗(x | s) ∼ N (a∗i ,σ2
CU,i), (4.B.1)

with a∗i = λisi + (1−λi)x0,i, that is a∗i is the optimal action for agent i and λi =
σ2

xi
σ2

xi
+σ2

ϵi
is i’s shrinkage factor.

Now, fix any a∗j , j ̸= i, and note that, under preferences described by (3) it holds
that

uj(a∗j , x)≤ ui(a
∗
i , x) ⇐⇒ |a∗j − x| ≥ |a∗i − x|,

with a∗ = x.
This, in turn, implies that

Placementi(a
∗
i , a∗j )= P(uj(a

∗
j , x)≤ ui(a

∗
i , x))= P(|a∗j − a∗| ≥ |a∗i − a∗|)=
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=







P(a∗ >
a∗j +a∗i

2 ) if a∗j < a∗i
P(a∗ ≤

a∗j +a∗i
2 ) if a∗j ≥ a∗i

=







1− Fa∗(
a∗i +a∗j

2 ) if a∗j < a∗i
Fa∗(

a∗i +a∗j
2 ) if a∗j ≥ a∗i

,

proving the first point of the proposition.
Note that Fa∗(·) is the CDF of the random variable representing agent’s i beliefs
about the optimal action to undertake. In the remainder of the proof, I assume
that agent i does not update her own beliefs after observing a∗j , that is the beliefs
are distributed as per (9). Even without this assumption the structure and the
conclusion of the proof would remain unchanged.
For the second point of the proposition there are two cases. I will consider the
case of a∗i ≤ a∗j , the other case being specular.
From point one of the Proposition23:

Placementi(a
∗
i , a∗j )= Fa∗(

a∗i + a∗j
2

)=
h

1/2 erf
� x− a∗ip

2σCU,i

�i

a∗i +a∗j
2

−∞
=

= 1/2+ 1/2 erf
� a∗j − a∗i

23/2σCU,i

�

,

with erf(z)= 2p
π

∫ z
0 e−t2

dt, and the last equality following from the fact that
erf(−∞)= −1.
Now, note that

(1) erf(z) is monotonically increasing,

(2) erf(0) = 0 .

As a∗i < a∗j
(1)
=⇒ erf
� a∗j −a∗i

23/2σCU,i

�

> 0
(2)
=⇒

δerf
�

a∗j −a∗i
23/2σCU,i

�

δσCU,i
< 0

=⇒
δPlacementi(a∗i ,a∗j )

δσCU,i
< 0.

Finally, note that, as Placementi(·) is strictly decreasing in σCU, then, for
any Gi(·) such that

∫

Placementi(a∗i , z)dGi(z) exists, then also such integral
will be strictly decreasing in σCU. Hence, Ranki(a∗i )= EGi

[Placement(a∗i , a∗j )]=
∫

Placementi(a∗i , z)dGi(z) is strictly decreasing in σCU. □

4.B.2 Proof of Proposition 2

After observing a∗j , agent i beliefs can be described by equation 4.4. For notational
convenience, let the expectations and the variance of the updated beliefs be a∗ =

23. For the original treatment and derivation of the error function, see Glaisher (1871).
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αa∗i + (1−α)a∗j , with α= σ2
−i

σ2
−i+σ

2
CU
, and ς2 respectively.

As shown in Proposition 2,

Placementi(a
∗
i , a∗j )=







1− Fa∗i
(

a∗i +a∗j
2 ) if a∗j < a∗i

Fa∗i
(

a∗i +a∗j
2 ) if a∗j ≥ a∗i ,

which implies that, for the statement to be true, it must hold that










δFa∗ (
a∗+a∗j

2 )
δσ−i

< 0 if a∗j < a∗

δFa∗ (
a∗+a∗j

2 )
δσ−i

> 0 if a∗j > a∗.

Now, as in the previous Proposition proof, recall that for a normal distribution
with mean µ and variance σ2 it holds that

Fµ,σ = 1/2(1+ erf(
x−µ
p

2σ
)).

Substituting µ= a∗ and σ2 = ς2, leads to, after some simplification:

Fa∗,ς = 1/2
h

1+ erf
�α1/2(a∗j − a∗i )

23/2σCU

�i

.

As the error function is monotonically increasing, the sign of the CdF derivative
with respect to σ−i is the same as the sign of erf(·) argument.

Differentiating
α1/2(a∗j −a∗i )

23/2σCU
with respect to σ−i leads to:

h

(σ2
CU +σ

2
−i)

1/2 −
σ2
−i

(σ2
CU +σ

2
−i)

1/2

i(a∗j − a∗i )

23/2σCU
,

which is strictly negative for a∗j < a∗i and strictly positive for a∗j > a∗j (the placement
function is non-differentiable at a∗j = a∗i ). □

4.B.3 Proof of Proposition 3

First, note that, under linearity of the performance function2⁴ and normality, the
consistency constraints can be rewritten as:






































∑n
i=1αiµxi

= µx0
∑n

i=1α
2
i σ

2
xi
= σ2

x0

«

priors consistency
∑n

i=1αiµsi
= µs0

∑n
i=1α

2
i σ

2
si
= σ2

s0

«

signal consistency
∑n

i=1αiµzi
= µz0

∑n
i=1α

2
i σ

2
zi
= σ2

z0

«

posterior consistency

24. That is p(x1, ..., xn)=
∑n

i=1 αixi for some α1, ...,αn.
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Moreover, since zi is the Bayesian posterior of an agent holding xi as a prior and
observing the signal si, it holds for all i that:

µzi
=

σ2
si

σ2
si
+σ2

xi

µxi
+

σ2
xi

σ2
si
+σ2

xi

µsi
,

σ2
zi
=
σ2

si
σ2

xi

σ2
si
+σ2

xi

.

Hence, the posterior consistency conditions can be rewritten as:






∑n
i=1

αi
σ2

xi
+σ2

si
(σ2

si
µxi
+σ2

xi
µsi

)= C,
∑n

i=1

α2
i σ

2
xi
σ2

si
σ2

xi
+σ2

si
= D,

with C =
σ2

s0
σ2

s0
+σ2

x0
µx0
+

σ2
x0

σ2
s0
+σ2

x0
µs0

and D= σ2
z0
=

σ2
s0
σ2

x0
σ2

s0
+σ2

x0
.

Hence, proving the statement is equivalent to prove the existence of a set
{µxi

,σ2
si
,µsi

,σ2
si
}ni=1 such that all the consistency constraints hold. In other words,

with n≥ 3, the aim is to prove the existence of a solution for an underdetermined
system of polynomial equations, with the additional constraints that σ2

xi
,σ2

si
> 0

for all i.
Without loss of generality solve the first four constraints with respect to i= 1,
which leads to:

µy1
= µyo

−
n
∑

i=2

αiµyi
, (4.B.2)

σ2
y1
= σ2

y0
−

n
∑

i=2

α2
i σ

2
yi

, (4.B.3)

for y ∈ {x, s}. Clearly, these four conditions have infinitely many solutions. Substi-
tuting into the first posterior consistency condition and isolating (without loss of
generality) µx2

, after some algebra, leads to:

µx2
=
h (σx0

−
∑n

i=2α
2
i σ

2
xi

)(µx0
−
∑n

i=3αiµxi
)

(σs0
−
∑n

i=2α
2
i σ

2
si
) + (σx0

−
∑n

i=2α
2
i σ

2
xi

)

+
(σs0
−
∑n

i=2α
2
i σ

2
si
)(µs0
−
∑n

i=2αiµsi
)

(σs0
−
∑n

i=2α
2
i σ

2
si
) + (σx0

−
∑n

i=2α
2
i σ

2
xi

)
− C
i

η,

with η=
�

α2(σx0−
∑n

i=2 α
2
i σ

2
xi

)

(σs0−
∑n

i=2 α
2
i σ

2
si

)+(σx0−
∑n

i=2 α
2
i σ

2
xi

)
−

α2σ
2
s2

σ2
s2
+σ2

x2

�−1
.

Up to now the only constraint is for the variances to be small enough in order for
(11) to be positive, for which there would be infinitely many solutions.
Solving the last posterior constraint as a function of one of the variances (w.l.o.g.
σ2

x2
) leads, after quite some tedious algebra, to a quadratic equation in σ2

x2
:

aσ4
x2
+ bσ2

x2
+ c= 0, with the coefficients being
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a= α2
2σ

2
s1

(σ2
s2
−α2

2βσ
2
s1
− 1),

b= (σ2
x0
−

n
∑

i=3

α2
i σ

2
xi

)σ2
s1
+α2

2[σ
2
s2
γ−σ2

s1
σ2

s2
+ βγσ2

s1
+ βγ],

c= γ(σ2
s2
− β(σ2

x0
−

n
∑

i=3

α2
i σ

2
xi

),

with β = D−
∑n

i=3α
2
i

σ2
xi
σ2

si
σ2

xi
+σ2

si
and γ= (σ2

x0
−
∑n

i=3α
2
i σ

2
xi

)(σ2
s0
−
∑n

i=2α
2
i σ

2
si
). Impos-

ing σ2
s2
> 1+α2

2βσ
2
s1

and σ2
s2
< β(σ2

x0
−
∑2

i=3α
2
i σ

2
xi

) a positive solution exists.
Hence, the algorithm to find a solution in this case would be:

(σ2
x3

, ...,σ2
xn

), (σn
s2

, ...,σn
sn

)→ σ2
s2
→ σ2

x2
→

→ (µx2
, ...,µxn

), (µs2
, ...,µsn

)→ µx1
,µs1

.□

Appendix 4.C Online Experiment Implementation

4.C.1 Problem Description

The figures below show several screenshots from the experiment. Figure 4.C.1
shows the introductory instructions for participants, while Figure 4.C.2 a more
detailed description of the belief updating task (the graphical illustration of the
task is taken from Enke and Graeber (2023)). Figures 4.C.3 and 4.C.4 show how
the structure of the experiment is illustrated to participants.

Figure 4.C.1. Experiment Induction 1.
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Figure 4.C.2. Experiment Induction 2.
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Figure 4.C.3. Experiment Timeline 1.
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Figure 4.C.4. Experiment Timeline 2.

4.C.2 Comprehension Check

After receiving the instructions and the task description, the participants under-
went four comprehension questions to assess their understanding of the informa-
tion provided to them. If one of the questions is answered incorrectly the partic-
ipant is redirected to an exit screen and may not proceed with the rest of the
experiment.
Below two screenshots of the questions are provided.
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Figure 4.C.5. Comprehension Questions 1.
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Figure 4.C.6. Comprehension Questions 2.

4.C.3 Belief Updating Tasks

Figures 4.C.7 and 4.C.8 show the screens of the belief updating task respectively
before and after the participants observe the ball(s) draw.
First, the participants have the chance to observe the parameters of the problem
and then can trigger the computer draw pressing the right arrow. Afterwards the
signal is drawn and they are shown the screen in 4.C.8 and given the chance to
answer. Note that they still have access to the problem parameters scrolling the
page upwards.
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Figure 4.C.7. Belief Updating Task Pre Signal.

Figure 4.C.8. Belief Updating Task Post Signal.
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4.C.4 Scoring Rule

Subjects are informed that a subset of the tasks will be randomly picked to de-
termine their final earnings, with earnings for each of the chosen tasks being
determined according to a quadratic, incentive-compatible scoring rule (Hossain
and Okui, 2013).
The rule is implemented in a slightly different way, depending on the bonus-
relevant task that is randomly drawn, being it a placement task or a belief
updating task. For both scenarios, the computer draws a random number n ∈
{1, .., 2500}, where the probability assigned to each draw is the same. Afterwards,
depending on the task, the bonus is assigned if the following is true:

(

P(A)2 > n, if A

P(A)2 ≤ n, if B,
(4.C.1)

(

Placement2 > n, if Placement > 50

Placement2 ≤ n, if Placement ≤ 50,
(4.C.2)

with P(A) being the probability the participant assigned to bag A and A (B) being
true if the bag actually selected by the computer was A (B).
Note that the CU elicitation would not be incentivized in either case, as illus-
trated in Figure 4.4. For more details about how the scoring rule is explained to
participants, see Figure 4.C.9.
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Figure 4.C.9. Scoring Rule Description to Participants.

4.C.5 Preliminary Study

Some differences characterize the preliminary study, compared to the main de-
sign. First, in the preliminary study, each task stops after CU elicitation. Also, all
choices are non-compound choices. Moreover, each participant must complete 7,
instead of 6, tasks to complete the probability guessing section of the study. The
additional task is an attention check.
Participants are informed, within the instructions, that the tasks may contain at-
tention checks and that failing an attention check would result in being discarded
from the study.
The attention check is identical for each participant and consists of a guessing task
with a particular parameter specification and signal. An urn contains 99 blue balls
and 1 red ball and B urn contains 99 red balls and 1 blue ball. The participant
is informed that the 2 balls are drawn without replacement. The signal is always
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of 2 blue balls, implying that the probability of A being the correct urn is 1. If
a participant failed to answer this correctly, the observation was excluded from
the sample. Figure 4.C.10 shows what the participants saw when undergoing the
attention check.
Concerning attention check, a final difference of the preliminary study is that the
experimental instructions explain to participants the difference between the draw
with or without replacement. This is not necessary for the main study, as all draws
are performed with replacement.

Figure 4.C.10. Preliminary Study Attention Check.
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Figure 4.D.3. Average reported posteriors for high/low placements.

Notes: Groups are determined using median placement as a threshold. The error bars represent the
standard error of the means. Bayesian posteriors are rounded to the nearest integer. We show only
buckets that contain at least 20 observations
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