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Abstract

Nowadays, with the improvement of hardware and computations capabilities, there has been an increase
of language models size and language understanding capabilities. However, these Natural Language
Processing (NLP) models often treat language as universally understood, disregarding the socio- and
psycholinguistic insights about the impact of speaker and audience characteristics on communication.
In the dynamic environment of social media, users not only create connections but also tailor their
language to the context, their audience and their affiliation to different sociodemographic group. Hence,
in the evolving landscape of language technologies, there is an increasing demand for personalized
systems that can mirror a user’s individual style. Recognizing this, our thesis posits that a deeper
understanding of users’ social and semantic networks is essential to enhancing language understanding.

Central to this thesis is the development of methodologies for capturing user’s context, and
integrating this context into NLP models in order to enhance their performance. Furthermore, there is a
diversity of perspectives within different user groups concerning various subjective topics or situations.
By integrating user-specific information, our models seek to better interpret how an individual perceive
an utterance, and improve the performance of text classification in subjective NLP tasks, where there
is a variety of perspectives. Additionally, users interactions with a community, are influenced by the
evolving topics of interest and the prevailing views within their groups. This evolving landscape posits
the need for dynamic user representations, that can capture evolving aspects of user behavior and
social interactions. By leveraging social and semantic graphs, we construct models that effectively
encapsulate the changing nature of user behavior over time. Modeling these temporal patterns of users’
interactions, can provide insights into how their opinions or behaviors change, in addition to predicting
future behaviors. In general, these approaches aim to significantly augment text representation in NLP.

Finally, we propose an evaluation framework across diverse tasks, such as sarcasm detection,
misinformation spreading, perspective classification, and personalized language generation, to
showcase the effectiveness and versatility of our approaches. Overall, our research makes a significant
leap in integrating user-specific information into NLP models for a variety of tasks, paving the way for
more nuanced and context-aware language processing.
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cHAPTER 1

Introduction

1.1 Motivation

The evolution of Natural Language Processing (NLP) systems has been marked by significant
advancements, moving from early statistical methods like term frequency-inverse document frequency
(tf-idf) and bag of words (BoW) to more sophisticated techniques. Initially, these methods relied
solely on word frequency counts in corpora, disregarding the word order and the surrounding context,
leading to semantic information loss. With the boom of deep learning, Mikolov et al. [1, 2]
introduced word2vec, a family of unsupervised pre-trained embeddings capable of capturing semantic
relationships between words. Despite its breakthroughs, word2vec had its limitations, notably in
handling out-of-vocabulary words as well as capturing different meanings of a word based on context
(polysemy). These challenges were later addressed by deep contextualized word embedding such as
ELMo [3], BERT [4], OpenAl GPT [5].

Despite the recent improvements in word representations, the majority of NLP models treat
language as universally understood, assuming that the context is the same for everyone. Social
and psycholinguistic research show that the communicated message is influenced by the individual
characteristics of the speaker, as well as by their affiliations to different sociodemographic groups [6, 7,
8]. For instance, the example shown in Figure 1.1, ”Going to the festival tonight, will be fun meeting
so many new people”, can be interpreted either as sarcastic or non-sarcastic. Without additional
context, such as knowing the speaker’s introverted tendencies from past posts, the sarcastic intent
might be missed.

In general, social media contains a lot of user-generated content that facilitates the exploration
of users. On platforms like Twitter (now X) or Reddit, users tend to share posts that express their
views or their individual characteristics. These platforms facilitate interactions within social networks,
where users interact and influence each other to varying degrees. These dynamic interactions are
often shaped by factors like the type of social network, geographical region, or individual traits, such
as the influence exerted by celebrities [9, 10, 11, 12]. Yet, similar to word representations, user
representations face various challenges. For instance, users often belong to multiple ’contexts’ or
subgroups, each reflecting different facets of their identity and opinions. For example, as illustrated
in Figure 1.2, a user’s participation in various subreddits might reveal their interests and ideological
leanings, such as being a vegan, politically left-leaning, and a basketball enthusiast. Such diversity in
user interactions and affiliations can profoundly affect their viewpoints, like "Who shall be the next US
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Figure 1.1: An example showing ambiguity of the text without having any additional context about the author.

president?”. To this end, one can infer the views based on: a) the user’s traits which can be extracted
by their posting history (maybe the user is sharing news from left or right-wing biased sources based
on their partisanship), and b) interaction or affiliation with a social network, which may be influenced
by having a similar political bias. Recognizing the importance of these dynamic user contexts, this
thesis focuses on developing models that not only integrate text and user context but also adapt existing
models to incorporate pre-trained user information. This approach is crucial in subjective NLP tasks,
where understanding the user’s context provides a more nuanced interpretation of language.

While individual traits of users on social media tend to be more general and static, their interactions
within social networks are dynamic, and deeply influenced by the evolving topics of interest and the
prevailing views within their groups. Each interaction or post by a user can be seen as a snapshot,
capturing their stance or opinion at a particular moment in time. Interests, opinions, and even the
general nature of users can shift over time, influenced by various factors like global events, personal
experiences, or changes in social group dynamics. As a result, static user features, which may have
been accurate at one point, can quickly become outdated, failing to accurately represent the current
state or views of the user. This evolving landscape of social media interactions underscores the
necessity of a dynamic approach to model user context. Static models simply cannot keep pace with
the rapid changes in user behavior and opinions. To this end, our research proposes the development of
a dynamic framework, one that is capable of not just capturing but also predicting the future behavior
of users based on their past interactions.

1.2 Problem Statement and Challenges

Nowadays, there is an emerging necessity for NLP systems that are not just accurate but also
personalized, reflecting the linguistic nuances and preferences unique to each user. This paradigm
shift emphasizes the importance of incorporating the nuanced characteristics of language speakers or
writers into NLP models. The main goal of this thesis is to investigate the utilization of user context
across various NLP tasks. In order to achieve this goal, we need to consider the following. When
does the user context help? Are there any characteristics of the task or the domain of the text where
the user context helps more? Moreover, the discourse prevalent in platforms like social media is not
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r/democrats

Trump should not be candidate in
the upcoming elections.

Nevertheless, democrats should be
able to win again the elections.

rivegan

Se

S~

It's cruel to exploit animals for
food. We should promote the
development and use of
animal-free alternatives.

r/basketball

We are great hoop fans, and we
like to chat about playing and

watching the game. All leagues
are open for discussion.

G@

Figure 1.2: A user can interact with multiple communities during their posting history. From these interactions,
we can capture the user traits like political preferences, and hobbies in order to understand their interests and
behavior for better tailoring NLP systems to their preferences. Additionally, we can model their writing style
depending on the community which they are interacting.

dependent only on the individual traits, but also on the audience they are addressing. This raises
the following question: What if we augment NLP systems with the audience context in addition to
the speaker? However, integrating user context in existing models, increases computational times,
due to additional parameters. Therefore, it is important to utilize methods that do not complicate
the underlying architectures. This raises the critical question of how we can represent users, in a
large-scale context, and how can we filter the most helpful context.

In this section, we define the main problem statement, for this dissertation.

Problem Statement

How can dynamic user context be computed and integrated into Natural Language Processing
(NLP) models to enhance their performance across various tasks?

We identify several fundamental challenges to be tackled while working towards our research
problem, related to the data, modeling, and evaluation (Figure 1.3).

Challenge 1: Extracting User Data The process of augmenting textual data with user-specific
historical comments or posts presents its own set of challenges. First, the task of crawling and gathering
such data is inherently time-consuming, primarily due to the large volume of information available on
social media platforms. Second, the issue of data incompleteness often arises, typically caused by
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Figure 1.3: Pipeline of the challenges related to our research problem.

users deleting their accounts or removing their content. This results in missing historical data, which
can create gaps in the user profile and lead to incomplete or skewed analyses. Additionally, even
when historical data is available, it presents other challenges such as relevance and quality. Users
generate vast amounts of text over time, but not all of this content is relevant to the specific NLP task.
Furthermore, the dynamic nature of user behavior on social media means that historical data may not
always be representative of a user’s current state. Over time, changes in opinions, interests, or writing
style can introduce noise into the dataset, potentially negatively impacting the performance of current
models. Consequently, these challenges necessitate the exploration of methods to correctly filter and
retrieve the data from the users.

Challenge 2: Social Media Data In our research, as highlighted in the preceding section, social
media data serves as the primary source for exploring human interactions. However, leveraging this
data presents several challenges. A primary issue is the sparsity and often fragmented nature of social
media communications. Comments or messages on these platforms frequently consist of only a few
tokens and may not constitute meaningful sentences. This brevity can lead to a significant lack of
context. Understanding a specific text often necessitates reading through entire conversation threads
or delving into a user’s past comments. This requirement poses a challenge in data processing and
interpretation, as it demands comprehensive analysis beyond the immediate content of individual
posts.

Challenge 3: Data Imbalance A major issue encountered when collecting social media data for
various NLP tasks is data imbalance. This challenge is particularly evident in specialized tasks such as
sarcasm detection or misinformation spreading. For instance, in a dataset of 100,000 tweets gathered
for sarcasm analysis, only a small fraction may exhibit sarcastic content. Similar patterns of imbalance
are observed in datasets for hate speech detection and other specific NLP tasks. This imbalance poses
a significant challenge, as it can skew model training and affect the accuracy of predictions. Therefore,
addressing data imbalance is crucial, both in the data processing phase and during model development.
Furthermore, data imbalance is not limited to the content; it also extends to user-level data. The level
of activity among social media users varies widely - some users are highly active, contributing large
volumes of posts rich in information, relationships, and interactions, while others are much less active.
This disparity leads to an uneven distribution of data across users. Consequently, it is essential to
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develop models capable of effectively handling this variability.

Challenge 4: Integrating User Context Integrating user context into NLP models is influenced
by several key factors. Firstly, the relevance and utility of user context vary significantly depending
on the specific NLP task at hand. In certain tasks, user information can provide valuable insights
and enhance model performance, whereas in others, it may introduce noise and reduce accuracy.
Secondly, the domain from which user information is derived plays a crucial role. Different domains
yield varying amounts and types of user data, influencing the depth and quality of the context that can
be integrated. Finally, the challenge of integrating user context is compounded by the diversity in
the architectural design of NLP models. Different architectures may necessitate distinct methods for
incorporating user context. Therefore, in this thesis, we focus on exploring a range of methodologies
for integrating user context into various NLP tasks and model architectures.

Challenge 5: Modeling Temporal Dynamics Yet another significant challenge is to model the
temporal dynamics of user context. The foremost difficulty lies in acquiring data that effectively
captures the temporal evolution of user behavior. A key aspect of this challenge is the diversity in
behavioral patterns exhibited by similar users. While some users may display relatively consistent
behavior over time, others demonstrate more volatile patterns, with their interactions and posts
fluctuating significantly. Moreover, explaining these fluctuations in user behavior can be particularly
challenging, especially in the absence of direct correlations with global events or trends, such as
political elections or the Covid-19 pandemic. In addition to these challenges, there’s also the task of
integrating these temporal fluctuations with the user’s interaction history. This requires models that
can not only capture temporal dynamics but also how these dynamics interact with the user’s social
environment.

Challenge 6: Evaluation of Personalized Generation The evaluation of personalized generation
models, particularly in terms of maintaining persona consistency, represents another critical challenge
in our research. Traditional evaluation frameworks primarily focus on determining whether the
generated text aligns with a predefined set of persona sentences. However, this approach has inherent
limitations, especially when considering the complexity of human personas and the nuances of
language. One of the primary difficulties arises from the human evaluators’ task of judging the
consistency of a single piece of generated text with a broader pool of text that defines a persona. This
task is particularly challenging as it requires evaluators to make subjective judgments based on limited
context. Without the ability to compare across multiple generated texts, it becomes difficult to ascertain
if a particular piece of content truly reflects the nuances and characteristics of the intended persona.
Therefore, the development of robust and nuanced evaluation methods is essential for accurately
assessing the performance of personalized language models.

1.3 Research Questions

To tackle the challenges that we mentioned in the previous section, we formulated four specific research
questions. Figure 1.4 illustrates the breakdown of our research questions, and how they connect with
the main problem statement.
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Research Question 1 (RQI1)

Can we enhance text classification tasks by incorporating authors’ context?

Text classification tasks traditionally rely on isolated text instances paired with labels, often
overlooking the rich contextual background that could enhance model understanding. Particularly
in social media, where texts are characteristically brief and sometimes miss sufficient context,
incorporating additional user-related information could significantly improve the performance. In
this research question, we aim to explore approaches that integrate user information in existing text
classification tasks. Current datasets usually focus on utilizing text-based information. To address this,
we would enrich these datasets with additional user-centric details. Furthermore, it would be beneficial,
to construct such datasets from scratch such that it encompasses not only the textual content and its
immediate conversational context but also the historical background and social media interactions of
the users involved. After constructing such resources, we have the necessary information to explore
our user-based approaches. However, we do not only want to integrate the additional user information.
What if we can jointly model both users’ contexts, together with relations of text and conversational
context? We show how we can utilize graph structure to explicitly model users’ social and historical
context jointly, capturing complex relations between text and its conversational context.

Research Question 2 (RQ2)

How can we model the context of recipients to accurately predict their responses to various
discourses?

In diverse communication domains, discourse is not solely shaped by the speaker’s characteristics,
but is also influenced by the audience’s traits. Speakers often adapt their language based on the
audience they address or the community within which they are communicating, suggesting that a
comprehensive understanding of discourse requires more than just an analysis of speaker traits. Unlike
the focus on authors’ contexts in RQ1, this research question shifts the focus towards the recipients
of communication, investigating the potential of modeling the contexts of audiences to predict how
they perceive a specific text. Can we model how certain audiences perceive and react to various
content? What if we can capture the audience’s traits, can we enhance the models’ interpretation of
their reactions toward different conversation topics?

Our approach involves investigating personalized models that can represent the audience’s views and
reactions across a variety of topics, examining how these models perform under different experimental
setups, across varied topics, and among diverse demographics. By investigating the impact of
incorporating audience perspectives into NLP models, we want to find whether a more nuanced
understanding of recipient contexts can lead to enhancement in text understanding.

Research Question 3 (RQO3)

Do the dynamic user representations help to capture the temporal behavior of users related to
their social networks?

In our previous research questions, we focus on approaches that find a single-user representation.
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RQ1: Can we enhance text RQ2: How can we model the context
classification tasks by incorporating of recipients to accurately predict their
authors' context? responses to various discourses?

RQ3: Do the dynamic user
representations help to capture the
temporal behavior of users related to
their social networks?

RQ: How can dynamic user context be computed
and integrated into Natural Language Processing
(NLP) models to enhance their performance
across various tasks?

RQ4: How effectively can generative models
adopt personalized perspectives using user
context, and what strategies can be employed to
incorporate this context into the models?

Figure 1.4: Breakdown of our research questions, and their connection to the main problem statement.

Our main assumption was that user context remains consistent throughout their posting history.
However, similar to words having multiple meanings across different contexts, a user can have different
behavior based on several factors. We hypothesize that users may engage with different subgroups at
different times, depending on their shifting interests. In this research question, we focus on constructing
dynamic latent user representations based on their semantic and social variations over time. How can
we model user representations that can dynamically change based on different social contexts? What
if we model different latent representations over a period of time, can we better predict future user
behavior based on their interactions?

To examine these temporal dynamics, it is essential to design a framework capable of temporally
and jointly modeling these user networks. In order to evaluate the temporal framework, we develop a
dataset that concentrates on users and how their interactions evolve over a period of time. We analyze
differences between static and dynamic user representation, on a new task focused on users.

Research Question 4 (RQO4)

How effectively can generative models adopt personalized perspectives using user context, and
what strategies can be employed to incorporate this context into the models?

In the evolving landscape of language technologies, there is an increasing demand for personalized
language generation systems that can mirror a user’s individual style. Such systems create responses
that not only address the user’s queries but also resonate with their personal communication style. To
facilitate this customization, these models leverage historical interactions and responses to construct a
nuanced “persona” of the user. This research question delves into personalized language generation
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with different types and amounts of context for users. How can generative models adopt personalized
perspectives, and what architectures can we utilize to better control language generation? What if we
have a large amount of user context, what amount of it is necessary to correctly model the user? How
can we better evaluate and compare these models?

To explore these research questions, we construct a realistic dataset with self-reported sentences
from users. We analyze the difference of several architecture modifications, that can be utilized for
controlled personalized language generation. Additionally, we hypothesize that the utility of different
types of historical data may vary depending on the specific architecture employed. Finally, recognizing
the limitations of traditional evaluation metrics in capturing the nuances of personalized language
generation, we propose a novel human evaluation setting. This evaluation setting is designed to better
capture the differences between models in terms of their ability to generate personalized responses
that reflect the user’s style.

1.4 Thesis Overview

This section highlights the main contributions of this dissertation, concerning the research questions
above. For each contribution, we also refer to the scientific publications published during this research
period.

1.4.1 Contributions

Our contributions focus on exploring various areas of dynamic user representations in different
NLP tasks and experimental setups. These areas include enhancing text classification with user
representations, static and temporal analysis of user behavior over time, and modeling different
perspectives of users on social media in the context of real-life conflicts.

Contributions for RQ/

A deep graph attention-based model to enhance text classification by explicitly modeling users’
social and historical context jointly.

Corresponding work: Plepi et al. [13], Plepi et al. [14]

To address research question RQ1, we initially expand existing datasets to include users’ comments
history. Our primary contribution is the development of the first deep graph attention-based model to
identify sarcasm on social media by explicitly modeling users’ social and historical context jointly,
capturing complex relations between a sarcastic tweet and its conversational context. Furthermore,
we conduct the first graph-based experiments on the sarcasm perspective detection task. These
experiments reveal that our graph network contributes to interpreting the sarcastic intentions of the
author more than to predicting the sarcasm perception by others. Finally, we collect a new dataset on
Twitter, by extending a semi-supervised method that uses reactive supervision. The dataset contains
two types of sarcasm and additional contextual information from conversations and users.
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Contributions for RQ2

A dataset that focuses on an individual’s perspective of conflict situations using Reddit and a
comparison of user personalization methods for modeling individual perspectives.

Corresponding work: Welch, Plepi et al. [15], Plepi et al. [16]

In tackling the second research question, RQ2, our approach centers on leveraging social media
to curate a dataset that contains individual assessments of conflict situations. We propose a novel
annotation scheme to annotate a set of 500 conflicts with six aspects of conflict and group them into
three different clusters depending on the affinity between people involved in the conflict. Moreover,
we address the task of predicting whether someone will perceive the actions of one individual as right
or wrong in a given situation. Initially, we provide a discussion regarding the relation between data
perspectivism and personalization. Afterward, we propose a novel problem setting, and we explore
several user personalization methods for modeling the annotators under different experimental setups.
These include averaging the user history, pretraining on authorship attribution tasks, or computing
social graph interactions. Finally, given the manual annotations, we perform a comprehensive analysis
of how the aspects of conflict and relations between people involved influence the effectiveness of
personalization methods in our models. These contributions focus on a deeper understanding of
personal perspectives in conflict assessment.

Contributions for RQ3

We propose a novel dynamic graph neural network for dynamically capturing users’ behavior
through time and introduce a user-level factuality and political bias dataset over a period of
time.

Corresponding work: Plepi et al. [17], Plepi et al. [18]

In addressing the third research question RQ3, we introduce a dataset for distinguishing the authors
who have shared news from unreliable sources in the past, from those who share news from reliable
sources. This dataset explores the political bias of users in combination with their misinformation-
spreading behavior. Our first step involves conducting classification experiments for identifying
misinformation spreaders. To achieve this, we utilize a combination of factors: the social connections
between users, their historical posting patterns, and the psycho-linguistic features embedded in their
communications.

Further, we provide a comprehensive qualitative and quantitative analysis of the users’ temporal
semantic and social similarities and investigate the different types of dynamic graph connections.
Finally, we develop a dynamic graph neural network framework for (a) predicting the users’ future
misinformation-spreading behavior, (b) predicting the behavior of unseen users, and (c) predicting
misinformation-spreading behavior in a zero-shot scenario. Each of these components contributes
significantly to our understanding of users’ dynamics over time, offering new insights into the prediction
and analysis of their behaviors.
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Contributions for RQ4

We design two transformer architectures to embed personal context focusing on the encoder
and decoder respectively, and explore incorporating a variety of different user context types
and amounts.

Corresponding work: Plepi et al. [19] (under review)

In this research question, we study personalized language generation. First, we utilize a realistic
dataset, that contains comments and self-disclosure sentences for each user profile. The target-
generated texts consist of individual judgments of diverse real-life social situations. We develop
several architectures inspired by recent work for persona-based generation, that focus on extending
encoder-decoder architectures to integrate auxiliary information. This allows for more personalized
outputs, that capture the distinctive styles and perspectives of individual users. Finally, we also
introduce a new human evaluation setup. This evaluation setup assesses the performance of our
models in generating text that not only aligns with the given situational context but also mirrors the
style and judgment typical of the user’s self-disclosure sentences. This evaluation setup goes beyond
traditional accuracy metrics, delving into the qualitative aspects of text generation and its alignment
with personalized user profiles.

1.4.2 Publications

The research presented in this thesis is supported by several publications that have contributed
significantly to the scientific foundation of the work. These publications have been important in
shaping the methodologies, analyses, and discussions detailed in the subsequent chapters. They serve
as key reference points for various figures, tables, and concepts explored throughout the thesis.

e Peer Reviewed

1. Joan Plepi and Lucie Flek. 2021. “Perceived and Intended Sarcasm Detection with
Graph Attention Networks.” In Findings of the Association for Computational Linguistics:
EMNLP 2021, pages 4746-4753, Punta Cana, Dominican Republic. Association for
Computational Linguistics. DOI: 10.18653/v1/2021.findings-emnlp.408

2. Joan Plepi, Flora Sakketou, Riccardo Cervero, Henri Jacques Geiss, Paolo Rosso,
and Lucie Flek. 2022. FACTOID: A New Dataset for Identifying Misinformation
Spreaders and Political Bias. In Proceedings of the Thirteenth Language Resources
and Evaluation Conference, pages 3231-3241, Marseille, France. European Language
Resources Association.

3. Joan Plepi, Flora Sakketou, Henri-Jacques Geiss, and Lucie Flek. 2022. Temporal Graph
Analysis of Misinformation Spreaders in Social Media. In Proceedings of TextGraphs-
16: Graph-based Methods for Natural Language Processing, pages 89-104, Gyeongju,
Republic of Korea. Association for Computational Linguistics.
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Chapter 1 Introduction

1.5 Thesis Outline

The structure of the thesis consists of the following eight chapters:

Chapter 1 — Introduction: This chapter outlines the main motivation behind this dissertation.
Afterward, it delves into the main research problem and unpacks challenges related to it. In an
effort to tackle this main research problem, we clearly define four specific research questions, each
connected to the main problem statement. Moreover, this chapter outlines the key contributions made
in addressing these research questions, linking them to the scientific publications that form the core of
this dissertation. Finally, we provide an overview of the scientific publications which are done during
the tenure of this thesis work. Overall, this chapter sets the stage for the detailed discussions that
follow in the subsequent chapters.

Chapter 2 — Background: This chapter serves as a detailed review of the existing literature,
focusing on previous methodologies for personalization and the integration of user representations in
NLP systems across a variety of tasks. It begins with an overview of the literature that attempts to
model individual user characteristics, such as demographics, followed by a discussion of approaches
that utilize users’ social networks in order to capture linguistic homophily. Moreover, we describe the
User2Vec methodology, that we use in our experiments to extract initial user representations. Finally,
we conclude by describing our proposed approaches to compute and integrate user representations.
This chapter not only lays the theoretical foundation necessary for understanding the upcoming
research but also positions our work within the broader context of the personalization for NLP area,
highlighting the novelty and relevance of our proposed methodologies.

Chapter 3 — Preliminaries: In this chapter, we provide the preliminaries and core architectures and
frameworks, necessary for understanding the context and technical aspects of our research. It begins
with a detailed description of the transformer architecture which serves as the main backbone for NLP
systems. The chapter then progresses to a detailed discussion of pre-trained models for contextualized
word representation including BERT, SBERT, GPT, BART, T5. Finally, it provides an overview of
graph neural network architectures used during our work.

Chapter 4 — Post Classification with User Context: In this chapter, we address the first research
question (RQ1). In our attempt to model the author of the text, we focus on exploring different author
personalization methods. We start by proposing a heterogeneous graph neural network, that can jointly
leverage an author’s context from their historical tweets together with the social information from
an author’s conversational neighborhood in an interaction graph. The main goal of the framework
is to combine both textual and author information in order to contextualize the interpretation of the
post. Furthermore, this chapter discusses our efforts to develop and curate resources specifically
designed for sarcasm detection tasks. Such texts, usually, lack sufficient context, making it difficult for
the systems to detect sarcasm. Hence, these resources are constructed to support our user-centered
methodology, encompassing both textual content and the essential contextual information needed to
investigate the impact of incorporating authors’ contexts into text classification. Finally, we report
our results across two datasets for the sarcasm tasks and analyze the effect of incorporating author
contextual information for the sarcasm detection task.

12
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Chapter 5 — Perspective Classification with User Context: Following our analysis into the
enhancement of text classification tasks through the incorporation of authors’ context, this chapter
delves into the exploration of the second research question (RQ2), by focusing on modeling the
audience’s traits. In this chapter, we focus on capturing the subjective perspectives of the users,
across different social norms. A significant contribution of this chapter is the introduction of
diverse initialization methods for user representations and their effective integration into models for
downstream tasks. This methodology is crucial for enhancing the personalization aspect of our models.
Furthermore, we unveil a novel resource developed during this research, that contains text labels, user
information, and social context. This dataset revolves around assessing users’ perceptions of social
situations, sourced from Reddit. We analyze our approaches, under a variety of experimental setups,
providing a comprehensive understanding of the effectiveness and versatility of our approaches in
different contexts. The chapter concludes with a thorough and extensive analysis of our personalization
methods.

Chapter 6 — Static and Temporal User Classification: This chapter is dedicated to addressing
the third research question (RQ3), which focuses on the modeling of dynamic user representations.
First, we introduce the FACTOID dataset, a user-level factuality and political bias dataset, that
contains fine-grained scores about the users’ factuality and political bias. Our initial experiments,
in this chapter, center on identifying misinformation spreaders by utilizing the static global context
of users. Subsequent sections, shift the focus to exploring the temporal setup. Initially, we provide
a comprehensive qualitative and quantitative analysis of the users’ temporal semantic and social
similarities and investigate the different types of dynamic graph connections. Finally, we develop
a dynamic graph neural network that can capture past user behaviors, to predict the users’ future
misinformation spreading behavior.

Chapter 7 — Personalized Natural Language Generation: In this chapter, we address the
fourth research question (RQ4), which focuses on personalized generation task. A key focus here is
determining which user information is most beneficial for enhancing our models. To facilitate this
investigation, we introduce the PersonaSocialNorms dataset. This dataset contains self-disclosure
statements from the users in the dataset, providing a rich source of personalized data.

We develop several architectures inspired by recent work for a persona-based generation, that
focuses on extending encoder-decoder architectures, such that they can include auxiliary user context.
Finally, we design a new human evaluation annotation, in order to evaluate the persona consistency of
our models.

Chapter 8 — Conclusions and Future Work: Concludes the work of this dissertation. It summa-
rizes the core contributions and key findings during our research work. Furthermore, it identifies gaps
that remain in the current understanding and suggests directions for future works that can build upon
the foundations laid by this dissertation.
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CHAPTER 2

Background

In this chapter, first, we provide an overview of previous work on user representations. We review
the literature utilizing user traits, or social networks, for different NLP tasks. Moreover, we describe
User2Vec methodology, that we use in our experiments to extract initial user representations. Finally,
we describe our proposed approaches to compute and integrate user representations.

2.1 Related Work

In recent years, there have been an emphasis on the importance of having personalized NLP systems
[20]. Hovy and Yang [21], further expand on this importance, by formalizing and discussing the
notion of social factors. They outline seven key factors: 1) speaker, 2) receiver, 3) social relations, 4)
context, 5) social norms, 6) culture and ideology, and 7) communicative goals. In this thesis, we will
focus on the initial five social factors. The subsequent sections will present a review of earlier studies
that incorporate different user traits to personalize NLP systems. Finally, we will provide an overview
of some of our proposed approaches designed to incorporate social factors into NLP systems.

User Traits

Since the early days, personalization has been adapted in areas like information retrieval, or recom-
mendation system, recognizing early the obvious need for personalization in the interpretation of the
user queries [22, 23, 24].

More recently, the focus has shifted towards integrating user characteristics into various NLP tasks.
In early studies, Hovy 2015 [25], adapted the word2vec method in order to learn conditional word
embeddings. The main goal is to generate embeddings that reflect group-specific linguistic differences,
by conditioning on the corresponding demographic variables across five different languages. The
key results from this work, show that by enhancing embeddings with age or gender information,
generally improves the model’s performance compared to those that do not consider these demographic
factors. The experiments are performed on three text classification tasks like topic identification,
sentiment analysis, and author attribute identification. Additionally, Benton et al. [26] focus on
social media users and learn embeddings that can be used to cluster users with similar behaviors or
predict their attributes. They adopted an unsupervised approach based on Generalized Canonical
Correlation Analysis (GCCA) [27]. This approach is a multiview technique that learns a single, low-
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Figure 2.1: Residualized factor adaptation (RFA) method diagram (Source [29])

id

dimensional vector for each user, that captures the information from their various online interactions.
Their experiments show interesting results on applying multiview embeddings on three different
prediction tasks user engagement prediction, friend recommendation, and demographic characteristics,
highlighting the potential of leveraging user-specific information for enhancing model performance.

Lynn et al. [28], introduce a novel approach, adapting user factors to enhance NLP models based
on the author’s characteristics of language. They focused on two main types of user factors, 1)
inferred demographics and personality traits, and 2) latent language factors that capture variations
in language use across different users. Their approach demonstrated improved performance of the
models in a variety of tasks like part-of-speech tagging, preposition-phrase attachment, sentiment
analysis, and sarcasm detection. Zamani et al. [29], present an approach known as residualized
factor adaptation (RFA), for enhancing text-based predictions by incorporating extra-linguistic factors
such as demographic or socioeconomic information. RFA approach combines the benefits of two
methods: 1) Residualized control and 2) factor adaptation method. Residualized control methods, are
similar to ensemble approaches, by constructing two different models one for each type of feature
separately, language and extra-linguistic features. In inference, it merges the results from both models
to make the final prediction. On the other hand, the factor adaptation method integrates both types of
information at the feature level. It produces a new feature space out of language and extra-linguistic
features for training a single model. RFA method combines the advantages of both methods, without
increasing the complexity of the model. It attempts to combine both simultaneously the linguistic and
extra-linguistic features on two levels, the feature level and the model level. An overview of the RFA
methodology is illustrated in Figure 2.1.

Moreover, Kolchinski and Potts [30], investigated two novel strategies for representing authors in the
context of textual sarcasm detection. They explore a Bayesian approach that directly represents authors’
tendencies towards sarcasm, and a dense embedding technique that can learn interactions between
the author and the linguistic content. Their experiments are conducted on the sarcasm detection task
with data collected from Reddit. Their findings show that augmenting a bidirectional RNN with
dense embeddings, improves performance. Furthermore, Welch et al. [31] propose an innovative
approach of personalized word embeddings that use demographic-specific word representations by
incorporating full or partial demographic information for a user. Such information includes gender, age,
location, religion, and word associations. They expand the original word2vec method, by integrating
an additional matrix, that encodes the extra demographic values. Their experiments are performed on
two tasks for the English language: 1) language modeling and 2) word association. They find that
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Figure 2.2: HaRT architecture proposed by Soni et al. (Source [32]).

incorporating demographic-aware word representations outperforms generic word representations
without demographic information. Contrasting with these methods, which primarily integrate user
characteristics into existing NLP frameworks, Soni et al. [32], proposed human language modeling
(HuLLM). HulLM introduces a hierarchical extension to the language modeling problem, that includes a
human-level context to connect sequences of documents (like social media messages) and capture
the idea that human linguistic expression is influenced by fluctuating human states. They developed
HaRT model, which is a large-scale transformer model for the HULM task, pre-trained on data
from around 100,000 social media users. HaRT has shown it’s effectiveness not just in improving
language modeling accuracy (as measured by perplexity) on social media texts but also in enhancing
performance across four downstream applications at both document and user levels, including stance
detection, sentiment classification, age estimation, and personality assessment.

Social Networks

While including demographic factors improves the performance of existing models across various
tasks, another line of research exploits integrating social relations factors into NLP models. Yang et al.
[33] show how to exploit social networks to enhance model robustness to nuances of linguistic features
on the sentiment analysis task. The main motivation is based on linguistic homophily, which consists
of the tendency of individuals within a social network, to adopt similar language usage patterns. They
construct an attention-based neural network architecture, that dynamically divides attention among
multiple basis models, based on an author’s social network position. Hence, it effectively utilizes the
tendency of individuals who are part of the same social networks, and have similar language.

This model is inspired by ensemble learning and employs a social attention mechanism. The final
prediction aggregates the outputs of the basis models, by computing a weighted combination, where
each author has a unique weighting, based on their position within their social network. Moreover,
Mishra et al. [34] developed SNAP-BATNET, which is a deep learning model, designed to detect
suicide ideation on social media. This model combines text-based feature extraction with a novel
feature stacking approach. They utilize information from social networks in the form of graph
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embeddings and author profiling using features from historical data. Del Tredici et al. [35] present a
model based on Graph Attention Networks [36], aimed at capturing sociolinguistics features from
individual interaction across different communities. They perform experiments on three different tasks
containing data from Twitter (now X) namely: sentiment analysis, stance detection, and hate speech
detection. Investigating the predictive power of social networks, Pan et al. [37] explore the task of
predicting a user’s occupational class. Pan et al. show that the content information of a user’s tweets,
their community’s profile descriptions, and the user’s social network provide relevant information for
classifying a user’s occupational group. Finally, Mishra et al. [38] explore capturing the structure
of online communities together with the linguistic behavior of the users within them on the task of
automated abusive language detection on Twitter. Focusing on the detection of abusive language,
Mishra et al. [38] explored the importance of capturing both the structure of online communities and
the linguistic behavior of their members. Their work highlights the potential of integrating community
structure and user-specific linguistic patterns to improve the detection of abusive content on platforms
like Twitter.

These studies illustrate the growing recognition of user and social relational factors as a necessary
component for enhancing NLP models, offering new perspectives on leveraging these features to better
understand and predict language more accurately.

2.2 User Representations

INPUT PROJECTION OUTPUT INPUT PROJECTION  OUTPUT
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Figure 2.3: CBOW and skip-gram models (Source [1]).
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Word2Vec

Word embeddings play an important role in NLP, due to their ability to convert words into vectors.
These vectors can effectively capture the semantic and syntactic information of the word in a text.
Word representations have enhanced the performance of NLP systems across several downstream
tasks including named entity recognition, sentiment analysis, machine translation, question answering,
and more. Skip-gram and a continuous bag of word models are the earliest techniques to efficiently
convert words to vector representations [1, 2].

The initial architecture, represented by the CBOW model on the left side of Figure 2.3, is essentially
a simple feed-forward network. In this model, the inputs are the one-hot encoding of the words in the
training set. The one-hot encoding of a word is a binary vector where the position corresponding to
the word in the vocabulary is assigned a value of 1, while all other positions are set to O:

king =0,1,0,0,0]
queen = [0,0,1,0,0]
woman = [0,0,0,0, 1].

The primary objective of the CBOW model is to predict the current word within a given context
of surrounding words. During training, the model learns to predict the target words and updates the
weights of the model, which correspond to the word representations. The output error is calculated
by comparing the one-hot encoding of the target word with the output probabilities generated by
the network. Conversely, the skip-gram model, as illustrated in Figure 2.3 on the right, approaches
the problem from the opposite perspective. In this model, the target word becomes the input to the
network, and the task is to predict the context words surrounding the target word. Formally, given a
sequence of words (w, ..., wy) the skip-gram model aims to maximize the following objective:

1 &
fz Z logp(wt+j|w,). 2.1

t=1 —c<j<cAj#0

Unlike the CBOW model, the skip-gram model generates multiple probability distributions (usually
equal to the number of context words, denoted as C). Each probability distribution corresponds to
predicting one of the context words associated with the target word. Similar to CBOW, skip-gram
also learns word vectors from the model’s weights, and the learning process is achieved through
backpropagation. Both models are effective in learning word representations and can be applied
depending on the specific NLP task and context.

Both models have impressive results, however, skip-gram architecture works better in representing
semantic information of the words, while CBOW architecture performs better in the syntactic part [1].
On the other hand, skip-gram architecture performs better in less frequent words, while CBOW is
faster to train, and has better representation in more frequent words.

2.2.1 User2Vec

Word2vec methods are utilized to convert words to vector representations, whereas user2vec [39]
focuses on mapping users to vector representations. Similar to word2vec methods that learn the
probability of words co-occurring with each other, user2vec [39] aims to model the probability of an
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author co-occurring with texts. This approach captures relations between users and the texts that they
have written, by optimizing the conditional probability of the texts given the vector representations of
the respective authors.

Formally, given a sentence S = {w, ..., wy}, Where w; represent a word drawn from a vocabulary
V, the aim is to maximize the following probability:
p(Sluser;) = Z logp(w;lu;) + Z Z logp(w;le;) (2.2)
w; €S w; €S wieC(w;)

where C(w;) denotes the set of words inside the predefined window around the target word w;.
e, € R? denote the embedding of word k and u; € R? denote the embedding of user j. In this
conditional probability, the occurrence of the word w depends on both author u; of § and words inside
the context window. The conditional probabilities in Equation 2.2 can be estimated with log-linear
models of the form:

exp(W; -x+b;)

ket exp(Wy - x+by)

p(w;lx) = (2.3)

, where x denotes a feature vector, W, and b, represent the weight matrix and bias for class Uk
respectively. The denominator in Equation 2.3 requires summing over all the words in the vocabulary,
hence it is approximated using Hierarchical Softmax [40]. The user vector representations, need to
capture individual writing styles in the form of word usage patterns. Hence, P(w;|u;) is approximated
by minimizing the following hinge-loss objective:

L(w;, userj) = Z max(0,1 —e; - u;+e -llj) (2.4)

w, eV, w; ¢S

where w; is a negative example that is not included in the text written by user j. This objective aims
to train a model that learns user representations that differentiate how different users use words. The
main idea is to use negative sampling, in order to approximate the objective function in a binary
classification task that discriminates between positive examples and sampled negative examples.

This approach performs well in tasks that learn representations when there is a sufficient amount of
training data [41]. However, there might be cases where we have a limited amount of text for each user.
This problem is tackled by the authors, by carefully selecting the negative samples. One approach
would be to sample an unigram distribution estimated from the posts written by all the users. The
main reason is to select the most commonly used words as the negative samples, thereby forcing the
representations to capture the differences between the words written by a user and the words that are
used most commonly by everyone else.

U A class in this context, refers to the target word to be predicted.
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2.3 Proposed Approaches

2.3.1 Individual User Modeling

In this work, we enhance text classification tasks by utilizing additional author or audience information.
Given a textual input x, and the author % a, the goal of the model is to output the personalized target y.
Formally, we can model the task as

y =argmax,cyp(ylx,a). (2.5)

The models can utilize the history texts of the author a, H“ = {ry,ry,...,r,,}, where r; is a past
comment of in author’s timeline. In this section, we utilize the following approaches to encode
author information: a) Priming, b) Author ID, c) Average SentenceBERT for authors (A-SBERT), d)
Authorship Attribution (AA) e) Graph Neural Networks (GNN).

Priming

This method, originally used in recurrent neural networks, passes data from a given author through the
model to alter the parameters before passing the text to use for prediction [42, 43]. In our work, we also
sample author data, but instead append it to the text to classify. For our purpose, we randomly sample
a number of tokens and append them as a prefix to the text to classify. For each author a, we randomly
sample a number of tokens from their historical texts {“ until the maximum number of tokens is less
than k or corresponds to the number of tokens in their historical texts. We append the sampled text
to the beginning of the input text 3. Given the input sequence of n tokens (w, w,,...,w,), and the
sampled sequence from author history (ry, ..., ), we model the task as:

y = argmax, ey p(y|wi.p 1:x)- (2.6)

Average SentenceBERT for authors (A-SBERT)

Given an author a and their historical texts, H“. We compute the author representation by averaging
the SentenceBERT [44] text embeddings &, of all r; € H, resulting in:

. |§“l|
a=—— > h;. Q2.7)
H™ =

As noted in Figure 2.4, we utilize these embeddings as initial representations for our authors in the
architecture pipeline.

2 We are going to use the term author in this section. However, the same approaches can be employed for modeling a
recipient of a text given his past history of texts.
3 We also tried concatenating to the end in preliminary experiments, though we found performance was slightly lower.
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Figure 2.4: In this figure we show how we combine pre-computed author/recipients representation with SBERT.
A-SBERT, and AA, are separate encoding methods, to extract initial user representations, utilizing their
comments during the history. After computing those, we combine both user and text representations to classify.
The encoding layer is frozen during training.

Authorship Attribution (AA)

With this technique, we pre-train a neural network to predict the author of a text. Formally, for a given
input text x = (w,, w2, ...w,) we model the classification task as:

a = argmax, p(alwy.,) (2.8)

In our network we utilize SBERT, to encode the initial representations of the input text. We freeze
the SBERT weights, and only use it as a sentence encoder. We forward the SBERT representations &

d
of text x into a two-layer feed-forward network parameterized from weight matrices W, € R? *d and

W, e lelx%, where d is 768 (dimension of the SentenceBERT text embeddings), and || = number
of authors during the training. Then, we forward the output of the last linear layer to a softmax layer
to get a distribution over the authors. After training, we use the linear layers to extract a representation
of the author.

For each author a, we forward all their historical texts r; € H “ wherei = (1,...,m) to the trained
network, extracting the predictions:
Y ={y,|r e H*}. (2.9)

Next, we initialize a vector h® of size |H|, where:
h =l {ylyey ny=i}| (2.10)

fori = (1,...,|H]), representing the number of times each author is predicted for all texts of user a.
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We extend this representation by normalizing the vector so that the sum of all predictions is equal to 1
and thus get another representation - the distribution of authors predicted.

Similar to A-SBERT, Authorship Attribution method is also an encoding method for extracting
initial user representations, utilizing their past texts during the history. As depicted in Figure 2.4, we
combine both user and text representations, to classify the given input text.

2.3.2 Modeling User’s Network Context

Apart from the importance of modeling the author of a given text, certain understanding is needed
between the audience and the author [45, 46]. Our goal is to model relations between users and their
past texts, interactions between users, and relations between tweets in one conversation. We model
these relationships as a graph G = (V, E). The graph G can be homogenous, where V = {U}, or
heterogeneous (Figure 2.5) where V = {U U T} contains two types of nodes - users” and texts. In
heterogeneous graph, we use three edge types E = {eU uel U eC}, where eV represents the social
interaction between users. This involves quotes, mentions, or replies in the user history. e’ denotes
the edges between tweets that are involved in one discussion thread, with all tweets connected with
each other, and e€ is the relation between a tweet and its author.

l , ',:‘Cue

Figure 2.5: An example of a heterogeneous user and tweet social graph extracted from one conversation for the
sarcasm task.

Graph Representation Learning We use Graph Attention Networks (GATs, [47]) to exploit
the neighborhood of each node to compute the final representations.5 GAT uses a self-attention
mechanism [48, 49] to assign an importance score to the connections that contribute more to the
text classification. We initialize the user and the text nodes of the GAT with their corresponding
embeddings a; and E The initial node representation of each node v € V is linearly transformed by a

# We use users and authors interchangeably.
5 We ran early experiments with Graph Convolutional Networks as well, obtaining inferior and less interpretable results.
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weight matrix W € R into a vector h, e R Following, the attention weights e, of each node v
are computed as:

e,, = att(h,|h,) (2.11)

where n € N(v) is a node in the neighborhood of v and atr is the attention mechanism function

which is a single-layer feedforward neural network, parameterized by a weight vector a € R> with a
LeakyReLU nonlinearity.

The final node representation h’, € R54" is computed as:

K
1 "
W, =o EZ > al,Whh, (2.12)
k=1 neN(v)
where K is the number of attention heads, o is the ReLLU nonlinear function, WK e RY*4 4 weight
matrix and a’v‘n =sof tmax(el‘fn) the normalized attention weights from the k-th attention mechanism
k
att”.

2.4 Summary

In this chapter, we provided a detailed review of the existing literature, focusing on previous
methodologies for personalization and the integration of user representations in NLP systems across a
variety of tasks. First, we provided a literature review, over works that focus on modeling individual user
characteristics, such as demographics or post history. Next, we provided a discussion of approaches
that utilize users’ social networks in order to capture the tendency of individuals within a social
network, to adopt similar language usage patterns. Finally, we defined the text classification task with
additional user context, followed by a detailed description of the approaches derived during the work
of this thesis. In the next chapter, we will provide an overview of key architectures that serve as a
backbone for our methodologies.
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CHAPTER 3

Preliminaries

This chapter provides the key concepts that lay the foundations for addressing the research problem
defined in Chapter 1. We will provide a detailed description of the transformer architecture that serves
as a backbone for various modern NLP systems. Following transformer architecture, we will provide a
detailed discussion of pre-trained transformer-based models used in our thesis like BERT, SBERT,
GPT, BART, and T5. Lastly, the chapter transitions into a detailed discussion on graph neural network
architectures. We provide insights into the workings of Graph Convolutional Networks (GCN), Graph
Attention Networks (GAT), and Heterogeneous Graph Convolutional Networks (HGCN). Each of
these architectures plays a critical role in our research, especially in terms of understanding and
leveraging the complex relationships inherent in user data.

3.1 Transformer

The Transformer model [49], illustrated in Figure 3.1, marks a significant advancement in NLP. This
model architecture relies on attention to boost the training speed of the model, and significantly improve
performance. Unlike its predecessors such as recurrent neural networks (RNN), long short-term
memory networks (LSTM) [50], and gate recurrent units (GRU) [51], the Transformer network does not
use any recurrence in its architecture, in addition to enabling training acceleration and parallelization
of computations.

3.1.1 Encoder-Decoder structure

The Transformer network follows an encoder-decoder structure. The encoder’s objective is to transform
an input sequence x = (x;,...,X,) to a sequence of continuous representations z = (z;,...,2,).
Given the z representations, the decoder generates the output sequence y = (yy,...,Y,,)

Encoder consists of six identical layers, each comprising two sub-layers. The first sub-layers is
a multi-head self-attention mechanism, allowing the model to focus on different parts of the input
sequence. The second sub-layer is a fully-connected feed-forward network, applied separately to
each position of the first attention sub-layer’s output. To enhance training efficiency and facilitate the
gradient flow (the vanishing gradient problem), each sub-layer includes residual connections [52],
followed by layer normalization [53].
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Figure 3.1: The Transformer network architecture (Source [49]).

Decoder, similar to the encoder, is composed of six identical layers. These layers include the same
types of sub-layers as the encoder, with an additional sub-layer that performs multi-head cross-attention
over the encoder’s output. The decoder also uses residual connections and layer normalization for
each sub-layer. Additionally, the decoder contains a mechanism to prevent subsequent positions
from influencing current positions, which modifies the self-attention sub-layer by applying a masking
technique. The masking hides the subsequent values by replacing those with co. This ensures that for
any position i, the model can only utilize information from positions before i.

3.1.2 Attention in Transformer

In the Transformer model, the encoder layer is pivotal in capturing relevant information from other
words within the input sequence to better represent the word currently under consideration. This
improvement in representation is achieved through the self-attention sub-layer. Self-attention serves
as a mechanism that maps a query and a set of key-value pairs to an output, effectively determining
the importance or relevance of other words in the context of the current word.

The scaled dot-product attention is illustrated in the left of Figure 3.2. It begins with the embedding
of the current word, which is then multiplied by three matrices that have been learned during the
training phase to produce query (Q), key (K), and value (V) vectors. The attention output is calculated
using the formula:
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T
oK )W. 3.1)
d

k

Attention(Q, K, V) = softmax(

where Q, K, V represent the set of queries, keys, and values respectively, and d; is the dimension. The
model opts for dot-product attention over additive attention.

To enhance the effectiveness of the attention mechanism, the Transformer model introduces a
concept known as multi-head attention. Instead of relying on a single attention function, the model
generates multiple sets of queries, keys, and values by projecting them 4 times through distinct linear
projection matrices. This approach allows each ”head” to independently process its version of the
query, key, and value vectors in parallel. The outputs from all heads are then concatenated and passed
through an additional projection matrix to produce the final output. The right side of Figure 3.2
depicts this multi-head attention mechanism. The computation is formalized as follows:

MultiHead(Q,K,V) = Concat(head,, ..., headh)WO

head; = Attention(QWl.Q,KWl—K,VWl-V), G2
where W2 € Rmoaer*di WK e Rimoder*dic WV e Rémoaerdu and WO e RMuXdmoder are the
learned parameters of the model. This multi-head attention enables the model to simultaneously
capture information from different representational spaces. As a result, the Transformer can more
effectively focus on varied aspects of the input data in parallel, improving its ability to understand
complex dependencies and capture long-distance relationships within the data.

Scaled Dot-Product Attention Multi-Head Attention

MatMul

A
Scaled Dot-Product h
Attention

| | |

[ [ L
[ Linear]_][ Linear]_][ Linear]J

Vv K Q

Figure 3.2: Scaled Dot-Product Attention and Multi-Head Attention layers (Source [49])
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3.1.3 Position-wise Feed-Forward Networks and Softmax

Another component of the Transformer’s architecture is a position-wise feed-forward network, which
is present in every layer of both the encoder and decoder. This sublayer consists of two linear
transformations with ReLLU activation in between, and it is applied to every position independently.
The function of the feed-forward network can be expressed as:

FFN(x) = max(0,xW, + b,)W, + b,. (3.3)

For representing input words as vectors, the model uses pre-trained embeddings within the encoder.
On the other hand, the decoder, for each output symbol, produces vector representations of a fixed
dimension (d,,,,4.;)- A linear projection layer followed by a softmax function is then applied during
training to convert these representations into a probability distribution over the output vocabulary.

3.1.4 Positional Encoding

Due to the lack of recurrence in its structure, the Transformer adds some new vectors to each input
embedding to incorporate sequence order information. It achieves this by adding positional encoding
vectors to the input embeddings, which encode both the absolute and relative positions of tokens in
the sequences. These positional encodings use sine and cosine functions of different frequencies to
represent the position of each word within the sequence:

PE(pos,2i) = sin(pos/10000%/4moder)

2i/d (3.4)
PE(pos,2i+1) = cos(pos/10000"/ “medet)

where d,,,, ;.; represenet the dimension of the model’s embeddings, pos indicates the position, and i
is the index of dimension. This use of sinusoidal functions allows the model to effectively capture
positional information and ensure that the representation of each word carries a notion of its location
within the sequence.

3.2 Transformer-based Architectures

The Transformer model has played a major role in boosting the performance of many natural language
processing downstream tasks. The Transformer finds usage in several recent language models like [4,
5, 54].

3.2.1 BERT

The BERT (Bidirectional Encoder Representations from Transformers) model [4] builds upon the
Transformer architecture. BERT utilizes a multi-layer bidirectional Transformer encoder, significantly
improving the model’s understanding of language context and semantics.

For text tokenization, BERT employs the WordPiece method [55] with a 30 000-token vocabulary,
marking the sub-word parts with ##. A special token ”[CLS]” is placed at the beginning of every
input sequence, which is used in classification tasks by representing the entire sequence’s context.
For inputs consisting of sentence pairs, these are merged into a single sequence separated by another
special token ”[SEP]”.
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Figure 3.3: On the left, SBERT architecture with classification objective function. The two BERT networks
have tied weights (siamese network structure). On the right, SBERT architecture at inference, for example, to
compute similarity scores. This architecture is also used with the regression objective function (Source [44]).

BERT is pre-trained on a large corpus that combines English Wikipedia (2.5 billion words) with the
BooksCorpus (800 million words), utilizing two unsupervised tasks. The first task is masked language
modeling (MLM), designed to overcome the limitations of unidirectional models by enabling the
training of a model that incorporates context from both directions. To achieve this, BERT randomly
masks 15% of tokens in the input and trains the model to predict these masked tokens, a procedure
which is commonly referred to as Cloze task [56]. They apply the following procedure for a chosen
token:

* 80% of the time the model replaces with [M ASK] token
* 10% of the time the model replaces with a random word

* 10% of the time the model keeps the word unchanged

This strategy ensures the model maintains a broad context understanding without relying solely on
the masked tokens. However, there would be a slower training convergence and a bigger amount of
training iterations due to the reduced focus on only 15% of tokens.

The second pre-training task is next sentence prediction, essential for tasks requiring an understanding
of sentence relationships, such as Question Answering and Natural Language Inference. In next
sentence prediction, BERT learns to determine whether a sentence B logically follows a sentence A,
with B being the actual subsequent sentence 50% of the time (positive label) and a random sentence
the other 50% (negative label). This task helps BERT learn effective sentence-level representations,
similar to representations learned from objectives in prior works [57] and [58].
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3.2.2 Siamese BERT Networks

A significant limitation of the original BERT model is its inability to generate independent sentence
embeddings, which complicates the process of obtaining useful sentence embeddings. Common
methods used from the researchers to derive sentence embeddings is to average the BERT output
layer (known as BERT embeddings) or utilizing the embedding of the first [CLS] token, but these
techniques often result in not suitable sentence representations. Addressing this issue, Sentence-BERT
(SBERT) was introduced by Reimers and Gurevych [44]. SBERT adapts the structure of siamese and
triplet networks to produce semantically meaningful sentence embeddings efficiently.

SBERT extends the BERT and RoBERTa models [59] by incorporating an additional pooling
operator on their outputs. The authors experimented with three different pooling strategies: taking the
output of the [CLS] token, calculating the mean of all output vectors (MEAN strategy), and performing
a max-over-time operation on the output vectors (MAX strategy). Furthermore, siamese and triplet
network [60] architectures were utilized to refine the training process. The primary objective was to
train the network weights such that the resulting sentence embeddings could be effectively compared
using cosine similarity, making them semantically meaningful. The following structures and objective
functions are used:

Classification Objective Function. The sentence representations u#, and v respectively, are
concatenated with element-wise different |u — v| and multiplied with weight W, € R¥* 0 compute
the output:

o =softmax(W,(u,v,|u—vl)) (3.9)

where 7 is the dimension of sentence embeddings and k, is the number of labels. This structure is
shown on the left of Figure 3.3.

Regression Objective Function. In this objective function, shown on the right of Figure 3.3, the
authors compute the cosine similarity between sentence embeddings # and v. The mean-squared error
loss is used as the objective function.

Triplet loss. Triple loss tunes the networks such that the distance between given an anchor sentence
a and a positive sentence p is smaller than the distance between a and a negative sentence n. Formally
we can minimize the given loss function:

max(“sa_s _”Sa_sn||+6,0) (36)

pll
where s is the corresponding sentence embedding for a, p or n, € is a given margin, and || - || is a
distance metric. In their experiments, they use Euclidean distance as a metric and set € = 1.

The dataset used to train SBERT is a combination of SNLI [61] and Multi-Genre NLI [62]. SBERT
is fine-tuned using a 3-way softmax classifier objective function, batch size is set to 16, Adam optimizer
with learning rate 2e-5, and a linear learning rate warm-up over 10% of the training data. The default
pooling strategy is set to MEAN.
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3.2.3 OpenAl GPT

Language Modeling. The OpenAl GPT (Generative Pre-trained Transformer) model represents a
significant advancement in the field of language modeling, aiming to generate highly contextualized
word representations. Unlike BERT that utilizes an encoder component, GPT focuses on a decoder-only
approach. This section explores the foundational aspects of language modeling, followed by an
overview of the GPT model’s architecture and training procedure.

A language model (LM), computes the probability distribution of a sequence of words (tokens)
within a given vocabulary V. Given a sequence of token wy,...,w,, € V, the language model assigns
a probability p over the sequence, p(w, ..., w,,). This probability distribution can be decomposed
using the chain rule of probability as follows:

P(Wipy) = P(Wl)P(W2|W1)P(W3|W2,W1) e PWlP 1) = I—IP(Wi|W1:i—1) (3.7
i=1

where p(w;|w,.;_,) represents the conditional probability of the word w; given the previous words
in the context wy.;_;. Autoregressive language models leverage neural networks to compute the
conditional probability p(w;|w.;_).

The introduction of the Transformer architecture, laid foundations or creating contextualized word
representations adaptable to various tasks with minimal adjustments, like BERT. One such approach
is also OpenAI-GPT model [5], which perform a semi-supervised approach for universal language
understanding, combining unsupervised pre-training, and supervised fine-tuning.

Unsupervised pre-training. In the first part, they utilize a large corpus with unlabeled text, in
order to train a language model. Formally, given an unsupervised corpus of tokens U = u, ..., u,,
they maximize the following log-likelihood using a language modeling objective:

L(U) :ZlogP(uilui_k,...,ui_1;®) (3.8)

where the conditional probability P is modeled using a neural network with parameters ®, and £ is the
size of the context window. Their language model consists of a multi-layer Transformer decoder-only
variant [49, 63]. As described in section 3.1, this model applies a multi-headed self-attention operation
over the input context tokens as follows:

hy=UW,+W,
h; = trans former_block(h;_)VIl € [1,n] 3.9
P(u) = softmax(h,W])

where U is the context vector of tokens, W, is the token embedding matrix, W, is the position
embedding matrix,n is the number of layers, and P(u) is the output distribution over the target tokens.

Supervised fine-tuning The second part consists of adapting the parameters of the pre-trained
model to a specific supervised task. For the supervised task, is assumed a dataset C which consists of
sequences of input tokens X = XX, along with a label y. The inputs are passed through the
pre-trained model, and the final activations h;" are used as input to an extra output linear layer to
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predict y as follows:
POylx!, ..., x™) = so ftmax(hj'Wy) (3.10)

where W, are the parameters of the output linear layer. Furthermore, the following objective function
can be used to train the model:

Ly(C) = ) logP(ylx',....x™). 3.11)
(x,y)

Additionally, it was found that a combination of language modeling objective with task-specific
objective improves the generalization and convergence. Formally, the following objective function can
be optimized:

L3(C) = Ly(C) + A% Ly (C) (3.12)

where A is the weight for the language modeling objective.

Model Specifications The initial OpenAI-GPT model, consists of a 12-layer decoder-only trans-
former with 12 masked self-attention heads and dimension state 768. The model is trained using
stochastic gradient descent [64], and Adam optimizer [65], with a maximum learning rate of 2.5¢ — 4.
Warmup steps were set to 2000, and cosine learning rate schedule. The model was trained for 100
epochs, using minibatches of 64, and a maximum length of 512. They used bytepair encoding
vocabulary (BPE) [66] with 40,000 merges, and a dropout rate of 0.1 for regularization. Instead of
ReLU, they utilize GeLLU [67] as an activation function, and initialize the parameters from N (0, 0.2).

The following releases of GPT models, namely GPT-2, GPT-3, GPT-4 [68, 69], follow the same
architecture, with a few modifications. However, the biggest upgrade of the new models consists of
the amount of data and the size of the models which have scaled to billions of parameters [70]. The
bigger models introduce better language understanding with increased capabilities, making it possible
to adapt to new tasks without further training but only utilizing few/one/zero-shot learning.

3.2.4 BART

In the previous sections, we saw different variants of Transformers models [49], like BERT (see Section
3.2.1) a bidirectional encoder, or GPT (see Section 3.2.3), a left-to-right decoder. In this section,
we describe BART [71], a model that merges the strengths of both bidirectional and auto-regressive
approaches seen in models like BERT and GPT.

BART model different from the models we saw previously, follows a standard sequence-to-sequence
Transformer architecture, and utilizes GeLLU [67] as an activation function instead of ReLLU. This
model has two key differences with BERT [4]: a) each layer of the decoder performs cross-attention
over the final hidden layer of the encoder, and b) BART does not utilize a feed-forward network before
word prediction.

Pretraining. Pretraining of BART has two main parts: (1) documents corruption by utilizing various
noising functions, and (2) model training to reconstruct the original text. For the first part, they
experiment with different noising schemes, as shown in Figure 3.4:

» Token Masking. This approach replaces random sampled tokens with [MASK] tokens (this
approach is similar to BERT in Section 3.2.1).
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Figure 3.4: Noising schemes used for the input documents (Source [71]).

* Token Deletion. Random tokens are removed from the input sequence. In this scheme, the
model needs to decide also the position of the missing inputs.

* Text Infilling. A number of spans of text are sampled, using span lengths drawn from a Poisson
distribution (4 = 3). Similar to the first approach, the span of text is replaced with a [MASK]
token. The goal is for the model to learn how many tokens are missing from a span.

* Sentence Permutation. After splitting the document into sentences, these sentences are shuffled
in random order.

* Document Rotation. Given a randomly selected token, the document is rotated so that it begins
with that token. The model is trained to identify the start of the document.

Fine-tuning. BART is able to compute representations that are highly adaptable for a variety of
downstream tasks. For sequence classification tasks, the authors follow a similar approach to BERT,
where they utilize the final hidden state of the final decoder token as an input to a linear classifier. For
token classification tasks, the top hidden state of the decoder for each word is fed to the classifier. In
addition, BART can also be used for sequence generation tasks due to its autoregressive decoder. In this
case, the encoder encodes the input sequence and the decoder generates the outputs autoregressively.

3.25 T5

In addition to different architectures explored, Raffel et al. focus on empirical comparison of existing
techniques [73], by utilizing a standard transformer model architecture. The core idea behind T5 is
to treat every problem as a text-to-text task, and the model is referred to as "Text-to-Text Transfer
Transformer”. The model is pre-trained using Common Crawl, a text scraped from the web, that was
pre-processed and cleaned, to yield an 750G B amount of cleaned text. To evaluate the T5 model’s
general language understanding capabilities, they use a wide range of downstream tasks: Sentence
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Finetuning tasks
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Figure 3.5: Tasks that were used to fine-tune FLANT-T5 (Source [72]).

acceptability judgment, sentiment analysis, paraphrasing, natural language inference, coreference
resolution, sentence completion, word sense disambiguation, and question answering. In addition,
each task is cast as a "text-to-text” format, where the model generates an output sequence based on the
context provided by the input sequence. The model is trained with maximum likelihood objective
using teacher forcing [74] for all tasks.

Their base model is similar in size and configuration to BERT [4], resulting with about 220M
parameters in total. Their largest model, scales up 11B parameters. Before fine-tuning, each model is
pre-trained for 524, 288 steps on Common Crawl with a batch size of 128 and a maximum sequence
length of 512. During pre-training, they use an inverse square root learning rate scheduler, with
warm-up steps set to 10, They fine-tune their model for 262, 144 steps on all tasks using the same
batch size and maximum length.

In this work, they utilize SentencePiece! [75], to encode text as WordPiece tokens [66]. This
heuristic builds up a vocabulary of 32, 000 wordpieces, and was also trained to include other languages.
In addition, the vocabulary is shared across both input and output of the model.

Unsupervised Objective. Different from GPT which utilizes a causal language modeling objective
for pre-training, in this work, the authors utilize a masked language modeling objective. This is similar

! different from GPT that utilized BytePair encoding.
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to BERT denoising objectives [4] and the word dropout regularization technique [61]. The approach
drops 15% of randomly sampled tokens of the input sequence. Afterward, each consecutive span
of tokens are replaced by a unique sentinel special token. The target is then set to predict all the
dropped-out tokens.

FLAN-T5. Recently, it was also introduced FLAN-TS5 [72], which enhances T5 capabilities. In this
paper, they utilize instruction finetuning with a variety of instruction templates and task mixtures. An
overview of finetuning tasks is given in Figure 3.5. The models trained, scale up to 540B parameters.

3.3 Graph Neural Networks

Graph Neural Networks (GNNs) have emerged as a powerful paradigm for learning from data
represented as graphs, capturing the complex relationships and structures inherent in various domains.
Research on graph data tasks with machine learning has gained increased popularity in the last few
years due to the expressive power of graphs. They have been used in different fields such as natural
science for physical systems [76, 77], protein-protein interaction networks [78], social science for
social networks [79], citation networks [80], knowledge graphs [81], and many others [82]. The
capability of GNNs to handle non-Euclidean data structures makes them particularly suited for tasks
such as node classification, where nodes are categorized into classes; link prediction, which involves
predicting the likelihood of a relationship between two nodes; and clustering, grouping nodes based on
similarity or connectivity. Recently, deep learning-based approaches employ Graph Neural Networks
(GNNs) [83] that operate on the graph domain to handle those tasks. Several GNN architectures have
been proposed to work with graph data and employ different learning modules which we will see
below.

3.3.1 Graph Convolutional Networks

Kipf et al. introduced an approach for semi-supervised learning on graph-structured data, and employ
a variant of convolution neural networks as a learning module [84]. In their work, they propose a
multi-layer Graph Convolutional Network (GCN), with the following layer-wise propagation rule:

H = (D724D W) (3.13)
where A= A+1 ~ 1s the adjecency matrix of an undirected graph G with added self-connections and

I is the identity matrix. In addition, D = ¥, j A, ; and wisa layer-specific trainable weight matrix.

o () denotes an activation function, H () e RN*P i the matrix of activations in the /" layer where

H" = X. One can also write the update rule for a single node as:
W= o Z A W' (3.14)

where N (i) denotes the neighbourhood nodes of node i.
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3.3.2 Graph Attention Networks
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Figure 3.6: (left) The attention mechanism employed by GAT. (right) Multi-head attention in GAT (Source [36]).

A Graph Attention Network (GAT) module (see Figure 3.6) stacks layers in which nodes can attend
over their neighborhoods’ features. It implicitly allows defining different weights to different nodes in
a neighborhood without requiring a costly matrix operation (e.g., inversion) or depending on knowing
the graph structure upfront. Formally, a GAT computes the hidden states of each node by attending to
its neighbors via a self-attention strategy. For a node v, the hidden state is obtained by:

exp(LeakyReLU(aT[Wh || Wh,]))
hH = p( > aquh;), @, = v u (3.15)

. Yien, exp(LeakyReLU(a” [Wh, || Wh,]))’
where p is an alternative non-linear function, N, is the neighborhood set of node v, h!, is the hidden
state of neighborhood node u at time step ¢, W is the weight matrix associated with the linear
transformation applied to each node, and a is the weight vector of a multi-layer perceptron (MLP).

3.3.3 Hyperbolic Graph Convolutional Networks

Liu et al. introduced Hyperbolic Graph Convolutional Networks (HGCN5) [85], to solve the problems
with graph operations in non-Euclidian spaces. They generalize the notion of a graph convolutional
network, such that the network can become agnostic to the underlying space. They update the
propagation rule given in Equation 3.14 as follows:

hg“ =o|exp,( Z Ailelogx/(hz-)) (3.16)
JEN(i)

where x” € M is a chosen point in the Riemman manifold M.

HGNNSs are shown to be more efficient in capturing structural properties of synthetic data than
GNN s operating in Euclidean space. Moreover, they show to perform better for chemical properties of
molecules, or predicting properties of large-scale networks by making use of the hierarchical structure
present in the data.
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3.4 Summary

3.4 Summary

In this chapter, we established the foundational concepts and the core architecture, necessary for
understanding the context and technical aspects of our research. Initially, we offer an in-depth
description of the transformer architecture, which currently forms the backbone of numerous
NLP systems. Additionally, we provided a comprehensive discussion on pre-trained models for
contextualized word representation such as BERT, SBERT, GPT, BART, T5. The chapter concludes with
an overview of graph neural network architectures used during our work, such as Graph Convolutional
Networks (GCN), Graph Attention Networks (GAT), and Hyperbolic Graph Convolutional Networks
(HGCN). In the following chapter, we will investigate methodologies for incorporating additional
authors’ context, in order to enhance text classification tasks.
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Post Classification with Author Context

Human language is produced to fulfill specific goals in communication [86] and is influenced by

various individual and social group characteristics [7, 8]. Hence, we hypothesize that incorporating

additional context for individuals might improve text understanding performance for NLP systems.
This chapter delves into our first research question (RQ1):

Research Question 1 (RQ1)

Can we enhance text classification tasks by incorporating authors’ context?

To address this research question, we focus on sarcasm detection task, on social media data. Such
texts, usually, lack sufficient context, making it difficult for the systems to detect sarcasm. Moreover,
social studies suggest that the relationship between the author and the audience can be equally
relevant for sarcasm usage and interpretation. Hence, we propose a framework jointly leveraging
(1) an author context from their historical tweets together with (2) the social information from an
author’s conversational neighborhood in an interaction graph, to contextualize the interpretation of
the post. This approach aims to enrich the contextual understanding of posts, facilitating a more
nuanced detection of sarcasm. Furthermore, this chapter discusses our efforts to develop and curate
resources specifically designed for sarcasm detection tasks. These resources are constructed to support
our author-centered methodology, encompassing both textual content and the essential contextual
information needed to investigate the impact of incorporating authors’ contexts into text classification.

The key contributions of this chapter are:

* We present the first graph attention-based model to identify sarcasm on social media by explicitly
modeling authors’ social and historical context jointly, capturing complex relations between a
sarcastic tweet and its conversational context.

* We demonstrate that exploiting these relationships increases performance in the sarcasm
detection task, reaching state-of-the-art results on the recent SPIRS dataset [87], which we
expand with author history. We examine the impact of different parts of the context, captured
by attention weights, in modeling sarcastic utterances.
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* We collect a new dataset from Twitter (now X) by extending a semi-supervised method that
uses reactive supervision and provides additional contextual information.

* We find that even with author-based models, detecting the sarcastic intentions of the author is
easier than identifying the sarcasm perception by others.

This chapter is based on the following publication ([13, 14]):

* Joan Plepi and Lucie Flek. 2021. Perceived and Intended Sarcasm Detection with Graph
Attention Networks. In Findings of the Association for Computational Linguistics: EMNLP
2021, pages 4746-4753, Punta Cana, Dominican Republic. Association for Computational
Linguistics. DOI: 10.18653/v1/2021.findings-emnlp.408

* Joan Plepi, Magdalena Buski, and Lucie Flek. 2023. Personalized Intended and Perceived
Sarcasm Detection on Twitter. In Proceedings of the 3rd Workshop on Computational
Linguistics for the Political and Social Sciences, pages 8—18, Ingolstadt, Germany. Association
for Computational Lingustics.

The rest of the chapter is structured as follows. Section 4.1 introduces the work. In Section 4.2 we
describe the related work. Furthermore, in Section 4.3 we introduce our dataset for this task, followed
by our experimental setup and results in Section 4.4. Finally, Section 4.6 provides a summary for the
chapter.

4.1 Introduction

Sarcasm is a form of non-literal language, in which the intended meaning of the utterance differs from
the literal meaning, fulfilling a social function in a discourse [88, 89, 90]. Sarcasm detection poses a
challenge for numerous NLP tasks, such as sentiment or stance prediction [91, 92]. Early sarcasm
detection systems are based on lexical and syntactic cues [93, 94, 95, 96, 97]. However, sarcasm
interpretation requires the surrounding context of utterances, even for humans [98]. More recent works
hence incorporate discourse information such as contrast [90, 99, 100, 101], and contextualize the post
by using features from user history [102, 103, 104, 105]. The relationship between an author and the
audience has been given comparably less attention, despite its relevance for the sarcasm interpretation
[106, 107, 108, 109, 102]. For example, since background information about an author’s topic of
interest can cause different interpretation of an utterance, authors are more likely to use sarcasm
among close friends [107].

To address these complexities, our research introduces a novel approach: the development of a
heterogeneous graph structure. This structure integrates user and text nodes, connected by a network
of edges that capture the relationships between them. Furthermore, we propose a graph neural network
framework that learns the representation of this heterogeneous graph. This framework jointly combines
user context, derived from their historical tweets, with social information from the user’s network. By
doing so, it allows for a more nuanced and comprehensive understanding of sarcasm, accounting for
both the content of the utterance and the rich social dynamics that support its interpretation.
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4.2 Related Work

4.2 Related Work

In this work, we refer to users as social media users. The paragraphs below summarize the related
works, in sarcasm detection area. The main focus is on related datasets or tasks, and the methodology
used in previous works.

Collection and Labeling of Sarcastic Data

Previous approaches to data collection for automatic sarcasm detection can be divided into two
groups: distant supervision and manual annotation [110, 111]. One approach requires annotators to
manually label whether a given utterance is sarcastic or not [112], while distant supervision focuses
on automatically collecting large datasets of intended sarcasm. The automatic data collection uses
specific keywords to query social networks [113, 114, 115, 116]. Nevertheless, the subjectivity
and sociocultural dependence of perceived sarcasm [117, 118] often lead to discrepancies between
intended and perceived sarcasm. Recent approaches have addressed this issue by generating datasets
for automatic sarcasm detection that reflect this discrepancy. For example, the iSarcasm dataset [119]
manually collects and labels sarcastic utterances by their authors, instead of relying on third-party
annotators. However, this dataset only contains 777 sarcastic tweets and does not include perceived
sarcasm. In contrast, the SPIRS dataset [87] utilizes reactive supervision to collect both intended and
perceived sarcasm. The dataset consists of 30k tweets and relies on cues from participants in online
conversations, therefore using context-aware annotations.

Leveraging User Information for Sarcasm Detection

Several previous works contextualize a sarcastic post by using features from user history - employing
past tweets to identify a user’s behavioral traits [120], encoding user sentiment priors over different
entities [121], or manually crafting user interaction features [102]. Amir et al. introduce the user2vec
model [39], applying paragraph2vec [122] over user history. Hazarika et al. propose an alternative
user embedding approach, encoding style, and personality features [123].

An emerging line of research makes use of social interactions to derive information about the user -
representing each user as a node in a social graph and creating low-dimensional user embeddings
induced by neural architecture [124, 125]. Including network information improves performance in
detecting online behavior such as cyberbullying [126], abusive language use [127], suicide ideation
[34] or fake news detection [128]. To our knowledge, GNNs were not used in the sarcasm classification
tasks.

Due to a lack of consistency in sarcasm interpretation by people of different socio-cultural
backgrounds, an utterance that is intended as sarcastic by its author might not be perceived as such by
diverse audiences (Rockwell and Theriot, [108]. Recently, this has been reflected in sarcasm detection
interpretations [123, 87] and a resulting sarcasm perspective classification task.
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Figure 4.1: 5-step pipeline of enhanced reactive supervision.

4.3 Dataset

4.3.1 Reactive Supervision

For our experiments, we use a recently published SPIRS sarcasm dataset [87]. The dataset is crawled
from Twitter, by utilizing a new reactive supervision method. The method utilizes cue tweets,
conversation replies which point out the sarcastic nature of a previous post. In addition, the dataset
also provides oblivious tweets, questioning the sarcastic nature of a given example, and elicit tweets,
being the original start of the conversation. This approach consists of four steps as below:

1. Fetching cue tweets g,,, querying for tweets containing “’being sarcastic”

2. Mapping the cue tweets to a grammatical person class (1st, 2nd, 3rd) by examining the personal
subject pronoun in the cue tweet

3. For a cue tweet ¢;, fetching the corresponding conversation Cc'= {c,» ..., }, where c,, is the
main post, ¢; = g, and the corresponding tweet author sequence A' = {a,,,a,_;,...,a;}

4. Applying specific regular expressions on the author sequence to identify the sarcastic tweet.
Unmatched sequences are discarded and matched are saved along with the cue tweet, the eliciting
(occurring if the sarcastic tweet is a reply and represents tweets that evoked the sarcastic reply),
and the oblivious tweets (a reply to the sarcastic tweet that lacks awareness of sarcasm).

The labeled dataset contains in total 15,000 sarcastic tweets (10,000 self-reported and 5000 perceived
cues), 15,000 non-sarcastic posts that were collected randomly, 10,000 oblivious, and 9156 elicit
tweets. We extended SPIRS with over 10 million past tweets of the authors in the dataset in order to
compute the user embeddings.
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Regular expressions

r"not being sarcastic"

r'"not(\s*[A-Za-z,;’\\\/s@])* \s*sarcastic") r"(sarcastic)\s*(\?)+"
r"wasn’t being sarcastic"

r"wasnt being sarcastic"

r"wasn’t being sarcastic"

r"was not being sarcastic"

r"weren’t being sarcastic”

r"weren’t being sarcastic"

r"werent being sarcastic"

r""were not being sarcastic"

r"(sarcastic)\s*(\?)+"

r"sarcastic\sor"

r"hope(\s*[A-Za-z, ;"\\s@])*\s*being sarcastic"
r"hope(\s*[A-Za-z,; ’\\s@])*\s*being (\s*[A-Za-z,;’\\s@])*\s*sarcastic"
r"hope you’re being sarcastic"
r"pray(\s*[A-Za-z,;’\\s@])*\s*being sarcastic"
r"if(\s*[A-Za-z,;’\\s@])*\s*being sarcastic"
r"sarcastic[A-Za-z,;’\\s@]*\s*correct"

r"sarcastic\s*([A-Za-z,; \\s@]\s)0,2 right"

r"are you being sarcastic"

Table 4.1: Compound regular expression used to filter tweets incorrectly identified as cue tweets.

4.3.2 Enhanced Reactive Supervision

In addition to SPIRS dataset, we introduce a new dataset crawled from Twitter, utilizing an enhanced
version of reactive supervision. After manual analysis of random data points in the dataset [87], we
found that the proposed approach can mistakenly label certain non-sarcastic tweets as sarcastic. We
discovered several cue tweets containing “being sarcastic” which are noisy reactions from the audience,
which express doubt, or ask for clarification for example: ”@user I can’t tell if you are being sarcastic”.
To create a dataset excluding those falsely classified tweets we propose an extension of the reactive
supervision method. We add another filter (Figure 4.1), to remove tweets falsely identified as cue
tweets using regular expressions, hence improving the quality of the extracted data. The filter contains
a series of regular expressions to clear out the false positive cue tweets. We show a list of these
regular expressions in Table 4.1. The main target class that was fixed from the regular expressions,
was the perceived sarcasm, where the number of false positive rates was significantly reduced. In
order to compare both methods, we collected 500 random cue tweets, which we labeled manually into
three classes: sarcastic, non-sarcastic, and unknown (the user is asking for clarification, rather than
pointing out sarcasm). Given the cue tweet and the conversation, we annotated the examples into three
categories: sarcastic, non-sarcastic, and unknown. Fleiss’ Kappa inter-annotator agreement between
two annotators was almost a perfect agreement, with a kappa value of 0.94. Upon manual inspection
and discussion, we found that the cases where the annotators were disagreeing were mainly between
classes unknown and sarcastic (possible perceived sarcasm), where the user was expressing doubts if
the previous tweet was sarcastic or not. Hence, we were able to resolve the disagreements through a
deeper inspection of the conversation thread. In Table 4.2 we show the number of tweets filtered out
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as sarcastic from both methods and also the false positive rate (we treat unknown and non-sarcastic as
a single category). We observed that the number of filtered sarcastic tweets increased while the rate of
false positive examples decreased from 46.6% to 5%.

Cue tweet indication Gold 4-step 5-step

Sarcastic 318 24 109
Non-sarcastic 182 21 6
Total 500 45 115

Table 4.2: Comparison of the 4- and the 5-step data collection pipeline.

We applied our method (Figure 4.1) on a large scale to collect a dataset for sarcasm detection.
For the collection of cue tweets, we queried for English tweets containing “’being sarcastic”, which
are not retweets and were generated in the period from January until November 2022. For the
collection of non-sarcastic tweets, we chose to fetch tweets randomly, querying for English tweets
that have been generated from January until November 2022, are not retweets, and don’t contain the
words sarcastic”, ’sarcasm’ or the tags “#sarcasticquote”, “#sarcasticquotes”, “#sarcasticmemes”,
“#sarcastic”, “#sarcasm”. Finally, we gathered 17k English sarcastic tweets and 19k non-sarcastic
tweets with corresponding additional conversational contexts such as oblivious or elicit tweets (a tweet
that caused the sarcastic reply). In addition, we collected around 89M historical tweets for the users in
our dataset in order to extend the dataset with additional author contextual information.

Statistics We collected 100K cue tweets for the new dataset. In Table 4.3 we present examples of
the cue tweet for each grammatical person class. Next, we applied the exclusive filter, filtering out
26.6% of the cue tweets. After collecting the threads, and corresponding authors for the remaining
cue tweets and matching those author sequences, we end up with 17k English sarcastic tweets, 10k
eliciting, and 13k oblivious tweets. In addition, we collected 19k non-sarcastic tweets as well as
11k corresponding eliciting and 4k oblivious tweets. We summarize the new dataset grouped by
grammatical person classes and perspectives in Table 4.4, and with the statistics of user history in
Table 4.5.

In Table 4.6 we examine the distribution of different author sequence patterns of the sarcastic
threads. We observed that 80% of the threads are equal to or smaller than 4 tweets per thread. In
addition, it shows the most common author thread pattern per grammatical-person class, indicating

Person Perspective Cue Tweet
@user @user I was being sarcastic.
Ist Intended . . . .
That is what they tried to spin after the Nazi speech.
nd Perceived . @user I know you are being .sarcastlc btw:
I just figure answering honestly is the best policy.
(7
ard Perceived @user @user Do you not see how many repeats there are?

He’s being sarcastic.

Table 4.3: Exemplary cue tweets per grammatical person class.
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Pers. Perspective Sarcastic Oblivious Eliciting

Ist Intended 12574 12574 9023
2nd Perceived 3295 0 519
3rd Perceived 846 846 120
- Non-sarc. 18535 4346 10639
Total 35250 17766 20301

Table 4.4: Break down by grammatical person class and perspective of our new dataset.

that sarcastic tweets are often provoked by other authors (see eliciting tweets). Moreover, we notice
the patterns used to detect perceived sarcasm, grouped in 2nd and 3rd person perspective cues. These
cues capture conversations where other participants detect the presence of sarcasm.

During our analysis of the most common bi-grams in the dataset, we noticed that political or
politician-related bi-grams predominated within the perceived sarcasm class (Figure 4.2). This finding
reinforces the link between sarcasm and political discourse [129, 116], offering insights into the
potential significance of the detection of (perceived) sarcasm in understanding the political stance and
the presence of this linguistic phenomenon in online interactions.

Class/Perspective # Authors # Historical tweets

Sarcastic 15884 45244265
Intended 12245 33328130
Perceived 3686 12257193
Both 47 -
Non-sarcastic 17340 43475563
Both 99 -
Total 33125 88719828

Table 4.5: Break down of the number of tweet authors by class and perspective.

Historical tweets The 35k sarcastic and non-sarcastic tweets of our new dataset have been composed
by 33k different authors. Along with the new dataset, we collected 89M historical tweets for those 32k
authors (Table 4.5). The number of historical tweets per author varies between 1 (16 authors have 1
historical tweet) and 500 (upper bound) with an average tweet number of 471.46.

4.4 Experimental Setup

Our experiments are focused on two main tasks: sarcasm detection to predict if a tweet is sarcastic or
not, and perspective classification to predict if a sarcastic tweet is intended or perceived. We perform
our experiments in two datasets: SPIRS that is collected utilizing reactive supervision, and our new
dataset which utilizes enhanced supervision, consisting of 35K tweets. Two type of models are used:
a) text-only-based models, and b) author-contextual-based models.
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Figure 4.2: Top 10 most common bi-grams in as sarcastic perceived tweets.

4.4.1 Text-only-based models

This model only uses a representation of the textual information in the sarcastic and non-sarcastic tweets
as input. For this purpose, we fine-tuned the pre-trained Transformer encoder like SentenceBERT
[44] on the binary task of predicting the label sarcastic vs. non-sarcastic or perceived vs. intended,
given only the tweet text. In this setup, we are also able to append the conversational context, namely
oblivious and elicit tweet ', in case those exist. We do so by appending the conversational context
with the tweet that is to be classified, and we use special tokens to separate those (as in Figure 4.3).

4.4.2 Author-based-models

These models expand the textual features of tweets by adding representations of the authors of tweets
as features. For encoding user representations, we used different models, namely: a) Priming, b)
Average SentenceBERT for authors (A-SBERT), c) Authorship Attribution (AA) d) Graph Neural
Networks (GNN) described in Section 2.3.1.

Priming: This model is the same as the base model, but the input text is different. The SBERT base
model is finetuned to the binary task of predicting the verdict, given the situation title, the sampled
text from each annotator, and the comment in the interpretation model case.

Average SentenceBERT for authors (A-SBERT): We finetune the SBERT base model and add an
additional layer to concatenate the text representations with annotators’ representations, using the

! Cue tweets are not part of the conversational context.
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Person Pattern Count %o of person class

Ist ABAC 3368 27%

(intended) ABA 2795 22%
ABAB 1918 15%
other 4493 36%

Subtotal 12574

2nd AB 2679 82%

(perceived) ABA 476 14%
other 140 4%

Subtotal 3295

3rd ABC 621 73%

(perceived) ABCA 54 6%
other 171 20%

Subtotal 846

Total 16715

Table 4.6: Most common thread pattern by person class. The colors represent red-cue, blue-oblivious, violet-
sarcastic, and teal-eliciting tweets. The shown letters correspond to different authors in the thread. Equal letters
encode equal authors, and the author sequences are shown in reverse order. The rightmost letter represents the
end of the thread (cue tweet) while the leftmost represents the beginning of the thread.

initial annotator representations computed from SBERT for Annotators (see Figure 2.4).

Author Attribution: In this setup, we have the same architecture as averaging embeddings, however,
the initial annotator representations are generated using the author attribution model (see Figure 2.4).

User+tweet GAT: Constructs a heterogeneous graph as described in Section 2.3.1, and uses a
Graph Attention Network, to learn the relationship between tweet and user nodes (see Figure 4.4).

Sarcasm Detection

SPIRS E - Supervision
Model Accuracy F1 Accuracy F1
SBERT 65.9% 66.2% | 74.4% 74.5%
Priming 68.2% 68.2% | 77.5% 77.7%
Authorship Attribution | 70.1% 70.1% | 79.3% 79.3%
A-SBERT 69.6% 69.6% | 80.1% 80.1%
User+tweet GAT 80.9%  81.1% | 82.0% 82.2%

Table 4.7: Accuracy and macro F1-scores as percentages for the sarcasm detection task.

4.5 Results and Analysis

Our initial experiments focused on the task of sarcasm detection, and we show the results in Table 4.7.
As also seen in previous works [102, 39, 13], author-contextual-based models outperform text-based
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Classifier |

SBERT |

|

Conversational Context + <SEP> +

Figure 4.3: For the conversational context, we still use SBERT model as our base model. We only append the
conversational context (namely oblivious and elicit tweet) to the original tweet to be classified and separated
with special tokens.

Feed-Forward Network
h<>

Figure 4.4: The social graph is initialized with user and tweet embeddings, and tuned by GAT to take into
account relationships between them. The output representations are then fed into the classification layer.

models. The additional context from the author’s representations enriches the text features and
enhances its performance on the task of sarcasm detection.

Comparison across datasets. In Table 4.7, we report the results in both datasets, SPIRS and our
dataset E-Supervision. We notice that our models are performing better in the E-Supervision dataset,
and we believe that the main reason is due to the quality of the data. The decrease of the false positive
rate in the data annotation process has improved the data quality, hence improving the model’s training
and performance.

Author-based-models. All models detecting sarcasm, given the tweet and author embedding, yield
higher results. Our results’ analysis revealed that the GNN-based model (User+tweet GAT) is our
best-performing one in both datasets. Modeling social network interactions as graphs proves to be an
effective way to learn better representations for both text and users. However, it seems that the GNN
based model has the biggest improvement of 14.9% over the baseline model on the SPIRS dataset. On
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the other hand, the priming method performs the worst from the author-contextual-based models with
only 3.2% improvement from the text-only SBERT model. Furthermore, author attribution performed
slightly worse than A-SBERT, mainly due to sparsity in AA representation. Another limitation of AA
is its scaling over more authors. Overall, GNN and A-SBERT proved to be the most effective in terms
of both performance and computational costs, due to no additional training for computing the author
representation.

Conversation context For comparison, we construct three social graphs where: 1) We remove the
elicit tweets that triggered the sarcastic comment (GAT - elicit tweets), 2) We remove the oblivious
tweets that interpreted the comment as serious (GAT - oblivious tweets), 3) We add the original cue
tweets, revealing that the post was sarcastic (GAT + cue tweets). We report the results in Table 4.8.
As expected, adding the cue tweets in the social graph leads to an almost perfect F1 score of 94.5%
and 93.8% for both datasets. This is attributed to the fact that the GAT network learns to recognize
that the cue tweets point out the sarcastic nature of the tweet to be assessed and give high importance
to their existence in the graph. Therefore, by introducing the connection between the cue tweet and
the tweet to be assessed, the network can easily distinguish between sarcastic and non-sarcastic tweets.
Removing oblivious and elicit tweets causes just a small performance drop (2-3%). In the way the
SPIRS dataset is annotated, an oblivious tweet typically triggers a cue tweet (“c mon, dude, it was
Jjust sarcasm’). We hypothesize that even with the cue tweets removed, the model is able to learn the
predictive relation between oblivious and sarcastic tweets. This is in line with the original paper (i.e.
without user context), where a 3.4% drop in prediction accuracy was observed when the oblivious
tweets were removed.

Sarcasm Detection

SPIRS E - Supervision
Model Accuracy F1 Accuracy F1
User+tweet GAT+CC (no cues) 84.7% 84.2% | 83.0% 83.5%
User+tweet GAT, no elicit 81.8% 82.0% | 80.4% 80.5%
User+tweet GAT, no oblivious 81.5% 81.4% | 79.5% 79.6%
User+tweet GAT 80.8% 81.1% | 82.0% 82.2%
User+tweet GAT + CC 94.3% 94.5% | 93.9% 93.8%

Table 4.8: Sarcasm detection results for different combinations of edges between users, tweets, and conversation
context (CC), with and without cue tweets, in order to see the effect of each edge type.

Sarcasm perception. We observe that in the sarcasm detection task, the error rate on perceived
sarcasm is higher than in self-reported sarcasm. We therefore test our model on distinguishing between
perceived and self-reported sarcasm. Our results for this task are shown in Table 4.9. We notice a
lower improvement of at most only 4.0%, of author-contextual-based models over the SBERT model
compared to the sarcasm detection task. These results also align with the conclusion in [119], on the
perception classification task. In most cases, the perceived sarcasm is misclassified as self-reported,
which is present more often (70%) in the data (see Table 4.10). Hence, we believe that modeling the
representation of the author is less useful for the classification of perceived sarcasm. To increase the
number of tweets classified as perceived, it could be of benefit to additionally model user embeddings
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Sarcasm Perception

SPIRS E - Supervision
Model Accuracy F1 Accuracy F1
SBERT 73.2% 67.3% | 79.2% 68.5%
Priming 74.1% 69.1% | 79.8% 70.9%
Authorship Attribution 76.6% 71.3% | 82.2% 71.3%
A-SBERT 75.3% 70.3% | 79.2% 70.6%
User+tweet GAT 76.0% 71.2% | 80.8% 72.2%

Table 4.9: Accuracy and macro F1-scores as percentages for perspective classification.

for the audience of the tweet, predicting how individual users will react towards the tweet. Improving
the quality and quantity of perceived sarcasm remains a challenging task, given its subjective nature
that is often influenced by the audience’s diverse social and cultural backgrounds, which may influence
their interpretation of tweets on a certain topic.

Model Wr W;
SBERT 59.1 75
Priming 509 99
A-SBERT 492 114
Authorship Attribution 58.5 4.5
User+tweet GAT 514 7.8

Table 4.10: False predicted sarcastic perspectives as percentages in relation to gold labels in the E-supervision
dataset for all models used. W is the percentage of perceived tweets falsely classified as intended; W/, the
percentage of intended tweets falsely classified as perceived. Number of test instances: 3343 tweets.

4.6 Summary

In this chapter, we addressed the first research question, by exploring social networks of user
interactions, and contextual information to interpret sarcastic intentions in social media.

Initially, in Section 4.3, we provide an overview of the reactive supervision method that is used
to collect SPIRS dataset [87]. Additionally, we provided an extension to this dataset, by including
user historical data. Furthermore, we introduced a new dataset crawled from Twitter, E-Supervision,
utilizing an enhanced version of the reactive supervision method. This new method aimed to improve
the quality of sarcastic data, by lowering the amount of false positives. The dataset consists of around
35K sarcastic and non-sarcastic texts, along with their conversational context such as cue, oblivious,
and elicit tweets, and around 89M historical tweets in order to extend the dataset with additional
author contextual information.

In Section 4.4, we outlined our experimental setup and described both tasks that we are focused
on: sarcasm detection and perspective classification. In our experiments, we employed two types
of models, text-only-based models, and our proposed author-based-models like priming, A-SBERT,
Authorship Attribution, and User + Tweet GAT.
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Our findings indicate a better performance of our models in the E-Supervision dataset compared
to the SPIRS dataset, which we attribute to the improved quality of the E-Supervision dataset. We
find that all our author-based-models yield higher results compared to text-only-based-models. Our
results” analysis revealed that the GNN-based model (User+tweet GAT) is our best-performing model
in both datasets, underscoring the importance of modeling social network interactions as graphs,
jointly with text, as an effective way to learn better representations for both text and users. However, it
was observed that modeling authors were less impactful in the perspective classification task. We
noticed a lower improvement in author-based-models over the text-only-based models compared to
the sarcasm detection task. This suggests that, for tasks like perspective classification, focusing on
modeling the text recipients to understand their perspectives might be more advantageous. In the next
chapter, we will explore such an approach, by focusing on modeling the recipients of texts to better
capture their perspectives.
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CHAPTER D

Perspective Classification with User Context

Following our analysis of the enhancement of text classification tasks through the incorporation
of authors’ context, we observed a significant impact on interpreting authors’ sarcastic intentions.
This finding underscores the importance of context in understanding the nuances of communication.
However, our analysis also revealed a limitation: while authors’ context aids in identifying sarcasm
from the perspective of the author, it offers less insight into how sarcasm is perceived by recipients.
This observation leads us to shift our focus towards the recipients of communication, addressing an
important aspect of discourse analysis.

This chapter delves into the second research question:

Research Question 2 (RQ2)

How can we model the context of recipients to accurately predict their responses to various
discourses?

In the domain of natural language processing, tasks such as detecting toxicity, offensiveness, and
sarcasm present inherent challenges due to the subjective nature of text interpretation. These challenges
are further extended by the importance of grasping social norms to accurately understand people’s
actions and intentions—a task that is not only important for humans but increasingly for artificial
agents as well. Additionally, perceptions of what is socially acceptable behavior is subjective and
issues are often divisive [130]. Given the diversity in social-cultural backgrounds, feelings, thoughts,
experiences, and perspectives, interpretations of text can vary significantly among individuals [131].
In such subjective tasks, different people will interpret text in different ways. Hence, the additional
context for the author who writes it and the audience who reads it becomes important to understand the
meaning of an utterance. Therefore, this chapter aims to explore personalized models that capture the
audience’s views and reactions across a spectrum of topics. We will examine the performance of these
models under various experimental conditions, across different topics, and among diverse demographic
groups. By focusing on the recipients’ context, we aim to delve deeper into the challenges of discourse
interpretation, analyzing how differing perspectives on social norms influence the understanding of
text.
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The key contributions of this chapter are:

* We utilize Reddit community to construct a dataset that contains individual assessments of
conflict situations. Additionally, this dataset includes: 1) Clustering descriptions of social
situations involving interpersonal conflict 2) a set of 500 conflicts annotated with six aspects of
conflict 3) Annotators context, including their past history together with their demographics.

* We address the task of predicting whether someone will perceive the actions of one individual
as right or wrong in a given situation over different degrees of conflict.

* A discussion of the relation between data perspectivism and personalization

* We introduce and adapt five different methodologies to encode users’ context, and perform a
novel comparison and analysis of contemporary over a novel problem setting

This chapter is based on the following publication ([16, 15]):

* Charles Welch, Joan Plepi, Béla Neuendorf, and Lucie Flek. 2022. Understanding Interpersonal
Conflict Types and their Impact on Perception Classification. In Proceedings of the Fifth
Workshop on Natural Language Processing and Computational Social Science (NLP+CSS), pages
79-88, Abu Dhabi, UAE. Association for Computational Linguistics. 10.18653/v1/2022.nlpcss-
1.10

* Joan Plepi, Béla Neuendorf, Lucie Flek, and Charles Welch. 2022. Unifying Data Perspectivism
and Personalization: An Application to Social Norms. In Proceedings of the 2022 Conference on
Empirical Methods in Natural Language Processing, pages 7391-7402, Abu Dhabi, United Arab
Emirates. Association for Computational Linguistics. DOI: 10.18653/v1/2022.emnlp-main.500

The rest of the chapter is structured as follows. Section 5.1 introduces the work, and we describe
the related work in Section 5.2. Following related work, we introduce our dataset in Section 5.3. In
Sections 5.4 and 5.5, we show our experimental setups for different tasks, together with the results. In
Section 5.6, we provide an analysis over our results. Finally, in Section 5.7 we provide a summary for
the chapter.

5.1 Introduction

Understanding social norms is critical to understanding people’s actions and intents, not only for
humans, but also for artificial agents. The inability for artificial agents to take these norms into account
may serve as a barrier to their ability to interact with humans [132]. However, perceptions of what
is socially acceptable behavior vary and issues are often divisive [130]. It is critical to model these
differences both to build higher performing systems and better understand people [20, 133].

In the NLP field, similar to sarcasm perception, we have the subjectivity of annotators in the data
annotation field. More specifically, obtaining a single ground truth is not possible or necessary for
subjective natural language classification tasks [133]. Each annotator is a person with their feelings,
thoughts, experiences, and perspectives [131]. Researchers have been calling for the release of
data without an aggregated ground truth, and for evaluation that takes individual perspectives into
account [20]. The idea that each annotator has their view of subjective tasks, and even those previously
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5.1 Introduction

.
(/ V
. UserName123 R

Situation: Pulling ahead in the right lane

Full Text: My commute home use to be through
rush hour traffic. Everyday cars would line up like
lemmings in the left lane three intersections away
because two lanes would merge into one and no
one wanted to be the “asshole”. This would...

3 °
\
’/ CommentorX NTA

LOL no of course that is what the lane is for.
G J

CommentorY YTA

In this situation, | think that people should instead...
N J

Figure 5.1: Example of a post on Reddit and two comments. The post has the situation, which comes from the
post title and the full text of the post (truncated here). Usernames appear next to the icons of the poster and
commentators. Each comment has a verdict, which is the label they assign (YTA or NTA).

thought to be objective, was introduced by [134] as data perspectivism. A growth in the interest of
this viewpoint has led to the 1st Workshop on Perspectivist Approaches to NLP in 2022. Work has
examined how to model annotators for subjective tasks and to predict each annotator’s label [135, 136].
Modeling annotator perspectives requires the release of corpora that include annotator-level labels
rather than aggregated “ground truth” labels. Bender et al. [137] further recommend releasing data
statements that describe characteristics, including who is represented in the data and the demographics
of annotators. Such information is beneficial for raising awareness of the biases in our data. While
some corpora contain this information, like those for humor, emotion recognition, and hateful or
offensive language, they contain few annotators and no additional information about them [138, 139,
140].

An additional complication for subjective tasks is the fact that different people will interpret text in
different ways. What is deemed toxic or offensive depends on who you ask [141, 142]. There are
notable differences in perceived and intended sarcasm [104, 13]. How one perceives the receptiveness
of their own text is different from how others see it [143]. For such tasks, predicting the label given by
third-party annotators, without knowing much about them, is not very useful. Modeling annotators
with personalization methods requires a corpus with many self-reported labels from many annotators
and additional contextual information about them.

In this chapter, we use English textual data in the form of posts from the website, Reddit, about
social norms from the subreddit /r/amitheasshole (AITA). As shown in Figure 5.1, users of this
online community post descriptions of situations, often involving interpersonal conflict, and ask other
users to judge whether the user acted wrongly in the situation or not. The judgments from these users
constitute our labels, and their authors are the set of annotators (and we refer to them as such for the
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remainder of the paper), which allows us to explore methods to model annotators at a larger scale. First,
we explore methods of clustering descriptions of social situations involving interpersonal conflict and
perform a human evaluation and analysis. After proposing a novel annotation scheme, we annotate
a set of 500 conflicts with six aspects of conflict. Aspects and clusters are then used to provide an
analysis of our model performance. Furthermore, we also explore methods of personalization to
model these annotators and examine how the effectiveness of our approach varies with the social
relation between the poster and others in the described situation. We further provide an analysis of
how personalization affects demographic groups and how performance varies across individuals.

5.2 Related Work

5.2.1 Social Norms

Lourie et al. [130] looked at the AITA subreddit to model judgments of social norms. They looked at
how to predict the distribution of judgments for a given situation, which indicates how controversial a
situation may be. [144] expanded on this study by using their data to extract a corpus of rules-of-thumb
for social norms. We examine a new dataset, created from the posts in their data but including the set
of comments, which include annotators, their label, and the accompanied comment [15].

Efstathiadis et al. [145] examined the classification of verdicts at both the post and comment levels,
finding that posts were more difficult to classify. Botzer et al. [146] also constructed a classifier
to predict the verdict given the text from a comment and used it to study the behavior of users in
different subreddits. De Candia [147] found that the subreddits where a user has previously posted
can help predict how they will assign judgments. The author manually categorized posts into five
categories: family, friendships, work, society, and romantic relationships. They found that posts about
society, defined as “any situation concerning politics, racism or gender questions,” were the most
controversial. Several works have also looked at the demographic factors or framing of posts affect
received judgements [148, 147, 146].

5.2.2 Interpersonal Conflict

Distinctions between conflicts can be made based on who is involved. Intrapersonal occurs within
oneself, while interpersonal occurs between individuals. Conflict with more people can occur within
or across groups or organizations. Much research on the topic has focused on work goals and
differentiates between task-related issues and those that result from differences in personality, values,
or style [149]. This work has found it useful to distinguish between conflicts concerning interpersonal
incompatibilities and those that arise from the content of a task being performed [150]. Further types
have been introduced, though meta-analyses have found these types to be highly correlated, and thus
researchers have called for improvements to how conflict is conceptualized and measured [151, 152,
153].

Barki et al. [154] surveyed work on interpersonal conflict and noted that studies focused on three
common attributes: disagreement, negative emotion, and interference, which correspond to cognitions,
emotions, and behaviors respectively. They suggest that these aspects vary across situations and that it
is important to specify the target of the conflict. They define interpersonal conflict as “a dynamic
process that occurs between interdependent parties as they experience negative emotional reactions to
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perceived disagreements and interference with the attainment of their goals.” As this suggests, conflict
is about perception [155].

5.2.3 Personalization

Many different approaches and tasks have used some form of personalization. These methods use
demographic factors [25], personality traits [28], extra-linguistic information that could include context,
or community factors [102], or previously written text. A similarity between personalization and
annotator modeling is that the most common approach appears to be using author IDs. These have been
used, for instance, in sentiment analysis [156], sarcasm detection [30], and query auto-completion [157].

King and Cook[42] evaluated methods of personalized language modeling, including priming,
interpolation, and fine-tuning of n-gram and neural language models. [158] modeled users by
predicting their behaviors online. Similarly, one’s use of language can be viewed as a behavior.
Welch et al. [159] modeled users by learning separate embedding matrices for each user in a shared
embedding space. Welch et al. [160] explored how to model users based on their similarity to others.
They used the perplexity of personalized models and the predictions of an authorship attribution
classifier to generate user representations. In social media in particular, a community graph structure
can be used to model relationships between users and their linguistic patterns [33].

5.2.4 Annotator Disagreement

There has been a shift in thinking about annotator disagreement as positive rather than negative [161].
Disagreement between annotators is often resolved through majority voting [162]. In some cases,
label averaging can be used [163], or disagreements can be resolved through adjudication [164].
Majority voting, which is most often used, takes away the voice of underrepresented groups in a set of
annotators, for instance, older crowd workers [165], and aggregation in general obscures the causes of
lower model performance and removes the perspectives of certain sociodemographic groups [166].
On the other hand, [167] uses the annotator’s identifiers as features to improve model performance
while training. They note that annotator bias is a factor that needs additional thought when creating a
dataset.

Fornaciari et al. [136] predict soft-labels for each annotator to model disagreement which mitigates
overfitting and improves performance on aggregated labels across tasks, including less subjective tasks
like part-of-speech tagging. Davani et al. [168] developed a multi-task model to predict all annotator’s
judgments, finding that this achieves similar or better performance to models trained on majority vote
labels. They note that a model that predicts multiple labels can also be used to measure uncertainty.
They experiment with two datasets, which have fewer than a hundred annotators each. This allows
them to model all annotators, though they note that training their model on corpora with thousands of
annotators, like ours, is not computationally viable.

Most work model annotators use their ID only. Basile et al. [169] has called for extra information
about annotators to be taken into account. Some annotation tasks have collected demographic
information about annotators, for instance [141], or used the confidence of annotators as extra
information [170].
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Conflict Aspect MCC

Disagreement Strength  0.39 — 0.49
Emotion Intensity 0.33 — 0.41
Interference Degree 0.13 — 0.20

Conflict Duration 0.39
Manifestation or Perception 0.10
Number of People 0.40

Table 5.1: Annotator agreement using Matthews correlation coefficient for all six aspects. For non-binary
aspects, the improvement after merging labels is shown to the right of the —.

5.3 Dataset

We collected data from Reddit, an online platform with many separate, focused communities called
subreddits. In particular, we use data from the AITA subreddit, where members post a description of a
social situation involving an interpersonal conflict and ask other members of the subreddit if they think
the author of the post is the wrongdoer in the situation or not. Others will respond saying “you’re the
asshole” (YTA), or “not the asshole” (NTA). As an initial source to crawl the comments, we use the
posts from [144]. We crawl the post title together with its full text, and all the comments that contain a
verdict (YTA or NTA, extracted with a list of variations). Our dataset contains 21K posts, and 364K
verdicts (254K NTA, 110K YTA) written in English. To analyze the types of conflicts, we further
group posts into distinct categories as described in the following paragraphs.

5.3.1 Extracting Demographichs

We modify the script from [31], which extracts age and gender using a set of phrases such as “I am
a woman” and “I am X years old”, to also capture Reddit shorthand. Reddit’s users often disclose
their age and gender when telling stories or asking for help. This often takes the form of a letter and
number in brackets or parentheses (e.g. “[32F]” for age 32 and female), immediately after a first
person pronoun. We base this extraction on recent work that has used similar methods [146, 147].
Additionally, we capture gender expressed in a phrase containing an adjective, such as “I am a quiet
man”. We adjusted the regex to exclude false positives like “I am a manager” or “I am a manly girl”.

We then split ages into two groups. The median age of 28 is used to group people into younger and
older. The resulting dataset contains 1,121 younger people (8% of total) and 1,032 older (7.6%). For
gender, we find 2,280 are male (16.8%) and 3,392 female (25%). Note that our scripts exclude many
people, including those who are non-binary. See our limitations section for more details.

5.3.2 Annotation of Conflict Aspects

Given the history of the typology of conflict, discussed in §5.2, we decided to measure six aspects of
conflict; (1) strength of disagreement, (2) intensity of negative emotion, (3) degree of interference, (4)
duration of the conflict, (5) manifestation of conflict, and (6) how many people are involved. Aspects
1-3 correspond to the three attributes outlined by [154], but with the view of measuring their intensity.
[153]’s suggestions directly inspired aspects 4 and 5 and [152]’s suggestions about groups led to aspect
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6.

The authors then annotated a sample of 25 conflicts in order to refine our task. This process made
evident how previous conflict scales were not well-equipped for our data. Our conflict situations
do not always take place in work settings. The nuance of scales like [150] seemed unnecessary, as
conflict is assumed in our setting and as a third party, levels of intensity are less clear (e.g. how
to differentiate between degrees of friction, tension, emotional conflict, and personality conflict).
Longitudinal aspects also cannot often be directly determined.

With these insights, we refined our annotation questions. We recruited annotators from the
crowdsourcing platform Prolific,’ as well as asking researchers at our university to help annotate
as part of their paid working time. There were 14 annotators in total and all were required to have
English fluency. All surveys included two attention check questions that provided the same options
as the disagreement strength and negative emotion questions, but asked “How should you answer
this question? You should answer”, followed by one of the three options. All annotators passed
all attention checks. Annotators were asked the following six questions for each Reddit post and
additional details on how the labels should be used:

1. How strong is the disagreement or opposition? Labels: (Mild, Strong, Intense) with Strong and
Intense merged. Additional details: You should consider how significant the event seems to
the author. For example, a conflict over who should clean the dishes may seem mild, whereas a
conflict over divorce may seem intense. However, if the author describes the conflict over dishes
as a fight that is causing irreparable damage to the relationship, it may be strong or intense.

2. How intense are the negative emotions? Labels: (Mild, Strong, Intense) with Strong and
Intense merged. Additional details: Use the mild label when emotions are weaker, or it is not
clear if they are there at all. Use the strong and intense labels to differentiate between situations
where you perceive stronger emotions from the participants.

3. How much is one person interfering with what another wants to or can do? Labels: (Not at all,
Somewhat, Strongly) with Not at all and Somewhat merged. Additional Details: If someone
clearly cannot do what they would like and that is the subject of the conflict, then the interference
is strong. If there is a disagreement, but parties can still take whichever action they desire,
then there is no interference (e.g. telling someone not to do their homework but not stopping
them from doing it). If there are alternatives or possibility for some degree of compromise then
there is some interference (e.g. a tenant is upset that they cannot pay rent in two parts, landlord
gives several alternatives), but if the restricted party is clearly opposed to all options then the
interference is still strong (e.g. daughter is not allowed to go to boyfriends house).

4. What is the duration of the conflict? Labels: (One-time incident, Longer) Additional Details:
Additional Details: If someone describes a specific incident that occurred at one point in
time then it is a one-time incident (e.g. posting something rude one time on Facebook, not
wanting sibling to take over a family vacation with her plans). If the author explicitly states
that something is an ongoing conflict over multiple days (or longer), or if it can be reasonably
inferred that a conflict spans multiple days (e.g. “every time I talk to my parents we have this
problem”), then the conflict is longer term.

1 https://www.prolific.co/
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5. Has the conflict primarily manifested in what someone has said or done or is the conflict primarily
perceived by the author? Labels: (Manifest, Perceived) Additional Details: Additional Details:
A conflict can become manifest, for example, in the form of fights, arguments, telling someone
something, or taking something, whereas the perception of conflict happens inside someone’s
head (e.g. someone thinks of themselves as rude/mean/unfair, but we do not know if another
party has this same perception because we do not know what they have said or done or if they
are aware of or have engaged in the same events as the author). For example, the author feels
bad for not texting his parents back quickly. If we have no evidence that this is causing problems
between them or that the parents have a problem with this then it is perceived. Sometimes there
are small manifestations, but the conflict is still mostly perceived. For instance, the author is
blocked on Facebook for not inviting a friend to a party, but the author does not seem to engage
with the other person or understand why this is a conflict. In this case, it is primarily perceived
by the other person.

6. Who else is directly in conflict with the author? Labels: (One person, Multiple people)
Additional Details: Additional Details: A conflict with multiple people should only count
people engaging with or contributing to the conflict. For example, if A tells B to shave their
beard and C gets mad at B for doing so, B and C are in conflict but as long as A does not engage,
they should not be considered to be part of the conflict and so this would be a one-person
conflict.

A subset of 500 posts corresponding to 1,653 comments from the test set were provided to annotators.
Matthews correlation coefficient (MCC, [171]) was used to measure agreement between annotators
for 100 posts and is shown in Table 5.1. We find moderate to strong agreement for most aspects
except for the degree of interference and whether the conflict is primarily manifest or perceived.
For the non-binary aspects, we condensed labels (denoted by —) and treated all labels as binary in
subsequent analyses. The strong and intense labels for the negative emotion and disagreement aspects
were merged into one strong category. The lesser and none labels for the degree of interference were
merged into mild. Other labels were already binary and were unchanged. The resulting distribution is
shown in Table 5.2.

Disagreement Emotion Interference Duration Manifestation Num. People
Mild Strong Mild Strong Weak Strong Once Longer Perc. Mani. One More

330 67.0 357 643 353 64.7 48.3 51.7 33.7 663 72.0 28.0

Table 5.2: Label distribution for merged label values resulting from human annotation of 500 posts.

5.3.3 Clustering

Before we acquired any annotated data, we performed an exploratory analysis to determine if there was
a natural way of grouping conflicts into different types that would be useful for our analysis. We used
two representations to perform clustering: situations and all text from the post (full text). Situations,
as referred to in [144], come from the title of a Reddit post and serve as a summary of the situation
described in the full post. The posts usually start with “AITA for”, which we omit. We cluster posts
using Louvain clustering, which maximizes the modularity of our graph [172]. We create a weighted
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Cutoff % 0 10 20 30 40 50 60 70 80 90
Number of Situation Clusters 4 3 4 3 3 4 4 4 4 4
Situation ARI - 044 047 046 093 057 045 049 091 0.85

Number of Fulltext Clusters 3 3 3 4 3 5 8 18 49 165
Full Text ARI 0.60 092 091 0.75 072 074 0.89 0.81 0.65

Table 5.3: The resulting number of clusters using Louvain for different graph representations, and cutoff
percentages. ARI denotes the adjusted rand index between the listed cutoff percentage and 10% less.

graph based on each criterion, using situations or full texts as nodes. Their embeddings are obtained
with Sentence-BERT (SBERT; [44]), and use the cosine similarity, normalized to [0, 1] between each
pair of nodes as weighted edges, resulting in two fully-connected graphs. The graphs are pruned
by dropping the N% lowest edge weights determined by the adjusted Rand index between graphs
with a 10% difference in the number of dropped edges in order to find a persistent clustering. This
yields N=40% for situations and 30% for full texts. First, we determine the amount of edges to drop
from our fully connected graphs to drop. This was determined using the adjusted rand index between
10% differences. Further threshold values, ARI, and resulting cluster numbers are provided in 5.3.
Although we do use a cutoff of 30% for full texts, which has 4 clusters, one of these clusters contained
only 25 posts, so we removed it. We experimented with K-means in preliminary experiments but
found that it had a lower agreement with human clusters and clusters seemed less clear.

Manually inspecting the clusters revealed that the groups differ from each other by the social relation
of the author to the others in the situation, or how close the author is to others in the situation. For
manual verification but also in an effort to explore possible modifications to the groupings, a subset of
100 posts were manually clustered by two of the authors, who intended to form a small number of
groups based on the post title and content. While considering other possible groupings both came to
the conclusion that it appears most natural to group the posts based on social relations. The events that
occur in a conflict, understandably, appear strongly dependent on the relation between participants.
Upon manual inspection and discussion between annotators, we find that differences arise from two
sources. The first is boundaries between social relations. For instance, one annotator grouped family,
romantic relationships, and best friends into one cluster, and put all other friends in a second cluster,
while the other annotator put family in one cluster and all romantic relationships and friendships in
a second. The second source of disagreement comes from the perception of who is involved in the
conflict. For instance, in one post, a person borrows an object from a family member’s friend and
although the family member is upset, we do not know if the friend is upset. One annotator saw this
as a family conflict, while the other saw it as involving someone more distant. The ARI was 0.33
between humans, 0.38 and 0.15 between full text and humans, and 0.31 and 0.13 between humans and
situations. We refer to the Family cluster and the clusters containing Close or more Distant individuals
in subsequent analyses. Two examples of posts belonging to each of the clusters are shown in Table 5.4.
Clusters were obtained using the full text.
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Family

Situation: Not watching horror films with my husband

Full Text: I really don’t like horror movies. I dislike gore and loud noise out of nowhere shock
tactics especially, but I also have a tendency to get nightmares from movies that don’t have those
issues. I don’t enjoy being scared. Plot holes also stick out like a sure thumb in horror to me. I
will try movies on occasion if he really wants me to see them and he says it isn’t a gore/shock
tactic movie, but it takes a lot of pleading on his part. I almost never enjoy them and generally
my reaction is that it was okay/fine, wouldn’t watch it again. I watch things [ want to see but he
wouldn’t enjoy separately. I ask him to watch things that I think he will actually like sometimes
and he always does. He often watches horror after I go to bed. The things we watch together are
things we are both agreeable to. We watch at home. I only wonder if I'm the asshole because it
seems common for couples to trade off who picks movies.

Close Relationships

Situation: Not attending my friend’s debut

Full Text: She already placed me on a list where they call people up to give gifts ad stuff without
eve asking beforehand if I’ll be able to attend. I feel like a real asshole right now because 18th
birthdays only happen once in a lifetime ad I wasn’t there to celebrate with her when she was
expecting me because I needed to attend a birthday for my uncle who was released out of prison.
On the other hand, I do feel a bit angry that she listed me before asking. Now everyone has
cards with my name on them, ad whoever is attending will expect me to join as well. I feel some
conflict. She didn’t even tell me the address, she just told me that I’m invited and my name is
on the card and I need to give her a gift. She seemed really disappointed days ago when I told
her that i could’t attend. Stopped talking to me. Didn’t even look at me. Tried texting my other
friends who were invited but didn’t respond. Too busy partying. I have a feeling that people will
think of me as a shitty friend and that I’'m no good. So, AITA?

Distant Relationships

Situation: Leaving low tips

Full Text: So there was an event at a bar/club I bought a ticket for online, *pre-paid* - but when I
got there, even though I had a ticket, they were unable to let me in due to ”max capacity”. I mean,
normally I don’t take it to heart and either wait or find somewhere else, but this was something
that I paid for, so I figured it’s not fair since I technically paid to be part of that ‘capacity’. There
were a few others in the same boat as me who they had to do that to who were also frustrated.
Eventually I got in, but I was super aggravated because I ended up missing over an hour of the
event because of this, and while I was able to eventually enjoy my night I found myself leaving
low tips, since I was quite livid (and felt I lost some of my money’s worth). Later on I felt kind of
bad because I realized it’s probably not the bartenders’ faults. AITA though?

Table 5.4: Two examples of post situations and full text for each of the three clusters (manually labeled, but
automatically clustered using the full text).
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Disagree Emotion  Interference Duration Manifestation Num. People
Diff. p < 0.002 p <0.02 p <03 p <0.04 p <0.04 p < 0.007
M S M S w S Once Long Perc. Mani. One More

Acc 895 883 883 84.0 847 8.3 827 865 81.8 864 86.1 800
MicF1 70.8 69.5 700 69.6 564 855 682 707 519 7377 73.1 425
MacF1 780 764 778 766 745 8.5 71.7 820 732 789 785 727

Table 5.5: Performance across conflict aspects for our model using the full-text stratification, showing accuracy
(Acc) and F1-score. Significance values for differences in model performance between each dyad are shown
above, calculated with one-sided unpaired permutation tests. Mild (M), Strong (S), Weak (W).

5.4 Perception Experiments

5.4.1 Hypotheses

After choosing the six conflict types, we developed hypotheses about which values would be associated
with conflicts and whose verdicts would be most difficult for our model to predict. We hypothesized
that higher emotional intensity would be more difficult, as different people may empathize differently
and the classification of emotions is known to be a challenging task in itself. When more people
are involved in a conflict, we hypothesized that this would be harder for our model to predict. With
more involved parties, coreference resolution becomes more challenging and the interaction of more
parties may make interpretation of the situational context more complex. However, we thought that
the classifier would perform similarly for both mild and strong disagreements, as we did not see why
this aspect by itself would make the task more or less challenging.

We predicted that it would be easier for the model to predict conflicts that occur over a longer duration,
that involve more interference, and that are more manifest than perceived. First, longer-duration
conflicts may mean that there has been more time to accumulate information about the conflict. In our
observations, it also often means that someone is repeating an action. These repeated actions and
additional information may give a clearer signal of what facts will lead to a verdict. Similarly, with
interference, the action is much clearer when interference is high (e.g. someone taking something
away from someone, or preventing people from seeing each other). Lastly, when conflict is manifest,
it means that an annotator decided the conflict was more manifest than perceived by the author. When
the conflict is more perceived, the reader has to infer more from the text. For example, the author may
think they did something wrong (e.g. not moving in with a friend) but the author does not seem to
know how the other person feels.

5.4.2 Results

We classify the perception of individuals based on their comments on posts. We concatenate the
situation (post title) and comment text after filtering out any labels (e.g. YTA). As our base model,
we fine-tune SBERT on the binary task of predicting the perception of the author, given by a verdict
(YTA or NTA). We also tried using this model to encode the full text to use as additional features,
though we found no difference in performance over using only the comment text and situation, which
often succinctly captures the event.

We compare our model to the recent work of Botzer et al. [146] JudgeBERT, which is a BERT-
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Full Text Situation
F1% ACC°70 F1% Acc%

All 727 849 70.1 832

=
85T Family 749 868 733 854
S 5= Close 722 844 678 822
Distant 712 822 685 80.8
< Al 772 870 774 872
g  Family 790 883 787 884
5 &  Close 767 869 714 869

S <

Distant 759 850 756 854

Table 5.6: Comparison between Botzer et al. [146] and our approach with accuracy (Acc) and macro F1-score.
Results are broken down by cluster (labels from §5.3.3).

base [4] model fine-tuned on our dataset, which is extended with a dropout layer and classification
layer. JudgeBERT was evaluated in the work from [146] using a dataset with collections of posts
submitted between January 1, 2017, and August 31, 2019, over different subreddits. For the purpose of
this work, we re-implemented JudgeBERT in order to evaluate it on our dataset. The main difference
between the two models is the encoder layer, where one uses a BERT-base model, and the other one a
SBERT model. We train both models for 10 epochs, using the Adam optimizer, learning rate of 1le — 4,
and focal loss [173] to cope with class imbalance. We split our dataset into 70-20-10 for training,
validation, and test, respectively. We stratify in two ways, for each clustering method.

The results are reported in Table 5.6 for both models and splits. We see that our model significantly
outperforms previous work on all data,” with a 5-point improvement on full-text F1 (macro averaged
over posts, which may have multiple verdicts from different users) and 7 points on situations.

We further break down our results by conflict aspects in Table 5.5. We find significant differences in
our model’s ability to predict the perception of conflicts between each aspect dyad with the exception
of interference, which had a label distribution least similar to the other conditions. We also find
that the types of judgements in our sample vary significantly across each aspect of the conflict. The
difference in the distribution of NTA and YTA labels between each dyad shown in Table 5.5 is
statistically significant using Fisher’s exact test. In the difference for disagreement (p < 0.004), Strong
contains an 11% higher ratio of YTA/NTA judgements. For emotion (p < 0.02), this difference
was 9%. Interference (p < 0.001) had the highest difference of 78%, with more YTA judgements
when the degree was Strong. For duration (p < 0.001), One-time incidents had a 13% higher ratio.
Manifestation of conflict (p < 0.0003) showed a 13% higher ratio when conflict was more manifest
than perceived. Lastly, when only one person was involved (p < 0.03), the ratio of YTA/NTA was
11% higher. All ratios skew toward more NTA, as this is the overall bias of the dataset, and all
differences in the ratio are calculated as absolute differences of YTA/NTA between values of an aspect.
We correctly hypothesized that situations with more negative emotion would be more difficult for
our classifier, though we also found this to be the case for disagreements. Further work is needed to
understand the relation between disagreement strength and perception classification. We also correctly
hypothesized that conflicts involving more people are more difficult for our classifier and that stronger

2 Permutation test for full text and situations, p < 0.0001.
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interference, longer duration, and primarily manifest conflicts were easier to classify, though the
improvement for interference was not significant.

5.5 Personalization Experiments

5.5.1 Tasks Formulation

We formalize our task in terms of the textual data points, their authors, annotators, and the annotations
they provide. A poster, u#, makes a post, p, which is then commented on by an annotator, with ID a,
who provides a comment, ¢ a,p’ and a label, or verdict, v a.p* Since we are modeling annotators, u is
not important to us, except that u # a within the same post. Each post p has many comments ¢,
though this is not strictly necessary for our purposes, it does help reveal the subjectivity of the task.
Importantly, each annotator, a, has many comments, c,. In our case, the comment c, ,, written by
annotator a on the i-th post p;, is linked to a single v, ,, , though one could gather these from separate
sources, and doing so may be necessary for other corpora. The subjective nature of the task and its
evaluation comes from the assumption that annotators provide different verdicts for a post.

Work on annotator modeling attempts to estimate the probability of a verdict given the post and
annotator, p(v, ,la,p). This is in contrast to predicting what an individual’s language means,
p(Wvg pla,p,c, ), which we refer to as a personalized classification task. Importantly, we make
this distinction because personalization has historically focused on predicting a label assigned to an
individual’s text in a particular context (e.g. the sentiment of a review), whereas work on modeling
annotators focuses on the label an individual would assign in that context.

There is often no information about annotators, or only an ID is known. A few works on annotator
modeling include extra information about the annotator, 7'. In this work, we use a collection of other
texts from the annotator (see §2.3.1). To the best of our knowledge, our formulation of T is novel in that
it allows the application of previously developed methods for personalization to the task of annotator
modeling. Importantly, we are predicting how the annotator will label the post, p(v,, ,la, p,T), not
how to interpret their text. For other work that has attempted to interpret verdicts, p(v, ,la, ¢
refer to §5.2.

a,p)7

5.5.2 Experimental Setup

We experiment with four personalization methods for annotator modeling (see §2.3.1) and two situation
text baselines for a secondary task of personalized verdict interpretation.

SBERT (text only interpretation model): As our base model, we finetune SBERT on the binary
task of predicting the verdict, given the comment and the situation title.

JudgeBERT (text only interpretation model): We compare our personalized models to Judge-
Bert [146], a recent model that was developed to study moral judgements, and reported the highest
performance of the models discussed in §5.2. Though our novel task setup does not have an existing
baseline to directly compare to, this comparison, which does use the verdict text, serves as a point of
reference.

Averaging Embeddings: We finetune the SBERT base model and add an additional layer to
concatenate the text representations with annotators representations, using the initial annotator
representations computed from SBERT for Annotators.
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Priming: This model is the same as the base model, but the input text is different. The SBERT base
model is finetuned on the binary task of predicting the verdict, given the situation title, the sampled
text from each annotator, and the comment in the interpretation model case.

Author Attribution: In this setup, we have the same architecture as averaging embeddings, however,
the initial annotator representations are generated using the author attribution model.

Graph Attention Network: In addition to the SBERT fine-tuning over the comment and the
situation title, we train a GAT model to learn the annotator representations.

Author ID: This model appends only an author-specific ID to each input. This approach is similar
to the common ID-only personalization and annotator modeling approaches discussed in §5.2.

We train our models for 10 epochs, with the Adam optimizer, using initial learning rate le — 4, and
focal loss [173] to cope with class imbalance. As our base SBERT model, we use DistilIRoBERTa [174],
with a dimension of 768 and a maximum length of 512. For the priming method, we sample m = 100.
Moreover, we set d = 768 in the author attribution model, and train three different networks depending
on the number of authors for the corresponding training split. The model is trained for 100 epochs,
with the Adam optimizer, using the initial learning rate 1e — 5. Our experiments are run on a single
NVIDIA A100 40GB GPU with an average running time (training + inference) of around one hour.

5.5.3 Three Splits

We split the data in three ways. The first is randomly splitting verdicts into train, validation, and
test. This involves two confounds; the same situations and the same authors can occur in multiple
splits. Our dataset contains authors who comment on many situations, providing a verdict. A graph
containing nodes corresponding to authors and posts and edges representing annotators who comment
on a post is fully connected. It is therefore not possible to remove both confounds at once without
removing edges, reducing the data size, which introduces a new confound. Instead, we examine two
additional splits, each controlling for one of the two confounds. The situation and author splits have
disjoint sets of situations and authors respectively, across train, validation, and test.

No Disjoint Situations Authors
Annotator Model Accuracy F1 Accuracy F1 Accuracy F1

Averaging Embeddings 86.1 83.3 66.5 56.2 86.0 83.2
Priming 83.9 80.6 69.6 529 70.2 41.2

Authorship Attribution 85.5 82.4 68.4 56.1 85.2 82.3
Graph Attention Network 86.0 83.0 67.8 54.4 85.6 82.7
Author ID 85.1 82.1 66.7 55.0 84.3 81.1

Table 5.7: Accuracy and macro F1 scores as percentages for each split method. Bolded numbers are the best
results for each column and significantly outperform the next best model (p < 0.0002 for situations, p < 0.002
for authors, and p < 0.0004 for the no disjoint set, with paired permutation test).

5.5.4 Results

Our main findings are in Table 5.7. We find that the performance of models is similar when there are
no disjoint sets across splits as when splitting by authors, with the exception of priming, which greatly
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suffers from not having the same authors to train on. Generalizing to new situations proved the most
difficult, suggesting that having experience with interpreting specific situations is more helpful than
having experience interpreting specific authors.

When comparing to a majority baseline, the accuracy is 70% for both the author and no-disjoint
splits, and 71% for situations. The macro F1 baseline is 50%. In all cases, we outperform the majority
baseline, except for situation split accuracy. Although accuracy on the situation split is low overall, the
macro F1 is still higher than the baseline. In preliminary experiments, we also tried training models
with the full situation text (i.e. the full Reddit post), and found accuracy was slightly higher but F1
was lower.

We are able to compare personalization methods for this challenging task and find that priming has
the highest accuracy in the situation split while averaging embeddings and the authorship attribution
approach consistently high accuracy and F1 scores. The low performance of priming is similar in the
author split, which is close to the baseline, suggesting that priming often does not provide a useful
signal to the model. In addition, we notice that using only the author ID as an additional token in
the text, is still better than priming, which shows that using randomly sampled text from the authors
might sometimes be misleading. Averaging embeddings proved to be very effective considering the
simplicity of the method compared to authorship attribution and the graph attention network. In
contrast to Welch et al. [160], we found that authorship attribution representations can scale to a
large number of users by learning a projection layer to reduce it to a similar size as the text encoding.
Contrary to [42], who found that priming outperformed other methods in relatively low data settings
(like ours), we find that it underperforms other methods at the verdict-level. Moreover, adding a
GAT offers lower improvement than averaged annotator embeddings. This is contrary to our previous
work [13], where adding the GAT layer yielded improvements. This may be due to different social
media data and interactions (the sarcastic dataset used Twitter data).

No Disjoint Situations Authors
Interpretation Model Accuracy F1  Accuracy F1  Accuracy F1

Text Only (SBERT) 91.7 90.0 83.0 79.0 91.2 89.5
Botzer et al. [146] 89.2 87.0 78.4 71.6 84.6 82.2

Averaging Embeddings 91.7 90.0 83.4 79.5 91.7 90.0
Priming 90.9 89.0 80.6 75.7 89.7 87.4

Authorship Attribution 91.9 90.1 84.2 79.7 68.8 64.3
Graph Attention Network 91.5 89.8 83.3 78.7 91.4 89.7
Author ID 91.5 89.7 84.1 79.5 91.2 89.4

Table 5.8: Accuracy and macro F1 scores as percentages for each split method. Situations and authors are
disjoint across splits for the latter two respective column pairs, whereas the first is split by neither, meaning
some authors and situations (but not verdicts) overlap across splits. The best models are bolded and in the
situation and author splits are significantly better than the SBERT baseline (p < 0.0003, paired permutation
test), though the result without disjoint splits was not significant.

Our results using the verdict text are shown in Table 5.8. Although this is a separate task, with a
goal of interpreting an author’s verdict rather than predicting it, it does provide additional insight. We
find that our models greatly outperform previous work and future work should consider SBERT as a
baseline without personalized features. We also find that the personalized methods outperform the
text only baseline except for the priming method. Authorship attribution often performs best, though
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averaging embeddings outperforms other methods on the authors split.

5.6 Analysis & Discussion

5.6.1 Perception

Overall, our model outperforms previous work for our full data and for each cluster. As noted in §5.2,
it is important to understand the subject of the conflict, though in our work we found that this was
highly coupled with the type of relation between participants. Future work may consider ways of
separating these concepts.

If one considers the Family cluster as the closest social relationship, we find an indirect relationship
between the closeness of participants in a conflict and the difficulty in classifying perceptions of that
conflict.

The closeness of relation to conflict participants, the strength of negative emotions and opposition,
the duration of the conflict, manifestation, and the number of people involved, all impact our classifier’s
ability to classify people’s perception of social norms. These findings pertain to the understanding of
conflict, behavior, and personal narratives, but may prove useful for other tasks such as argumentation,
framing detection, and understanding offensive speech.

Annotator Model Distant Close Family

Averaging Embeddings 59.2 62.1 65.7
Priming  61.6 64.6 67.9

Authorship Attribution 59.7 62.1 64.5
Graph Attention Network ~ 58.6 61.2 66.3
Author ID  58.9 61.2 64.5

Table 5.9: Macro F1 scores for performance on the situation split, showing that when the relationship between
people in conflict is distant (e.g. co-workers, strangers), personalization does not help (50% baseline), but the
closer the relationship (e.g. friends, family), the more personalization helps.

5.6.2 Personalization

Performance across tasks. We further analyzed the performance of our methods with respect to the
clusters from §5.3.3. We use the situation split with no verdicts, as this most clearly demonstrates
performance. The macro F1 scores are shown in Table 5.9. We see a direct correlation between the
closeness of the relationship between parties in conflict and the effectiveness of personalization. This
means that for relationships such as between family members or friends, personalization methods
can better learn how people will judge actions in these situations. However, when relations are more
distant, such as those between co-workers or strangers, personalization methods are not as capable of
helping to predict judgements. This is a key insight that raises questions for future work on judgements
of social norms, but more generally suggests that the effectiveness of personalized models should be
considered in terms of the properties of the classification task.

Who personalization helps. To be able to better understand the impact across individuals, we
plotted the distribution of accuracies for the situation split with no verdicts in Figure 5.2. We see that
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Gender Age
Annotator Model Male Female Unknown Younger Older Unknown All
Averaging Embeddings 65.8 65.2 66.7 65.4 65.9 66.3 66.3
Priming 70.4 69.7 70.1 68.6 70.4 70.2 69.0
Authorship Attribution  68.3 67.1 68.7 68.0 68.1 68.2 68.2
Graph Attention Network — 67.5 67.6 68.1 67.1 67.5 68.0 67.0
Author ID  66.0 66.3 66.0 66.2 66.6 66.0 67.1

Table 5.10: Breakdown of annotator-level accuracies for each personalization method in the situation split. We
show performance independently for age and gender, using three values for each.
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Figure 5.2: Distribution of accuracy for the no-verdict situation split across users with at least 10 verdicts in the
test set (N = 715). Median values are in the boxes. Abbreviations: AA=Authorship Attribution, Avg.=Averaging
Embeddings, GAT=Graph Attention Network, ID=Author ID.

for our models, the variance is similar. We find that performance is much higher for some annotators
than others.

To further examine differences we looked at the annotator-level performance across demographics
extracted as in §5.3.1. We use three values for each, including a value for unknown. The results in
Table 5.10 show the accuracies for each demographic do not vary much from the overall scores for
each model. Interestingly, we find that those with unknown demographics tend to have slightly higher
performance. This group of individuals who are less likely to share demographic information may
have something in common that is beneficial for modeling judgements, though this remains to be
explored. Overall, our models show relatively fair performance across demographics, not strongly
performing for one group over another, even with an uneven distribution of genders. Accordingly,
when the only identifiers used for the annotators, are their IDs, the performance across demographics
is at 66%.

Annotator Data Volume. When looking at annotator-level accuracy, one may wonder if it helps to
have more data for an annotator during training. We tested this with the situation split using Pearson’s
correlation coefficient. We calculated annotator-level accuracy for each annotator and grouped them
by the amount of available data points during training (up to 463). Then, we calculated the correlation
between the amount of data and the mean accuracy across annotators that had that amount of training
data.

Across methods on the situation split we find r = 0.19 — 0.22 (p < 0.05) with slight variance
across methods. When we looked more specifically at the three tasks, we found that for the Distant
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task, correlation is weaker, r = 0.14 — 0.19 (p < 0.08), and we find no correlation in the Close task,
r =-0.02-0.11 (p < 0.6). With the Family task we find the strongest correlation with r = 0.18 -0.25
(p < 0.02). Having more data per annotator helps with Family, but does not help as much with the
more distant clusters. Interestingly, having more data seems to help more with predicting verdicts of
the Distant task than it does the Close task.

5.7 Summary

In this chapter, we addressed the second research question and focused on modeling the context of
recipients to accurately model their responses to various discourses.

In Section 5.3, we introduced our dataset, alongside with our manual annotations for conflict
aspects, user demographics, and clustering of social situations. Subsequently, we provide two sets of
experiments, the first one focusing on perception classification and conflict aspects, and the second
one employing personalization. In the first experiments, we found significant differences in our
model’s ability to predict the perception of conflicts between each aspect dyad with the exception
of interference, which had a label distribution least similar to the other conditions. We correctly
hypothesized that situations with more negative emotion would be more difficult for our classifier,
though we also found this to be the case for disagreements. Furthermore, we also correctly hypothesized
that conflicts involving more people are more difficult for our classifier, and that stronger interference,
longer duration, and primarily manifest conflicts were easier to classify, though the improvement for
interference was not significant.

Following our experiments on perception classification, we formalized our personalization task,
in terms of the textual data points, their authors, annotators, and the annotations they provide. We
investigated the performance of our proposed personalized approaches such as A-SBERT, Priming,
Author Attribution, Graph Attention Network, and Author ID across three different dataset split. Each
split focusing on different dimension of our dataset. We found that the performance of models is
similar when there are no disjoint sets across splits as when splitting by authors, with the exception of
priming, which greatly suffers from not having the same authors to train on. Overall, we found that
averaging embeddings provided a strong and relatively simple approach, though each model has its
strengths, the authorship attribution and graph attention networks were consistently high performing
across splits, while for the situation split, annotator-level accuracy was highest with the priming
approach. These methods outperform the common approach of representing authors with a single ID.
As a secondary result, we found that personalized methods significantly outperformed previous work
and text-only baselines on the task of interpreting verdicts.

Moreover, our analysis across tasks, showed a direct correlation between the closeness of the
relationship between parties in conflict and the effectiveness of personalization. This key insight
shows that for relationships such as between family members or friends, personalization methods can
better learn how people will judge actions in these situations. We further showed performance across
demographics, showing that our methods appear unbiased in this regard, despite being trained with
more data from females than males. We revealed a correlation between the amount of data from an
annotator during training, and it’s impact on personalization, showing that more data generally, but
not always, helps. We hope that our formalization of this task provides a path for future work in this
direction, and our insights for the task of predicting judgements of social norms provide meaningful
first steps.
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In the next chapter, we shift our focus from static user representations towards dynamic user
representations.
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CHAPTER 6

Static and Temporal User Classification

In the preceding chapters, we have explored different personalization techniques in order to integrate
user context into text classification systems. Our approaches modeled both the sender and recipients
of the communication, addressing important aspects of discourse analysis. These representations were
static, assuming user context remains consistent throughout their posting history. However, users’
semantic and social interactions aim to change over time. For instance, during electoral campaigns,
a user might shift his usual social interactions with specific groups towards political communities.
Modeling these temporal patterns of users’ interactions can provide insights into how their opinions or
behaviors change, in addition to predicting future behaviors. Nevertheless, static user representations
fail to capture the dynamic nature of online behavior and interactions. To address this gap, in this
chapter, we focus on temporal user-to-user interactions. We treat user context as dynamic that changes
over time over different social and semantic contexts. This chapter delves into the following research
question:

Research Question 3 (RQ3)

Do the dynamic user representations help to capture the temporal behavior of users related to
their social networks?

This inquiry marks a shift from the static user contexts discussed in earlier chapters, focusing instead
on the potential of dynamic representations to more accurately reflect users’ evolving behaviors. Unlike
the previous focus on text-centric tasks, this chapter introduces a novel task centered on the users
themselves, aiming to capture the temporal dynamics of their online behavior. For this purpose, we
present a new dataset that consists of the posting activity of users over an 18-month period, providing
arich temporal dimension for analysis.

Proactively identifying misinformation spreaders is an important step toward mitigating the impact
of fake news on our society. Hence, in this chapter, we focus on utilizing time-evolving representations,
in order to identify potential misinformation spreaders. We propose to design a framework capable of
temporally and jointly modeling these user networks, in order to compute dynamic user representations.

The key contributions of this chapter are:
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* We introduce FACTOID': a user-level FACTuality and pOlitical blas Dataset, that contains
a set of 4,150 news-spreading users with 3.3M Reddit posts in discussions on contemporary
political topics, covering the time period from January 2020 to April 2021 on individual user
level.

* We conduct classification experiments for identifying misinformation spreaders by utilizing
the social connections between the users along with their posting history representations and
psycho-linguistic features.

* We provide a comprehensive qualitative and quantitative analysis of the users’ temporal semantic
and social similarities and investigate the different types of dynamic graph connections.

* We develop a dynamic graph neural network framework for (a) predicting the users’ future
misinformation spreading behavior, (b) predicting the behavior of unseen users, and (c) predicting
misinformation spreading behavior in a zero-shot scenario.

This chapter is based on the following publication ([17, 18]):

* Joan Plepi, Flora Sakketou, Riccardo Cervero, Henri Jacques Geiss, Paolo Rosso, and Lucie
Flek. 2022. FACTOID: A New Dataset for Identifying Misinformation Spreaders and Political
Bias. In Proceedings of the Thirteenth Language Resources and Evaluation Conference, pages
3231-3241, Marseille, France. European Language Resources Association.

* Joan Plepi, Flora Sakketou, Henri-Jacques Geiss, and Lucie Flek. 2022. Temporal Graph
Analysis of Misinformation Spreaders in Social Media. In Proceedings of TextGraphs-16:
Graph-based Methods for Natural Language Processing, pages 89—104, Gyeongju, Republic of
Korea. Association for Computational Linguistics.

The rest of the chapter is structured as follows. Section 6.1 introduces the work, and we describe
the related work in Section 6.2. We introduce the FACTOID dataset in Section 6.3. In Sections 6.4
and 6.5, we show our experiments, results and analysis respectively for static and temporal setups.
Finally, in Section 6.6 we provide a summary for the chapter.

6.1 Introduction

As the popularity of social media platforms continuously grows, so does the dissemination of online
disinformation. Many deep learning systems have been therefore developed to detect false or biased
news [175, 176, 177, 178]. While fake news detection is a big step to mitigate the impact of
misinformation on our society [179, 180], it is not sufficient, since limiting the diffusion of false
information and avoiding its catastrophic effects is extremely challenging, especially once it has been
shared on the Web [181, 182]. Research shows that fact corrections frequently fail in reducing people’s
misconception of the truth, and occasionally they even have a “backfiring” effect where people’s
misconception is reinforced [183, 184, 185, 186]. It is essential to address this issue at its origin - to
efficiently and rapidly identify accounts and users which are likely to propagate posts from the handles
of unreliable news sources. While there are numerous datasets focusing on this issue at a post-level,

! https://github.com/caisa-lab/FACTOID-dataset
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Figure 6.1: Examples of the user classes.

only very few of those are allowed to approach this matter on a user level, since, in most cases, fake
news posts are not associated with their individual authors.

Moreover, existing datasets designed for identifying misinformation spreaders only include binary
labels for the users. However, the reality is not black and white, therefore a credibility score associated
with each user is more realistic. In addition, since partisan polarization constitutes one of the primary
drivers of political fake news sharing [187], it is becoming all the more vital to explore the political bias
of users in combination with their misinformation-spreading behavior. To the best of our knowledge,
there is no existing dataset that combines both of these dimensions on a user level with fine-grained
scores. To this end, we introduce a dataset for distinguishing the authors who have shared news
from unreliable sources in the past, from those who share news from reliable sources, covering the
posting activity of the users before and after the 2020 US presidential elections. We use the terms
misinformation spreaders and real news spreaders, respectively. Apart from the binary labels, we
assign a credibility score to each user based on the factuality of the news sources they share, and a
political bias score based on the level of partisanship of the news sources they share.

In addition, the impact of time on fake news prediction has made the task even more challenging,
as the content-based differences of news sources change due to the highly dynamic nature of the
news topics [188]. Most of the fake news detection methods that use static features need to be
continuously updated with new annotated data to stay relevant [189]. We argue that this hypothesis can
be generalized for detecting misinformation spreaders. Similarly to feature-based methods, existing
graph modeling approaches are not specifically designed for learning the time-evolving similarities of
the users’ interactions. Addressing these limitations of existing research, we propose an approach
accounting for the temporal dynamics of user-to-user relationships instead. We introduce a model
that extracts features from users’ content similarities and social interactions and models the temporal
evolution of these connections in order to identify misinformation spreaders.
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6.2 Related Work

Datasets

User profiling approaches have been investigated for various tasks, such as author profiling [190],
bot detection [191, 192, 193], gender detection [194], among others. However, fake news spreader
detection is an under-explored research direction. There are some datasets approaching this matter
from different angles, for example, attempts have been made to analyze the user’s reactions to fake
news [195] or to analyze users who debunk fake news [196]. However, there are only a few publicly
available datasets suitable for the task.

Shu et al. [197] constructed a dataset by assessing the users’ trust level on fake news. More recently,
the PAN 2020 competition [198] brought the problem of misinformation spreaders identification to
the fore. The dataset of the competition contained 500 users with 100 posts each, for two languages.
Giachanou et al. [199] and Mu and Aletras [200] created a dataset containing misinformation and real
news spreaders by collecting users that posted articles that have been debunked as fake and built their
user history based on their previous posts. We draw inspiration from the method of curation of these
datasets and use a similar semi-supervised method to obtain a description of the authors and their
context. However, the proposed dataset is distinctive in three aspects: it contains fine-grained labels
about (a) the users’ credibility and (b) political bias, and (c) it preserves the structure of the threads.
Additionally, while the aforementioned datasets utilized Twitter as a source, we utilize Reddit which
does not have a word limit on the posts, making the task all the more challenging.

Static Approaches to User Detection

Our dataset preserves the structure of the threads, facilitating the exploration of the users’ social
activity by modeling it in a graph. The recent advances in graph representation learning [201]
in various domains provide a promising, under-explored research direction in the context of fake
news spreader detection. More specifically, Graph Attention Networks (GAT) [47] have achieved
state-of-the-art-results in various natural language processing tasks [13, 202, 203, 204]. However,
this method has not been explored on user graphs in the context of fake news spreader detection.
Research has shown that users tend to interact with like-minded individuals [205]. Therefore, we wish
to leverage this attribute in order to obtain better user representations through graphs.

Traditional feature-based user modeling methods analyze the users’ linguistic patterns in order
to infer psycho-linguistic features [206, 207]. These works extract evidence of mental processes
through the Linguistic Inquiry and Word Count (LIWC) software in order to tackle the problem of
identifying deceptive authors. Certain psycho-linguistic characteristics are assumed to underlie the
vulnerability to fake information, therefore the LIWC tool has often been used to investigate the
phenomenon of misinformation from both document-level [208, 209] and user-level perspectives [199,
210]. Interestingly, this method has been used in comparison and in conjunction with innovative
graph-based architectures [204]. Therefore, we believe that leveraging these psycho-linguistic features
and their combination together with the users’ social interactions can contribute in order to obtain a
strong, competitive baseline.

In addition to the range of mental processes inferred by the LIWC method, the extraction of
personality characteristics and disorders lends itself effectively to the execution of the disparate
tasks of author profiling, and notably for detecting misinformation spreaders. The Big Five Model
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(BFM) has already given promising results in this respect, especially on corpora from microblogging
platforms: Twitter in particular [211, 212, 213], but also Reddit [214]. Moreover, in recent literature,
the combination of the LIWC and BFM methodology has also been tested [199]. In [210], the authors
successfully exploit the concatenation of the two features for detecting fake news spreaders on the
dataset proposed for PAN 2020. In this case, the application is bilingual: the two methods are applied
to English and Spanish tweets.

Temporal Approaches to User Detection

We argue that the users’ characteristics and interactions change dynamically over time due to the
dynamic nature of the news cycle, therefore temporal graphs are more suitable to model the evolution
of the user-to-user relationships [201]. Our hypothesis, inspired by [205], is that both the social and
content similarity patterns of misinformation spreaders differ from those of other users.

The concept of temporal graphs has been around for some years [215, 216, 217] with numerous
applications [218, 219, 220]. The most relevant to our work is the model proposed by Sawhney et al.
[221], leveraging signals from financial data, social media, and inter-stock relationships via a graph
neural network in a hierarchical temporal fashion. We draw inspiration from these approaches and
propose a dynamic temporal graph for misinformation spreader detection.

6.3 FACTOID

6.3.1 Terminology

The term misinformation in this paper is used specifically in the context of politics as an umbrella term
that covers many aspects: (a) misinformation: any news that is false or misleading but is not intended
as such, (b) disinformation: any false or misleading information that is spread with the specific intent
of deception, (c) hyperpartisan news: news that might not be entirely false, but they are phrased in
a way that satisfies a specific political agenda and (d) satirical news: any false content that has a
humorous intent.

6.3.2 Data Collection

Reddit” is an inexpensive source of high-quality data [222]. On Reddit, registered users tend to
submit posts with richer content than Twitter, thus we are able to gather enough context for each user.
Having enough users with rich contextual density is particularly beneficial for similarity assessment,
which makes it the primary choice as the source for collecting disinformation spreaders and real news
spreaders post histories.

The data crawling was performed in a user-centric and iterative fashion. To begin with, we manually
compiled a list of 65 subreddits regarding controversial political topics that were commonly discussed
before the elections, such as general politics or the US presidential race, the SARS-CoV-2 pandemic,
women’s and men’s rights, climate change, vaccines, abortion, gun control, 5G in general. For each
of those subreddits, the most recent threads were crawled and inserted into a database. On this data,
we performed the first iteration of the URL domain-based disinformation and real news spreader
extraction to generate a list of Reddit user accounts with equal amounts of users for either class. We

2 https://www.reddit.com
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Subreddit # unlabeled # real # fake
General political debate
r/politics (no bias) 2.399.254 81.261 3.869
r/Conservative (right) 346.042 5.165 2.784
r/conservatives (right) 24.310 526 453
r/Republican (right) 17.797 500 256
r/ConservativesOnly (right) 9.431 57 62
r/democrats (left) 11.747 338 41
Other (mostly left) 72.135 2.355 81
SARS-CoV-2
r/NoNewNormal (anti) 72.411 1.941 1.387
r/LockdownSkepticism (no bias) 62.480 1.441 275
r/NoLockdownsNoMasks (anti) 1.887 82 61
r/Coronavirus (no bias) 92.163 2.753 54
Other (mostly no bias) 21.697 606 53
Women’s and men’s rights
r/MensRights (men) 57.654 1.636 501
r/Egalitarianism (non-specific) 83 4 42
r/antifeminists (men) 1.138 44 15
Other (mostly women) 1.399 47 11
Climate change
r/climateskeptics (questioning) 38.606 756 856
r/climatechange (science) 7.858 622 153
r/GlobalClimateChange (science) 26 2 0
r/climate (science) 120 12 0
Vaccines
r/DebateVaccines (no bias) 32.635 1.624 637
r/DebateVaccine (no bias) 2.707 57 22
r/TrueantiVaccination (anti) 3.428 48 18
Other (mixed anti and pro) 7.255 225 16
Abortion
r/prolife (anti) 7.109 167 82
r/Abortiondebate (no bias) 7.590 84 22
Other (mostly pro) 5.228 84 4
Guns
r/progun (pro) 10.774 453 61
r/Firearms (pro) 12.728 200 33
r/GunsAreCool (pro) 4.930 233 27
r/gunpolitics (no bias) 1.967 61 11
r/guncontrol (anti) 1.062 206 10
Other (mostly pro) 9.744 338 6
5G
r/5GDebate (no bias) 2.192 19 6

Table 6.1: This table shows the names of the subreddits that belong to each topic and the corresponding number
of unlabeled, real, and fake news posts. The rows named “Other” contain the subreddits with a low number of
fake news posts for each topic.
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then collected the complete histories of all the users in said list, thus gathering all threads in which
they participated in the list of political subreddits. All of those threads were inserted into the database
from which, again, a now larger list of misinformation and real news spreaders can be extracted. This
process was iterated until the dataset reached its current form.

We show the subreddits included in the resulting dataset and the corresponding number of unlabeled,
real, and fake news posts they contain in Table 6.1. In the parenthesis, we note the stance that each
subreddit supports in its description. For each topic, the subreddits with a very low number of fake
news posts, are grouped in the rows named “Other”. In this table, the topics are shown based on a
descending number of total fake news posts, the same stands for the subreddits that belong to them.
For each topic, we opted for an equal distribution of political partisanship and stances, by selecting the
same number of the most popular subreddits for each stance and for the same time period.

As we can see, the largest portion of unlabeled, fake, and real news posts are from the subreddit
r/politics which is a subreddit with no specific political agenda for discussing the news regarding US
politics. We can see that the conservative party seems to be posting more frequently based on the
number of unlabeled posts. In addition, all topics have a skewed distribution of stances.

6.3.3 Media Domain Lists

Likewise to the work of [223], the website mediabiasfactcheck. com’ was used as the main source for
annotated news outlet domains. It was deemed a suitable resource for the study at hand as it offers
annotations for two dimensions: the factuality level and the political bias of a large proportion of
highly frequented online news media.

Since we also opted for a binary label for the disinformation spreaders, we created a mapping for
those labels. To be considered a disinformation domain, the mediabiasfactcheck label has to be below
or at Mixed factuality level or labeled as satire, while the real news domains have to be at least Mostly
factual and between Right-Center and Left-Center political bias.

As for the credibility of the assigned annotations, the maintainers of mediabiasfactcheck.com state
that they “are looking at political bias, how factual the information is, and links to credible, verifiable
sources” [224]. In the description of their methodology, they also describe that they base the labels on
reviews of at least 10 headlines and 5 news stories [224].

As a further resource to extend the list of disinformation media sources, an “index of fake-news,
clickbait, and hate sites” [225] by the Columbia Journalism Review* was consulted. Its curators
state that it was created by merging pre-existing fake news domain lists from various sources and
then checking their actual invalidity with the fact-checking platforms PolitiFact and Snopes [225].
Finally, to ensure the quality of all annotations, we cross-matched the labels of the common domains
by consulting both Snopes and Media Bias/Fact Check.

In total, in this way, we aggregated 1577 disinformation and 571 real news domains for our ground
truth and post-level annotations.

6.3.4 Binary Annotation.

The users were annotated as misinformation spreaders and real news spreaders based on the posted
web links in their history. More precisely, we first extracted news links from the users’ posts using

3 https://mediabiasfactcheck.com
4 https://www.cjr.org
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regular expression matching. To decide whether the extracted link was counted as misinformation
or real news, its domain was matched with the two lists of domains of online news outlets, each
corresponding to one class. Users were then labeled as misinformation spreaders if they had at least
two detected misinformation links in their post history, while for being real news spreaders they had
to have no shared links from the misinformation list and at least one link posted from the factual news
list.

6.3.5 Fine-grained labels.

In addition to the binary separation of users into misinformation spreaders and real news spreaders,
each user was annotated with the following factors by averaging over a float mapping of the labels
from mediabiasfactcheck.com, for a more fine-grained annotation.

Factuality degree (fd). This factor represents the average level of factuality of each author, and is
also in the range of [-3, +3] with each label corresponding to different scales; very low (s,; = =3),
low (slf = —2), mixed (s,,, = —1), mostly factual (smf = +1), high (Shf = +2), very high (s, = +3).
Similarly, the factuality factor of each author is computed as follows:

fd= 2050 Ne
2eNe

where N, in the number of posts labeled as € € [vl,[f,mx,mf, hf,vh]

Political bias (pb). This factor represents the level of partisanship and is a number in the range
of [-3, +3] where each of the labels corresponds to different scales (s,); extreme left (s,; = —3), left
(s; = =2), center left (s.; = —1), least biased (s;;, = 0), center right (s, = +1), right (s, = +2), and
extreme right (s,, = +3). The political bias of each author is computed as:

_ 2eSe Ne
2eNe

where N, in the number of posts labeled as ¢ € [el, [, cl,lb,cr,r,er]

pb

Science belief (sb). This factor quantifies the level of belief in science and is a number in the range
of [-1, +1] where each of the labels corresponds to different scales (s,); conspiracy theory article
(s. = —1), science-based article (s, = 1). Similarly, the science factor of each author is computed as

follows:
2eSe Ng

sb =
Z[efl

where N, in the number of posts labeled as ¢ € [s, c]

Satire degree (sd). This factor represents the level of satire in the fake news posts. The higher this
factor is, the less intentional the misinformation spreading. It is in the range of [0, 1] and is computed
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as the number of satire posts N divided by the number of fake news posts N,

N

N

sd =
Ny,

Discussion. Current datasets for fake news spreaders detection characterize a user as a fake news
spreader based on whether they posted more than » number of posts, with n being an arbitrary number
around two or three. By introducing these fine-grained labels we pose some interesting questions to
the research community. How many times should a user post about fake news in order to be considered
as a fake news spreader? Should it also depend on what kind of fake news post they posted (e.g. a post
from a pseudoscience source vs post from a source that has a mixed factuality reporting shouldn’t
have the same gravity). While satirical news is fake, the intent is usually humorous, however, the
dissemination of such news could be equally harmful. Should users who post from these sources also
be considered as fake news spreaders? Should we consider a threshold of factuality degree instead of
counting fake news posts to separate fake news posters and real news spreaders?

6.3.6 Dataset Statistics

The dataset comprises a total of 3.354.450 posts authored by 4,150 users with a class distribution of
74:26 of real news and fake news spreaders respectively, collected from January 2020 to April 2021.
Misinformation spreaders had an average of 1240 posts, with this count being at 654 for the real news
spreaders. In total, 2% of the posts contained links to real news media, while 0.3% pointed to domains
from the misinformation list.

Using the post-level annotations from Section 6.3.5, the political biases of the users can be looked
at: 41.17% of the users that have left-wing political bias are misinformation spreaders, while 58.82%
of them are real news spreaders. 91.58% of the users that have right-wing political bias are fake news
spreaders, while only 8.41% of them are real news spreaders. Figure 6.2 depicts the factuality factor
over the political bias of each user. While there is an apparent correlation (Pearson correlation of -0.45)
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between the political bias and factuality of the users, it is important to note that this effect is not an
isolated case or a problem that arises from the process of collecting our data, in fact, this phenomenon
has been observed by many researchers [226] who show that there is indeed a high correlation between
the perceived bias of a publisher and the trustworthiness of news content. In addition, [227] showed
that US conservatives are uniquely susceptible to misinformation regarding political events, and
generally political extremes (both the left and the right) are substantially susceptible to conspiracy
beliefs. Note that from Table 6.1, we can see a higher posting activity from the right-wing party
compared to the left-wing, which leads us to the conclusion that right-wing supporters might be more
active in social platforms compared to left-wing supporters.

Date Event Description

Feb 5 Trump is acquitted on the charges of abuse of power and obstruction of Congress.

Jul 11  Mail-in votes are encouraged.

Jul 30 Donald Trump threatens to postpone the election if it appears mail-in votes
might go against him. (We regard this as if this had happened in August, since
the effects of this political event would be still discussed during that month)

Aug 11 Joe Biden chooses Senator Kamala Harris (D-CA) as his running mate (event 1)

Nov 3 2020 United States elections (event 2)

Jan 6 US Capitol is attacked by supporters of Trump (event 3)

Feb 24 Johnson & Johnson’s vaccine candidate receives emergency use authorization
from the FDA (event 4)

Table 6.2: Major political events coinciding with the peaks observed in the number of fake and real news posts
from Figure 6.3

The timestamps and thread structure of all stored posts are preserved in the dataset, in order to
encourage a more comprehensive analysis of the users and their posting behavior. Figure 6.3 shows
the number of fake news and real news posted per month. We also provide a list of pivotal political
events® that happened during this time period in Table 6.2. We can see that these events coincide
with the increase in the number of fake news and real news posts. We can see an obvious increase in
real news right until the US elections and a sudden increase during the attack on the Capitol. This is
logical since the elections were scheduled and discussed months before they happened while the attack
was an event that developed over a few days. A smoother curve is observed for the fake news, where
the numbers do seem to fluctuate in the same manner during these events, but not to the same degree.

6.3.7 Additional Analysis

This subsection delves into the analysis of linguistic features, automatic topic detection, and the
examination of selected topics’ impact on the dataset. The dataset has a temporal focus on the 2020
US elections, however, due to the user-centric and connected post-history scraping of users, the total
period covered is much greater. Figure 6.4 illustrates a moving average of post-publishing times
partitioned by topic groups. Despite truncating the x-Axis in 2018, the dataset includes posts dating

3 https://en.wikipedia.org/wiki/2020_in_United_States _politics_and_government,
https://en.wikipedia.org/wiki/2021_in_the_United_States
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back to 2014. These plots, highlight a clear peak around the period of US elections. Furthermore, we
observe that all topics in the dataset have a similar distribution in time. Additionally, we note that
SARS-CoV-2 had its first posts in early 2020 which is very reasonable considering the start of the
pandemic.

The dataset also exhibits considerable variation in the number of posts annotated per user, ranging
from individuals with a single post to those with over a thousand. Specifically, 14.8% of all users
contributed fewer than three annotated posts. Additionally, Figure 6.5 reveals a significant number of
misinformation spreaders among those with a minimal number of labeled contributions.

Distribution of publishing times in all topic groups
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Figure 6.4: Distribution of post publishing times in topic groups.

In Table 6.1 we notice that some topic groups are heavily imbalanced. Figure 6.6 illustrates the
distribution inside the topic group ’Guns’. We can notice that over 90% of the posts originate from
pro-gun communities. Furthermore, we can spot that the subreddit ’r/liberalgunowners’ consists of
mostly real news whereas posts from ’r/progun’ have a higher percentage of misinformation. Other
topic groups e.g. ’Abortion’ show a different distribution.

Number of labeled post grouped by misinformation and real news spreaders
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Figure 6.5: Distribution of annotations per user.
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Figure 6.6: Distributions inside the topic group *Guns’
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Figure 6.7: Named Entities in Real Misinformation Posts.

Named Entity Recognition

In our initial textual analysis, we conducted Named Entity Recognition (NER) on all labeled posts
within the dataset. Anticipating minimal disparities between the entities mentioned by spreaders of
real news versus misinformation, this analysis aimed to serve as a preliminary check for any significant
anomalies in the data annotations. Figure 6.7 illustrates the densities of named entities identified,
utilizing spaCy6.
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Figure 6.8: Topics found by LDA,

Latent Dirichlet Allocation

The subreddit groups utilized in FACTOID dataset collection, may not represent the actual topics that
the users talk about. In order to analyze which topics are most relevant inside the dataset we employ
Latent Dirichlet allocation (LDA). The computation was done with the python package Gensim 7
Upon analyzing the dataset for nine topics, we noticed that the topic with the number 9 is a subset of
topic 7. This observation led to the conclusion that eight groups will be enough to understand the
major topic groups. In Figure 6.8 we show the topic position in 2D space for eight topic groups, based
on the two principal PCA features, along with word clouds based on the keywords identified by LDA.

Given that a major portion of the posts falls under the *General political debate’ we can also observe
that topics 1, 2, 4, and 8 have similarities to topics associated with this group. In contrast, minor topic
groups like *5G’ or ’Climate Change’ do not seem to be present. Moreover, topic 3 could be mapped
to *Guns’ while topics 6 and 7 seem to be related to "'SARS-CoV-2’ and topic 5 to "Women’s and
men’s rights’.

Topics in Embeddings

We aim to explore the impact of different embedding approaches on the influences of post-clustering.
Our analysis revealed that embeddings derived from SBERT model, are particularly sensitive to
the subject of a post, suggesting that models based on heavily imbalanced topic groups might
prioritize learning about the topics themselves rather than the structure of misinformation. In
Figure 6.9, we illustrate the clusters using two different embeddings, the top plot illustrates the

6 spaCy - Industrial-Strength Natural Language Processing https://spacy.io/
7 https://radimrehurek.com/gensim/

85


https://radimrehurek.com/gensim/

Chapter 6 Static and Temporal User Classification

Topic distributions in user2vec
with 9 clusters

900

Topic distributions in sBert_basic_sbert
with 9 clusters

SARS-CoV-2

Vaccines

Abortion
womens-and-mens-rights
Gun-control
Climate-change

5G
general-political-debate
real-news

fake-news

EEm SARS-CoV-2

B Vaccines

Abortion
womens-and-mens-rights
Gun-control
Climate-change

5G
general-political-debate
[ real-news

mmm fake-news

1onnl
i

Figure 6.9: Topic clusters in different post embeddings. User2Vec (Top) and SBERT fine-tuned to the FACTOID
Dataset (bottom), both set to 9 clusters.

user2vec approach to extract embeddings while the bottom plot utilizes a non-fine-tuned SBERT
embedding. Each circle represents one cluster and the distribution of topics in that cluster, while
the size of a circle is proportional to the cluster size. Lastly, the inner circle is filled if the cluster
consists of mostly misinformation posts. In addition, the shade is proportional to the inter-cluster
similarity, meaning the alpha value is equal to one if all posts are either misinformation or real
news and 0.5 (minimum value set by me) if the cluster has a 50:50 split of real news and misinformation.

In the user2vec plot, we can observe that all clusters carry posts from all topic groups. Furthermore,
the proportion of topics is almost the same in each cluster and equal to the overall proportion in the
dataset. On the contrary, the SBERT plot contains clusters with different distributions. For instance,
we can identify an Abortion/woman’s and men’s-rights cluster in the top left corner, that are probable
to have overlaps in discussed topics. Additionally, we find a Climate-Change cluster in the top right.
The left middle and bottom clusters are both mostly SARS-CoV-2 and Vaccine clusters, which is
relevant given the timeframe of the dataset. These observations underscore the importance of topic
balance when employing a SBERT approach in future works.

Beyond cluster composition on various topic distributions, our focus extends to evaluating cluster
quality from a misinformation detection perspective. Heatmaps, with embeddings along the y-axis
and cluster numbers ranging from two to eleven on the x-axis, facilitate this assessment. The quality
of each cluster is measured based on their homogeneity regarding misinformation, given from the
following formula:

2 -max {#RN,#MISINF}
#cluster

- 1. (6.1)

#RN is the number of real news users and #M ISINF is the number of misinformation users. This
ensures that every cluster is assigned a score between zero and one, where zero means that the cluster
carries the same number of misinformation and real-news spreaders, and one means that the cluster is
either consisting completely of misinformation or real news spreaders.

The clustering was performed using k-means. In general, the SBERT-based clusters outperform other

86



6.4 Static Analysis

methods. Furthermore, we observe that embeddings on a user level have a better quality when the
embedding model is fine-tuned on the post level. Moreover, fine-tuning on other misinformation
datasets such as Fever [228], results in an improvement in embedding quality when compared to the
base SBERT model.
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Figure 6.10: Heatmap of cluster qualities.

6.4 Static Analysis

6.4.1 Problem Formulation

We denote the user to be classified as u’ € U = {ul, uz, R uN}. Each user u' is associated with

a posting history H' = {(p', 1), (p5. 1), ..., (pli,t,:)} where pj is a text authored by the user ',

posted at time t}; where t{ < t; <. < tzl- and L' is the individual posting history length of each user

i
u .

Fake news spreader detection. For the following experiments, we utilize the binary labels
introduced in Section 6.3.4. We therefore formulate the author profiling problem as a binary
classification task to predict the class yi of the user, where yi € {misinformation spreader, real news
spreader}.

Political bias identification. We utilize the fine-grained labels of the political bias introduced
in Section 6.3.5. The left-wing supporters are the users with pb < —0.5, while the right-wing
supporters are those with pb > 0.5. Accordingly, the identification of partisanship is defined as a
binary classification task to predict the class yi of the user, where yi € {left wing, right wing}.

6.4.2 User Representations

BERT-based representations We use Sentence-BERT (SBERT) [44] to obtain the embedding e};
of each user’s individual historical posts pj. SBERT is a modification of BERT that is specifically
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designed to produce semantically meaningful sentence embeddings, and has achieved state-of-the-
art performance on various challenging datasets [229, 230, 231], rendering this encoding method
particularly suitable for representing the users.

We want to encode the users’ historical context H" by obtaining their user representations £ T eR%.
[232] empirically showed that simple average sentence embeddings compare favorably to more
complex methods. Each user’s historical encoding is averaged over the individual posting history
length of each user L, as:

By utilizing this encoding method we are going to be able to capture the linguistic similarities that
exist between the users’ posting history. In addition, we masked the links so that the similarity is not
attributed based on the links but on the text/commentary that the user has posted regarding the news.

User2Vec In addition, we also adopt User2Vec [39] to compute the initial user representation.
E' € R% of user u’ based on their corresponding historical posts H', optimizing the conditional
probability of texts given the author (see Section §2.2).

Encoding the psycho-linguistic features In order to analyze the relationship between users’
tendency to spread fake news and their personality traits and mental processes, we use the Big Five
Model and LIWC software respectively. The two methodologies are described hereafter.

The Big Five Model (BFM) [233] assumes that human personality can be summarized in five main
aspects: (i) openness to experience, (ii) conscientiousness, i.e. the interactions between rational
thought and instincts, (iii) agreeableness, or the intensity of individuals’ reactions within the social
context, (iv) extraversion, and (v) emotional instability. After defining these basic dimensions,
this approach argues for the existence of semantic associations between them and specific sets of
adjectives that are recurrent in the natural language when describing individuals’ psychological traits.
Accordingly, [234] derive a personality score with the following process: for each factor, they compute
the mean of all the cosine similarities between the embedding representations8 of every word in the
input text and every benchmark adjective empirically observed as to be able to encode that precise
personality trait; the higher this average similarity, the greater the evidence of a given factor. Neuman
and Cohen also included 9 extra factors describing mental disorders, like paranoia, and narcissism.

The Linguistic Inquiry and Word Count software (LIWC) [206] applies a lexicon-based method
for mapping the text into 64 psycho-linguistic categories defined to obtain evidence of many mental
processes underlying the natural language, and grouped into 2 macro-categories: (i) linguistic
dimensions, i.e. function words, common verbs and adjectives, etc. and (ii) psychological processes of
many kinds, including the affective, cognitive, and social type. In conclusion, the LIWC representation
of one document consists of the set of relative frequencies for the categories, according to the number
of words identified in the text that are associated with each of them. Again, both psycho-linguistic
encodings are achieved by an averaging operation over the post-level ones. In particular, it was
preferred to extract the values of the LIWC features as means of the relative frequencies at the post
level in order to extract the average incidence of each category within the single publication, with the

8 The word embeddings are produced by a Word2Vec architecture, pre-trained on the Google News Corpus.
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Figure 6.11: Transforming a post/reply tree in social media into a social graph network.

aim of avoiding the calculations being biased towards the most frequent classes within the composition
of the global user discourse.

6.4.3 Graph Modeling

Social science argues that like-minded people tend to interact more with each other [205], therefore we
construct the social graph in a way that captures the users’ social interactions with each other. We define
as social interaction the replies and mentions in a post thread. For each thread of posts, we connect
the chain of replies to the root (i.e. the original post) of the conversation and all mentions/replies to
each other. Following, these connections are translated to user connections in the social graph. This
method is more clearly depicted in Figure 6.11. The social graph G = (V, &) is comprised by a set of
user nodes V and a set of edges & between these users.

Graph neural networks are able to leverage the semantic and social relations between users [201].
As users have a different influence on one another, we need to focus on users that have more relevant
connections with higher influence. To model the gravity of the influences of the neighborhood to
a node, we use Graph Attention Networks (GAT) [47]. GAT attends to the neighborhood of each
user and assigns an importance score to the connections that contribute more to the detection of
misinformation spreaders. The input to a GAT layer is a set of user embeddings & = {E Lo EN }

where N = |U|. A GAT layer produces updated features, &= {E L. EN }, where E' e R%.

Classification Layer

The overall learned representations for each user, are forwarded into a linear layer parameterized by a
weight matrix W° € R%*4r _The final prediction is computed as:

$ = so ftmax(W° T'(h)). (6.2)
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Given the true label y for a user, we use cross-entropy loss to calculate the loss L as follows:

N

L= —Z;yi In(y;) + (1= y;) In(1 = ¥,). (6.3)

6.4.4 Experiments
Models used

We compare our graph-based model as described in Section 6.4.3, with a Support Vector Machine
(SVM), Logistic Regression (LogReg), and a Random Forest (RnFor) classifier which are trained by
using the following features:

UBERT: We use the SBERT embeddings of the documents averaged over the user’s history as feature
vectors.

User2Vec: To initialize the user feature vectors, we use User2Vec over the vocabulary of each user
during their history.

Psycholing: We concatenate both LIWC and BFM features, to compute an initial feature vector for
the users.

Performance evaluation and ablation study

Table 6.3 shows GAT’s F| score on the Reddit dataset for the fake news spreader detection task. We
compare the graph-based results by using different initialization methods, namely UBERT, User2Vec,
psycho-linguistic, concatenation of User2Vec and psycho-linguistic features, and random vectors.
Interestingly, the proposed model achieves the best performance by utilizing User2Vec, despite having
lower dimensionality than UBERT. This is mainly attributed to the fact that User2Vec embeddings
were obtained based on this dataset, while UBERT was pre-trained on a general-use corpus. The
psycho-linguistic features, on their own, perform rather poorly with GAT, and concatenating them to
User2Vec does not contribute to the performance. However, the psycho-linguistic features perform
comparably to UBERT in the non-neural baselines, which is in line with the observations of [235].

Fake News Spreader Detection

Model F, score
GAT + User2Vec (200) 61.6%
GAT + UBERT (768) 61.2%
GAT + Psycholing (83) 53.6%
GAT + User2Vec + Psycholing (283) | 59.4%
GAT + Random (200) 47.8%

Table 6.3: Comparison of different user embedding techniques for the GAT model on the fake news spreader
detection task. Reported values are the F|-scores over a 5-fold Cross Validation. Bold denotes the best overall
performance on the task.

Table 6.4 shows the F score of the baseline models for both the political bias and fake news

spreader detection tasks. For the political bias identification task, UBERT consistently obtains better
results than User2Vec, and achieves the best result with SVM. On the other hand, for the Fake news
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spreader detection task, we observe the reversed behavior. User2Vec consistently obtains significantly
better results than UBERT, and achieves the best result with a Random Forest classifier.

Political Bias Fake News Spreader
Model | UBERT User2Vec | UBERT User2Vec
SVM 66.2% 63.0% 53.9% 61.1%
LogReg | 64.7% 62.8% 58.6% 59.8%
RnFor 64.9% 63.5% 49.7% 61.3%

Table 6.4: Comparison of different user embedding techniques for the baseline models for both political bias
and fake news spreaders detection. Reported values are the F;-scores over a 5-fold Cross Validation. Bold
denotes the best overall performance on the task.

Table 6.5 shows the ablative results of the psycho-linguistic features on the Reddit dataset for
both political bias and fake news spreaders detection. In general, psycho-linguistic features show a
significantly higher effectiveness in distinguishing users on the basis of political bias. Detected mental
processes appear to be significantly more useful than personality factors: this result is coherent with
the study conducted through the LIWC software by [236] about the link between political ideology
and language use. The most relevant mental process is the affective kind, which correlates negatively
with the target class, suggesting that right-biased users tend to express fewer emotions such as anxiety,
anger, and sadness in the text. As regards the other task, the BFM encoding appears slightly more
effective for identifying fake news spreaders. Indeed, since personality regulates the behavior in real
contexts, it is reasonable to assume it to be also influential within virtual communities. The dominant
factor is here the openness to experience: as expected, in those who spread fake news, there is greater
rejection or less curiosity towards ideas outside their belief system. Also, the schizotypy disorder
appears relevant, consistent with previous empirical observations [237].

We note that the psycho-linguistic features are not adaptive to the tasks since they are lexicon-based,
therefore the embedding-based features achieve significantly higher F| scores in the political bias
detection task. By comparing all results for the fake news spreader detection task, we observe that the
GAT model outperforms all baselines. Therefore, social interactions constitute a promising tool for
predicting the behavior of unseen users.

Political Bias Fake News Spreader
Model | LIWC BFM Both |LIWC BFM Both
SVM 55.1% 38.8% 61.0% | 56.2% 51.0% 53.9%
LogReg | 63.6% 51.5% 63.9% | 58.3% 55.1% 58.3%
RnFor 56.6% H% 61.7% | 55.9% M% 54.8%

Table 6.5: Ablation study over the psycho-linguistic features and their combination for both political bias
and fake news spreaders detection. Reported values are the average F;-scores over a 5-fold Cross-Validation.
Underlines denote the best result for the combination of features considered, while bold denotes the best overall
performance on the task. ’Both’ indicates the concatenation of both representations.
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Analysis of the linguistic differences

To get an intuition for the actual linguistic differences between the two user groups of misinformation
spreaders and real news spreaders, we extracted the learned token weights from the SVM model in
order to study the predictiveness of the tokens for each class [238]. The most predictive tokens are
shown in Table 6.6. It can be seen that there’s a tendency for misinformation spreaders to reference
politically left-leaning groups as “liber”, “dem”, “left” or “blm” (referring to the Black Lives Matter
movement), while real news spreaders use the terms “fascist” and “republican” with higher frequency.

Label Tokens

china, video, come, offici, blm, corrupt,
media, away, liber, order, new, trump’s,
seem, wrong, kill, left, dem, riot

Misinformation
Spreaders

public, first, week, understand, trial,
Fact Checkers fascist, republican, war, one, forced-birth,
health, pleas, power, let, shock, view, service

Table 6.6: Top-ranked tokens for each label.

6.5 Temporal Analysis

6.5.1 Temporal Graph Construction
Encoding Users

Each user ' is associated with a posting history H . We partition the complete posting time period in
equal discrete time frames 7, containing the users’ posts that were posted within these time frames.

User2Vec. We adopt User2Vec [39] to compute each user’s representation E ’T € R? based on their
corresponding historical posts within the time frame 7, by optimizing the conditional probability of
texts given the author.

UBERT. In addition, we use Sentence-BERT (SBERT) [44] to enco.de each user’s individual
historical posts, and we obtain each user’s temporal historical encoding E’. € RS by averaging over
the posting history length within a corresponding time frame .

Individual graph construction

We model the user’s temporal relationships by constructing a sequence of graphs G, G, ..., Gr
corresponding to each time frame 7. Each graph G, is comprised by a set of user nodes V, that have
posted at least once within the time frame 7 and a set of edges &, between these users. We construct
the following types of graphs.
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Semantic graph. The user embeddings E ’T represent each user’s context within the time period
7. Users with semantically similar content are close in the vector space [44] since they have similar
context encoding. To construct the users’ semantic graphs G = (V,, EX™), we calculate all the
pairwise cosine similarities between the users’ embeddings within a time period T; cos(Ei, Ei)
We form connections between two users only if their cosine similarity is above a high threshold 6,

representing the semantic similarity between two users.

Social graph. On Reddit, users engage in various discussions with their peers. Social science
argues that like-minded people tend to interact more with each other [205], therefore, for the FACTOID
dataset, we are able to construct the social graph G;°¢ = (V,, E:°°) in a way that captures the users’
social interactions with each other. We define as social interaction the replies and mentions in a post
thread. For each thread of posts, we connect all the chain of replies to the root (i.e. the original post)
of the conversation and all mentions/replies to each other. Next, these post connections are translated

to user connections in the social graph (see Figure 6.11).

6.5.2 Temporal Analysis of Graphs

Centrality. Figure 6.12 depicts the graph centrality normalized by the number of posts. This metric
helps in identifying important nodes in a graph. We can see that, in the linguistic graph, the centrality
of the misinformation spreaders and real news spreaders follows a similar pattern but fluctuates a lot
over time. Interestingly, there’s an obvious increase in the centrality of both classes during August,
right after former President Trump announced the possibility of postponing the US elections (see Table
6.2). This increase is more obvious in the misinformation spreaders, meaning that they are discussing
a particular topic more extensively compared to the real news spreaders. In the social graph, we
observe a great difference in the values of centrality between misinformation spreaders and real news
spreaders. This metric shows that misinformation spreaders are gathered in the center of the graph,
while real news spreaders are in the periphery of the graph and are not that densely connected to each
other. This essentially indicates that misinformation spreaders form a densely connected “community”
and marginalize real news spreaders. The centrality of the misinformation spreaders decreases over
time, while in the case of real news spreaders, it fluctuates but still stays within a specific range. This
apparent dynamically changing behavior of the nodes supports our choice of temporal modeling of the
graphs.

Homophily. In Figure 6.13, we show the amount of homophily observed for both semantic and
social graphs, which is defined as the percentage of edges that connect users with the same label.
Interestingly, we observe that in the semantic graph the homophily follows different patterns in
misinformation spreaders and real news spreaders, and it fluctuates over time. In the social graph,
the misinformation spreaders have consistently higher homophily than real news spreaders, which
means that they tend to interact and exchange opinions more with each other compared to real news
spreaders. These results complement the edge analysis from Section 6.5.2 which shows that users
from the same credibility group tend to socially interact more with each other, which is more apparent
in misinformation spreaders.

Connections’ percentage First, we study the temporal evolution of the users’ semantic similarities
and social interactions between different groups of users over time and associate those temporal
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Figure 6.12: Approximated (k=1000) graph centrality normalized by post amount calculated for all time spans
for the semantic (left) and social (right) graph.
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Figure 6.13: Amount of homophily observed through time for both semantic (left) and social graph (right).

fluctuations with the political landscape. We group the users by their credibility label (misinformation
spreaders, real news spreaders) and define three different edge types: (1) edges between misinformation
spreaders (‘m2m’), (2) edges between real news spreader (‘r2r’) and (3) edges between misinformation
spreaders and real news spreaders (‘m2r’). We partition the users’ total posting period (from the
start of January 2020 until the end of April 2021) into 16 monthly time periods, and we compute the
connections’ percentage within each time period for all edge types. The connections’ percentage can
be interpreted as the normalized edge count of a particular edge type during a time period 7. We define
the connections’ percentage of a certain edge type as pPeqge type = re(gg)e type/ Ré;;e type’ where re(gg)e type is
the number of edges (of that edge type) that exist between two users during the time period 7 and

Régg)e type is the number of all possible connections (of that edge type) at the time period 7, computed
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Figure 6.14: Connection percentage of per month for the semantic (left) and social graphs (right). The events
shown in this figure correspond to the events mentioned in Table 6.2.

as follows:

Ry, = Ny (N = 1)/2

m2m
R = NN = 1))2
R = (NG + NSNS + N = 1) /2

where N,(nT) is the number of misinformation spreaders and N,(T) is the number of real news spreaders
that have posted at least one post at time period 7.

For the temporal semantic graphs, an increase in this metric essentially shows an increase in the
language usage similarity between different user groups. Correspondingly, for the social graphs, an
increase would show that two user groups engage in discourse and share opinions in a thread.

Can we detect different temporal relationship patterns depending on the users’ credibility?

Figure 6.14 depicts the connections’ percentage on the semantic graph and the social graph. For
both graphs, we can observe that the ‘m2r’ connections percentage is consistently the lowest for all
time periods, indicating that on an aggregate level, misinformation spreaders and real news spreaders
do not have as much context similarity to each other and avoid socially interacting with each other. On
the other hand, misinformation spreaders seem to be more densely connected with each other and tend
to exchange information regularly.

How do the users’ temporal semantic and social relationships fluctuate based on the political scene?

Interestingly, we observe peaks in the connections’ percentage during January 2020 (event 1),
November 2020 (event 2), and January 2021 (event 3) for both graphs. The percentage fluctuations are
more obvious in the semantic graph compared to the social graph, this is the first indication that the
temporal context similarities might be more useful for the model compared to the social interactions.
We provide a list of pivotal political events in Table 6.2 which evidently explains the increase in the
connections’ percentage and provides an intuition behind the users’ behavior.
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Figure 6.15: Overview of the proposed framework. We first obtain the user embeddings for each time frame and
construct the temporal graphs. Next, we feed the graphs to a GNN to extract neighborhood features. For each
user, we use a GRU with temporal attention to compute an overall representation of the user, which is finally
forwarded to a classification layer.

6.5.3 Methodology
Graph Neural Network Layer

We utilize three different types of Graph Neural Network (GNN) layers in order to demonstrate the
robustness and predictability of the users’ connections. The input to the GNN layer is a set of user
embeddings E’. for each time frame 7. The GNN layer is shared across the time frames and produces
new representations E which are learned by utilizing either the semantic or social graphs.

Graph Convolutional Neural Network. To embed the nodes in our graph, we employ Graph
Convolutional Networks (GCN) [84]. GCN is a commonly used, powerful graph embedding method
that encodes both local graph structure and features of the nodes, by using a layer-wise propagation
rule.

Graph Attention Network. As users have a different influence on one another, we need to focus
on users that have more relevant connections with higher influence. To model the importance of the
influences of the neighborhood to a node, we use Graph Attention Networks (GAT) [47]. GAT attends
to the neighborhood of each user and assigns an importance score to the connections that contribute
more to the detection of misinformation spreaders.
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Hyperbolic Graph Convolutional Neural Networks. Research has shown that GCNs often do
not generalize well to hierarchical, tree-like networks such as the social graphs constructed from social
media threads [239], since they operate in the Euclidean space. Building on the scale-free nature
of the users’ social graphs, we utilize Hyperbolic Graph Convolutional Neural Networks (HGCN)
[240] which employ graph convolutions in the hyperbolic space as opposed to the standard graph
convolutions. The HGCN layer projects the user embeddings in the hyperbolic space to minimize
distortions and learn better representations.

Temporal Neural Network Layer

Temporal Encoding. We investigate the users’ behavior over a long time-period, and we wish
to encode the dynamic changes between the users’ interactions over time. We argue that simply
compressing the users’ semantic and social connections into one static graph, would introduce too much
noise and the information regarding the temporal fluctuations of the semantic and social relationships
would be lost. To this end, we model the sequential dependencies through time for each user, with a
Gated Recurrent Unit (GRU) [51]. The GRU encodes the dynamic user graph representations across
the time axis, producing hidden states for each time frame 7.

Temporal Attention and Network Optimization. The GRU models the sequential dependencies of
the temporal graph user representation, however, during the long time span of the users’ posting activity,
certain socio-political events, such as the election seasons, the release date of a new vaccine, etc., may
cause the outburst of misinformation spreading. Therefore, we wish to model the contributions of
these important time periods to the users’ overall representation. To this end, we employ an attention
mechanism [241] to compute an overall representation for the user with adaptive weights over the
aggregated GRU hidden states.

We formulate the author profiling problem as a binary classification task to predict the class yi of the
user, where yi € {misinformation spreader, real news spreader}. The overall learned representations
for each user are forwarded into a linear layer, and we use cross-entropy loss to calculate the difference
between the true and predicted labels.

6.5.4 Experimental Setup

We investigate the reliability of the temporal semantic and social connections as features for identifying
misinformation spreaders in various scenarios.

Predicting future user behavior. We analyze whether past user behavior, represented through
temporal graphs, can be used to predict their future user behavior. To this end, we use the whole set
of users in the training, validation, and test, but each set contains data from different time periods.
Specifically, the training set consists of 8 months (Jan-Aug 20’), and the validation (Sep-Dec 20°)
and test sets (Jan-Apr 21°) 4 months each, resulting in a consecutive 50:25:25 time split of the user’s
posting history. This stands for both datasets since they were collected around the same time period.
We provide a visual depiction of this split in Figure 6.16(a).

Generalizing to unseen users. We examine which types of relationships have the ability to
generalize to unseen users. In this setup we utilize a user split, where we divide the users into a
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train:validation:test sets of ratio 70:10:20 using all of their posting history. This split is also visually
depicted in Figure 6.16(b).

Performance on unseen users in the future. We also aim to test whether the temporal graph
features generalize on both unseen users and future content, to this end we utilize the mixed split. We
split the users into a train:validation:test sets of ratio 70:10:20, where the train set contains users who
have posted the first half (Jan-Aug 20°) of the whole time period, while the validation and test sets
contain a different set of users who post on the second half (Sep 20’-Apr 21°). With this setup, we
evidently demonstrate the reliability of the proposed model of detecting misinformation spreaders on
unseen data. A visual depiction of this split is provided in Figure 6.16(c).

Training Setup

We use the pre-trained model ‘all-mpnet-base-v2’ from SBERT’, which achieved the best
performance on various challenging similarity datasets [230]. This model has a max length set to 512,
uses mean pooling, and has the output dimension d;,, = 768. For each post in the user history, we
masked the links so that the cosine similarity is not attributed based on the links. We run experiments
with § € 15, 30, 60, 360 (¢ is the number of days spanned by each that each time period 7). In each
sample, we randomly sample n € 200, 400, 800, 1200 users, and we build a subgraph of those users
for each discrete time window. In the semantic graph, we connect users with each other based on the
hyperparameter 6 € [0, 1] (as defined in Section 6.5.1). We find out that our model works best with
the following hyperparameters: n = 200, 6 = 30, 6 = 0.8. For the models initialized with User2Vec
embeddings, we use the dimensions d, = 100 for our graph layer and d,. = 50 for our GRU sequential
layer. On the other hand, for the models initialized with UBERT embeddings we use the dimensions
d, = 256 for our graph layer and d, = 128 for our GRU sequential layer. We use Adam optimizer [65]
with learning rate 5e — 5, weight decay le — 2, and train the model for 100 epochs using early stopping
with patience 20 on the validation set. We run each experiment with 5 random seeds and report the
mean result on the test set in Tables 6.4, 6.9, and 6.10. DyGAT model using User2Vec embeddings
as initialization has 116K parameters, while DyGCN and DyHGCN have 55K parameters. On the
other hand, DyGAT using UBERT embeddings as initialization has 1M parameters, while DyGCN
and DyHGCN have 427K parameters. Our experiments for each model take around 1 hour to run
on NVIDIA A100-PCIE 40GB GPU. Our implementation, the annotated dataset, and the results are
publicly available to facilitate reproducibility and reuse.

6.5.5 Results

Feature baselines First, we compare the proposed model to simple, yet strong content-based
baselines by utilizing interpretable classifiers; Support Vector Machines (SVM), Logistic Regression
(LR), and Random Forest (RF) using the following features:

ngrams: While word ngrams are considered as simple features, they have been used successfully in
the past for identifying misinformation spreaders [242]. In this case, we utilized the word bi-grams.

statistical-emotional (StEm): We employ a feature vector (n = 22) with standard statistical linguistic
variables (such as min, max, average number of tokens and characters, lexical diversity, etc.) [243,
198]. Additionally, we added 8 emotional dimensions to this baseline feature [244, 245].

9 https://www.sbert.net/docs/pretrained_models.html
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(b) User split. Splitting the users in order to predict the behavior of unseen users.

§ § 8§ 8§88 88888588 8
N e s s iESREFLIRISES
§ 2 2283532388288 ¢8 3¢

user 1

user 2

user 3

user 4

user 5

user 6

user 7

user 8

user 9

user 10

(c) Mixed split. Splitting the users and the time periods in order to predict the behavior of unseen
users in the future.

Figure 6.16: Visual demonstration of the (a) Time split, (b) User split and (c) Mixed split.
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FACTOID
Time Split User Split Mixed Split
SVM LR RF [SVM LR RF |SVYM LR RF

ngrams 436 564 554 | 434 584 595 | 425 425 576
StEm 525 516 56.8 | 491 549 60.6 | 541 521 60.3
UBERT 425 479 56.1 | 539 58.6 49.7 | 423 457 54
UBERT 425 479 56.1 | 539 58.6 497 | 423 457 54

u2v 476 521 613 | 502 551 565 | 464 530 59.6
DyGAT 64.56" 63.59 63.22
DyGCN 64.18 65.75 64.23"
DyHGCN 64.24 66.75" 58.58

Table 6.7: Baseline experimental results on the FACTOID dataset. We use Support Vector Machines (SVM),
Logistic Regression (LR), and Random Forest (RF). Bold indicates the best macro F-score. All results are in
percentages. We show that the DyGNN framework outperforms all baselines for each split in both datasets.
The results with the asterisk (*) are statistically significant based on the Wilcoxon signed rank test (p = 0.001)
compared to all the baseline methods.

Twitter
Time Split User Split Mixed Split
S LR RF| S LR RF| S LR RF
ngrams | 73.9 752 76.9|61.7 65.5 66.6|52.37 42.6 64.81
StEm 61.4 60.8 70.2|59.4 57.3 63.9| 43.0 43.5 63.6
UBERT |62.6 77.3 71.9|64.1 64.7 64.3| 36.2 59.4 65.8

U2v T
DyGAT 78.2° 67.30 69.2°
DyGCN 66.9 65.60 66.1
DyHGCN 67.7 73.90* 65.3

Table 6.8: Baseline experimental results on the Twitter dataset.

UBERT: We use the SBERT embeddings of the documents averaged over the whole time frame as
feature vectors.
U2V: We also utilized the User2Vec embeddings to represent the users as feature vectors.

Table 6.7 and 6.8 show the accuracy results of the baseline models compared to the dynamic
graph models on the FACTOID and Twitter datasets. Note that we utilized both the social and the
semantic graph and two initialization methods for the FACTOID dataset - in this table, we report the
best-performing variant (for all variants see Table 6.9). For the Twitter dataset, we experimented only
with the semantic graph since there are no social connections between users, and we obtained the
temporal graphs with UBERT. We observe that all the proposed models significantly outperform all
baseline models for both datasets. For the FACTOID dataset, the best performing dynamic graph
model showed a higher macro F;-score compared to the baseline models in all splits, which was
on average 10.47% higher on the time split, 15.3% on the user split and 14.08% on the mixed split.
For the Twitter dataset, the best performing dynamic graph model showed on average 8% better
performance on the time split, 10.8% on the user split, and 16.8% on the mixed split.

The results on both datasets validate our claim that the specific language features become quickly
outdated, while temporal semantic similarities and social interactions are more robust and constitute a
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better tool for (a) predicting future behavior (time split), (b) predicting the behavior of unseen users
(user split), and (c) identifying misinformation spreaders on unseen data (mixed split).

Semantic Social
Time User Mixed| Time User Mixed
EDyGAT 64.56" 57.26 60.46 | 62.91 61.66 63.12
gDyGCN 63.57 58.67 61.60 | 64.18 61.08 59.44
= DyHGCN| 55.39 66.75 55.25|56.38 62.02 58.58
DyGAT |63.03 63.59 62.88|63.50 63.01 63.22"
éDyGCN 62.28 65.75 64.23"| 62.76 64.21 61.35
DyHGCN| 42.51 42.52 47.39 |64.24" 66.09" 56.10

Table 6.9: Comparative analysis of two embedding methods for semantic graph construction and DyGNN
initialization (social graph). Reported macro F-score for the FACTOID dataset. All results are in percentages.
Bold indicates best result. The results with the asterisk (*) are statistically significant based on the Wilcoxon
signed rank test (p = 0.001) compared to the second best performing method.

6.5.6 Qualitative Analysis

Table 6.9 shows the performance results on the three different experimental setups. We analyze
the results of the dynamic graph models, based on the utilized graph type (semantic and social),
initialization method (UBERT and User2Vec), and graph neural network type (GAT, GCN and HGCN).
Comparing graph types. We observe that the model obtains a slightly better performance by utilizing
the semantic similarity graphs compared to utilizing the social graphs for all three setups. Figure 6.14
shows that the percentage of temporal connections is higher, and fluctuates more, on the semantic
graphs compared to the social graphs. This may represent users sharing similar opinionated news
regarding the same event, with patterns changing for a new event, while social connections stay similar.

In the time split, for the DyGAT+UBERT model, we observed that the results are not significantly
different when comparing the utilization of semantic and social graphs. In the same split, for the
DyHGCN+User2Vec model, we note that 24.99% of the users were classified differently by the
semantic and social models, this difference is expected since the difference between the F;-scores
obtained by each graph type is more than 20%. When the semantic graph is utilized, we observe
that DyHGCN+User2 Vec fails to recognize any of the misinformation speaders, however, it achieves
impressively high performance with the social graph. This result is justified due to the low hyperbolicity
values of the semantic User2Vec graph.

In the user split, for the DyHGCN+UBERT model, we note that 32.54% of the users were classified
differently from the semantic and social models, even though the difference between their macro
F,-scores is only 4%. In the same split, for the DyHGCN+User2Vec model, we note that 39.72% of
the users were classified differently, however, this difference is expected since the F|-scores obtained
by the semantic and social models have more than 20% difference between them. Once more we
observe a staggering difference between the F;-scores obtained from semantic and social models, with
the social model achieving the highest score.

In the mixed split, for the DyGCN+User2Vec model, we note that 27.55% of the users were
classified differently. We observe that the model obtains higher recall on the fake news spreader class
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when the semantic relationships are utilized, instead of the social ones. In the same split, for the
DyHGCN+UBERT model, we observe that 7.82% of the users were calculated differently.
Comparing initialization methods. When UBERT and User2Vec are used in the social graphs,
they simply act as initialization vectors, since the social graph construction does not depend on the
embedding method. When the models use the social graphs, User2Vec initialization produces better
results than UBERT in all setups, despite its lower dimensionality. This performance is expected since
User2Vec yields better results than UBERT when it is utilized as a baseline method (Table 6.7).
The semantic similarity graphs, on the other hand, differ when constructed with UBERT or with
User2Vec. In the time split evaluation setup, the semantic graph model achieves the best performance
with UBERT, while in the mixed split, the best performance is obtained with User2Vec. This is
likely due to UBERT particular suitability for capturing meaningful user similarities even with a
small amount of user history since SBERT (from which we obtain UBERT) is tailored for producing
sentence embeddings comparable using cosine-similarity. User2Vec requires a significant amount
of documents in order to obtain high-quality user representations however, it leads to a stronger
generalizability on unseen data.
Comparing dynamic graph neural networks. We observe that the hyperbolic DyHGCN obtains the
best performing results in 3/6 combinations of split and graph type. However, it performs poorly when
it utilizes the User2Vec semantic graphs. Figure 6.17 shows the average hyperbolicity of the dynamic
graphs for each month. As is known, high hyperbolicity values indicate a tree-like structure of the
network [246, 247]. Due to the lower posting activity during the last months, and thus higher sparsity
of the topics represented by one user, users are more dissimilar, resulting in fewer edges. This in turn
leads to lower hyperbolicity during this time period, which explains the DyHGCN’s poor performance
with User2Vec semantic graphs. The social graph shows high hyperbolicity for all months, therefore
DyHCGN achieves superior performance when utilizing the social graphs. DyGAT and DyGCN
obtain the best performance once, but in contrast to DyHGCN, they both achieve results within a
certain range which is neither too low nor too high.

Discussion. In conclusion, based on this comparative analysis, dynamic semantic similarity graphs
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Figure 6.17: Average hyperbolicity per month.
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lead to better results than dynamic social graphs, and given a large amount of user history, User2Vec
is preferred for constructing these. In addition, the use of DyHGCN is recommended only when the
hyperbolicity of the graph is high, alternatively, DyGAT or DyGCN provide comparable results.

6.5.7 Ablation Study - Temporal Components

Semantic Social
Time User Mixed| Time User Mixed

DyGNN 64.56° 66.75 64.23" |64.24" 66.09" 63.22"

no temporal | 55.14 53.53 60.24 | 62.64 59.37 56.54
no attention | 62.27 66.78° 61.97 | 61.01 64.51 56.32

Table 6.10: Ablation study - temporal dynamics. In this study, we remove the temporal component (keeping
simple “static” GNN approach) and the attention. Results show that both components play a significant role in
the model’s performance. Bold indicates the best macro F;-score. All results are in percentages. The results
with the asterisk (*) are statistically significant based on the Wilcoxon signed rank test (p = 0.001).

We perform an ablation study on the components of the best performing dynamic graph model to
demonstrate the effect of each layer on the overall performance, namely the temporal attention and the
temporal graphs:

No attention. We remove the temporal attention layer from our dynamic graph model. Intuitively,
this component should focus on the time periods with high misinformation spreading activity and the
highest differences between user groups.

No temporal dynamics. We average each user’s representations across all time frames to obtain
a single user representation and remove the dynamic part of our model by merging all the graphs
constructed for every discrete time frame. Specifically, we construct a single graph that includes all
the user connections from all time periods and replace the GRU layer, with a linear layer. This model
captures the overall semantic and social interactions of the users over their whole posting timeline,
and could also be considered as a graph-based baseline.

Table 6.10 shows the ablative results over the components of the best performing dynamic
graph models for all setups. We observe that removing the temporal information has a significant
detrimental effect on the performance in all cases, which is on average 7.53%. This demonstrates
the strong predictive power of temporal patterns in semantic and social relationships for identifying
misinformation spreaders and validates our proposed framework for dynamically modeling the users’
semantic and social graphs. In addition, except for the semantic graph on the user split, adding
temporal attention to the users’ timeline increases significantly the performance, reinforcing our
hypothesis that the similarity of language use during important socio-political events is strongly
indicative of misinformation spreading. We have seen that for the semantic graph using the user split,
the attention weights through different time slots are the same. Due to this reason, the overall user
representation is just a simple average of the GRU states. One reason why this is happening is because
the temporal attention is not capturing temporal patterns of the users, that can generalize to unseen
ones.
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6.5.8 Error Analysis

We conducted an analysis of users that consistently get the same prediction by at least half of the
GNN models. We identify two groups of users; consistently correctly classified, and consistently
misclassified. The following error analysis is based on the results obtained on the FACTOID dataset
on the user split, however, similar results were observed for the rest of the splits.

Approximately 72% of the consistently misclassified users are misinformation spreaders, which can
be attributed to the class imbalance decreasing the recall.

It is harder to identify users who are borderline fake news spreaders. Table 6.11 shows, for
the correctly classified and misclassified fake news (FNS) and real news spreaders (RNS), the average
number of fake and real news posts, average science and factual level provided in Section 6.3 and the
average no. of months of active posting. The science level of each user € [—1, 1] is the normalized
weighted average of non-scientific (-1) and scientific (1) articles and the factual level € [-3, 3] is the
normalized weighted average factuality of the news domains, manually labeled by journalists from
very low (-3) to very high (3). 10

fake real science factual activity
posts posts level level (months)

correctly FNS 9.66 39.45 0.13 0.59 12.99
classifitd RNS 0.29 995 0.70 1.76 12.57
mis- FNS 376 2288 0.16 0.83 11.21
classifitd RNS 0.60 22.67 042 1.59 12.37

Table 6.11: Error analysis for the performance of the models. Correctly classified fake news spreaders (FNS)
post more often than misclassified ones, and post more consistently over time.

As we can see, the misclassified FNS have posted a considerably lower number of fake news on
average compared to the correctly classified FNS. While they also posted a lower number of real news
posts, their (annotated) factual level is quite high - the source quality plays a role. For the correctly
classified FNS, a high number of real news combined with a low factual level indicates that the real
news sources these users are posting are borderline credible - their credibility level is only ‘mostly
factual’(+1), whereas the credibility level of the fake news sources is from ‘low’(-2) to ‘very low’(-3).
The correctly classified RNS tend to post significantly more scientific articles and articles with higher
factuality on average than the misclassified RNS. Overall, correctly classified users of both classes
post more consistently over the months compared to the misclassified users.

Since our data heuristics might include wrongly labeled posts and, by extension, users, we manually
labeled 210 posts of consistently misclassified users. In this small sample, we found that approximately
14% of the posts were wrongly labeled, however less than 1% of the users would obtain a different
label because of these posts. We show two examples of mislabeled posts in Table 6.12.

10 When embedding the users, we erased the URLs from the text, so that no information about the number of links, or
the names of the domains was leaked in the user embeddings, therefore none of the models could have had any prior
knowledge of these factors.
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Mislabeled as fake news

(...) These pieces rely on discredited sources who have peddled debunked
theories about Dominion’s supposed ties to Venezuela (...) These
statements are completely false and have no basis in fact. (...) [link to
non-credible source posting fake news]

Mislabeled as real news

The CCP (Chinese Communist Party) controls Google from within.
Change my mind. [link to credible source posting real news]

Table 6.12: Mislabeled news posts.

6.6 Summary

In this chapter, we addressed the third research question, focusing on capturing temporal user behavior.
To this end, we introduce in Section 6.3, FACTOID, a new user-centered dataset for misinformation
spreader analysis, monitoring political discussions on Reddit since the beginning of 2020. Our dataset
contains over 4K users with 3.4M Reddit posts, covering the time period before and after the US
presidential elections. Apart from the fake news/real news distinction, the dataset contains fine-grained
labels about the users’ credibility level and political bias. As far as we are aware, this is the first fake
news spreader dataset that simultaneously captures both the long-term context of user’s historical posts
and the interactions between users. To create the first benchmark on our data, we provide methods for
identifying misinformation spreaders by utilizing the social connections between the users along with
their psycho-linguistic features. In a subsequent analysis, we observe that social connections increase
robustness over content features, that detecting affective mental processes correlates negatively with
right-biased users, and that the openness to experience factor is lower for those who spread fake news.

Moreover, we analyze the patterns of users spreading misinformation through time. In order to
capture temporal information, we proposed a dynamic graph neural network framework that generates
temporal graph representations from the users’ semantic similarities and social interactions through
time. We find that static features become quickly outdated, while modeling temporal semantic
similarities and social interactions constitutes a better tool for capturing the predictive patterns of the
user’s dynamic context. For example, we observed, different peaks and fluctuations in the percentages
of user-to-user relationships, influenced by a variety of events and their behaviors. These dynamics of
users’ interactions, based on their credibility label, were the first indication that the temporal user
dynamics might be more useful than the static features. Our extensive experiments and ablation study
demonstrated that the temporal graphs are more efficient than content-based models or simple static
graphs for predicting (a) the future misinformation spreading behavior, (b) the behavior of unseen
users, and (c) misinformation spreading behavior in a zero-shot scenario. These results indicate that
a model utilizing temporal user relationships is more robust and more efficient for misinformation
spreader detection compared to topic-sensitive or time-agnostic models, e.g. talking about Trump
doesn’t make one a misinformation spreader, and it is quite normal near election time.

Through exploratory experiments, we analyzed the various aspects of the framework in order to
provide insight into its usability. These experiments showed that dynamic semantic similarities lead to
better results than social ones. The ablation study on the components of the model revealed that the
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temporal modeling of the users’ semantic similarities and social interactions significantly contributes
to identifying misinformation spreaders effectively. Our error analysis indicated that the misclassified
fake news spreaders tend to post a very low number of fake news posts and a high number of real
news posts from highly credible sources. Yet, the proposed framework is applicable as a human
moderator-assistance tool for identifying users who post fake news more consistently.

In the next chapter, we will transition from text classification tasks toward the domain of personalized
language generation to explore methodologies that incorporate effective user context in language
models.
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Personalized Natural Language Generation

Building upon our exploration of integrating user context into text classification tasks, this chapter
transitions our focus towards the domain of language generation, specifically targeting personalization
aspects. Our prior work has demonstrated the value of leveraging users’ large-scale posting histories
to construct implicit representations that enhance NLP systems across various classification tasks.
Nevertheless, language models generally treat language generation independent of individuals, without
tailoring their language according to their traits.

In this chapter, we delve into personalization language generation with different types and amounts
of context for users. We address the following research question:

Research Question 4 (RQ4)

How effectively can generative models adopt personalized perspectives using user context, and
what strategies can be employed to incorporate this context into the models?

In the evolving landscape of language technologies, there is an increasing demand for personalized
language generation systems that can mirror a user’s individual style. These systems can generate
responses that are not only relevant to the user’s queries but also reflective of their personal style,
thereby creating a more engaging and customized interaction experience.

To address the complexities of this task, we construct a realistic dataset with self-reported sentences
from users. Additionally, we analyze the difference of several architecture modifications, that can be
utilized for controlled personalized language generation. We hypothesize that the utility of different
types of historical data may vary depending on the specific architecture employed. Finally, recognizing
the limitations of traditional evaluation metrics in capturing the nuances of personalized language
generation, we propose a new novel human evaluation setting. This evaluation setting is designed
to better capture the differences between models in terms of their ability to generate personalized
responses that reflect the user’s style.

The key contributions of this chapter are:

* We construct a corpus, containing 95K judgments of social situations written by 6K authors,
together with their self-disclosure statements.
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* We design two transformer architectures to embed personal context and find that our twin
encoder approach outperforms LLMs.

* We develop a novel evaluation by asking humans to rank the human response, model output,
and a distractor human response, combining approaches from persona consistency.

This chapter is based on the following publication ([19]):

* Joan Plepi, Charles Welch, and Lucie Flek. 2024. Perspective Taking through Generating
Responses to Conflict Situations. In Findings of the Association for Computational Linguistics
ACL 2024, pages 6482-6497, Bangkok, Thailand and virtual meeting. Association for
Computational Linguistics.

The rest of the chapter is structured as follows. Section 7.1 introduces the work, and we describe
the related work in Section 7.2. We describe the dataset in Section 7.3 and the problem formulation in
Section 7.4. In Section 7.5 we describe the architectures used for this task, following by experimental
setups and results in Section 7.6 and Section 7.7. Finally, in Section 7.8 we provide a summary for the
chapter.

7.1 Introduction

Despite the steadily increasing performance language models achieve on a wide variety of tasks, they
continue to struggle with theory of mind, or the ability to understand the mental state of others [248,
249]. A range of theory of mind tasks have been studied in developmental psychology, including
diverse desire, diverse belief, knowledge-access, false belief, and hidden emotion [250]. Results
consistently show that the hidden emotion, or understanding the difference between felt and displayed
emotions, is the most difficult of these tasks [251]. Language assists in the development of the theory
of mind, as it facilitates the exploration of mental states [252].

This ability is central to much of human interaction and could provide many benefits for language
models as well, as being able to foresee the reactions of others allows us to better decide which action
to take next. This could help language models generate responses that are safer [253], in particular for
healthcare applications [254], or more personalized, e.g. to sound more empathetic [255], or provide
targeted explanations [256]. In fact, there is a growing interest in a perspectivist approach to many
natural language processing (NLP) tasks, which emphasizes that there is no single ground truth [161,
169, 257]. This is a more common view in generation tasks, as it is easier to see that multiple
translations or continuations of a dialog are correct. However, Flek [20] emphasized the need to
interpret language with its personal contextual factors to create higher performing personalized systems.
Dudy et al. [258] similarly argue that additional contextual information should be incorporated in
such models, particularly for natural language generation (NLG).

We construct a corpus to study perspective taking through generating responses to conflict situations.
An example from our corpus can be found in Figure 7.1. We see a user asking if they did something
wrong in a conversation with their girlfriend about whether or not to terminate a pregnancy. On the
right, there are two responses from other users with different judgments of the situation (reasoning
and verdict NTA/YTA). On the left, we see self-descriptive statements of each user. Author Y appears
to be more family-oriented than Author X which may impact their judgement of the situation. Our
first research sub-question is: How should we evaluate perspective taking through the lens of NLG?
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N
UserName123

Situation: AITA for telling my newly pregnant girlfriend that she needs to
consider my opinion on whether to keep the baby?

I think it is funny that you pretended to be NTA
’ Author X

pro abortion.

| think children are such hindrances to You made an agreement and she
education that my undergrad had a strict ignored it. If she does go through...
no kids policy." _ Y,
| might be on hubby's team for this one. YTA
I have a mortgage to pay and family to Author Y
| et feed% ings h You can give your opinion but it will
am not leting my feelings have a P
negative effect on my relationship \be Deecisnliclmakas )

Figure 7.1: Example of a post in AITA subreddit. The example includes a situation title and two comments with
different perspectives regarding the situation, plus persona sentences for the respective users.

We develop a novel evaluation by asking humans to rank the human response, model output, and a
distractor human response, combining approaches from persona consistency [259] and theory of mind
work [260].

Next, we ask: Do tailored, user-contextualized architectures outperform large language models
(LLMs) on this task? We design two transformer architectures to embed personal context and find
that our twin encoder approach outperforms LLLMs. Lastly, we ask: What user information is most
useful to model perspective taking? Experiments with varied user contexts showed that self-disclosure
statements semantically similar to the conflict situation were most useful.

Furthermore, by training a generative model to produce perspectives, we outperform recent
supervised data perspectivist models also on verdict prediction. Our corpus contains 95K judgements
of conflict situations written by 6K authors filtered from Social-Chem-101 and is extended with 20-500
self-disclosure statements per author. We will release our corpus, code, and human evaluations.

7.2 Related Work

Perspective-taking is part of the process of understanding others mental states and theory of mind
is fundamentally based on the understanding that individuals have different beliefs and emotions.
Benchmarks for theory of mind in artificial intelligence sometimes take the form of multiple choice
questions about false belief [260]. These are context specific, as a situation and knowledge of involved
parties is described, but not unique to individual people. When we look at emotions, the most difficult
of theory of mind tasks for children [251], different people may feel differently because of their unique
perspective and experiences. As such, our work relates to work on personalized understanding and
generation.

Recent models, such as RoOBERTa or GPT-3, struggle with solving simple perspective-taking
toy tasks [261, 262, 263], including the false belief test [264]. Currently, the best LLMs (such as
GPT-4 or Llama2-70B) are to a limited extent capable of perspective-taking-based reasoning and
chain-of-thought explanations in social commonsense scenarios [265, 266, 267]. However, these
attempts has been heavily criticized by psychologists as over amplified by the Al community while
very basic in design, likely exhibiting shortcut learning [261, 268]. Children’s theory of mind ability
appears associated with “exposure to rich discourse about thoughts, feelings, and intentions” [269].
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Personalized Generation The first step towards successful modeling of perspective taking is being
able to mimic the communication of a given person accurately. Researchers largely agree on the need
to include personal, social, cultural, and situational factors into language interpretation and generation,
in order to avoid harmful consequences and to steer human-centered Al alignment [21, 270, 258].
However the approaches to what and how to model vary dramatically, from an authorial style to a chat
persona’s factual trivia.

Architectural predecessors of personalized LLMs are persona-based dialog systems, attempting to
generate a response given an input utterance and additional personal trivia information. Li et al. [271]
introduce a speaker model and a speaker-addressee model. Madotto et al. [259] use only a few dialog
samples to generate personalized responses, by casting personalized dialog learning as a meta-learning
problem. Other works have modified sequence-to-sequence frameworks to infuse persona information
in the decoder [272, 273]. Song et al. [274] introduce Persona-CVAE and Ma et al. [275] combine a
history encoder, personalized post encoder, user history memory, and personalized decoder to fuse the
user profile into the response.

Many personalized generation models operate on the PersonaChat dataset [276], where two
crowdworkers converse with each other, attempting to represent a persona described by five short
sentences, resulting in artificial conversations. Dialogs directly using words from persona sentences
were later adjusted [277], however, the data still includes unrealistic personas (“to stay fit, I chase
cheetah in the z00”) and unrealistic responses that enforce the usage of the trivia (“I am reading a
book.”-“Ok. I am a dentist.”). Other data include personalized recipes [278] or movie dialogs [279].

7.3 Dataset of Social Situations

We used the dataset of Welch et al. [15] as the foundation of our work, as it addresses the emotional
and social aspects of perspective taking, while requiring knowledge of personal beliefs. The authors
collected data from Reddit, an online platform with many separate, focused communities called
subreddits. The data is from the AITA subreddit, where users share descriptions of social situations
that they are involved in and ask members of the community for their opinions. These members
assess if the poster is the wrongdoer in the described situation. They provide a verdict in the form
of “you’re the asshole” (YTA) or “not the asshole” (NTA). The dataset was filtered from Forbes
et al. [144]’s Social-Chem-101 corpus but also includes the post title, full text, all comments, and
their corresponding authors. We refer to the post title as the situation, as the title is usually a short
description of the conflict situation. The comments are preprocessed in order to extract those that
contain a verdict of YTA or NTA," and others were removed. In order to extract verdicts, they manually
created a set of keywords for both classes and filtered the comments to remove these expressions.
The initial dataset contains 21K posts, and 364K verdicts (254K NTA, 110K YTA) written by 104K
different authors.

7.3.1 Extracting Self-Disclosures Statements

We expand the dataset by retrieving the comment histories for each user in the dataset. To extract
the self-disclosure sentences for the users, we adapt the approach described in Mazare et al. [280].

! Reddit posts were crawled with the Reddit API (https://www.reddit.com/dev/api)and comments with the PushShift
API (https://files.pushshift.io/reddit/comments/).

110


https://www.reddit.com/dev/api
https://files.pushshift.io/reddit/comments/

7.4 Problem Formulation

Initially, we split each comment into a sentence and kept only sentences that contain between 5 and
20 tokens. Then we add two constraints to each sentence in order to classify it as a self-disclosure
sentence; (1) it must contain the tokens I, my or mine and (2) one verb, one noun, and one pronoun or
adjective.

After performing these steps, we obtained a set of self-disclosure statements for each user. We
filtered our dataset to include only users who have more than 20 and fewer than 500 statements. Our
final dataset contains 20K posts and 95K verdicts written by 6K different authors, which we will
release upon publication.

7.3.2 PersonaChat Discussion

Work on personalized or persona-based dialog systems has begun to incorporate contextual information
in response generation. The work of Zhang et al. [276] introduced the PersonaChat dataset, where
two crowd workers converse with each other while attempting to emulate a persona described by five
short sentences. Models developed using this data condition on encoded persona sentences. Dinan et
al. [277] extended this dataset with rephrasings of the utterances to avoid high direct word overlap
with persona sentences, yet these dialogs focus directly on incorporating information from a few short
phrases. Workers were instructed to use these facts in their conversations, which leads to artifacts, such
as the unprompted addition of personal information to the end of unrelated utterances (e.g. “I am a
lifeguard” in response to someone saying they will read a book). They do not accurately reflect the real
world, e.g. ’to stay in shape, I chase cheetahs at the zoo”, and they ask people to emulate an identity
whose life experiences (e.g. getting divorced, living in different places, being a lawyer, owning a
business) could plausibly shape their views of interpersonal conflict described in our data, but through
the shallow nature of crowdsourced conversations and lack of real lived experience of participants,
fails to be reflected in the PersonaChat dialogs. Our dataset is instead constructed from the profiles of
real people who wrote both the judgements of social situations and their persona sentences.

In an effort to quantify the differences between PersonaChat and our corpus, we measured the
unigram and bigram Jaccard similarity between persona sentences and author responses. We calculated
the maximum similarity between any persona sentence for an individual and their given response.
This follows the idea that PersonaChat directly incorporates facts from the persona, leading to high
similarity between a persona sentence and a given dialog response (for example, where an utterance
says “I am about to watch Game of Thrones” and a persona sentence says “I love watching game of
thrones”). We report this value averaged across all users for each corpus. We found the unigram
similarities to be 0.16 and 0.12 for PersonaChat and our corpus, respectively. Our corpus had a max
bigram similarity of 0.01, whereas PersonaChat’s was four times higher at 0.04. This shows that even
after efforts were made to reduce direct overlap in the PersonaChat corpus, the similarity between the
persona sentences and responses is high.

7.4 Problem Formulation

Our task considers as a data point, a post that contains a summary of the situation description, a
comment of the post containing a personal verdict about the situation, and the author of the verdict
jointly with the corresponding self-disclosures. Therefore, for our generation task, we have three
components: (i) the input sequence which corresponds to the main post, (ii) the target output sequence
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which corresponds to the comment containing the verdict, and (iii) auxiliary information. The auxiliary
information can be self-disclosure statements (S) or comments (C), and allows us to address the third
sub-question: What information is most useful for perspective taking?

In order to tackle this research question, we formalize the following task. For a given situation post
s written from a random author, we have a set of comments C; = {c;, , ¢y, - .., c;, } Written by n
different authors. Each post describing a situation s contains many comments cii € Cy, and an author
a has many comments ¢, on different posts s;. Hence, as we have different target outputs, for the same
input sequence, we need additional information to condition our model. The generation task can be
formalized as p(c3|s, a). For each author a the model can take advantage of P, = {p{, p5,...,p3}
where p{', denotes the i—th personal context for author a. We describe two different methods to extract
a set of k disclosure statements for each user in the dataset.

Random sampling In this setup, we randomly sample up to k statements for each user.

Most relevant sampling We compute embeddings using SBERT [44], for all extracted self-disclosures
and situation titles in our dataset. We compute the cosine similarity between an author’s statements
and the situations that they have commented on and select the top £ most similar statements for each
situation. We aggregate the top k across situations for each author and rank the statements by their
frequency, again keeping the top k.

7.5 Methodology

After formally describing the base transformer (7.5.1), we outline the modifications implemented
to the encoder-decoder model in order to incorporate auxiliary information. We compare our twin
encoder (7.5.2) and style decoder (7.5.3) models to large language models to answer the second
sub-question: Do tailored architectures outperform LL.Ms?

7.5.1 Base Transformer

The main architecture used in our models is an encoder-decoder transformer model [49]. The
architecture aims to model p(y|x). The encoder takes as an input a sequence X = {x;,...,x, } and
maps it into a sequence of representations h = {h,, ..., h,}. Given h, the decoder generates an output
sequence Yy = {y,-.., YV}

Given the input sequence s = [w,...,w n ], we utilize a pre-trained transformer encoder to embed
the tokens of the sequence h = encoder (s;0“")), where h € R¥"s where d is the output dimension
of the encoder and n; is the size of the input sequence. In general, in the transformer, the output
probabilities can be computed as:

o0 = decoder(h;0'4°))

. (7.1)
9 =softmax(W, o)

where W, € RV is the language model head where v is equal to the vocabulary size, and o € R
are the last decoder state for the output sequence, where n, is the size of the target sequence.
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Figure 7.2: In this figure we show Twin Encoder architecture, with an extra encoder to model the auxiliary user
information.

7.5.2 Twin Encoder

In Figure 7.2, we show the architecture of our first model, the twin encoder. As we described in §7.4,
we are attempting to model p(c; |s, a), where s is the input sequence, ¢, is the target output and a is
the additional information. The sequence of personal context for user a is given by a = [p{, ..., p,“na IR
where a € R™a"""» . m,, is the number of auxiliary sentences, and n p 1s the maximum token length
in the sentences. We utilize a pre-trained transformer encoder to compute a final representation
as z = pool(encoder(a;0'°")), where z € R™a_ and pool(-), performs a mean-pooling over
the tokens of each self-disclosure sentence. Furthermore, we compute a final representation of the
auxiliary information as zZ = Art(h, z), where Z € RAXMs Att(+) is an attention layer as in [49] where
the representation & of the input sequence is the query and z is the key and value. Finally, 7 is
forwarded to the decoder layer, to perform cross attention with the decoder state.

Our twin encoder (TE) architecture is similar to the PAA model introduced in previous work [281].
Both models employ two encoder layers to model both the input context and the auxiliary information.
However, the key distinction between these models lies in their approach to information processing
within the decoder. The PAA model performs two cross-attentions over both encoders in the decoder
and then combines the information afterward, while the TE architecture combines the encoder’s
information beforehand and subsequently performs one cross-attention in the decoder.

7.5.3 Style Decoder

In the second modification (Figure 7.3), we concatenate all auxiliary sentences to create the sequence
a,m a,m J .
of tokens a = [wf’l, R wZ’l, W T Wy “]. We utilize a pre-trained transformer encoder
y2
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Figure 7.3: In this figure we show Style Decoder model, with a decoder that focuses on the user’s style, and a
control gate that controls the amount of information used from both decoders.

to compute the representations, z = encoder(a; 0'“")) where z € R*"»™a_ Afterward, we compute
the output distribution § as follows:

o' = decoder(z; H(d“')),

PN T ’ (72)

y=softmax(W, (¢-o+ (1 -a)-0))
where o’ € RY™ are the writing style decoder states, and @ € R™. « is a learnable parameter and
contains a scalar in the range of [0,1], that controls the amount of information to use out of different
language heads. We compute @ = o-(V(W,_[o]||0o"]) where W, € R4 v e R, and o (-) is the
sigmoid function. From the equation, the computation of « is similar to the gate computation in [282],
with similar approaches used in previous works to fuse stylistic information during generation [283,
272].

7.5.4 Large Language Models

In addition to fine-tuning, we explore prompting large transformer models of the Llama2 family
(containing 7 to 70 billions of parameters) by utilizing auxiliary information in the prompts. In
the first setup, we adjust the prompt in order to include up to 10 examples of auxiliary information,
either self-disclosure sentences or comments. Afterward, we utilize pairs of past situation titles and
comments of an author to construct the prompts for the models. Moreover, we also report the results of
fine-tuning the Llama2-7B model on our task. In Table 7.1, we show an example of prompts utilized
for Llama2 models.
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[INST] <<SYS>>

I will provide self-disclosure sentences written from a user.

Generate a perspective for the given situation.

Perspective should be aligned with the user inferred personality.

The perspective should start with the verdict YTA or NTA.

YTA means You’re the asshole and NTA means Not the asshole.<</SYS>>
Sampled self-disclosure sentences for user:

I don’t think that talking is wrong.

I just tried the game.

I don’t think that your wife will ever be completely faithful or honest with you.
I think it was lovely for you to not only offer beef stew,

but also to offer to make vegetable stew for the non-beef-eating daughter.

I think you might be overreacting,

because it’s normal for to follow someone on multiple social media accounts.
I would, in your shoes, tell my MIL that you will cut contact with her

if she doesn’t respect your boundaries.

I want to go in a date with my husband.

Yes, please help me maintain my lie so that I can date this guy.

I don’t blame you for not going after them for the damages.

Yes, I have been married to my amazing husband for 24 years.

Situation: AITA for telling a girl that I wasn’t looking for a relationship?
Users Perspective: [/INST]

NTA as long as you politely told her that you’re just not interested in a relationship right now.
And by “politely” I mean you didn’t put her down in the last text.

Table 7.1: An example from our prompt with self-disclosure sentences for Llama2 models.

7.6 Experiments

In our experiments, we utilize two base models, that follow an encoder-decoder architecture. We also
compare to three recent methods for incorporating personalized information:

Priming. This method was originally used in recurrent neural networks. It initially passes information
about a user through the model, and then the text that needs to be classified [42]. In our approach, we
sample a number of sentences from a user’s history that are up to a maximum number of m tokens in
order to fit into the context window of the model. Then, we concatenate this sampled text for each
user at the beginning of the input text for the encoder during training.

User ID. In this approach, we append a special user token, at the end of the input text for the encoder
during training. Several methods incorporate the user ID to learn user representations in the model
[271, 160]. However, one drawback of this method is that it cannot generalize to unseen users during
test time.

PAA Model. We also adapt the recent PAA model [281], which has shown superior performance on
the PersonaChat task, to run on our dataset and compare with our proposed architectures. For the PAA
model, we utilize only the self-disclosure sentences as an auxiliary input.
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7.6.1 Experimental Setup

We train our models for 10 epochs, with the AdamW optimizer, using an initial learning rate of 5e — 5.
We use a linear learning rate scheduler with 100 warm-up steps and early stopping on the validation
set. As our base models, we are using BART [71] and FlanT5-base [72], with a maximum input
length of 512, and a maximum target length of 128. BART models have up to 180M parameters,
while FlanT5 models go up to 320M. For the twin encoder architectures, we found that encoding
the auxiliary information separately leads to better performance, while for the style decoder, it is
concatenated to create a long context. For prompting, we utilize three versions of Llama2 models
[284], 7, 13, and 70 billion parameters. An example of the prompt for Llama2 models is given in
Table 7.1. In the priming method, we sample m = 100. Our experiments run on a single NVIDIA
A100 40GB GPU with an average running time (training + inference) of 6 hours. For the PAA model,
we use the GPT2-medium to initialize the decoder and keep the configurations the same as described
in [281]. The PAA model has 475M parameters. In order to fine-tune Llama2-7B model, we employ
LoRA [285] with r=64. For this experiment, we use 4 NVIDIA A100 80GB GPU.

7.6.2 Evaluation metrics

Automatic Evaluation In the automatic evaluation for the generation task, we utilize two-word
overlap-based metrics: BLEU [286] and ROUGE [287]. BLEU evaluates the quality of generated text
by computing the n-grams overlap with the original comment. ROUGE is a recall-oriented adaptation
of the BLEU. Instead of using n-grams, ROUGE uses the longest common subsequence to compute
the F1 score. Moreover, we also use the diversity metric, to compute the number of distinct n-grams
generated by the model [288]. In addition, we also compute DistS-n, which is the average number of
distinct tokens across situations. Computed perplexities were in the range of 15-25, but these do not
reliably indicate performance as the vocabularies for BART and FlanT5 are different.

Human Evaluation In addition to automatic metrics, we also perform a human evaluation using
Prolific. Due to the costs of human evaluation, we only performed a human evaluation for our top two
models, FlanT5 + TE (PS), BART + TE (PS), and FlanT5 + SD (C) which was the highest-performing
style decoder model. We randomly sample 100 examples from the test set and conduct our human
evaluations in two parts. Our development of the human evaluation answers the first sub-question:
How should we evaluate perspective taking through the lens of NLG?

In the first part, we focus on matching self-disclosures with the generated comments. Our initial
human evaluation was similar to that of prior work, which measured persona consistency. Annotators
were asked if a response was consistent with a set of self-disclosure statements when presented with
the same set provided to the model. We found that in almost every case across 50 examples and two
annotators, the answer was yes. This evaluation is insufficient for our task where it is unlikely for
self-disclosures to be directly stated or even rephrased in someone’s comments; there is a less direct
connection between beliefs reflected in written verdicts and the personal background reflected in
self-disclosures.

Instead, we developed a ranking evaluation. Others have used a ranking of models as an evaluation,
but have not ranked the response with distractor human responses [274, 289]. In our setup, we show
the annotators a set of k = 20 most relevant persona sentences from a user a, and three comments:
the comment of author Ci’ the generated comment from the model for that user, and a comment CZ /s
written by another user a’, for the same situation s. Then we ask the annotators to rank the comments
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with respect to the “possibility that they have been written by the user with the given self-disclosure
statements.” Ranking with both correct and incorrect human responses allows us to more clearly
understand model performance. This controls for the fact that multiple perspectives can be plausible
for a given situation. The model must connect the perspective and the personal background. It is more
difficult for models to be ranked over the ground truth than it is to outperform other human responses.
We find that 70.8% of rankings have the correct human response over the incorrect one. This gives us
an upper bound on model performance. In the second part of our evaluation, we focus on the fluency
and relevance of the comment with respect to the situation. We show annotators the situation summary
title s, and two comments: the gold comment c3,, and the corresponding generated comment from our
model. We ask the annotators to pick the most fluent comment and the most relevant comment about
the given situation summary.

Model BL-17 BL-27 R-17 R-L1 Dist-1T Dist-27 DistS-17 DistS-21
PAA [281] 15.0 5.1 189 163 001 0.06 0.41 0.53
BART + Priming 4.6 19 184 148  0.02 0.14 0.52 0.61
BART + User Id 4.1 1.7 187 152 0.03 0.15 0.54 0.63
BART + TE (S) 9.9 42 254 197 0033 0.17 0.5 0.57
BART + TE (C) 5.0 24 188 156  0.029 0.14 0.52 0.62
BART + SD (S) 42 20 191 158  0.03 0.15 0.41 0.55
BART + SD (C) 5.8 24 235 188  0.03 0.16 0.47 0.63
FlanT5 + Priming ~ 10.7 42 157 136 0.2 0.1 0.59 0.75
FlanT5 + UserId 5.7 24 199 157  0.029 0.14 0.61 0.77
FlanTS + TE(S) 253 90 256 176  0.053  0.387 0.73 0.92
FlanT5 + TE (C) 7.6 290 182 120  0.032 0.25 0.62 0.73
FlanT5 + SD (S) 11.9 5.1 17.1 114 0.04 0.29 0.65 0.8
FlanT5 + SD (C)  18.3 59 188 125 004 0.29 0.64 0.79

Table 7.2: Automatic metrics of fine-tuned models, for our based models with priming, user id, twin encoder
(TE), and style decoder (SD). We report BLEU-1 (BL-1), BLEU-2 (BL-2), ROUGE-1 (R-1), ROUGE-L
(R-L) scores in the range of 0-100 and diversity metrics Distinct n-grams (Dist-n), and Distinct n-grams
across situations (DistS-n) in the range 0-1. (S) means the model uses self-disclosure sentences as additional
information, (C) past comments. The auxiliary set of information is extracted using the most similar method.

7.7 Results and Analysis

Similar self-disclosure statements were most useful for perspective taking. In Table 7.2, we report
the automatic results for all combinations of architectures from our models. Furthermore, BART-based
models were the most sensitive with respect to the retrieval method used to extract the set of auxiliary
sentences. When random self-disclosure sentences or comments were utilized, the generation of the
BART-based model would degrade, and upon manual inspection of the results, the generated output
would contain only NTA/YTA tokens.

Moreover, in Table 7.3, we report the similarity of the generated text with the auxiliary sentences
provided. We provide the maximum, mean, and minimum similarity between the verdict and the
sentences in the extracted set. In addition, we provide as a reference, the similarity between the
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Model MaxT MeanT Minf
Gold Reference 0.31 0.1 -0.03
PAA [281] 0.26 0.08 -0.05

BART + Priming 0.26 0.08 -0.05
BART + User Id 0.25 0.07 -0.05
BART + TE (S) 0.27 0.08 -0.05
BART + TE (C) 0.27 0.08 -0.05
BART + SD (S) 0.25 0.07 -0.05
BART + SD (C) 0.26 0.08 -0.05

FlanT5 + Priming  0.25 0.08 -0.05
FlanT5 + User Id 0.25 0.08 -0.05
FlanT5 + TE (S) 0.29 0.1 -0.04
FlanT5 + TE (C) 0.25 0.08 -0.05
FlanT5 + SD (S) 0.26 0.08 -0.05
FlanT5 + SD (C) 0.26 0.08 -0.05

Table 7.3: We provide the maximum (Max), mean and minimum (Min) similarity between the verdict and the
auxiliary sentences in the extracted set.

original judgments and the auxiliary information. We notice that our FlanT5 + TE (S) model has the
best results and the closest to the gold reference.

In Table 7.4, we report the results for FlanT5 + TE (PS), with different numbers of self-disclosure
sentences as context. Our experiments are run with {5, 10, 15,20,25,30}. We notice that the
best-performing model uses 20 self-disclosure sentences. However, the differences between the
models’ performance are small, and one can trade off small performance values, with computational
speed-up, by using only the top-5 self-disclosure sentences. Incorporating more information is helpful
up to a point where the context gets longer and includes fewer similar statements.

Sentences BLEU-1 BLEU-2 R-1 R-L

5 241 8.4 254 177
10 24.6 8.8 26.0 18.2
15 244 8.7 25.8 18.0
20 253 9.0 25.6 17.6
25 24.1 8.3 25.0 175
30 229 7.7 247 174

Table 7.4: Automatic metrics (R=ROUGE) of the FlanT5 + TE (PS) model with varying number of self-disclosure
sentences in the range [5 — 30].

The twin encoder architecture performed best for both models. The key difference between the
two architectures is that information about the situation and the auxiliary context is combined. In
the twin encoder, information is combined before the decoder performs the cross-attention with the
encoder states, while in the style decoder, the information is combined after the decoder. Hence, in our
case, it proved to be more useful to use only one decoder layer and combine the information earlier, as
opposed to previous work [272]. In general, the FlanT5 variations proved to perform better, which
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may be attributed to the size difference of the base models (250M vs 140M). In addition, FlanT5 + TE
(PS) performs better than the PAA model despite having fewer parameters. Moreover, FlanT5 + TE
(PS), has the most diverse responses, even across situations, with scores close to the original responses
on Reddit. Among priming and user ID, that do not require any architecture changes, priming was
better. However, in the case of FlanT5 + priming, it generated excessively long responses resulting in
nonsense judgments.

Model BLEU-2 Dist-2 DistS-2
Llama2-7B FT (S) 6.5 0.16 0.93
Llama2-7B (S) 5.4 0.1 0.63
Llama2-13B (S) 4.8 0.15 0.82
Llama2-70B (S) 5.8 0.14 0.49
Llama2-7B (C) 4.6 0.053 0.8
Llama2-13B (C) 6.4 0.22 0.9
Llama2-70B (C) 6.5 0.27 0.81
Llama2-7B (P) 3.5 0.02 0.77
Llama2-13B (P) 4.5 0.12 0.88
Llama2-70B (P) 6.4 0.25 0.86

Table 7.5: Automatic metrics for different Llama2 models prompted with: 1) self-disclosure (S), 2) comments
(C), 3) pairs of past situation/comments, and fine-tuned (FT) version of Llama2-7B model.

LLMs performed worse than tailored architectures. Table 7.5 shows the results of Llama2 variants
for different prompts. Large versions of Llama2 13B and 70B models perform best when the prompt
contains past examples of user comments (C). On the other hand, the performance drops for both
7B and 13B models, when utilizing pairs of past situations/comments of the author. This drop in
performance may be attributed to the expanded context size resulting from the incorporation of
past situations. Additionally, we also report the results for the fine-tuned Llama2-7B model with
self-disclosure sentences. Performance of the model is improved compared to in-context learning
with prompting, reaching the performance of Llama2-70B model. Nevertheless, all the large models
performed worse than our top model, despite having almost 100 times more parameters.

Generated Generated

Model over over
Incorrect T Correct T
BART + TE (S) 62.8% 38.9%
FlanT5 + TE (S) 67.2% 42%0
FlanT5 + SD (C) 49.4% 39.4%

Table 7.6: Human evaluation results related to the ranking of comments with respect to the given persona.
Correct is ranked over incorrect 70.8% of the time, providing an upper bound for generated over correct.

Human evaluation confirms the superiority of our model, showing a gap between human
performance. In Table 7.6 we show the results for the first part of the survey, which is related more to

2 DistS-1 and DistS-2 for original comments on Reddit were 0.76 and 0.93 respectively.
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Model Fluency T Relevance T
BART + TE (S) 43% 42%
FlanT5 + TE (S) 30.6% 25.6%
FlanT5 + SD (C) 41.7% 40%

Table 7.7: Human evaluation results for our top two models BART and FlanT5 fine-tuned with Twin Encoder
(TE) with self-disclosure sentences (S), and FlanT5 + Style Decoder (SD), with comments.

alignment between the generated response and the self-disclosure sentences of the user. We report the
average accuracy for the number of times the generated comment was higher in rank over the incorrect
and the correct one. FlanT5 + TE (PS), is performing the best across all metrics, with almost 5%
better accuracy in selecting the generated comment over the incorrect one. This finding suggests that
the more diverse responses align closer to the self-disclosure sentences of the users. The generated
is ranked over the correct response 42% of the time, showing room for improvement, as we would
expect this to be close to 50% if they were indistinguishable. The agreement between annotators is
0.45 for the FlanT5 + TE (PS), which is a moderate agreement, while the other two models show fair
agreement with 0.27 and 0.22. The results for the human evaluation related to comment fluency and
relevance, are shown in Table 7.7. We report the average accuracy of human annotators in selecting
the generated comment in the evaluation. Human annotators selected the BART + TE (PS) model
most often. The main reason for these results might be due to the length of the comment. BART + TE
(PS), on average, has shorter responses (25.3 for BART versus 49.9 for FlanTS5). The Cohen Kappa for
these annotations is 0.3 for FlanT5 + TE (PS), 0.27 for BART + TE (PS), and 0.24 for FlanT5 + SD
(C), which shows a fair agreement between the annotators.

Verdict Situations Authors
Model BLEU-1 Acc F1 BLEU-2 Ace F1 BLEU-1 Acc F1
Avg. Embed [16] 86.1 83.3 - 66.5 56.2 - 86.0 83.2

BART + TE (PS) 42 834 79.2 3.1 68.1 512 8.6 74.0 62.2
FlanT5 + TE (PS) 9.0 77.1 735 222 65.5 56.8 23.1 762 728

Table 7.8: Perspectivist classification for our best two models and the best model from previous work, the
averaged embeddings (Avg. Embed).

Generated perspectives are competitive with perspectivist classification. As a follow-up analysis,
we evaluated our model on the perspective classification task from Plepi et al. [16] by extracting the
labels (NTA/YTA) from the generated comments. We use their splits; the verdict split (default for our
generative experiments), situation, and author splits, which have disjoint sets of situations and authors
respectively, across train, validation, and test.

Table 7.8 presents the results of perspective classification for our top two performing models,
compared to the personalized model with average embeddings [16]. The previous work performs
better on author and verdict splits. It has the advantage of training explicitly for the classification task.
Their average embedding model was the highest performing overall, though their priming method
achieved 69.6% accuracy on the situation split (Section 5.5), which proved to be the most difficult
split. Our FlanT5 + TE (PS) model has a slightly better F1-score for the situation split
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Situation

FlanT5 + TE (S)

BART + TE ()

AITA for clapping back on a woman
who turned out to be deranged

after she made a huge scene on me
buying meat products in a grocery store?

NTA - she’s gonna learn a valuable lesson from it.

It doesn’t help her to be a jerk.

NTA. It’s not your fault she didn’t
get help. If she wanted a
confrontation she should have
done it herself.

AITA for being cold to my ex-fiancé
and demanding a paternity test
after her infidelity?

NTA. It’s an unfortunate situation and
the kid is going to end up yours, and
you have every right to go out

of your way to make it right.

NTA. You’re not responsible for her life,
and you don’t owe her anything.
Good on you for sticking up for yourself.

AITA for expecting my wife to do more
of the housework because
I bring in more income?

YTA There are times where you have to
justify your sex life, or try to “compromise”
with your partners. Your wife (the A)

is willing to do the bulk of the housework
and is willing (the B) to work hard

YTA. You are the asshole for expecting
your wife to work more hours than
you are for asking her to do more work.

AITA for choosing my girlfriend over my parents?

NTA. Your parents are toxic, they will
only ruin your life the next time.
And it is the least that you could do.

NTA. Your parents are the assholes.

AITA for not wanting to cover/swap shifts
with coworkers who are ’sick’ with period pain?

NTA They need to see a doctor and be able

to manage their own period pain. Just tell them
to go get a different doctor and take care

of yourself first.

YTA. You don’t have to cover someone
else’s shift just because they’re in pain.
It’s not like you’re a bad person

for not taking care of your coworkers.

AITA for being angry at my sister
for not attending our fathers funeral
because of his criminal history?

YTA. She is a convicted murderer,
not you. She is angry at him.

YTA. It’s your fault not hers.

Table 7.9: We show the generated outputs from two of our top models, for different situations.

Generated Examples Table 7.9, shows generated examples from our best models, FlanT5 + TE (S)
and BART + TE (S) for the same personas per situation. We pick a variety of situations with different
perspectives. This table shows the relevance and fluency of the generated outputs with respect to
the situation. In addition, we report in Table 7.10, several comments per situation generated from
our model, for different personas. Here we can notice the diversity of generated comments and
perspectives per situation, given different personas.

Furthermore, we note in Table 7.11, samples of self-disclosure sentences from a user in our dataset,
together with the generated texts from our FlanT5 + TE (S) model and the original comment. One can
infer from the sample that the person giving the judgment had kids while in an intimate relationship
and is no longer in that relationship. They give a judgment in similar situations related to these
experiences, the first one involving an ex, and the other one involving marriage. The first situation, is
a controversial one, with a ratio of original NTA/YTA verdicts equal to 0.47. We notice that in both
cases, our model correctly predicts the verdict, together with the rationale behind it.

Situation FlanT5 + TE (S)

NTA It’s reasonable for you to not be interested in a particular type of person

YTA. Regardless of your feelings and intentions, you didn’t date her because of her sex life.

YTA, thats a huge asshole move. If you wanted to break up with her, you should have had a talk with her.
NTA, that’s your wedding to do as you please.

YTA. She’s already told you she wouldn’t have a big bday celebration

NTA, in all honesty and trust you are 100% secure, in the world and trust should never be abused

NTA -your girlfriend sounds weirdly controlling and untrusting

YTA. my husband does this too, and he is probably hiding stuff. I guess you too.

AITA for dating a girl because of her sexual history?

AITA for saying no to celebrating
my nephews birthday at my wedding?

AITA for not letting my partner see my search history?

Table 7.10: We show the generated outputs from our top model, for different situations and different personas.
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Self-Disclosure Sentences:

I think once my kids get busy with activities and sports and things it will be like oh,
dad used to date her and she had kids... But given the distance I don’t see
them maintaining a relationship.

I do have a college fund that is funded by my side of the family for them -
my ex doesn’t contribute to that.

I like the idea of simply thanking her and being honest that you can’t reciprocate right now,
but appreciate the thought.

Just to get it off my plate and to also set the boundary that if it’s not emergent,
it’s not something I will respond to immediately.

I always tell my kids that it’s ok to like something and not like other things,
but it’s not ok to be dismissive to others of what they enjoy.

I explained to my kids that all parents (whether it’s a friend’s mom or their dad)
have different rules for their homes.

Situation A:

AITA for going into my ex-mother-in-law’s to chit chat after dropping my kids off?

Generated:

NTA. Your ex and MIL are being very childish. Your ex didn’t want you and his mom to talk so much.
There was no reason for her not to be friendly with you.

Gold:

NTA. Here’s why I think this is true, in a divorce everyone is hurt, everyone has an opinion about
what relationships need to be maintained and cut off. Your ex-MIL still wants to be friendly with you,
that’s her position. She invited you in. You still enjoy talking to your ex-MIL so you accepted reluctantly.
Your ex does not like that you and his mom are friendly, which is fair on his part too, he has

another relationship.

Situation B:

AITA for not wanting to attend my friend’s wedding since I am not a bridesmaid?

Generated:

NTA. I understand the bridesmaids feeling you wanted to be there for her,

but you can’t choose what her party is. That’s just a problem for her.

Gold:

NTA. I don’t think it’s wrong to avoid the wedding considering you state it’s a financial burden
that you’d rather avoid if you aren’t in the wedding. You thought your friendship was

in a different place than she did. She’s not picked you, not an asshole for being upset -

you are entitled to your feelings.

Table 7.11: Sampled self-disclosure sentences from a user in our dataset, together with the generated texts from
our FlanT5 + TE (S) model and the original comment.

7.8 Summary

In this chapter, we addressed the fourth research question, focusing on personalized language generation
and the type of information that is more helpful for generating personalized language.

We discussed the limitations of previous work on persona-based dialog and three areas of
improvement. First, we investigated the differences between artificial and realistic personas and
introduced the PersonaSocialNorms corpus in Section 7.3, which contains real self-disclosure
comments from the authors and judgments of conflict situations. In addition, we formulated the
problem of language generation, given a data point, a post, and a personal verdict, together with
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the corresponding self-disclosure sentences of the author. Second, we studied which information
is most useful to perspective taking, finding that self-disclosure statements that were similar to the
situation were most useful. Additionally, we explored the trade-off between the amount of additional
personalized information and the performance of the models. Third, we compared tailored architectures
to LLMs, including two novel methods, finding that our twin encoder architecture outperformed recent
work, FlanT5, and Llama2 models. Lastly, we found that previous consistency evaluation metrics
were inadequate and proposed a human ranking evaluation that includes similar human responses.
Additionally, we found that our generation model performed competitively with previous work on
perspective classification.
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CHAPTER 8

Conclusions and Future Work

In this closing chapter, we summarize the significant contributions made throughout this dissertation.
We elaborate on the main findings, related to each research question defined in Section 1.3. Moreover,
we acknowledge the limitations encountered during our research. Recognizing these limitations is
crucial, as it lays a foundation for continuous improvement and advancement in the field. Building
upon this foundation, we identify promising research directions that can build on the findings of this
dissertation, proposing new inquiries and methodologies that could further enrich the field.

8.1 Conclusions

RQ1I: Can we enhance text classification tasks by incorporating authors’ context?

In addressing this research question, we explored social networks of authors interactions, and
contextual information to enhance text classification tasks.We focused on the sarcasm detection task
as a case study, due to the subjectivity in its interpretation and the difference between the intended
meaning of the utterance and its literal meaning. Therefore, this task exemplifies how additional
context can significantly improve text classification. To facilitate this, we collected a dataset from
Twitter (now X) for sarcasm detection, using an enhanced approach of reactive supervision method
[87]. This method, allowed us to collect additional conversational and user context, as well as to
capture different types of sarcasm. Moreover, we developed a heterogeneous graph structure that
integrated both user and text nodes, along with their interconnecting edges. Our approach centered on
employing a deep graph attention-based model, that can jointly model both users’ social networks
and the relations between a sarcastic tweet and the conversational context. Our results showed, that
this graph structure significantly outperforms state-of-the-art results, underscoring the importance of
modeling social network interactions as graphs, jointly with text, as an effective way to learn better
representations for both text and users.

The key contributions of our work for RQ/ include:

* Model Development: We present the first graph attention-based model to identify sarcasm
on social media by explicitly modeling authors’ social and historical context jointly, capturing
complex relations between a sarcastic tweet and its conversational context.
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* Performance Enhancement: We demonstrate that exploiting these relationships increases
performance in the sarcasm detection task, reaching state-of-the-art results on the recent SPIRS
dataset [87], which we expand with author history. We examine the impact of different parts of
the context, captured by attention weights, in modeling sarcastic utterances.

» Dataset Collection: We collect a new dataset on Twitter by extending a semi-supervised method
that uses reactive supervision and provides additional contextual information.

* Insights into Sarcasm Detection: Our experiments revealed that while user-based models are
adept at detecting an author’s sarcastic intentions, they are less effective in identifying how
sarcasm is perceived by others.

RQ2: How can we model the context of recipients to accurately predict their responses to
various discourses?

In addressing RQ2, we focused on modeling the context of recipients to accurately model their
responses to various discourses. To tackle this problem, we constructed a dataset from Reddit,
that contains description of real-life conflicts, and users’ perspectives regarding these conflicts.
Additionally, we annotated a set of 500 conflicts with six aspects of conflict. Moreover, we introduced
a novel problem setting, of predicting whether someone will perceive the actions of one individual
as right or wrong in a given situation. To model annotators, we explored several personalization
methods, namely average embeddings, priming, authorship attribution, graph attention network, and
annotator ID. Overall, we found that averaging embeddings provided a strong and relatively simple
approach. The authorship attribution and graph attention networks were consistently high-performing
across splits, while for the situation split, annotator-level accuracy was highest with the priming
approach. These methods outperform the common approach of representing authors with a single
ID. We performed our experiments by applying different data splits and analyzing the results by
individuals, demographics, available data, and the type of task. Our analysis, across tasks, showed
a direct correlation between the closeness of the relationship between parties in conflict and the
effectiveness of personalization. Our key findings show the importance of personalization in modeling
recipients, in order to better understand their perspectives across various real-life social situations.

The key contributions of our work for RQ2 include:

* Dataset Collection: We utilize Reddit community to construct a dataset that contains individual
assessments of conflict situations. Additionally, this dataset includes: 1) Clustering of the
descriptions of social situations involving interpersonal conflict 2) a set of 500 conflicts annotated
with six aspects of conflict 3) Annotators’ context, including their past comments together with
their demographics.

* Comprehensive Analysis: We conducted a thorough analysis of model performance, con-
sidering factors such as individual user characteristics, demographic groupings, the volume of
available data, and task type.

* Problem Setting: A discussion of the relation between data perspectivism and personalization,
and introducing a new problem setting for subjective task analysis.
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* Methodological Comparison: A novel comparison of various personalization methods under
the new problem setting.

RQ3: Do the dynamic user representations help to capture the temporal behavior of users
related to their social networks?

To address this research question, we explored datasets and methodology to model and capture
temporal behavior. We introduced FACTOID, a new user-centered dataset for misinformation spreader
analysis, that focuses on the political discussions on Reddit from the beginning of January 2020 until
April 2021. Apart from the fake news/real news distinction, the dataset contains fine-grained labels
about the users’ credibility level and political bias. First, we conducted experiments under the static
setting, for identifying misinformation spreaders. We provided various methods that utilize the social
connections between the users along with their psycho-linguistic features.

In addition, we provided a temporal analysis of our dataset, exploring the user behavior over
a range of months. We found different peaks and fluctuations in the percentages of user-to-user
relationships, influenced by a variety of events and their behaviors. These initial findings suggested
that understanding the temporal dynamics of user behavior could offer more insights than static
analysis alone. To better capture the dynamic context of users and their interactions, we proposed a
dynamic graph neural network framework that generates temporal graph representations from the
users’ semantic similarities and social interactions over time. Our extensive experiments and ablation
study demonstrated that the temporal graphs are more efficient than content-based models or simple
static graphs for predicting (a) the future misinformation spreading behavior, (b) the behavior of
unseen users, and (c) misinformation spreading behavior in a zero-shot scenario. Through exploratory
experiments, we analyzed the various aspects of the framework to provide insight into its usability.
These experiments showed that dynamic semantic similarities lead to better results than social ones.
The ablation study on the components of the model revealed that the temporal modeling of the users’
semantic similarities and social interactions significantly contributes to identifying misinformation
spreaders effectively. Our error analysis indicated that the misclassified fake news spreaders tend
to post a very low number of fake news posts and a high number of real news posts from highly
credible sources. Yet, the proposed framework is applicable as a human moderator-assistance tool for
identifying users who post fake news more consistently.

The key contributions of our work for RQ3 include:

* Dataset Collection: We introduce FACTOID, a user-level FACtuality and pOlitical blas
Dataset, that contains a set of 4,150 news-spreading users with 3.3M Reddit posts in discussions
on contemporary political topics, covering the time period from January 2020 to April 2021 on
individual user level.

* Static Setting Experiments: We conducted classification experiments to identify misinforma-
tion spreaders in a static setting, leveraging users’ social networks and a combination of their
posting history representations and psycho-linguistic features.

* Dynamic Framework Development: We develop a dynamic graph neural network framework
for (a) predicting the users’ future misinformation spreading behavior, (b) predicting the behavior
of unseen users, and (c) predicting misinformation spreading behavior in a zero-shot scenario.
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* Performance: We show that our proposed dynamic framework outperforms the baseline
content-based models as well as the static graph model, highlighting the effectiveness of
temporal graph representations.

RQ4: How effectively can generative models adopt personalized perspectives using user
context, and what strategies can be employed to incorporate this context into the models?

To address this research question, we explore a personalized language generation task. We examined
this through the lens of generating perspectives on conflict situations. In this study, we utilized
PersonaSocialNorms dataset containing judgments, and realistic self-disclosure statements written by
the annotators. Initially, we studied which information is most useful for perspective taking, finding
that self-disclosure statements that were similar to the situation were most useful. Furthermore, we
encourage the use of representative and diverse self-disclosure sentences or past comments written by
the user related to the topic. We experimented with ways to incorporate the self-disclosure statements,
in different adapted encoder-decoder architectures. In the first architecture, twin encoder (TE), we
extend the transformer architecture with an additional encoder, to capture the personalized information,
while in the style decoder (SD) architecture, we utilize an additional decoder, in order to focus on
personalized features during generation. We compared our tailored architectures to an autoregressive
Llama2 model, finding that our twin encoder architecture outperformed recent work. Additionally,
we found that our generation model performed competitively with previous work on perspective
classification.

Lastly, we found that previous consistency evaluation metrics were inadequate and proposed a
human ranking evaluation that includes similar human responses. To evaluate our models, we applied
this new evaluation schema by asking humans to rank the human response, model output, and a
distractor human response.

The key contributions of our work for RQ4 include:

* Dataset Adaptation: We construct a corpus, containing 95K judgments of social situations
written by 6K authors, together with their self-disclosure statements.

* Model Development: We design two transformer architectures twin encoder and style decoder,
tailored for incorporating auxiliary personalized information by extending the encoder or
decoder of original transformers, and find that our twin encoder approach outperforms LLMs.

* Evaluation Setting: We develop a novel evaluation by asking humans to rank the human
response, model output, and a distractor human response, combining approaches from persona
consistency.

8.2 Limitations and Future Work

This thesis has presented our research endeavors in learning dynamic user representations on social
media, employing various methodologies across different tasks. Although we achieved adequate
results to validate our research questions, these contributions are intended to ignite further exploration
and discussion in this field. However, like all research, ours too comes with its limitations, some of
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which were not fully addressed within the scope of this thesis and can be explored in future work. We
list the following main limitations, together with the future work that can extend our work to tackle
these limitations:

* Data Quality: Throughout our research, we constructed various datasets where some of
those focus on a) text classification, expanded with additional user information, and b) user
classification. Expanding the existing datasets with user information might result in sparse
social networks, due to the primary focus of the dataset being on the text. Such datasets usually
contain 1) only one text of a user, having a 1:1 mapping between user and text, and 2) text from
users that do not interact often, and also users that have no interactions with each other, which
may result in graphs that have a low density. Future work could enhance data collection for
personalized NLP tasks by following more closely user relationships and interactions. Such
work, can collect datasets by focusing on an initial random seed of users, and further expand
upon their texts, or their networks before collecting another seed of users to repeat the process.
In such a way, we make sure to construct high-density graphs and better explore their social
interactions related to the specific topic of interest. However, upon collection of the initial seed
of users, one should pay attention to having a diverse set of users, such as they contain a diverse
set of interests, behaviors, perspectives, and opinions.

* Automatic User Labels: Automatically labeled datasets should be utilized with caution since
they might include wrongly labeled posts and, by extension, wrongly labeled users. For example,
upon manual inspection, many posts contained multiple links from mixed sources (credible and
non-credible). We argue that the ratio of the non-credible to credible news sources posted in one
post should be considered as a labeling threshold instead. More specifically, if more than half
the sources within one post are non-credible, only then should it be labeled as misinformation.
We acknowledge that there is a very thin line separating real news spreaders and misinformation
spreaders.

Future research could refine these methods, possibly introducing a new category of ’potential
misinformation spreaders’ for users whose posts fall into ambiguous territory. To further improve
the automatic labels, one can increase the amount of manual annotations. For example, we can
constrain the topic of interest for capturing misinformation spreaders, and train annotators to
separate users that tend to spread misinformation or not for that particular topic. This can be
explored as an intersection with additional labels for that topic, like the users’ stance, or their
beliefs.

» Large Scale User History: Utilizing extensive user histories can introduce noise unrelated to
the task at hand, potentially affecting certain methods like priming. While initial attempts at
cleaning and processing this data were made, future research could explore more sophisticated
techniques to enhance the quality and relevance of user history data.

* Context Size: During the time of this research, we were often constrained by models’ maximum
context length. By improving the quality with more manual labeling and reducing the size
of user information, future work can further explore the priming method, which is similar to
retrieval augmented generation (RAG). With advancements in large language models (LLMs)
and increased context sizes, future research could delve deeper into these areas, both in the
training and evaluation phases, for better controlling personalized generation outputs.
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Future Work

The field of personalized Natural Language Processing (NLP) is rapidly evolving, particularly with the
advancements in Large Language Models (LLMs) and expanding context sizes. Our research, while
primarily centered around social media data, has the potential to be extended to other domains, such as
healthcare, automotive assistance, finance, law, and beyond. For instance, our preliminary work [290]
in modeling disease paths with anonymized patient data showcases the potential for applying these
methodologies in medical contexts. Our graph modeling approaches can be adapted to capture the
relations between disease paths and patient histories, and are likely to significantly enhance medical
diagnostic processes.

Moreover, there exists promising research for augmenting medical assistant chatbots with the ability
to customize interactions based on the nuanced preferences and behaviors of users. By embedding
personalized attributes into these medical assistants, there’s an opportunity to improve their emotional
and cognitive empathy, thereby fostering a deeper connection with users [291, 255]. This improvement
in empathetic interaction requires the systems to not only grasp the textual content, but also to carefully
interpret the underlying emotions and viewpoints of the users. Furthermore, our temporal Dynamic
Graph Neural Network (DyGNN) framework can be adapted to interpret the temporal dynamics of an
individual’s emotional state, and enhance the system’s understanding of their perspectives.

Another interesting research direction consists of transferring the approaches introduced in this
work to personalized sales assistants, moving beyond traditional recommendation systems. These
personalized sales assistants, interact with the customers, by engaging in dialogues that exchange
subjective product opinions [292]. This approach can be further extended to improve the assistants’
understanding of both the customers’ past and present preferences, thereby enhancing the quality
of recommendations and overall satisfaction with the purchasing experience. Additionally, the
heterogeneous graph modeling introduced earlier in Chapter 4, offers a promising direction on being
used to capture relations between users and items, in order to predict preferred items of new users
based on their social network similarity.

Moreover, we also propose to further explore the challenge of cold-start users. Such users may lack
sufficient additional context, making it difficult to compute an initial representation for them. Future
work can explore different strategies on how to utilize the current users to initialize cold-start users
and their effect on the performance of NLP systems. Another line of research can focus on grouping
users based on their interests, behavior, and perspectives, in order to capture group context instead of
individual context. Grouping similar users in a single representation can help to reduce the number of
computations and keep the number of additional representations fixed (contrary to having to add new
user representations for each unseen user), in addition to reducing the sparsity of individual context.
For instance, SBIC dataset [293], contains demographic information for their annotators, which can
be further utilized to group annotators in order to reduce their sparsity in annotations.

On a broader scale, this thesis has laid the groundwork for representing and incorporating user
context into NLP systems to enhance their performance. The benefits of our approaches to learning
user context can be transferred to learning any additional context, such as triples from a knowledge
graph (KG), which can serve as an additional context that supports a piece of text [294, 295]. Given an
external KG, one can encode the subgraphs, in order to improve performance in tasks like fact-checking
[296], or open domain question answering [297]. For instance, the emerging area of LLM has achieved
a significant increase in their language understanding and generation capabilities. However, such
advancements, come with a concerning trend of LLMs tendency to generate text that is not factual or
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faithful, referring as hallucinations [298]. By augmenting LLMs, with Graph Neural Network (GNN)
sublayers that can model input queries alongside with supporting subgraphs from KGs, it is possible
to significantly enhance the factual accuracy and reasoning abilities of these models [299, 300]. Such
an approach not only addresses the issue of hallucinations but also paves the way for more reliable and
contextually informed NLP systems, capable of overcoming challenges of real-world information and
knowledge representation.

Future research can build on the foundations laid by the contributions of this thesis, potentially
leading to the development of personalized systems across various domains. The methodologies and
resources we have developed offer a robust starting point for future explorations, aiming to enhance
the personalization and accuracy of NLP systems in diverse settings.

8.3 Ethical Considerations

The ability to automatically approximate personal characteristics of online users in order to improve
natural language classification algorithms requires us to consider a range of ethical concerns, including:
(1) privacy and user consent, (2) representativeness of the data for generalization, and (3) user
vulnerability to a potential model or data misuse or misinterpretation.

Use of any user data for personalization shall be transparent, and limited to the given purpose,
no individual posts shall be republished [301]. Researchers are advised to take account of users’
expectations [302, 303, 304] when collecting public data such as Twitter (now X), or Reddit. In this
case, when we collect a dataset from scratch, or expand the original datasets with a more extensive
user history, we utilize publicly available Twitter or Reddit data in a purely observational [305], and
non-intrusive manner. All user data is kept separately on protected servers, linked to the raw text and
network data only through anonymous IDs.

Shah et al. [306] identify four different sources of bias in NLP models: selection bias, label bias,
model overamplification, and semantic bias. While we can’t exclude any of those, the selection bias
should be kept in mind in particular, when reusing the presented model, as it is unclear to which extent
augmented datasets with user history represent a sample of the overall population on social media.

In addition, any user-augmented classification efforts risk invoking stereotyping and essentialism,
as the algorithm may lean towards labeling people rather than posts (e.g. “this is a sarcastic person” or
“this is a misinformation spreader”). Such stereotypes can cause harm even if they are accurate on
average differences [307]. These can be emphasized by the semblance of objectivity created by the
use of a computer algorithm [308]. It is important to be mindful of these effects when interpreting
the model results in its own end-application context. Furthermore, personalization, as presented
in our work, can be used to automatically infer people’s opinions about social norms and other
subjective stances, sentiments, or perceptions. This could be desired in some applications but could
be undesired or even harmful in others. Bias in models can cause misrepresentation and negatively
impact populations [309, 141]. These populations may be represented with the demographics we
identify, or may result from sample bias. Those not well represented in our data may be negatively
affected by the application of models such as ours, depending on their use. Although the implications
depend on the application, we generally suggest that if such a method is used in practice, that end-users
are made aware of how their data is being used and given the choice to not be a part of automated
decision processes based on these inferences.
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