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Abstract

In this thesis two models are studied: the Boltzmann equation and the incompressible Euler-
Poisson equation. Concerning the Boltzmann equation we analyze the longtime behavior of
so-called homoenergetic solutions in specific situations. In addition, we prove the limit of the
homogeneous Boltzmann equation with inverse power law interactions to the equation with hard
spheres interactions. On the other hand, we construct rotating solutions to the incompressible
FEuler-Poisson equation.

In Chapter 1 we give an introduction into both models under consideration. We first give
an introduction into the Boltzmann equation. We focus on previous mathematical results in
particular concerning the Cauchy problem in various settings as well as on homoenergetic solu-
tions. Then, we introduce the incompressible Euler-Poisson equation and give an overview of
previous results on ellipsoidal figures of equilibrium. Furthermore, we summarize related results
on models for stars and galaxies described by the compressible Euler-Poisson equation and the
Vlasov-Poisson equation, respectively. In addition, we review some standard methods used in
fluid mechanics, in particular in the study of stationary solutions to the Euler equations. Finally,
we end the introduction with a summary of the main results of the thesis.

In Chapter 2 we give an overview of the results in the work (I) given in Appendix A. In this
work the homoenergetic solutions to the Boltzmann equation for Maxwell molecules and shear
is studied. We prove that solutions converge to a self-similar solution as time goes to infinity.
In comparison with previous results we also cover the case of non-cutoff kernels.

In Chapter 3 we give a summary of the work (II) reproduced in Appendix B. Here we are
concerned with the longtime behavior of homoenergetic solutions for hard potentials and shear.
We prove that solutions close to equilibrium and with initially high enough temperature behave
like a Maxwellian distribution with a time-dependent temperature. Furthermore, we also prove
an asymptotics for the temperature as time goes to infinity.

In Chapter 4 we give an overview of the work (III) reproduced in Appendix C. This is joint
work with Jin Woo Jang, Alessia Nota, and Juan J. L. Veldzquez. We prove that the collision
kernel for inverse power law potentials 1/r°~! converges to the collision kernel for hard spheres
interactions when s — oco. Furthermore, we show that solutions to the homogeneous Boltzmann
equation with inverse power law interaction converge to solutions to the homogeneous Boltzmann
equation with hard spheres interaction.

In Chapter 5 we summarize the results in the article (IV) given in Appendix D. It is joint
work with Diego Alonso-Oran and Juan J. L. Velazquez. In this work we prove that the incom-
pressible Euler-Poisson equation admits stationary solutions in a rotating frame of reference in
two dimensions. More precisely, we consider a self-interaction fluid body which is perturbed by
an external particle with small mass. The fluid body is close to the unit disk and contains a
non-trivial velocity field. The velocity field is construct as a perturbation of a shear flow in the
unperturbed domain, the unit disk.
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Finally, in Chapter 6 we give some conclusive remarks as well as several open problems
related to homoenergetic solutions and the incompressible Euler-Poisson equation.

Appendices A, B, C and D contain the accepted manuscript of the published version of the
articles included in the thesis.
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Chapter 1

Introduction

In this chapter we give an introduction of the two main models studied in this thesis: (1) the
Boltzmann equation for dilute gases of kinetic theory and (2) the incompressible Euler-Poisson
equation of fluid mechanics. In Section 1.1 we consider the first while in Section 1.2 the second
model.

More precisely, in Section 1.1 we introduce the Boltzmann equation as well as basic proper-
ties. Furthermore, we give an overview of known results concerning both the Cauchy problem
as well as the longtime behavior. In addition, we discuss the modeling of collisions, in particular
the hard-sphere model and inverse power law models. The relation between these modeling ap-
proaches was studied in (III). Then, we introduce in detail the class of so-called homoenergetic
solutions, which were studied in the papers (I), (II). We give an overview of previous results, in
particular on the different possible longtime behaviors of homoenergetic solutions.

In Section 1.2 we introduce the incompressible Euler-Poisson equation and give an overview
of rotating self-gravitating fluid bodies. Such a model in two dimension including an external
particle was studied in (IV). Then, we draw the connection to models for stars and galaxies, i.e.
to the compressible Euler-Poisson and Vlasov-Poisson equation. Here, we state previous results
on the existence of steady states and rotating solutions. Finally, we give an overview of known
techniques which have been applied to the incompressible Euler and Euler-Poisson equation, in
particular those which have been used in this thesis.

1.1 Introduction to the Boltzmann equation

A fundamental model in collision kinetic theory of dilute gases is given by the Boltzmann equa-
tion. More precisely, particles in a gas are described in a statistical manner using a distribution
function f = f(t,z,v) > 0. The only features in the gas captured by this description is the
statistical distribution of particles at a certain time ¢ > 0 at a given space x € Q (2 C R? some
domain) with a given velocity v € R3. The only effects taken into account in the dynamics of
the gas are collisions between the particles (or collisions with the boundary of the domain). The
Boltzmann equation describes the evolution in time of the distribution function subject to some
given initial distribution fp, that is

Orf +v-Vaf =Q(f, 1),  [(0,2,0) = folz,v). (1.1.1)

The term Q(f, f) accounts for the interaction due to collisions between the particles and is called
collision operator. If one studies a gas in a domain then certain boundary conditions have to be
taken into account as well.
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The above equation has been introduced and studied by Boltzmann in [35], see also the
treatise [37]. An equivalent form was already derived by Maxwell in [128]. The main assumptions
in the derivation are

(i) Free streaming: Between collisions particles are assumed to move at constant speed. More
precisely, the trajectory of a particle in phase space is given by (z(t),v(t)) = (z(0) +

v(0)¢,v(0)).

(ii) Locality in space and time: Collision events between particles are assumed to happen
instantaneously and at one point in space. In particular, only the velocities are changed
due to a collision event.

(iii) Diluteness of gas: Collision events are assumed to take place only between two particles.
This reflects that the gas is rarefied / dilute enough, such that the probability of three or
more particles coming close to each other at the same time is negligible.

(iv) Molecular chaos: Two particles colliding are assumed to be uncorrelated (more precisely,
particles are independent and identically distributed with respect to f).

A non-rigorous derivation in the case of hard spheres (i.e. particles elastically collide like billiard
balls) can be found for instance in [47, Section II.3]. It uses the fact that the N-particle
distribution function is preserved along the Hamiltonian dynamics, which is typically referred
to as Liouville’s theorem. This entails the following general form of the collision operator

B /R:s /Sz B(lv—v|,n-0) (f(v') f(v)) = f(v) f(vs)) dodve, n=

V— Vg

. 1.1.2
e (112)
Here, we omitted the dependence on (t,x) in f since collision events are local in space and
time. Furthermore, (v',v}) are the velocities after a collision of two particles with velocities
(v,v4). Assuming that collisions are elastic (i.e. the kinetic energy is preserved) and using the
conservation of momentum one can derive the following representation of possible post-collisional
velocities

, vl |v—uy , vtue |v—uy 9
= v, = — o, o€S”.
2 2 o 2 2
Let us mention that this representation is referred to as o-representation. A different repre-
sentation is given by the w-representation, see [47]. Note that indeed we have conservation of

momentum and kinetic energy

v+o, =0 40, %MZ + %|U*‘2 = %W!Z + %]v{f (1.1.3)
In addition, in (1.1.2) the function B(|v —vs|,n-0) >0, termed collision kernel, depends on the
modeling of collision events. It is a function of the relative velocity |v — v.| and the deviation
angle 6 via n-o = cosf. We give more details on this function later on.

Let us mention that Q(f,f) is quadratic in f due to the diluteness of the gas (only two
particles are engaged in a collision event). Moreover it depends only on the tensor product f(v)®
f(vy), rather than the two-particle distribution function, due to the assumption of molecular

chaos. The collision operator naturally splits into a gain and a loss term

anln f f / 52B v*|,n-0)f(v/)f(v;)dadv*,
Qloss f f / SZB U*|,n-0)f(v)f(v*)dadv*
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taking into account the gain and loss of particles with velocity v due to collision events. Further-
more, the fact that on the microscopic level particles behave according to the laws of classical
mechanics can be seen from the appearance of the free streaming operator v-V, and the o-
representation of post-collisional velocities. In particular, both are time-reversible, whereas the
dynamics of the Boltzmann equation is not time-reversible.

Let us mention that the conservation of kinetic energy (1.1.3) underlies the assumption that
collisions are elastic. However, it is possible to take into account the loss of kinetic energy due
to for instance friction. The second equation in (1.1.3) is then relaxed to

2
Sl o2 = P - Sl = 2T <o
Here, the parameter e € [0,1] is the restitution coefficient and measures the in-elasticity of colli-
sions. We refer to the survey [159] and references therein for applications and the mathematical
study of the inelastic Boltzmann equation. Inelastic collisions were also considered for homoen-
ergetic solutions. However, in this thesis collisions are always elastic.

Collision kernel. The collision kernel B(|v —v,|,n-0) appearing in the collision operator
depends on the model used to describe collision events. In this sense, it allows to tune which
collisions are more probably than others.

There are two type of common models in the mathematical literature, see [47, 156]:

(i) Hard spheres: particles collide like billiard balls and the collision operator has the form
B(lv—vi|,n-0) = |v—uy.

(i) Inverse power law interactions: two particles interact with potential 1/r5~1 s € (2,00),
and the collision operator has the form

s—9H
s—1

B(Jv—vs|,n-0) = |v—v|"bs(cosb), ~=

Here, we used spherical coordinates for o € S? with north pole n to write n-o = cosf. The
quantity 6 € [0,7] is called the deviation angle. A formal derivation of this formula from
the study of the Hamiltonian dynamics induced by the inverse power law potential can
be found in Section C.1.2, see also [47, Section I1.5]. Due to the fact that the interaction
potential 1/7°~! is long-ranged the function bs(cos#) has a singularity of the form

sinfb,(cosf) ~ O~ 172/=D g 0. (1.1.4)

The term sin@ is included as it appears as a Jacobian when using spherical coordinates. In
fact, since the potential 1/r*~! is small, but does not vanish for large distances, two parti-
cles interact weakly in a collision event. Weak interactions correspond to small deviation
angles 6 = 0.

In particular, due to the singularity the collision rate is infinite, i.e.

s
B(lv—wvi|,n-0)do =27m|v — v*ﬂ/ bs(cosf)sinfdf = co. (1.1.5)
52 0
Let us mention that the case s =2, i.e. Coulomb interactions, is excluded. In fact, in this
case the collision kernel is too singular. In this situation a different model, the so-called
Landau equation, was proposed by Landau, see e.g. [114, Chapter IV]. Finally, as is proven
in the work (III) when s — oo the collision kernel converges to the hard sphere kernel.
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Due to the above models it is customary in the mathematical literature to assume that the
collision operator has the form

B(|v—vi|,n-0) = |v—0v4|"b(cosB), mn-o=-cosh,

for some non-negative function b and v € (—3,1]. The function b is often referred to as angular
part, while |v—w,|7 is called the kinetic part of the collision kernel. Furthermore, the following
nomenclature is used.

(i) Cutoff vs. non-cutoff: if the function sinfb(cosé) has a non-integrable singularity (like in
(1.1.5)) one refers to non-cutoff kernels. Otherwise one refers to a cutoff kernel. Cutoff
kernels are also said to satisfy the Grad’s cutoff assumption. In this case, one assumes
b(n-o) € L'(S?) or even b(n-o) € L=(S5?).

(ii) Homogeneity y: depending on -y one says that the underlying interaction potential is hard
if v > 0 or soft if v < 0. Moreover, if v =0 one refers to Maxwellian molecules. Note that
for inverse power laws 1/7°~! we have the cases: s > 5 (hard potentials), s = 5 (Maxwellian
molecules) and s < 5 (soft potentials).

Let us mention that the mathematical analysis strongly varies in each cases. In general, non-
cutoff kernels are more involved due to the singular behavior. Furthermore, hard potentials
turn out to be simpler than soft potentials. On the other hand, the fact that the collision kernel
does not depend on |v —v,| for Maxwell molecules (v = 0) leads to several simplifications in the
analysis.

Observables. In statistical physics the most relevant objects are given by macroscopic, phys-
ically measurable observables. In terms of the distribution function these are integrals of the
form

[ et f a0 do
R3

for some test function ¢(t,z,v). Using the fact that the mapping (o,v,v.) — (n,v’,v}) is bijective
with unit Jacobian and |v—v,| = [v' —v}|, (v —v«) -0 = (v —v))-n one obtains

Lewat.nedr=[ [ [ Blo-vln-o)ff. (o - ) dodedo

The above change of variables is usually referred to as pre-post-collisional change of variables.
Here, we use the common abbreviation ¢’ = ¢(v') and f. = f(v«). Taking also into account
the change of variables (v,v.) — (v4,v) in combination with the pre-post-collisional change of
variables one obtains

1
Lewat.p@do=g [ [ [ Bo-vlna)f 1.+ d- o) dodu.do.
As a consequence of (1.1.3) we have
[, e@QU.N@ =0, for o) =1, 1,02, v5, 3l

Observables ¢ = p(v) satisfying the above equation are called collision invariants. In fact, all
collision invariants are a linear combination of 1, v1, va, v3, [v|?, see e.g. [51, Section 3.1].
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Let us mention that these collision invariants allow to derive macroscopic conservation laws
for the local density p(t,x), local momentum V (t,x) and local energy e(t,x), see [47, Section
I1.8], where

p(t,z) :/Rgf(t,x,v)dv, p(t,z)V (t,x) :/Riﬂ vf(t,z,v)dv, ( |
1.1.6
p(t,z)e(t,z) = ;/]R?’ lv =V (t,2)|*f(t,z,v)dv.

Let us recall that the local energy e(t,z) is related to the local temperature T'(¢,z) via the
formula e(t,x) = %kBT(t,x), where kg = 1.380649-10723 JK~! is the Boltzmann constant.
H-Theorem. An important result of Boltzmann’s analysis in [35, 36] was the derivation of
the second law of thermodynamics, that is the entropy in a closed thermodynamical system is
increasing in time. Moreover, the system evolves towards a Maxwellian equilibrium distribution.
This is now referred to as H-Theorem. A mathematical derivation of all equilibrium distributions
to the Boltzmann equation is given in [61]. Let us mention only the main steps.
The negative entropy is given by

H(f(t)):/Q/RSf(t,x,v) In f(t,x,v)dvdz.

One can then deduce

SHEO) = [ [ QU0 f(t,0.0) dvds.

Exploiting the symmetry of the collision operator and applying the pre-post-collisional change
of variables one obtains

L (@) = —D(r)),

dt
D(f(t)):i/g/RS/RsB(]v—v*],n-a) (f' 1= ff) (' f2) = n(f f.)) dveduda.

Note that the so-called entropy dissipation D(f(t)) is non-negative, since z — Inz is an increasing
function. Thus, the negative entropy is non-increasing. Furthermore, fj is a time-independent
solution if and only if D(f) = 0. This implies that In fo(z,v) is a collision invariant for (almost
all) z € 2 and thus

folz,v) = p(z) p <_1’U_VW> _

CrT(@)32 P\ 72 T@)

Functions of this form are called local Mazwellian and satisfy Q( fo, fo) =0. On the other hand, in
order for fy to be a stationary solution to the Boltzmann equation (1.1.1) one needs v-V, fo =0
including appropriate boundary conditions. One can deduce that this implies the functional
form

PO _lvl2 _ .
fO(CUa ):We [v]2/2To—2A0z-v

with constants pg, Tp > 0 and a skew-symmetric matrix Ag € R3*3. Let us mention that the
appearance of Ay depends on the boundary conditions and most importantly on the symmetry
properties of the boundary 9€2. It takes into account for a non-zero angular momentum around

an axis of symmetry of Q. If  has no axis of symmetry Ag =0 and one recovers a homogeneous
Maxwellian distribution.
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1.1.1 Overview of mathematical results

In this subsection we give an overview of results in the mathematical literature. We refer to [51]
and [156] for a more detailed overview of the mathematical theory. We will split this exposition
in the study of homogeneous solutions, i.e. z-independent solutions, and general inhomogeneous
solutions.

Cauchy problem. In the case of the homogeneous Boltzmann equation, that is

Ohf=Q(f.f), [(0,v) = folv), (1.1.7)

a well-established formulation of weak solutions is the following. We say that f = f(¢,v) is
a solution to the homogeneous Boltzmann equation if for any regular enough test function
¢ :R3>— R and t >0 we have

L e toydr= [ o fo(e)dv
R+ R

1 t
b [ L L L= vl bneo) (¢ + 6= oo = ) F(s0)f(s,0.) dodv.dvds.
2 Jo Jrs Jrs Js2

The weak form can be derived from the symmetry properties of the collision kernel, i.e. applying
pre-post-collisional change of variables as well as the transformation (v,v,) — (vs,v). This weak
form can be used for any collision kernel. However it is in particular convenient for non-cutoff
kernels, since it allows to deal with the angular singularity. More precisely, for non-cutoff kernels
one assumes

A= / 02b(cosf) sinfdf < co. (1.1.8)
0

Note that this is satisfied for inverse power law potentials, see (1.1.4). Under this condition and
assuming that f(t,v) has finite moments of order |v|?>*7, the last integral in the weak formulation
is well-defined due to the estimate

‘/52 b(n-o){o,+¢' —px—pldo| < CHDQQDHOOA’U—U*P. (1.1.9)

Let us give a proof of this bound. To this end, we use spherical coordinates based on the
orthonormal basis (e1,ea,n), where n = (v—wv,)/|v —v.|. In particular,

o = (cos¢sinb, cos ¢psinf, cosh).

By a Taylor expansion we obtain

P(1h) = o) +0(0) —5(0) =[Vip(w2) = Vo) - (152 - 2L

(1.1.10)
+0 (HD2(70HOO v —v*|202) , 6—0.

Here, we used

2
= |v— v,

V=0 U=y 2

2 2

1—cosf i
7208 n+sinf sing

=|v —v*|2(’)(02), 0 —0,

K el—i—sinege
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with 1—cosf = O(6?) as  — 0. Note that the first order term in (1.1.10) has the form

|v— vy

5 [(1—cos@)n +sinfsin pe; + sin b cos pea] .

In particular, when integrating in ¢ over (0,27) the last two terms vanish, i.e. we have

T {plol) = o) + 00— ) dg| < O D% vl

0

This is combined with the assumption (1.1.8) to yield the asserted estimate (1.1.9). Let us
remark here that for non-cutoff kernels it is essential to combine both the gain term Qgain and
the loss term Qos Of the collision operator to make use of cancellations. Each term on its own
would not be well-defined. This is one major difficulty in the analysis of non-cutoff kernels. For
cutoff kernels one can treat gain and loss term separately without any ambiguities.

The general approach is then to use the conservation of mass and energy, yielding bounds in
the weighted spaces L'(1+ |v|?) as well as the entropy dissipation estimate. The latter allows
to prove that any approximation sequence is compact in L' due to the Dunford-Pettis theorem.
One can then pass to the limit in the weak formulation. Indeed, the weak formulation is very
robust even if merely weak convergence is available. This also allows to treat non-cutoff kernels
by approximating such kernels by cutoff ones.

Alternatively, one can construct measure-valued solutions. To this end, the compactness is
not due to the Dunford-Pettis theorem but due to moment bounds and the Prokhorov theorem
(a sequence of tight probability measures is compact with respect to weak convergence). Again
the weak formulation allows to pass to the limit.

Let us mention the following results which strongly depend on the assumptions on the colli-
sion kernel.

(i) Hard potentials: The Cauchy problem of weak solutions was first studied by [14, 15]. This
includes the study of non-cutoff kernels by making use of cancellations of ¢’ + ¢, — s —
when the deviation angle goes to zero. This can be used to construct also measure-valued
solutions, see [121]. The study of moments as well as uniqueness results are established
in [129]. The given conditions for uniqueness are sharp due to the results in [122, 161].
Corresponding uniqueness results for non-cutoff kernels can be found in [62]. The study
of the moments uses the so-called Povzner estimates. These allow to show that solutions
have finite moments of any order for positive times, even if they are infinite initially. This
is due to the strong interaction for large velocities, since the collision kernel scales like |v|”
and v > 0 for hard potentials.

(ii) Soft potentials: For v > —2 the study of [14, 15] can be adapted to yield weak solutions.
However, in the case v € (—3,—2) this is no longer the case due to the singularity with
respect to |v—uvy|. A different formulation of so-called H-solutions was introduced in [155]
covering situations in which v € (—4,—2). This also allowed to treat the limit s — 2 for in-
verse power law potentials in order to make the limit towards the Landau equation rigorous
(grazing collision limit). In comparison to the hard potential case, moment estimates are
still available by means of the Povzner estimates, see e.g. [45, 151]. However, the creation
of moments are no longer valid. Finally, conditional uniqueness results are provided in [62]
using analytical methods and in [67] using probabilistic methods.

(iii) Mazwell molecules: As was observed first in [154] it is possible to write a closed system
of ODEs for the moments of the solution to the homogeneous Boltzmann equation with



Chapter 1. Introduction 8

Maxwell molecules. This allowed for an implicit study of the corresponding distribution.
In particular, moments are finite for ¢ > 0 if and only if they are finite initially at time ¢ =0,
in contrast to the hard potential case. On the other hand, a successful tool in the analysis
of the equation is the Fourier transform with respect to the velocity variable, which was
first introduced by Bobylev in [27, 28]. Uniqueness results have been proved in [150] via
the Fourier transform approach for non-cutoff kernels. Concerning the longtime behavior
one remarkable feature of the collision operator is that it is contractive with respect to
several metrics. In this direction Fourier-based metrics are studied in [68, 150]. On the
other hand, a probabilistic treatment showing the contraction property with respect to the
2-Wasserstein distance was done in [149], see also [158, Section 7.5] for a proof from the
point of view of optimal transport.

We remark that a lot of the properties of the Boltzmann equation for Maxwell molecules
mentioned here have been exploited in the work (I).

Let us mention that regularity properties of solutions strongly differ for cutoff and non-cutoff
kernels. For cutoff kernels there is no regularization effect in time. Nevertheless, the gain
term Q4 (f, f) of the collision operator turns out to be regularizing, as was first observed by
Lions in [118, 119, 120]. Roughly speaking, the operator f+— Q. (f,f) acts like a convolution.
The regularity of solutions for hard potentials was then studied in [137]. Regularity results for
(smoothed) soft potentials are given in [151].

On the other hand, for non-cutoff kernels the collision operator has a regularizing effect
similar to a fractional diffusion as was observed first in [3]. Corresponding regularity results for
hard and soft potentials are given in [54, 86].

Let us now mention results concerning the Cauchy problem of the inhomogeneous Boltzmann
equation. First of all, solutions for short times have been constructed under a variety of assump-
tions on the collision kernel, see e.g. [4, 90, 104]. Short time solutions are also provided by the
derivation of the Boltzmann equation due to Lanford [109], see also [73]. In the perturbative
regime two cases have been studied.

(i) Close to vacuum: Perturbations of the zero solution have been constructed in [88, 93], see
also [47].

(ii) Close to equilibrium: Solutions close to global equilibrium u(v) = e~I*/2/(27)3/2 have been
studied under very general assumptions on the collision kernel. Two types of perturbations
have been considered.

(a) Solutions of the form f = ju+4,/ih, where h lies in some functional space with poly-
nomial decay. Thus the solution has Maxwellian decay at infinity. As is common in
perturbative studies the most important operator is the linearization. In this case the
linearized collision operator has the form

Lh= —jﬁ (Quts/IER) + Qi 1)

This operator is mostly considered on the space L?(R?). It has the kernel
ker L = span { /1, viy/fi, vav/fi, vsv/15, [0V /1i}

This follows from the collision invariants (mass, momentum and energy) for the non-
linear collision operator. Furthermore, one can show that this operator is non-negative



9 1.1. Introduction to the Boltzmann equation

and self-adjoint. The operator L has been studied in [21, 87, 107, 133, 136, 138], in
particular under which conditions on the singularity of the collision kernel and its
homogeneity + it has a spectral gap. Sharp regularity estimates in combination with
corresponding nonlinear estimates of the collision operator allowed to construct solu-
tions close to equilibrium, see e.g. [5, 78].

(b) Solutions of the form f = u+h with h in some functions space with polynomial decay

have been constructed only recently. In comparison to (a) the linearization now takes
the form Zh = —(Q(u,h)+ Q(h,u)). The kernel is given by

ker & = span {Ma U1, v?\/ﬁa U3, |U‘2M} .

If considered on the space LQ(/fl/ 2) it coincides with the operator L. However,
in the perturbative setting the error term h has merely polynomial decay, so that
the operator is defined on some larger space, say L'(|v|P) for p > 2. On this space
the operator is no longer self-adjoint and hence the study of a spectral gap becomes
ambiguous. Instead the decay properties of e =< for t — oo was studied based on the
behavior of e~ for t — oo in [79, 134, 152] . For hard potentials this was used to
construct solutions in [91]. Soft potentials have been considered in [43]. These results
have been applied in the work (II).

Let us mention that in the study of the linearized operator a general method intro-
duced in [79] was used. In fact, the main problem is to extend decay properties of a
linear semigroup from a small functional space (say L?(u~'/?)) to a larger one (say
LY(|v|P)). The generator of the semigroup is typically not self-adjoint on the larger
space. This extension is then possible under certain conditions on this linear operator
(factorization condition), see Section 3.2 for a more detailed discussion as well as [79].

(iii) Weakly inhomogeneous solutions: Perturbations of homogeneous solutions have been stud-
ied first in [16] on the whole space and more recently in [80] on bounded domains.

Let us now mention that large data solutions to the inhomogeneous Boltzmann equation
have been constructed by diPerna and Lions in [64]. To this end, the concept of renormalized
solutions was introduced. Extensions to non-cutoff collision kernels are given in [7]. This also
allowed to derive the Landau equation from the Boltzmann equation in the inhomogeneous
setting [8].

Finally, the smoothness of solutions under certain regularity conditions on the macroscopic
quantities (local density, local energy and local entropy) was established recently, see [94] and
references therein.

Trend to equilibrium. The H-Theorem provides a formal proof for the trend to equilibrium
and therefore was used as a basis for most studies of the qualitative behavior for large times.
A first step was the quantification of the entropy dissipation with respect to the entropy itself,
i.e. the study of entropy-entropy-dissipation inequalities, see [157] and references therein. For
the homogeneous Boltzmann equation this allowed to prove the trend to equilibrium, see e.g.
[45, 137, 151]. In the case of the inhomogeneous Boltzmann equation this was established
under conditional regularity bounds in [63]. This study evolved into the general theory of
hypercoercivity, see e.g. [160].

Let us mention that in the case of the homogeneous Boltzmann equation with Maxwell
molecules other proofs of the trend to equilibrium were provided using the Wasserstein metric
[139, 149] and Fourier metrics [68, 150].
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1.1.2 Homoenergetic solutions

In this section we give an introduction to homoenergetic solutions and an overview of known
results. To this end, let us consider as in [98] solutions of the form

ft,x,v) =g(t,w), w=v—E(t,x) (1.1.11)

with € : [0,00) x R® — R3. Plugging this into the Boltzmann equation and assuming that g
belongs to a large class of functions one necessarily obtains

DLE=0, O+ (EV)E=0.
In particular, &(¢,x) = L(t)x +vo(t) with

d d

— L)+ L({t)*=0, —wvo(t)+L(t)vo(t) =0. (1.1.12)
dt dt

The first equation has the solution L(t) = L(0)(I+tL(0))~!. Furthermore, the function g satisfies

the equation

Org — L(t)w- Vg = Q(g,9)(w), (1.1.13)

where the Boltzmann collision operator only acts in the variable w. Let us mention that one can
assume with out loss of generality that v (t) =0 by using the change of variables w — w —vg(t),
which leaves the equation (1.1.13) invariant.

Solutions to the Boltzmann equation (1.1.1) of the functional form (1.1.11) are called ho-
moenergetic solutions. In [98] also the name equidispersive solutions was used. Note that the
following properties hold.

(i) The density p(t,z), internal energy per unit mass e(¢,x), the stress tensor p(¢,x) and the
heat flux ¢(¢,z) do depend only on time but not on the position variable. Recall the
definition in (1.1.6) as well as

plt.) = [ (0=V(Ea) =V () f(ta,0)dv,

at,a) = /R3 (0 =V (t,2)|o—V(t,2)]? f(t,2,0) do.

(ii) The bulk velocity is given by V(¢,z) =£(t,x).

In [47, Section VIIL.8] the above observations are given as the defining properties of homoener-
getic solutions. In fact, extending property (i) by assuming that all moments in v — V' (¢,z) only
depend on time suggest the functional form (1.1.11). Let us mention that another interpretation
based on symmetry properties on the level of molecular dynamics was introduced in [58, 59], see
also [98].

Let us now give an overview of the literature on homoenergetic solutions. First of all, they
were introduced by Truesdell [153] and Galkin [71]. They have been studied further by Galkin
in [69, 70, 72]. Furthermore, for Maxwell molecules the system of ODEs of the moments were
analyzed in [154]. Later the particular case of shear flow was studied in [74] also for the so-called
BGK approximation and mixtures of gases.

Let us now turn to the more recent mathematical literature concerning the Cauchy problem
as well as the qualitative behavior for large times.
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Cauchy problem. As one can see from (1.1.13) the equation satisfied by the profile g is
very much reminiscent of the homogeneous Boltzmann equation up to the drift term on the left
hand side. In fact, this is the reason why the Cauchy problem is similar to the homogeneous
Boltzmann equation. In particular, the existence of solutions can be proven using the a priori
bounds given by the moments as well as the entropy. However, note that the entropy is no longer
monotone in time. Nevertheless, it gives an a priori bound yielding compactness in L' by means
of the Dunford-Pettis theorem. Following the general idea used for the homogeneous equation
the first well-posedness result was given in [48]. Measure-valued solutions were constructed in
[98], see also [26] and (I) for the case of Maxwell molecules. The well-posedness as well as the
regularity for non-cutoff hard potentials was provided in (II).

Longtime behavior. Concerning the longtime behavior the situation is very much different
from the homogeneous equation. In fact, the dynamics in the homogeneous equation approaches
the equilibrium due to the entropy dissipation. More generally, the existence of an entropy is a
consequence of the fact that at equilibrium every collision process is balanced. This property is
also referred to as detailed balance. This is no longer the case for homoenergetic solutions as
the system has non-zero fluxes of energy due to the forces acting on the gas described by the
matrix L(t).

A systematical study of the qualitative behavior for large times was initiated in the works
(97, 98, 99]. First of all, in [98, Section 3] the asymptotics of L(t) as t — oo was classified
using the Jordan normal form and orthonormal changes of variables under the assumption
det(I4+tL(0)) > 0 for all times ¢ > 0. For convenience let us state here the corresponding result,
cf. [98, Theorem 3.1]: assuming L(0) # 0 the matrix L(t) = L(0)(I +tL(0))~! can admit the
following forms as t — oo.

(i) Homogeneous dilation:
1 1
L(t)=-1 —= .
0 =11+0(3;)

Looking at the characteristic equation of —L(t)w - V,,, shows that in this case velocities of
the particle are dilated, i.e. the characteristics have the form v(t) = v(1)/t, for t > 1, up
to lower order terms.

(ii) Cylindrical dilation:

00 1

1 01+0 (ﬂ) .

00

From the characteristics one can see that here velocities are dilated only in the vivs-plane.

(iii) Cylindrical dilatation with shear:
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(vii)

In this case, velocities are dilated in the v{vo-plane and a shear in the vvz-plane is present
as follows from the solution to the characteristic equations

v1(t) v1(1)/t — Kvg(1)(t—1)2/2t
’Ug(t) = Ug(l)/t y t> 1,
Ug(t) 1)3(1)

up to lower order terms.

Planar shear:

0 0 1
0 K +O<t2>’ KeR
0 1

Here, a dilation in the vs-direction together with a shear in the vovs-plane occurs.

Simple shear:

0 K 0
Lit)y=10 0 0|, K#O.
0 0 O
In this case, a shear in the v{vs-plane occurs.
Simple shear with decaying planar dilatation/shear:
0 KQ 0 1 0 KlKS Kl 1
Lit)y=10 0 0 +Z 0 0 0 +O(t2>’ Ky#0, Ki,K3€eR
0 0 O 0 Kj 1

Here, to highest order a shear occurs, while on the next order a planar dilation or a shear
appears.

Combined orthogonal shear:

0 K3 Ky—tK K3
Lt)=[0 0 K1 . K1K340, K, Ky, K3€R.
0 0 0

In this case the characteristics system of —L(t)w - V,, have the form

’Ul(t) 1}1(0) —KgUg(O)t—Kg(’Ug(O) —Kl’Ug(O)t)t
va(t) | = v2(0) — Kqv3(0)t , t>0,
Ug(t) ’U3(0)

Here, two simple shears are combined. One is appearing in the vivo-plane and the other
in the vjvs-plane for vy(0) — K1 K3zv3(0)t = 0.

Besides the asymptotic form of L(t) there is also the homogeneity 7 of the collision kernel
that plays a crucial role. Roughly speaking, the reason for this is the scaling behavior of the
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collision operator Q(g,g)(w) with respect to w. To be more precise, let us rescale the mass
p(t) = [ g(t,w)dw of the solution to one, so that we obtain for G = g/p the equation

0:G =divy, (L()wG) +p(t) Q(G,G), p(t) = p(0)exp (— /Ottr L(s)ds) . (1.1.14)

Here, tr L denotes the trace of the matrix L. In terms of physical dimensions the drift term and
the collision term have the scaling behavior L(t)[G] and p(t)[G][w]?, respectively.
Let us now give an overview of the three different regimes that have been identified.

(i) Self-similar asymptotics: In the case of Maxwell molecules, that is v = 0, for simple and
planar shear one can see that L(t)[G] and p(t)[G][w]” have the same order. This suggest
to look for profiles balancing both terms.

Indeed, it was proved in [26, 98] that there exists a self-similar solution to the following
model equation

G = div, (AwG) +Q(G,G), AcR3>*3 (1.1.15)

Here, the matrix A is time-independent, in contrast to the matrix L(¢) above. Further-
more, the self-similar profile is unique (up to scaling of the energy) and gives the longtime
asymptotics of all measure-valued weak solutions of (1.1.15) in self-similar variables. A
crucial assumption was the smallness of A in order to consider the hyperbolic term as a
perturbation of the collision operator. In addition, they restricted to kernels satisfying
Grad’s angular cutoff assumption. In [66], under similar assumptions the existence and
uniqueness of this self-similar solution of (1.1.15) has been proved in a smooth setting
close to Maxwellian for uniform shear flow (i.e. simple shear in the terminology of [98]).
In particular, the self-similar profile is smooth. Furthermore, in the work (I) these results
are extended to non-cutoff kernels. In this case, the smoothness of the self-similar profiles
is a consequence of the regularizing behavior of the collision kernel. Finally, this analysis
was then applied to prove the longtime asymptotics for simple and planar shear in (I).
Let us mention that the analysis of the works [26] and (I) strongly rely on the structure
of the Boltzmann collision operator for Maxwell molecules and in particular on the usage
of the Fourier transform method. Furthermore, let us remark that the necessity to use
self-similar variables comes from the fact that the temperature is preserved by the collision
operator, but not by the drift term. In fact, the kinetic energy behaves like €°f, 8 € R, so
that the self-similar solution has the form

_ —3pt w
G(t,w) = e PGy, <eﬁt>

Here, G4 is the self-similar profile. The parameter § is now used to balance the change of
temperature, more precisely the change of the stress tensor. To this end, 5 is chosen as an
eigenvalue of the second order moment equations for the stress tensor. Thus, we construct
a self-similar solution of the second kind. We refer to [22, Chapter 4] for the definition of
self-similar solutions of the first and second kind.

Finally, let us mention that self-similar solutions are constructed in [49, 50] in the case of

shear flow for the inelastic Boltzmann equation, see also the survey [159].

(ii) Collision-dominated behavior: As in the previous case a crucial quantity for the long-
time asymptotics is the temperature T'(t) of the gas. Thus, we rescale the function
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G(t,w) = F(t, 3(t)"?w)B(t)3/? where 3(t) = T(t)~" is the inverse temperature. This yields
the equation

AU
25(t)

In the regime described now the collision operator is the dominant term compared to
the drift term, that is p(¢)3(t)~?/? is much larger than L(t) as t — co. Since collisions
are the most important effect, the profile approaches equilibrium. However, the corre-
sponding Maxwellian distribution has a time-dependent density and most importantly a
time-dependent temperature. In order to give an asymptotics of the temperature a Hilbert-
type expansion was used in [97], that is the solutions is written as a perturbation of the
Maxwellian. Using the linearization of the collision operator it is possible to compute higher
order perturbations explicitly to yield a self-consistent asymptotics for the temperature un-
der the assumption that p(t)3(t)~7/2 is larger than L(t) as t — co. Here, depending on
the matrix L(t) both v > 0 and v < 0 are possible. In the work [97] only the Hilbert-type
expansion was computed to yield a formal asymptotics. The rigorous proof in the case of
hard potentials for simple shear, simple shear with decaying planar dilatation/shear and
combined orthogonal shear was provided in the work (II).

OF = div, ((L(t)w w) F) + (0B 2Q(F. F).

Let us mention that the shear flow in the gas is essential, since this leads to an increase of
the velocity in the gas and thus the temperature. In contrast to this, if there is a dilation
in the gas, the temperature decreases. Nevertheless, for v < 0 (soft potentials) we have
B(t)_y/ 2 5 00 and a similar asymptotics can be obtained as for the hard potential case.
However, the case of soft potentials was not yet analyzed rigorously.

(iii) Hyperbolic-dominated behavior: Here, a similar rescaling as in (ii) is used. However, now
the choice of the matrix L(t) yields that the divergence term is more dominant compared
to the collision operator. In this regime several cases have to be treated independently and
only vague conjectures have been formulated in [99]. There is no rigorous study available
at the moment.

To end this section, let us stress that the ramification of the large time behvior is a consequence
of the absence of an entropy dissipation formula (H-theorem). This is due to the energy fluxes
induced into the system by the mechanical forces acting on the gas. In this way, the above
behavior describes non-equilibrium situations.

1.2 Introduction to the Euler-Poisson equation

In this section we introduce the second model studied in this thesis, that is the incompressible
Euler-Poisson equations. In the context studied here this equation is used as an oversimplified
model for a self-gravitating body, e.g. a star or a planet. The body is assumed to be composed
of an incompressible fluid. The body itself is surrounded by vacuum. Since the fluid can move
freely the boundary of the body is in principle unknown. Thus the problem is a free-boundary
problem. We give more information on this in Section 1.2.1.

The main goal of the study here is to consider a fluid body close to the unit ball and perturb
it by an external particle. The whole system, fluid body and external particle, is assumed to
rotate around the common center of mass. However, due to the gravitational force between
the body and the particle the free-boundary changes. The main issue is to prove that such a



15 1.2. Introduction to the Euler-Poisson equation

configuration exists, i.e. there is a periodic solution to the Euler-Poisson equation. The solution
is periodic in time in the sense that the whole configuration is rotating. More precisely, we
consider solutions which are stationary in a rotating frame of reference.

As mentioned previously the incompressible Euler-Poisson equation can be viewed as an
oversimplified model of a star. On the other hand, an established model for stars is given by the
compressible Euler-Poisson equation. A kinetic model related to this model used for galaxies,
that is the Vlasov-Poisson equation. In fact, the study of stationary and periodic solutions to
these two models is well-established. Periodic solutions are studied in a similar way as explained
above. The star or the galaxy is stationary in a rotating frame of reference. However, as we
will see in the overview below these solutions have a very simple structure, more precisely in a
certain frame of reference (in the rotating frame for periodic solutions) the velocity field of the
star and the bulk velocity of the galaxy is zero, respectively. Thus, there is no (macroscopic)
movement in the star or galaxy.

The goal in the study of the incompressible Euler-Poisson equation is to construct more
general solutions with internal motion of the fluid.

1.2.1 Incompressible Euler-Poisson equation

Let us introduce the general problem considered here. As mentioned above we study a fluid
body E C R™ for n =2 or n =3. The fluid is described by the velocity field v = v(¢,z) € R"™.
The equations are a combination of the incompressible Euler equation and the Poisson equation
yielding the gravitational field. More precisely, we have

O+ (v-V)v=—-Vp—VUgy, in E(t),
V-v=0, in E(t),
nop@) v = Vn(t), on 0E(t), (1.2.1)
p=0 on JE(t),

AUgw) = 1pw), in R".

Let us give some comments on the equations. The first equation is the Euler equation containing
the so-called material derivative dv+ (v-V)v, the pressure p = p(t,z) € R and the interaction
potential Ug;). The pressure can be viewed as a Lagrange parameter due to the divergence-free
constraint V-v = 0. The interaction potential Ugy) is self-induced by the body F (t) and solves
the Poisson equation AUg ;) = L1g(). In fact, one can write the solution using the fundamental
solution in the form

1

Upw(z) = o

/ In|z—y|dy, forn=2,
E()

1 dy B
UE(t)(IL') = —E /E(t) W’ fOI' n=23.

Finally, in the equation ngg)-v = Vy(t) the outer unit normal vector nyg ) of the boundary
OE(t) together with the normal velocity Vi (t) of the boundary 0F(t) appears. This constraint
ensures that the fluid remains inside the domain. The normal velocity of the boundary can be
computed using for instance local charts of the boundary, computing the time-derivative and
taking the projection onto the normal vector ngg(;). Since a change of the domain corresponds to
fluid particles moving across the domain this should coincide with the projection of the velocity
field onto the normal vector, that is ngg) -v. Finally, the condition p =0 ensures that the



Chapter 1. Introduction 16

pressure is constant along the boundary OFE(t). Since the body is surrounded by vacuum with
constant pressure (and without loss of generality equal to zero), this ensures that p is continuous.

Ellipsoidal figures of equilibrium. The model of self-gravitating fluid bodies, described by
(1.2.1), has been extensively studied during several centuries, in particular by Newton, Maclau-
rin, Jacobi, Dedekind, Riemann and Poincaré. An overview of these results can be found in
[52]. Let us give some details concerning these results. First of all, the three-dimensional case
n =3 was studied. The main problem is to find rotating solutions to the equations (1.2.1). More
precisely, in a rotating frame of reference the solution is stationary. Furthermore, the main
restriction concerns the domain, which is assumed to be ellipsoidal.

To give an idea let us indicate the solutions constructed by Maclaurin. To this end, we let
0=00(0,0,1)T, Qp €R, be the axis of rotation and write (1.2.1) in a rotating frame of reference
at angular speed §25. We obtain the equations

Opu+(u-V)u+2Qxu+Qx (Qxx) =—-Vp—VUgy), in E(t),

V-u=0, in E(t),

nop@) u=Vn(t), on OE(t), (1.2.2)
p=0 on JE(t),

AUgw) = 1g@), in R™.

The velocity in the rotating frame of reference is given by u. Note that the term 22 x u is the
Coriolis force whereas the term Q x (£2 x x) is the centrifugal force. We now look for solutions
which are stationary in such a frame of reference, that is, we look for solutions to

(u-Vu+2Qxu+Qx (Qxz)=-Vp—VUg, inE,

V-u=0, in E,

nog-u=>0, on OF, (1.2.3)
p=20 on OF,

AUg =15, in R™.

Note that since the domain F is now time-independent the normal velocity of the domain
vanishes, i.e. Vy(t) =0.

The first simplification of Maclaurin is to assume that there is no internal motion that is
u = 0. Furthermore, as mentioned above the domain is assumed to be ellipsoidal, i.e.

E={zeR?: =18,
2
X a;
=1 1

Here, a1, as, az > 0 are the semi-axes. The mass is assumed to be fixed and hence ajasa3 = const..
The above equations reduce to

Ox (Qxz)=-Vp—-VUg, inFE,

p=0 on OF,
AUg =15, in E.
It follows from the Poisson equation that VUg(z) = —Ga when x € E for some matrix G € R3%3

which depends on ay, ag, az. Using Q x (2 x x) = Q3Px, P =1 —e3®e3, we have

Vp = Gr+Q}Px.
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This yields together with p =10

for x € ' and some py € R. In total we have the system of equations

aq 0 0
g —|—Q%P = —2p0A72, ajasag=const., A=|0 ay O
0 0 as

Assuming that the ellipsoid is symmetric, i.e. a; = ag, one can show that these equations are
satisfied if the angular velocity €2 is chosen appropriately. More precisely, the angular velocity
is given via the eccentricity of the ellipsoid e = 1 —a%/a?

Q% = Gle),

for some function G, as was proved by Maclaurin. It turns out that ¢ is incresaing with e until
a maximal value is reached and then it decreases to zero as e — 1.

As was proved by Jacobi, there are non-symmetric ellipsoidal solutions (i.e. aj # ag), which
bifurcate from the ones by Maclaurin. On the other hand, the above solutions can also be
constructed assuming a constant vorticity, but removing the rotation 2 = 0, as was done by
Dedekind. Let us finally mention that Riemann construed solutions including both a constant
vorticity w € R? and a rigid rotation. Due to the constraint that the body is ellipsoidal one can
show that

(i) either w and Q are parallel and they lie on one coordinate axis,
(ii) or they are both in a principal plane, i.e. in the z1x9- or xex3- or x1x3-plane.

Furthermore, as was shown by Poincaré, when the angular velocity €2y increases bifurcations to
pear-shaped figures occur. We refer to [52] for the connection of all mentioned solutions and
corresponding bifurcations. Further studies were done by Lichtenstein, see [112].

Finally, let us mention that, except the solutions of Riemann, the above constructed rotating
figures have zero internal motion either in the rotating or non-rotating coordinate system.

Including external particle. We now turn to the model considered in the work (IV). We
study the problem (1.2.1) including an external particle X (¢) with mass m > 0. The equations
in a rotating frame of reference have the form

Ou+(u-Vu+2Q xu+Q x (Q2xx) =—-Vp—VUgy —mVUx), in E(t),
V.ou=0, in E(t),
nag) -t = Vn(t), on OE(t),
_ (1.2.4)
p=0 on 0E(t),
A2UE(t) == ]lE(t)a in Rn,
d=X dX
W+2Q X E-ﬁ-Q X (Q XX) = —VUE(t)(X)
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The first equation includes the gravitational force acting on the fluid body due to the particle
X (t). This is given by

1
Ux(x) = %IHL’E—X(@], for n =2,
1 1

S forn=3
o x@ ern=3

Ux ) (z) =
The last equation in (1.2.4) is Newton’s equation of motion for the external particle in the
gravitational field of the fluid body in a rotating frame of reference.
We now assume that the whole configuration, fluid body and particle, rotate around their
common center of mass and is stationary in a rotating frame of reference. Thus, we look for
solutions to the equations

(u-Vu+20xu+Q2x (Qx2x)=-Vp—VUp—mVUyx, in E,

V.-u=0, in F,

ngg-u =0, on OF, (12.5)
p=0 on OF,

AUp =15, in R",

Qx (2% X) = —VUg(X).

Furthermore, we impose that the center of mass is at the origin, that is
/ xdr+mX =0.
E

In addition, one needs to give a constraint on the total mass of the fluid body |E]|.

In the work (IV) the two-dimensional case n =2 was studied. More precisely, under certain
assumptions the uniqueness and existence of solutions close to the configuration £ =D was
proved. Moreover, more general internal motions of the fluid body are considered in comparison
with the above discussed ellipsoidal figures. In fact, we construct a velocity field close to a
solution for £ =D. More precisely, the unperturbed velocity field vg is a shear flow with circular
flow lines, i.e.

vo(x) = fo(lz|) (“T)

I

for some function fy: R — R. Furthermore, the solutions constructed are classical. We refer to
Chapter 5 for more details.

1.2.2 Models for stars and galaxies

In this section we discussed related models to the one presented in the previous section. Here,
we give a small overview of the compressible Euler-Poisson equation and the Vlasov-Poisson
equation. The first one is used as a model for stars while the other is used to model galaxies.
We refer to [25] for more information concerning the modeling in astrophysics.

The Euler-Poisson equation describes the behavior of a star in terms of the density p =
p(t,x) >0 and the velocity field v = v(t,z) € R3. We stick here to the three-dimensional case.
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The equations are given by
Op~+div(pv) =0,
pOrw+p(v-V)v ==VIp(p)| = pVU,,
ply) dy
Up(f’?) = —/ (

R |z —y|

(1.2.6)

In contrast to the incompressible Euler-Poisson equation (1.2.1) the compressible Euler-Poisson
equation contains also the density p. Accordingly, E(t) = {p(t,-) > 0} is the domain of the fluid.
Thus, the density also describes the free-boundary which is given by 9{p(¢,-) > 0}. The first
equation in (1.2.6) is the continuity equation. The density is transported along the flow of the
velocity field v. The second equation is the Euler equation coupled with the gravitational poten-
tial U, induced by the body. Here, we used the fundamental solution to write the gravitational
potential. Let us mention that with the constant chosen above the potential solves AU, = 4mp.
Furthermore, the pressure p = p(p) is assumed to be given via the density. The function p — p(p)
is typically chosen as a power law of the form p(p) = p° for s > 1. Note that the velocity field
is no longer assumed to be incompressible. Hence, the pressure does not appear as a Lagrange
parameter.

In contrast to the previous model the Vlasov-Poisson equation is a kinetic model. As in the
case of the Boltzmann equation (Section 1.1) a statistical description via a probability density
f=f(t,z,v) >0 is used. The particles however are now for instance stars in a galaxy, which
interact via gravitational forces. The equation has the form

8tf+v‘vxf_vap'vvf =0

[ plty)dy o) e o) do
Upttr) == [ PR plta) = [ f(t) o

(1.2.7)
Here, the density p is given via the distribution f by integrating with respect to the velocity
variable. In contrast to the Boltzmann equation, here no collision are present. In fact, a formal
estimation shows that collision events can be neglected due to the Newtonian interaction, see
[25, Section 1.2]. The Vlasov-Poisson equation is a transport equation. In particular, the density
f is transported along the flow of the characteristic system

dX dV

7 =V, i —VU,(X).
The characteristic system is in fact a Hamiltonian system with respect to the Hamiltonian
H(z,v) = £|v[*+U,(z). The interaction of the particles is contained in the self-induced potential
U,. Since the particles do not interact with each particle individually, but only through the
averaged field induced by the potential U,, the field —VU, is referred to as mean-field. For an
introduction to the mathematical theory of the Vlasov-Poisson equation we refer to [143]. Let
us mention that the Vlasov-Poisson equation is also used to model collisionless plasmas. To this
end, the sign of the potential U, needs to be changed, see [114, Chapter III]

Steady states. In the following we give a short overview of the large classes of steady states
which have been constructed for both the compressible Euler-Poisson and the Vlasov-Poisson
equation. As explained below the steady states of the Vlasov-Poisson equation mentioned here
are very much related to steady states of the Euler-Poisson equation. Thus, we will discuss first
the case of the Vlasov-Poisson equation.
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In the study of gravitational systems the most relevant solutions have compact support, i.e.
galaxies are confined in a certain region. Furthermore, due to the fact that the characteristic
system is the Hamiltonian flow to the particle energy E(z,v) = 3|v|?+ U,(z) functions of the
form

f(z,v) = F(E(z,v))

yield stationary solutions to (1.2.7). Here, the function F': R — R needs to be chosen such that
the potential U, coincides with the potential induced by the density, i.e. we need to ensure that

AU, () = drp(x) = 4r / F(E(z,v)) dv = 1672 /U Oo(x) F(E)\J2(E-U,(x))dE

Here, we used the change of variables |v| = /2(E —U,(x)).

In order to solve the above problem we give an overview of a variational technique introduced
by Guo and Rein [82], see also [143]. Since the Vlasov-Poisson equation is a transport equation,
functionals of the form

:/ O(f(t,z,v)) dvdz
R3 JR3

are conserved over time. Furthermore, the total energy

S(f(t)):é’kin(f(t))—i—é’pot(f(t)):/RB/R3;|U\2f(t,x,v)dvdx+/Rg/R3;Up(t,m)f(t,x,v)dvdx

is conserved. Note that Exin(f(t)) is the kinetic energy and E,ot (f(t)) the potential energy. Using
the Poisson equation AU, = 4mp one can rewrite

1
Eoon(f / U (t,2)p(t,x) de = Q/RJVU,,@,:C)F@

The main idea of the method in [143] is to look for minimizers of the functional

/R3/ O(f(t,x,v)) dvdfn—i—/ / 2]v|ftxv)dvdm——/ VU, (t,x)*dx
) +gk1n(f) +gp0t(f)

The function @ : R — R is chosen such that methods from The Calculus of Variations can be
applied, most importantly the Direct Method. This function is also referred to as Casimir
function. For instance the following assumptions appear, cf. [143, Section 2.1.4],

(i) ® € C*(]0,00)) with ®(0) = ®(0) =0,
(ii) @ is strictly convex,

(iii)

(iv)

An example is given by ®(f) = f11/* for k € (0,3/2).
The minimization of H has to be performed under the constraints

O(f) > CfHYE for f >0 large, where k € (0,3/2),
(f) < CfHHYF for >0 small, where k' € (0,3/2).

120 [ [ st
R3 JR3
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Here, M > 0 is the total mass of the distribution. In fact, the Euler-Lagrange equation yields
fo(z,v) = (") (Eo — E(z,v)), - (1.2.8)

Here, the positive part ()4 appears due to the non-negativity constraint. Furthermore, the
constant Fy < 0 is given via the mass constraint. Since F(z,v) are positive for |z|, |v] — oo the
function fy is compactly supported. Furthermore, one can prove the following properties, cf.
[143, Proposition 2.7] :

(i) The induced density pg and the corresponding potential U,, = Uy are spherically symmetric
and po is a decreasing function of |z|.

(ii) Uy € C%(R3) with U(z) — 0 as |z| — oo and py € CL(R3).
(iii) The function fj is spherically symmetric with respect to both z and v.

Let us now discuss the proof of the existence of minimizers to the problem

It :zinf{?-[(f) . e L'(RY), f > 0’/Rs /R3f(a;,v)dxdv = M, Eanl(f) +C(f) < oo}.

Note that in the functional H the term due to the potential energy has a negative sign. In
particular, cancellations might occur with other terms. However, due to the generalized Young
convolution inequality we obtain

[Epot (NI < Clipllgers < Clipliga llpll 750 < CM(C(F))' 7,

for some a = a(k) € (0,1). In particular, the functional is bounded from below and any mini-
mizing sequence is bounded in L'*1/#(R%) N L1 (RY).

The next step is a reduction to a problem without any velocity dependence. To this end, we
define a new Casimir function through

U(r) = inf { (I)(f(v))var/Rg;]v\zf(v)dv},

fegr LJR3

where the constraints are given by

6.~ {fer'®): s20. [ fo)=r [ @(f@)do+ [ P < o).

We then have the reduced functional for the densities p = p(x)

Hop)i= [ Vol do+Enalp), Epnto)=—g- [ [ AP daay

and the reduced problem

Ry :—inf{HT(p) : pe LY(R?), p >0, /Ra,o(x)dx:M, Ra\I/(p(x))dx<oo}.

One can see from the definitions that Ip; > Rjs. In addition, one can show the following
statements, see [143, Theorem 2.2]:

(i) If fo is a minimizer of H then we have In; = Ryy.
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(ii) If po is a minimizer to H, then

p(x) = (¥)"H(Bo — Upy(2))+
and fy given by (1.2.8) is a minimizer to H.

In particular, by (ii) we can reduce the problem Is to Rys. The above reduction allows to choose
for any concentration p(z) the energetically most convenient distribution in velocity space, i.e.
we have

/R3 {‘I)(f(v)) + ;\U\Qf(v)} dv > U(p(z))

for [gs f(v)dv = p(z). In fact, for given p(x) minimizers have the form

fotw) = @) (Ma) = o) (1.2.9)
+
Here, the parameter A(z) is chosen to yield the density p(z). One can interpret this type of distri-
butions as Gibbs distributions. These are reminiscent of the Gaussian/Maxwellian distributions
which in fact appear in the case ®(f) = fln f — f+1 of the classical Boltzmann entropy.
Finally, we need to show the existence of minimizers of the reduced problem Rj;. To this
end, we note that the function ¥ satisfies similar properties as ®. Most importantly the growth
condition at infinity W(f) > Cf*1/" n=k+3/2, see [143, Lemma 2.3]. This again allows to
show that Ry is bounded from below and any minimizing sequence is bounded in L'*1/*N L1,
However, due the translation invariance of the problem and the fact that the domain is the
whole space R? one cannot infer any useful compactness result from this alone. At this stage
one can use the so-called concentration compactness method due to Lions, see [116, 117]. This
method allows to show that a subsequence (p,,) of a minimizing sequence remains concentrated
(tight) up to a translation, that is there are x,, € R? with

lim sup/ pn(z)dx = M.
R—o0o n" JBgR(xn)

Here Br(x,) denotes the ball around z,, of radius R. Due to the translation invariance of the
problem we can shift the densities p,(x) = p(x — z,,) to obtain a compact sequence, p — pg.
Finally, using the bound in L'*Y/?NL! it is possible to show that also the potential energies
converge

Epot(Pn) = Epot(po)-

On the other hand, the functional [ps¥(p) is lower-semicontinuous due to the convexity of W
inherited from the convexity of ®. This shows the existence of a minimizer pg.

Let us mention that the main assumption in the concentration compactness method is a
strict convexity property of the function M — Rj;. More precisely, one requires Rjy; < 0 and

Ry < Rpyj—o+ Ry, forall ae (0,M).

In the above case this can be proved using the scaling properties of the functional, i.e.

a3
RMS(M) Ry, 0<M§M.
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The above reduction allows to prove the existence of minimizers to I, and thus steady states
to the Vlasov-Poisson equation. Let us now show that the above reduction problem in fact shows
the existence of corresponding steady states to the compressible Euler-Poisson equation. To this
end, we note that ¥ and ® are related by the equation, cf. [143, Lemma 2.3]

1
T*(\) = /Rs o ()\— 2\1)12) dv,

where U* and ®* are the Legendre transforms of the convex functions ¥ and @, respectively.
Recall that the Legendre transform is given by (we extend ® by zero for negative values)

®*(z) = Zlelﬂg{fcy— D(y)}-

Let us also recall the property (®')~! = (®*)’. Thus, we have for minimizers fy, using (1.2.8),

ol L = *y —lv —Up(z v
[ pydv= [ @) (B Gl - o)) dv= [ @) (Eo-3h - Vo)) d
— (Y (Bo - Uo(w) = (¥) " (Bo~ Uila))., =

The latter function is a minimizer to the reduced problem Rj;. Furthermore, due to the rota-
tional symmetry the macroscopic velocity Vj is zero, i.e.

po(x)Vo(x) = /R3 vfo(x,v)dv=0.
We can now integrate the Vlasov-Poisson equation
v-Vafo—VaUo-Vyfo=0

with respect to v after testing with 1, v. This shows that (po, Vo) = (po,0) is a stationary solution
to the Euler-Poisson equation with pressure

pota) =5 [ 1P oCwe)dv =3 [ P (@) (B3l Uofa)) dv

.
= [0 (B 5l ~Uote) ) dv =" (Eo~Up(w) = ¥* () (m(z).

To summarize, minimizers py to the reduced problem Rj,; are steady states to the Euler-
Poisson equation. Furthermore, they yield minimizers fy to Ips in the form of Gibbs states
(1.2.8). Minimizers fy of Ijs are steady states to the Vlasov-Poisson equation. Let us mention
that the above reduction procedure works under the conditions on ® given above. The restriction
k < 3/2 can be relaxed in the case of the Vlasov-Poisson equation to k < 7/2, see [143]. When
k=7/2 for ®(f) = f1*/* the corresponding steady state have infinity support and are also
referred to as Plummer spheres, see [25, Sections 2.2, 4.3]. For k < 7/2 when ®(f) = f1*t1/k
solutions are refereed to as polytropic galaxies respectively stars. Also the name Lane-Emden
star is used, see [25, Section 4.3].

The above minimization method also allows to show the stability of the corresponding steady
states, see for instance [141, 142]. This result can be extended under certain conditions to critical
points of the functional H, see [110]. Such results are referred to as orbital stability and yield
results in strong norms, i.e. with respect to the L'-norm. However, these results do not yield
asymptotic stability.
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Rotating solutions. In addition to the above steady states rotating configurations have been
constructed in perturbative settings. The aim is to construct steady states in a rotating frame
of reference at angular speed €g. Two main techniques have been used.

(i) Variational methods: Similarly to the energy minimization technique one can aim to con-
struct extremal points to the functional

Hao(f) /11&3/3 2(2 |z|? f(z,v) dvdz.

The term added accounts for the angular momentum of the system. Since this functional
is no longer bounded from below only the existence of local minimizers can be established.
To this end, a constraint minimization problem is considered (more precisely assuming
that the support of f lies in some large ball). This problem admits a global minimizer.
Assuming that the angular speed is small enough one can show that such global minimizers
are also local minimizers to the unconstrained problem.

This was done in the case of flat galaxies in [65]. Similarly, one can construct two galaxies
rotating around each other, see [102]. In addition, this technique can be applied as well to
the Euler-Poisson equation, see [18, 19, 40, 111, 123, 124].

(ii) Implicit function theorem: A different method to construct rotating solutions is the appli-
cation of the implicit function theorem with parameter {2g. For €29 =0 the above mentioned
steady states yield solutions. Looking for deformations of these one can construct solutions
to the problem with Qy # 0 small. This approach was introduced by Lichtenstein in [113]
and further developed by Heilig [89]. More recent results are available for both the Euler-
Poisson equation as well as the Vlasov-Poisson equation, see [100, 147]. By the uniqueness
of the implicit function theorem and the symmetry of the problem these solutions are
axisymmetric.

In the above works the perturbation parameter is the angular velocity €2g. In particular, in the
case of the implicit function theorem this parameter is small. For large Qg global bifurcation
theorems are used, see e.g. [148].

In most of the above results the rotating star or galaxy has trivial internal motion in the
rotating frame of reference. More precisely, in the case of the Euler-Poisson equation the velocity
field vanishes in the rotating coordinate system, whereas in the case of the Vlasov-Poisson
equation the mean velocity is zero. In contrast, we studied more general internal motion in the
work (IV). However, we restricted to the case of the incompressible Euler-Poisson equation in
two dimensions, see Chapter 5. In this way one can consider the problem studied in (IV) as an
oversimplified model for a star or even a galaxy.

1.2.3 Overview of mathematical results on the incompressible Euler and
Euler-Poisson equation

Here we give a short overview of methods and results used to construct stationary solutions
to the incompressible Euler and Euler-Poisson equation. We also briefly mention some related
results for the time-dependent problem.

Stationary solutions. The construction of steady states to the Euler equations

v+ (v-V)v=-=Vp, V-v=0.
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strongly depends on the dimension.

In the two-dimensional case a very flexible approach is the usage of the stream function.
It allows to reduce the problem to an elliptic equation. This method is also referred to as
Grad-Shafranov approach [77, 146]. Let us indicate the main steps of this method.

Since the velocity field v = (v1,v2)" is divergence-free, the vector field Jv is irrotational,

where
0 -1
J- (1 y ) |

In particular, on simply connected domains we can write Jv = -V or v = JV1 for some real-
valued function ¢. The vorticity w = curlv = 0,, v2 — 05, v1 of the velocity field is then related to
the stream function by w = A. In the case that we consider the problem in a bounded domain
for instance the zero flux boundary condition n-v =0 is added, where n is the outer unit normal
vector. This yields then the condition ¢ = const. at the boundary. Since the stream function is
only given up to a constant we can set ¥» =0 at the boundary.

On the other hand, using the vorticity we can rewrite the stationary Euler equations as
follows

1
—wJv=VH, H=p+ 5\@\2.

Let us mention that the function H is usually referred to as Bernoulli head. In particular,
applying the curl-operator yields

(v-V)w=0.

Thus, V¢ is orthogonal to Vw. In particular, w is constant on the level sets of ¥). This suggest
an ansatz of the form w = G () for some function G : R — R. In total, we reduced the problem
to the elliptic equation

A =G(1h)

with zero boundary conditions. As a result, given a function G and solving the above elliptic
equation yields a stationary solution to the Euler equation. In order to solve the elliptic equa-
tion one can use methods from The Calculus of Variations. In fact, such energy minimization
techniques also allow to obtain stability results for steady states, see [17, Section I1.4]. The
same method can also be applied to the Euler-Poisson equation, since the attractive forces enter
the Euler equation in terms of the gradient VU which can be absorbed into the Bernoulli head.
Furthermore, it can be applied to the magneto-hydrostatic equation as well, see e.g. [55, 56, 83].
In particular, different boundary conditions were studied in [10].

In the three-dimensional case two methods can be used. First of all, one can construct
irrortational flows, i.e. the vorticity w = curlv = 0 vanishes. In this case v = V¢, for some scalar-
valued function. Again the problem reduces to an elliptic equation. Due to the divergence-free
condition we have A¢ =0. On the other hand, the boundary condition n-v =0 yields n-V¢ =0.

A different method is given by the vorticity transport method introduced in [2]. This allows
to construct solutions with non-zero vorticity. The main idea is to use the vorticity transport
equation (obtained by applying the curl-operator to the Euler equation)

(v-V)w=(w- V).
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Given a velocity field v one can solve the above transport equation for w in the domain (taking
into account in-flux and out-flux boundary conditions). Using the Biot-Savart-law one can
reconstruct the velocity field from the vorticity field. This circular construction was turned into
a rigorous fixed point argument in a perturbative framework in [2]. This allowed to construct
solutions close to a given solution with well-behaved flow lines from the in-flux to the out-flux
boundary of the domain.

Time-dependent problems. At the end of this section we give a few results for the time-
dependent case. The time-dependent problem of the two-dimensional Euler-Poisson equation
was studied in [24]. Here, it was shown that solutions with initial datum close to the unit disk
configuration exist for times of order 1/e2, where ¢ is the size of the initial perturbation. Local
well-posedness results (also for higher dimensions) were obtained in [115].

The free-boundary problem studied in (IV) is very much related to the theory of water
waves, see [85] for a recent overview. The time-dependent problem was studied in particular in
(162, 163).

Furthermore, problems including rotations for the Euler-equation have been studied as well.
Let us mention in particular the work [81], in which global axisymmetric solutions close to a
rigid rotation v(x) = Q x z are constructed on the whole space. To this end, stabilizing effects
of the rotation were used.

Finally, stabilizing effects for the Euler equation were also identified for shear flows in [23].
This allowed to show that a profile close to the shear flow configuration v(z,y) = (,0)" on the
domain T x R converges to a shear flow configuration of the form v (z,y) = (y +uso(y),0) for
some small us : R — R as t — co.

1.3 Main results of the thesis

In this section we summarize the main result of the works included in the thesis.

(I) In (I) we study homoenergetic solutions (1.1.13) for Maxwell molecules in the case of
simple and planar shear. Assuming that the shear is small we show that there is a unique
and asymptotically stable self-similar solution. Although the self-similar profile is close to
the Maxwellian distribution, it is not a thermodynamic equilibrium. In fact, the system
does not satisfy the H-Theorem since the shear flow induces a flux of energy into the
system.

(IT) In (II) we consider homoenergetic solutions (1.1.13) for hard potentials with shear. More
precisely, we prove that the formal asymptotics given by the Hilbert-type expansion, see
Section 1.1.2, describes the longtime behavior of the system. The presence of the shear
flow leads to an increase of the temperature. Again this is an non-equilibrium situation.

(ITT) Differently from the previous two works we studied the homogeneous Boltzmann equation
in (III). The attention here is the modeling of the collision events via either inverse power
laws 1/r°~1 of hard spheres. In fact, for s — oo the potential of the inverse power law
converges to the hard spheres potential. We show that accordingly the collision operators
for inverse power laws converge to the hard sphere kernel. Moreover, we prove that
solutions to the homogeneous Boltzmann equation (1.1.7) with inverse power law kernel
tend to solutions to the homogeneous Boltzmann equation with the hard sphere kernel.



27

1.3. Main results of the thesis

(IV) Finally, in (IV) we study rotating solutions to the two-dimensional, incompressible Euler-

Poisson equation with the presence of an external particle with small mass, see (1.2.5).
More precisely, we show the existence of stationary solutions close to the unit disk. Due
to the interaction with the external particle tidal waves appear and the domain deforms
to a different configuration. Furthermore, we include general internal velocity profiles.
The unperturbed velocity profile has the form of a general shear flow with circular flow
lines. In particular, in our perturbation framework we obtain stationary velocity fields
close to these shear flows. In contrast, these non-trivial velocity fields do not appear in the
historical works on ellipsoidal figures and the works on the Vlasov-Poisson respectively
compressible Euler-Poisson equation. In fact, rotating solutions to the two latter equations
are often obtained by perturbing stationary solutions resulting from a minimization prob-
lem. These minimizers can be interpreted as (thermodynamical) equilibrium solutions. In
particular, such minimizers do not contain any non-trivial average motion. Consequently,
perturbations of such solutions studied for the Vlasov-Poisson equation and Euler-Poisson
equation are close to equilibrium up to small rotations. In this way, the above stationary
solutions constructed in (IV) are different from such equilibrium situations as already the
unperturbed configuration contains non-zero internal motion.
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Chapter 2

Summary of article (I). Self-similar
profiles for homoenergetic solutions
of the Boltzmann equation for
non-cutoff Maxwell molecules

In this chapter we give an overview of the result of the work (I) as well as the methods used.
The accepted manuscript of its published version [105] is reproduced in Appendix A.

In this work the longtime asymptotics of homoenergetic solutions ot the Boltzmann equation
with non-cutoff Maxwellian molecules was studied. More precisely, the existence, uniqueness and
stability of a self-similar solution was proved.

2.1 Main results on self-similar asymptotics

The equation under study has the form

O f = div(Av f) +Q(f. f), (2.1.1)

for a constant matrix A € R3*3. Furthermore, we consider Maxwell molecules, i.e. the collision
operator takes the form

QUNW = [ [ bn-o) (12 = £.f) dodv.
JR3 JS2
Here, the angular part b: [—1,1) — [0,00) is assumed to have a singular behavior
ginésiHHb(COSG)HHQS =K,>0, asf0—0, (2.1.2)
ﬁ
for some s € (0,1) and K} > 0. In particular, we have
A= / sinfb(cosH)h*dh < oo.
0
As already mentioned in the introduction, Section 1.1.2; in this case the equation (2.1.1)
admits a self-similar asymptotics. Let us now give the heuristics of such a behavior. First of

all, the drift term and the collision operator have the same scaling. Thus, if there is a limiting

29



Chapter 2. Summary of article (I). Self-similar profiles for homoenergetic sol. 30

profile fg both terms have to balance. However, one has to take into account the conserved
quantities of the collision operator, that is, the conservation of mass, momentum and energy.
Mass is preserved by the drift term as well. Furthermore, the momentum V' (t) = [psvf(t,v)dv
of the system is given by V(t) = e 4V (0). Using the change of variables v +— v — €4V (0), which
leaves the equation (2.1.1) invariant, one can assume that V(¢) = 0. In particular, any limiting
profile can be assumed to have total mass one and zero momentum. Finally, the kinetic energy
is preserved by the collision operator too. However, the drift term has an essential effect on this
quantity. In fact, if fy is a limiting profile then the change of the kinetic energy has to be taken
into account as well, since one cannot expect to find a (non-trivial) steady state to the equation
(2.1.1), i.e.

div(Av fs) +Q(fst, fst) = 0.

Consequently, a self-similar change of variables was introduced in [98]. More precisely, one makes
the ansatz

fto) = Fa () o s

where fy is the self-similar profile to be found. Note that f(¢,v) has mass one and zero momen-
tum if this is the case for fs. The equation solved by the above ansatz is

div((A+ BI)v fu) + Q(fst, for) =0 (2.1.3)

Note that the assumption v =0, i.e. Maxwell molecules, on the collision kernel is essential.
Otherwise the term e would appear in front of the collision operator after the self-similar
change of variables. The parameter 8 can now be used in order to find a non-trivial solution
to (2.1.3). We give further explanations on how to choose 3 in the next section. Nevertheless,
let us mention that the smallness of A (with respect to some matrix norm) is crucial here. As
was proved first in [98] for cutoff kernels there is a solution to equation (2.1.3) in the space
of probability measures 22,(R?) for p > 2 fixed and A sufficiently small. In fact, this induces
a whole family of solutions by the rescaling fq(v/K)K 3, K > 0. The uniqueness and the
stability of this profile was proved in [26] for cutoff kernels. Most importantly, it was proved
that any solution to (2.1.3) has a self-similar asymptotics, i.e. for any weak measure-valued
solution f € C([0,00); #p) with p > 2 we have for some K >0

f (t,veﬂt) e3P = fu(w/KYK™3, t— oo.

Here, the topology is induced by the weak convergence in the sense of probability measures.
These results were then extended to non-cutoff kernels in the work (I), i.e. assuming (2.1.2).
We refer to Theorem A.1.3 for the precise formulation of this result. Furthermore, due to the
singular behavior of the collision kernel, the collision operator has a smoothing effect. This
allows to obtain the smoothness of the self-similar profile, i.e.

fa€ 'R N ) HE(R?),
keN

unless fq is a Dirac in zero. Furthermore, it was proved in (I) that the profile fs has certain
decay properties depending on the smallness of A. More precisely, for any p > 2 one can choose
A small enough such that fy € &2,.
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Finally, let us mention that the results on the self-similar asymptotics to (2.1.1) can be
applied to homoenergetic solutions in the case of planar and simple shear. The corresponding
self-similar asymptotics was formulated in the work (I), see Theorem A.4.1.

In the next sections we give an overview of the methods used for the existence and the
stability of the self-similar profile.

Let us finally give some comments on previous studies on self-similar solutions to the homoge-
neous Boltzmann equation, i.e. A =0 in (2.1.1). Self-similar profiles were considered for elastic
and inelastic collisions with infinite and finite energy, respectively, in [29, 30, 32] for Maxwell
molecules and in [31] for non-Maxwellian molecules. They proved stability of those self-similar
solutions in [34] for inelastic collisions (with cutoff) and in [30] for elastic collisions (without
cutoff), see also [32]. Furthermore, self-similar solutions were analyzed in a general framework
of Maxwell models in [33]. The case of non-cutoff Maxwell molecules was also discussed in
[41, 42]. In particular, they proved smoothness based on a regularity result of the homogeneous
Boltzmann equation for measure-valued solutions [132].

2.2 Existence of self-similar solution

In this section we give an overview of the proof of the existence of a self-similar solution, i.e. a
solution to (2.1.3). To this end, we give some comments on the well-posedness of (2.1.1) in the
space of probability measures.

Well-posedness of measure-valued solutions. As mentioned in the introduction, see Sec-
tion 1.1.1, one can define a weak formulation to the homogeneous Boltzmann equation. Accord-
ingly, this can be done for the equation (2.1.1) as well, cf. Definition (A.1.1). More precisely, we
say that a family of probability measures (f;)i>0 C &7, with p > 2 is a weak solution to (2.1.1)
if for any ¢ € CZ and all 0 <t < oo we have

t
(¥, fr) = (¥, fo) —/0 (Av- Vi, f,) dr
1 st ) )
+§/0 ,/R?’X]]@ S2b(n-0) {w* +w _w*_w}dgfr(dv)f,’,(dv*)dr‘

As mentioned already in the introduction, see Section 1.1.1, the weak formulation turns out
to be robust concerning approximations of solutions. This allows to prove the existence of weak
solutions to (2.1.1), see Proposition A.2.1 (i). To be more precise, one constructs a sequence of
solutions (™), to the equation with a truncated collision kernel. In this case, the well-posedness
can be proved using a fixed point argument, see e.g. [98]. One then proves that moments of
order p > 2 of f™ are uniformly bounded in n € N. This follows from an application of the so-
called Povzner estimates, see e.g. [129]. The moment bound allows to show that the sequence
of solutions (f™), is compact in the space of probability measures, thus up to a subsequence
f™— f. Finally, the weak convergence in the sense of measures is sufficient to pass to the limit
in the weak formulation.

On the other hand, the uniqueness can be proved using the Fourier transform method, cf.
Proposition A.2.1 (ii). We give an overview of this method in the next section. Let us mention
that the proof of uniqueness follows the argument in [150] used in the case of the homogeneous
Boltzmann equation.

Finally, one can prove that any weak solution to (2.1.1) is smooth for positive times ¢ > 0,
unless it is a Dirac initially, cf. Proposition A.2.1 (iii). This is a consequence of the singular
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behavior of the collision kernel (2.1.2). In the case of the homogeneous Boltzmann equation this
was proved in [132] making again use of the Fourier transform method. The proof in case of
homoenergetic solutions follows the same lines of reasoning.

Perturbation of eigenvalue problem. An essential step towards the proof of the existence
of a self-similar solution was the study of the second moment equation. Recalling the equation
(2.1.3), the goal is to find a parameter 3 = 3 such that (2.1.3) has a non-trivial solution. In
fact, this choice will depend on A. This parameter appears through an eigenvalue problem.
This eigenvalue problem appears through the study of the second moment equation. In fact,
for Maxwell molecules it is possible to obtain a closed system of equations for any moments of
order p € N. In the case of the second moments

M;; = /R3 v;v; f(t,v)dv
one obtains from (2.1.1), we refer to Lemma A.3.2,

a1
dt

__AM—(AM)T—%(M—“(;W)I).

with the constant
b= 37r/ b(cosh)sin® 8db.
4 Jo

This equation has to be considered on the space of symmetric matrices. Similarly, from (2.1.3)
we get the equation

—AM — (AM)T —2b (M—tr(?fmg = 26M. (2.2.1)

Note that the trace of the last term is zero (as expected from the invariance of kinetic energy
of the collision operator). Furthermore, for A =0, corresponding to the classical homogeneous
Boltzmann equation, one solution is given by M =1, § =0, i.e. the second moments of the
Maxwellian distribution. This eigenvalue is in fact simple and thus for A sufficiently small
there is a simple eigenvalue 8 = 3(A) and an eigenvector M = N satisfying (2.2.1). Note that
the symmetric matrix N is close to I and thus positive definite for A sufficiently small. As a
consequence any solution to (2.1.3) which is close to the Maxwellian distribution has to have
second moments N up to rescaling.

Compactness argument. Another step in order to prove the existence of a self-similar solu-
tion is a compactness argument. Let us indicate the main steps which was used first in [98] and
then in the work (I). To this end, the time-dependent problem of (2.1.3) is considered, that is

Of = div ((A+BD ) + QU ), f limo= fo- (22.2)

As in the case of (2.1.1) this equation is well-posed. In particular, it induces a nonlinear
semigroup Py : &, — &y for p > 2. Using Povzner estimates it is possible to show the following,
see Lemma A.3.4. If A is sufficiently small there is a constant C, such that for any solution
satisfying

/‘ vf(t,dv) =0, / Uivjf(t7dv):Nij
R3 R3
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we have for all ¢ >0
/ v[? fo(dv) < Oy = / [P f(t,dv) < C,.
R3 R3

In other words, the set

{feﬁp : /Rgvf(dv):o, /]Rgvivjf(dv):Nij,/]RB [v|P f(dv) SC*}

is invariant under the nonlinear semigroup P;. The invariance of the second order moments is a
consequence of the choice of 3 = 3(A) and N = N(A).

On the other hand, this set is compact with respect to weak convergence of probability
measures due to the Prokhorov theorem (or alternatively due to the fact that the space of
measures is a dual space). Thus, for any ¢ > 0 the map P has a fixed point. In particular, P/,
has a fixed point, say f™. Using another compactness argument and the equicontinuity of the
semigroup with respect to time one obtains a fixed point fs of P, for all £ > 0. However, this
means fg is a stationary solution to (2.2.2), i.e. it is a solution to (2.1.3). This concludes the
proof of the existence of a self-similar solution.

Let us mention that the above way of reasoning is used to prove existence of stationary
or self-similar solutions in many other problems of PDEs. One example we want to mention
here are coagulation-fragmentation equations, describing the coagulation of particles, droplets,
aerosols, etc. For these type of kinetic equations the above procedure was used to construct
self-similar profiles, see e.g. [20, Chapter 10].

Although the above method is very flexible, it has two main disadvantages. First of all, it is
non-constructive as it uses the compactness in an essential way. Thus, further qualitative prop-
erties of the self-similar profiles have to be proved by other means. Secondly, the construction
does not provide uniqueness of the profile. Furthermore, it remains unclear if the solution is
asymptotically approached by time-dependent solutions. In the problem studied here all these
issues can be answered affirmatively as will be discussed in the next section. Finally, let us
mention that in the case of cutoff kernels the existence and uniqueness of a self-similar profile
close to a Maxwellian distribution was proved in [66]. In contrast to the above argument, a
perturbative framework (reminiscent of an implicit function theorem with small parameter A)
was used. In particular, the argument was constructive.

2.3 Fourier transform method and stability of self-similar profile

In this section we give an overview of the proof of the stability of the self-similar profile. The
main tool is the Fourier transform, which is suited to study Maxwell gases as will be explained
now.

Fourier transform method. As was observed by Bobylev in [27] the Boltzmann collision
operator takes a much simpler form when applying the Fourier transform in the velocity variable.
For convenience we replicate the computation here. For the exposition we assume that the
collision kernel satisfies Grad’s cutoff condition, i.e. the angular part is bounded b € L*°.

First, we consider the Fourier transform of the loss term. We have for any k € R3, which is



Chapter 2. Summary of article (I). Self-similar profiles for homoenergetic sol. 34

the Fourier variable,
| Quatt.p@e o= [ [ [ bn-o)e v s f. dodvde,
R3 R3 JR3 J g2

— ([ pn-0)do) F)f(0).

Let us recall that

U — Uy

n = .
v—o]

For the gain term we have via the pre-post-collisional change of variables

/, Qgain ([ f)(v)eiiv.k dv = /]R:s /1R3 52 b(n- U)eiiv/.kff* dodvdv,

—/ / b(n-o exp( <v—v* + v—v*la) k:> e~k f £ dodvdu,
R3 JR3 /52 2 2

:/ / b(n-o)exp (—i|v—v*|]k3|n+a> e~k £ £ dodvudus,.
R3 JR3 JS2 2

Here, we defined k = k/|k|. Let us now do a change of variables in 0. We use a rotation R € SO(3)
such that Rn =k and transform o — R'o. This yields

. k4o :
/ / b(k-o)exp (—i\v — U] Wn—{—an) e Wk f £ dodvd,.
R3 JR3 J 52 2
Defining k+ = (k£ |k|o)/2 we can rearrange this to
/ / b o) exp < i(v—vy)- Rt |k|a) e" Wk f £ dodudo,
R3 JR3 J 52 2

_/ / / —zv v*)k+e w*kff dO’d’l}dU*

R3 JR3 JS2

- / / bk o)e R ek (1 dodudy,
R3 JR3 JS2

= [ b 0)f ki) (k) do

Thus, combining this with the loss term, noting that

b(n-o)do= | blk-o)do
S2 S2

we have
Lun@e " dv= [ bl-o0) (Fki)f(k-) = f) f(0) do

Finally, note that f (0) =1 since f is assumed to be a probability measure and thus

L Qune " dv= [ b-0) (Fka)flk) = f(k) do. ks = e s
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Let us observe the two essential simplifications of (2.3.1) compared to the collision operator.
First of all, the loss term is no longer nonlinear. Second, the dimension of the integral in the
gain term reduces and there is only an integral on the sphere appearing. Note that the above
reasoning is also valid in the case of non-cutoff kernels, since the test function used is v — e~ %
for k € R3. On the other hand, one can see that (2.3.1) is well-defined by making use of the
regularity f € C? for f € P and cancellations.

In total after applying the Fourier transform the homogeneous Boltzmann equation takes
the form

ouf(t.0) = [ bih-o) (Flth) f(t.1o) — fie.B) do

S

On the other, for homoenergetic solutions we obtain from (2.1.1) the equation
Ouf (k) = —ATk- V) f(t, k) + /S blk-0) (F(t i) f(t. ko) = f(£:R)) do

Contraction properties. As we will explain now, the remarkable property of the collision
operator for Maxwell molecules is the fact that it is contractive with respect to some Fourier-
based metrics. The metric we consider here has the form, cf. Definition A.1.2,

d2(f,g) = sup ‘f(k>_§(k)‘

5 f? gc '@2'
kER? k|2

In order that da(f,g) < oo it is necessary that f, g have the same moments of order one. This
metric is also termed Toscani’s distance, see [156, Section 4.2]. As was shown in [150] for the
homogeneous Boltzmann equation (without cutoff) this metric is contractive, i.e.

d2(f(t),9(t)) < d2(f(0),9(0))

for weak solutions f, g to the homogeneous Boltzmann equation. An extension of this result to
homoenergetic solutions is given in the work (I), see Theorem A.2.1 (ii). It takes the form

da(f(t),9(t)) < eI dy(£(0),9(0))

for weak solutions f, g to (2.1.1).
It was observed in [68] using metrics of the form

dp(f,g) = sup ’f(k) _g(k)’

, ,gE H
kER3 k[P U ?

for p > 2, the exponent in the estimate of the contraction property increases with p > 2. In fact,
one can prove

dp(f (1), 9(8)) < e dy(£(0),9(0)), (2.3.2)

where the constant )\, is given by

)\p:/sgb(e.cr)wp(e-a)do’, wy(s) =1— (1—53>p/2_ (1;8)”/2.
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One can see that A\, >0 for p > 2, while Ay = 0. Furthermore, p — ), is increasing. However,
for the above estimate it is required that fy, go have finite moments of order p > 2 and more
importantly the same moments up to order p—1 (otherwise d,(fo,g0) = 00).

Let us give the main reasoning towards the estimate (2.3.2). To this end, we consider a
cutoff kernel b. We have the following bound for the gain term

| b0 Fydor— [ blE- )i )i do
1

< i Ju b0 0) {|f—g|<k+>+|f—g\<k_>} do

> e L R
Sdp(f7g)/52b(k0')|: |]€|p ’k‘|p :| do = Mp )

where
Ly = /52 ble-o) [1—wp(e-o)] do.

Compare this with the constant A, above. Making use of the loss term and applying a Gronwall
argument yields the bound (2.3.2) for solutions to the homogeneous Boltzmann equation. This
reasoning can then also be extended to non-cutoff kernels and in particular to solutions to (2.2.2).

Stability of self-similar profile. In order to prove the stability of the self-similar solution
an extension to (2.3.2) for solutions to (2.2.2) can be proved. However, as mentioned above this
requires that the second moments of the initial data are the same. To overcome this limitation,
the longtime dynamics of the second order moment equation is used. In fact, the linear system
of ODEs

dM

_ o7 T of tr (M)
- = —2BM — AM — (AM) —Qb(M— . I>.

can be shown to converge to the eigenspace to the eigenvector N obtained before. This is due
to the fact that for A=0, 5= 3(A) = 0 the solution to this linear system of ODEs converges to
the eigenspace to the eigenvector I close by N.

Combining this together with the contraction property above one can show that the solution
f to (2.2.2) satisfy

dy (F(0), 1) S ez (fo. £)s F8 (0) = K7 flv/ K1),

for some K > 0. The parameter K is determined by the eigenvector KN approached by the
second moments of the solution f. Furthermore, the parameter § = 6(p, A) > 0 is close to A, >0
for A small enough.



Chapter 3

Summary of article (II). Longtime
behavior of homoenergetic solutions
in the collision dominated regime for
hard potentials

In this chapter we give an overview of the results in the work II, which is reproduced in Appendix
(B) and has been published in [106]. In this work the longtime behavior of homoenergetic
solutions in the collision-dominated case for hard potentials was studied.

3.1 Hilbert-type expansion and longtime asymptotics

As was mentioned in the introduction, see Section 1.1.2, in the collision-dominated case homoen-
ergetic solutions converge towards a Maxwellian distribution. However, due to the effect of the
mechanical forces acting on the gas the temperature (as well as the density) depends on time.
The longtime behavior was studied formally in [97] and proved rigorously for hard potentials in
the work (II).

In this section we give the formal explanation for the longtime asymptotics as derived in
[97]. The main tool is a so-called Hilbert-type expansion. The equation under study has the
form

atf:AUVf+Q(faf)> A=

o O O

K
0
0

o o O

Recall that in this case the form of the matrix A corresponds to simple shear, see Section 1.1.2.

The study of simple shear with decaying planar dilation/shear and combined orthogonal shear

can be studied analogously. In this exposition we consider merely the case of simple shear.
Since A is trace-free we have

atf = le(AUf) +Q(faf)7
in particular the density is preserved. Since the drift term has an effect on the temperature it
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is convenient to rescale the temperature to one, i.e. we define

F(to) =507 (6o ). A7 =T =5 [ P ft)do

B(t)

The quantity 5 is the inverse temperature. Note that strictly speaking the quantity 7' defined
above is 2/3 times the kinetic energy. Up to the factor kp (Boltzmann constant) this is the
temperature of the gas.

We then obtain the equation

8tF:div(<A—2ﬂ)vF)+ﬁV/QQ(F,F), gﬁ:ap ::% R3U‘AvF(t,v)dv. (3.1.1)

We now make an ansatz for the longtime asymptotics and show that it is self-consistent. More
precisely, we assume now that 8(t)~7/2 — oo as t — co. In this case, we expect that F converges
towards a Maxwellian distribution. Thus, we furthermore assume that F' admits the expansion

F(t,v) = p(v) +p (t,0) + 1@ (o) + -+
where for k> 1 and t — oo
PP () < pB(t0),  pO ) = p). (3.12)

We now plug the above expansion into (3.1.1) and collect terms of same order, taking into
account also the fact that 5(t)~?/2 — oo for t — co. First of all, we obtain the equation

div((A— o Dop) — 722N =0, a,= % \ v-Avp(v)dv=0. (3.1.3)
R

One can see that
div((A—auD)vp) = —v- Avu(v) € (ker £)*,

with respect to the L?(u~'/?) scalar product, that is
[, (o Avu)) o) o) Mo =0, for 9 {1,uru(e), vau(e), s p(e), 1o (o)}

In particular, one can invert the equation (3.1.3) on L?(u~/?) yielding
pD(t,0) = =B(t)2L ™ v Avpl.

Note that due to B(t)~?/? — oo we obtain u)(t,v) — 0 as t — oo, which is consistent with the
assumption (3.1.2) for k = 1. Similarly, one can show formally that u(¥)(t,v) = O(8¥7/2(t)) as
t — oco. With this let us now turn to the asymptotics of the temperature

B _
26

First, let us ignore the last term, yielding the equation

ap = zl))/RgU-Avu(l)(t,v)dv+(’)([37(t)). (3.1.4)

(B_V/Q(t))lz —75(1&)_7/2;/Rgv-Av,u(l)(t,v)dv: %/R?)v-Av.iﬂ_l [v- Avp] dv

w0 iy
=3 (L().—<U Avp, L~ v Avu]>

(3.1.5)

L2/
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Note that ag > 0, since .Z is a positive operator on (ker.Z )L. In particular, we have
B2(t) ~t, t— 0.

Furthermore, terms of order 3(t)¥7/2 ~ t=% can be omitted for k > 2 as they are integrable in
time and thus have no essential effect on the asymptotics. This was in particular done in (3.1.4)
yielding the asymptotics for the temperature. Observe that all in all the ansatz used above is
consistent. Furthermore, observe that the above computation yields T'(t) ~ t*/7 as t — oo, i.e.
due to the effect of the shear the temperature is increasing in time.

The physical interpretation of the above formal asymptotics is as follows. Due to the action
of the shear the velocities in the gas become larger (at least if the gas is already close to
equilibrium). Higher velocities lead to more collisions, since the collision operator scales like
B(v—wvs,n-0) ~|v—uv7 as |[v—v| = oo with v > 0 (hard potential case). Thus, the mixing
properties of the collision operator and hence the relaxation towards the equilibrium is enforced.
This leads again to the growth of the temperature.

The above asymptotics can be carried out also in the case of shear with decaying planar
dilation/shear as well as combined orthogonal shear, see Section 1.1.2. In this case the shear is
the most relevant effect compared to the dilation. On the other hand, dilation leads to a decrease
of temperature. If accordingly the Boltzmann operator scales like B(v — vy, n-0) ~ |v —v,|7 as
|v —v| — 0o with v < 0 (soft potential case), then one can use the Hilbert-type expansion to
obtain a similar behavior. The ranges of the parameter v < 0 for which this can be done have
been identified in [97].

In order to make the above asymptotics rigorous, the following has to be taken into account:

(i) One has to show that the solution indeed takes the form
F(t,0) = (o) + p D (£,0) + h(t,v). (3.1.6)

Here, the error term h is expected to be integrable in time. In the above case we expect
h=0(t"?) as t — oo.

(ii) The function 5~7/2 behaves like ¢ for t — oc.

To this end, two main assumptions have been used in the work (II):
(i) The error term h |;—¢ is initially small (in appropriate norms).
(ii) The initial temperature 3(0)~! = T(0) is sufficiently large.

The first assumption ensures that the Hilbert expansion (3.1.6) is valid not only asymptotically
when ¢ — oo (as expected from the formal study), but also for times of order one. In fact, one
shows that the smallness h |~ is propagated in time. The second assumption ensures that the
collision operator is always dominant compared to the drift term and not only asymptotically
as t — co. Here one shows that if 5(0)~! is large then also 3(¢)~! is large for all times ¢ > 0.

Under these assumptions the above asymptotics can be proved rigorously, see Theorem B.1.1
(i) and Theorem B.1.2 (i) in the work (II). The above asymptotics can also be proved in the
case of simple shear with decaying planar dilation/shear and combined orthogonal shear. Let
us mention that the precise statements in particular the norms used depend on the linearized
collision operator, in particular if the kernel has an angular cutoff or not.
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3.2 Methods and main strategy of the proof

Let us now give the main ideas towards the proof of the previously discussed asymptotics. We
will again stick to the case of simple shear for simplicity. We consider a solution to (3.1.1) of
the form

F(t,v) = p(v) +a(t,v) +h(t,v)
where h is some error term and
fi(t,0) = pO(t,v) = —B(0)/2.2 - Av]

is the first order approximation according to the Hilbert-type expansion. Let us mention that
one can prove the well-posedness and regularity to (3.1.1) using tools known for the homogeneous
Boltzmann equation, see Propositions B.2.2 and B.2.6.

The equation solved by the error term A has the form

Och = S(t) +Z()h — an(t) div(vh) +B(t) 2 Q(hh) = B(t) > Zh,

3.2.1
ap(t) = ;/Wv-Avh(t,v) dv. ( )

Here, S(t) is a source term, while Z(t) is a linear operator acting on h. Both depend on f.
Furthermore, we have from the formula of g that

S(t) =0 (W) . (3.2.2)

See Section B.3.1 for the precise formulas of S(t) and Z(t). The only nonlinear terms present
are given by

an(t)div(vh) and  B()2Q(h,h).

On the other hand, the most important term in (3.2.1) is the linear one given by 8(t)~7/2.Zh.

Continuation argument. The main idea in the study of the asymptotics of solutions to
(3.2.1) are the following two implications for some 7' > 0.

(i) Aslong as 3(t)/2~ e~ 4t for t € [0,T] we have

1
MO S T+

for t € [0,77].
(ii) As long as

€ n 1
(1+t)2  (e71+1)?

QLIS

for t € [0,T] we have B(t)~"/2 ~e~' +t for t € [0,T].
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Note that the implications (i) and (ii) are the reverse of the other. The parameter ¢ > 0 is then
chosen sufficiently small in order to show that both statements are true for all times. This is
needed as the constants appearing in the estimates (suppressed with the symbols ~ and <) might
differ in (i) and (ii). Furthermore, note that the above estimates are true for t = 0 by assuming
that 3(0) = T(0)~! and ||h(0)|| are sufficiently small. Let us mention that the particular form
of the estimate for ||h|| is due to the effect of the initial datum and the source term as will be
seen below.

Let us give the main arguments for (i) and (ii). Concerning (i) the idea is as follows. As the
error term is small one can neglect the nonlinear terms in (3.2.1). Furthermore, since 3(t)~7/2
is large and grows linearly in time, we expect that the semigroup generated by the operator
R(t) — B(t)~7/2.% behaves as the one generated by —3(t)~7/2.2. We thus need to consider

Oh=—Bt)""2Lh+S5(t).

We can solve this using Duhamel’s formula yielding
t ¢
h(O) = Poho+ [ Prus)dr, Pra=esp (= [ 852 ds ).
0 T

We now use the fact that the semigroup e *¢ has an exponential decay in appropriate spaces
(this is discussed below), i.e. we have

|l | s e Ufll, fe(ker ),

We thus obtain, together with S(t) € (ker.£)* for all ¢ >0,

ol S exp (= |02 Wl + [ exp (= [ B2 ds) o

Here, we used (3.2.2) and ||ho|| <e. We now use the assumption §(t) /2~ ¢! 4+t in (i) and
use partial integration to obtain

(e71+s)ds 1
I S et [ ——dr
t t, _ 1
< —nfr(e 1+s)d57d ]
(1—|—t) +(5—1+t) +/0 ¢ (e 1+7)3 T

The last integral can now be estimated by splitting into r € [0,¢/2] and r € [t/2,t]. This yields
the bound asserted in (i).

On the other hand, concerning (ii) the argument follows as in the previous subsection. We
have the ODE, see (3.1.1),

B(t)
25(¢)

where ag is given in (3.1.5). From the assumption on ||h(¢)|| in (ii) and S(0) small enough it
then follows

= ap(t) =ao+O(||h()]),

Bt) 2 e 4t

The main difficulty in the proof is to track carefully the constants in the estimates to make
sure that the above statements in (i) and (ii) are true for all times. To this end, the smallness
on By and ||hg|| is essential. This allows for some extra room in the estimates to propagate the
bounds in (i) and (ii) for all times (continuation argument).
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Decay of semigroup. As mentioned above the most important term is given by the linear
operator .. As is well-known this operator is non-negative and self-adjoint on L?(u~1/2). Tt
has a spectral gap in the case of hard potentials v > 0. Quantitative estimates of this spectral
gap are provided in [133, 136]. Let us denote by Iy the orthogonal projection onto the kernel
ker .Z and IIy = I —IIy. The spectral gap implies

He—tfnl‘ —6t

<e
L2(u=1/?)

for some 6 > 0.

However, the space L?(p~1/?) is inconvenient for the study of homoenergetic solutions. In
fact, this space forces h € LQ(M_U 2) to have Maxwellian decay at infinity. However, due to the
drift term in (3.1.1) such a Maxwellian decay is not preserved over time. Thus, we need to
provide estimates of the semigroup e *< in more convenient spaces such as Lzl,. Here, we denote
by L the space L'(R?) with weight (v)”, where (v) = \/1+][v[?. This problem was studied in
[134] and a general method was provided in [79]. The result in the case of non-cutoff kernels
was then studied in [152]. More precisely, it was proved that

16
ey

< Ce rt
L}) -

for p > 2 and some k = k(p,0) > 0.

Let us give the main idea of the method provided in [79]. We consider an operator .Z on
Banach spaces E C £, e.g. E=L*(u~'/?) and £ = L, as above.

We have the following assumptions.

(i) We have ker .Z C E and for some 6 > 0

e, <

(ii) There is a decomposition of the form
L =A+B

on &£ with the following properties. The operator A : & — F is bounded and the operator
B: & — & generates a semigroup with

o] <
&£

—t.Z

Then, the semigroup e satisfies

He*’ffang < Ce "t (3.2.3)

for some C'> 0 and k > 0. This is a simplified version of the extension theorem in [79, Theorem
2.13]. The proof below is inspired by the proof in [46, Section 3.3], which allows to cover also
cases with merely fractional exponential or polynomial decay of the semigroup.

Let us give some remarks. First of all, (i) gives the decay of the semigroup on the smaller
space E. This is provided by knowing for instance a spectral gap as in the case of the linearized
Boltzmann operator. Assumption (ii) provides a decomposition of .Z on £ into a regularizing
operator A and an operator B generating a decaying semigroup on £. Note that A maps the
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space & into the smaller space F. Let us mention that .Z is in general not self-adjoint on £ as
in the case of the linearized Boltzmann operator.

In the case of the linearized Boltzmann operator the decomposition is found as follows. The
operator splits into four parts

Zh==QUu) = Qi) == [ [ Blv=v.:n-0) [k + Wopl = b = ] dod,
=Tih+Toh—T3h —Tyh.
The decomposition is essentially given as follows
Ah =1y <p(T1h+T2h —T3h), Bh=1,sr(T1h+Toh—T3h)—Tsih

for cutoff kernels. For non-cutoff kernels one has to take into account the singularity of the
collision kernel, see [152]. One can show, using Povzner estimates of the moments of order p > 2,
that B is hypodissipative on Lyl,7 p > 2 for R sufficiently large. More precisely, hypodissipative
means that the following estimate holds

—(Bh,sgnhh; = —/R3 Bhsinh (v)P dv < —COHh”L},-

In fact, this shows that .Z is hypodissipative for large velocities. The above estimate implies the
exponential decay of the semigroup e~*8. On the other hand, the operator A maps Lll) functions
to bounded, compactly supported functions. In particular, they are in L2(,u*1/ 2). All in all,
assumption (ii) is satisfied.

Let us now give the main idea of the proof of the above extension theorem. We consider the
equation

Oth=—-2Lh=—-Ah—Bh, h(0)=hy, Ilghy=0.
We now use the semigroup generated by B and write
h(t) = f(t)+g(t), f(t)=eTho, ¢(0)=0.
We get
Og=—0i(h—f)=—-Ah—B(h—f)=—-Lg+ Af.

We apply Duhamel’s formula to obtain

t t
g(t) Ie_t'fg(())—l—/ 6_(t_s)$./4f(s) dS:/ 6_(t_s)$A6_SBhods.
0 0
We thus obtain
t
h(E) = £+ g(t) = Pho+ [ e =97 A Bhy ds.
0

Applying the operator I1; yields, as IIph(t) = 0 for all times ¢ > 0,

t
h(t) =L [f(t) +g(t)] = e Bhg + / e~ =)L Ae B Ry ds.
0
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Note that e~** commutes with II;. We now use assumption (i) and (i) to obtain

t
A= Bl ds < e hollg +C [ e
0

t
IOl < e olls+ [ e e hol , ds

t
< e |l +C /0 e e hollg ds < Ce™[|hole

with k£ = min(f,w) if 0 # w or any k < § = w otherwise. Note that the essential term is
e~ (=9)ZTL, Ae=*Bhy. The operator A regularizes the function e *Bhg such that the semigroup
e can dissipate it. This proves (3.2.3).

Nonlinear estimates. The last ingredient of the proof of the longtime behavior for the ho-
moenergetic solutions are the nonlinear estimates. As is typical in perturbative frameworks the
norms used to deal with nonlinear terms, such as Q(h,h), also need to be appropriate for the
linear operator, that is .Zh. In the case of the Boltzmann equation without cutoff anisotropic,
fractional Sobolev spaces with appropriate polynomial weights are used. We refer to Section
B.1.3 and B.3.1 for the precise definitions. As can be proved, see Lemma B.3.8, the operator
% is hypodissipative up to terms which can be bounded via Lll,—norms. For these terms we use
the decay properties of the semigroup in L},. This allows to provide the needed estimates of the
error h in (3.2.1).



Chapter 4

Summary of article (IIT). Vanishing
angular singularity limit to the
hard-sphere Boltzmann equation

In this chapter we give an overview of the work (III). The accepted manuscript to the published
version [103] is reproduced in Appendix C.

In this work the family of collision kernels to the Boltzmann equation derived from inverse
power law interactions is studied. In particular, the limit to the hard spheres model is proved on
the level of the collision kernels as well as for solutions to the homogeneous Boltzmann equation.

4.1 Limit towards hard spheres collision kernel

Here, we give an overview of the connection between the two models of inverse power law
potentials and the hard spheres potential.

Inverse power law interactions. As mentioned in the introduction, Section 1.1, these in-
teractions yield collision kernels of the form

s—5 UV — Uy
) n:
s—1

Bs(’U—v*’an‘U):‘U_U*WbS(”'U)’ 7:7(8): ‘U—U ‘

Here, the index s € (2,00) refers to the power law potential 1/7°~!. Furthermore, the angular part
bs:[—1,1) — [0,00) can be computed implicitly by solving the two-body Hamiltonian equation
with interaction potential 1/7°~1. We refer to Section C.1.2 for a formal derivation of the above
collision kernels. It is customary to use spherical coordinates for o with North Pole n. In
this way we have n-o = cosf. The angle 6 is also referred to as the deviation angle of the
corresponding collision event.

Let us note that one important feature of the angular part by is its singular behavior close to
n-o =1, i.e. 8 close to zero. Such collisions are also referred to as grazing collisions. Recalling
the post-collisional velocities

ve  |v—v v v—
,:v—;* | 2*‘, vl = —;v*_] 21}*’0, oes?

45
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we have

vV—v  v—u, v =l

: = ‘n=n-o.
o' =vl| Jo—vs| fo—u
Thus, in the reference frame moving at velocity (v+v.)/2 = (v'+v})/2 the so-called deviation
angle 0, where cosf =n-o, is very small for grazing collisions. This is due to the fact that power
law potentials are long-ranged, i.e. particles interact weakly at large distances.

On the level of the angular part the singular behavior of the form

sin@bg(cosf) ~ = 172/(=1 g 0,

was already computed in [47, Section I1.5]. The precise asymptotics is given by, cf. Theorem

C.2.1 (i) in (IID),

2/(s—1)
4/(s=1) r(s
lim 01+ 5=V p (cosf)sind = Cs, C = 2 Vvl (3) . (4.1.1)
0—0 s—1 \r (%)

In particular, we have bg(cosf)sind ~ 12/~ a5 § — 0.

Hard spheres interaction. A different model is given by hard spheres inducing the collision

kernel B(|v —v.|,n-0) = }|v—v,|. The corresponding interaction potential has the form
0 r>1,
P (4.1.2)
oo r<l.

Let us mention that the factor 1/4 in the collision kernel is in general irrelevant and is customarily
assumed to be one. This factor depends on the range of the hard spheres potential. However,
for the study here the precise formula is used.

Limit behavior for s — oo. Note that the hard spheres potential (4.1.2) is the limit of the
inverse power law potentials 1/7*~! when s — oo for 7 # 1. In the work (III) this limit is proved
(cf. Theorem C.2.1 (i)) for the collision kernels, i.e. we have

1
By(Jv—vi|,n-0) = [v— v " Fbg(n-o) — Z|U—U*‘, s — 00.

Moreover, note that the singular behavior of the angular part vanishes in the limit s — co. This
is due to Cs ~1/s — 0 as s — oo, where Cj is given in (4.1.1).

Hence, in order to describe the vanishing of the singular layer we make the following obser-
vation: as stated in (4.1.1), we have for § — 0

bs(cosf) ~ C,0272/(s=1)

while for s — 0o

-2
07272/ 9?. (4.1.3)
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Thus, in order to capture the behavior of the singular layer of bs(cosf) for # — 0 when s — oo
it is convenient to introduce the variable 8 =1 /y/s. In the limit s — oo we then obtain, cf.
Theorem C.3.1 in (III),

Jlim b, (cos (\%)) =0(y),

for a real analytic function ® : (0,00) — R. The function ® connects the singular layer of the
angular part bs for s — oo with the angular part of the hard spheres kernel (which is constant
1/4). More precisely, we have

1 . 11

RNV R
where ®q : [0,00) — R is continuous, in particular finite when 1 — 0. The singularity of order
12 is expected from (4.1.3).

lim B() =5, ()

P—00 4 + @O(w)a

4.2 Limit towards Boltzmann equation with hard spheres

In the previous section we discussed the limit of the collision kernel for inverse power laws 1 /7571
towards the hard spheres collision kernel when s — co. Based on this it was proved in (III),
see Theorem C.4.4, that also the solutions f* to the homogeneous Boltzmann equation with
collision kernel By

of*=Qs(f* 1), [ lt=0=fo (4.2.1)
converge weakly in L' to the solution f* of the Boltzmann equation with hard spheres kernel
W™ =Qoc(f, ), [ li=0=fo (4.2.2)

when s — co. Here, Qs denotes the collision operator with kernel Bs(|v —v.|,n-0) while Qs
denotes the operator with kernel B(|v —vy|,n-0) = |v —v.|. Note that all solutions have the
same initial datum fy.

Let us comment further on the methods used in this result. One crucial observation is that
for s > 5 the collision kernel falls into the class of hard potential kernels. As mentioned in the
introduction, see Section 1.1.1, such kernels are easier to tread, even in the case of non-cutoff
kernels (as is the situation for inverse power law potentials). In particular, the concept of weak
solutions can be used without any ambiguities. There are three main ingredients used in the
proof:

(i) H-Theorem: assuming that the entropy of the initial datum is finite, i.e.

H(fo) = /1@3 Jo(v) In fo(v) dv < o0
we have H(f*(t)) < H(fp). This bound is uniform in s > 5.

(ii) Moment estimates: in the case of hard potentials one can apply variants of the Povzner
estimates to obtain the bound for p > 2

sup ”fs(t)”Ll < Cp-
t>0 P

This bound is again uniform in s > 5 and depends only on || fol| 1.
p
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(iii) Uniqueness for hard spheres kernel: as was shown in [129], in the case of hard spheres
weak solutions f*° to the homogeneous Boltzmann equation (4.2.2) which preserve the
total energy are unique. Conservation of the kinetic energy means that for all ¢ >0

[l oy do= [ ol (0 d.
R3 R3

In fact, this result turns out to be sharp. In [122, 161] solutions with increasing energy
have been constructed. These solutions are constructed as the limit of solutions f™ with
an initial profile of the form

n 1 —o—1/n
F7(0,0) = fow) ol gy 2y

Here, fo € L} with finite entropy is arbitrary. In the limit, the solution f with initial
condition fp has an energy jump at ¢t = 0. This is due to the effect of the second term
which only decays like |v|*5*1/ ™. In particular, it is close to the threshold of integrability
with respect to the weight |v|2. The argument can be extended to yield jumps in the energy
for positive times, see [122].

These ingredients can be then combined to yield the result as follows: first of all for any initial
datum fy € L}D, p > 2, one can construct a sequence of weak solutions to (4.2.1) which preserve
the kinetic energy. Due to the bound in (i) a sequence of weak solutions f* to (4.2.1) have a
converging subsequence in L'. Passing to the limit in the weak formulation entails that any
limit f*° is a weak solution to (4.2.2). Assuming p > 2 and using the bound in (ii) also all the
moments of order g < p of the weak solutions along the subsequence converge. In particular,
the limit point f*° is a weak solution to (4.2.2) satisfying the conservation of kinetic energy.
Thus, by (iii) it is unique. Consequently, the whole sequence f*, and not merely a subsequence,
converges towards the same limit point f*°. We refer to Appendix C for the full proof.



Chapter 5

Summary of article (IV). Rotating
solutions to the incompressible
Euler-Poisson equation with external
particle

In this chapter we give an overview of the work (IV), which is reproduced in Appendix D.

In this work we consider a two-dimensional, self-interacting, incompressible fluid body E(t) C
R? which is perturbed by an external particle X (¢) with small mass m > 0. The shape of the
fluid body is assumed to be closed to the unit disk D and is deformed due to the interaction with
the particle. Under certain assumptions we prove the existence and uniqueness of stationary
solutions to the Euler-Poisson equation in a rotating frame of reference. In addition, differently
from the results on self-gravitating, ellipsoidal figures reviewed in [52], see Section 1.2.1, we
consider solutions which contain non-trivial internal motion v # 0 in any coordinate system.

5.1 Main Model

The equations under study is the incompressible Euler-Poisson equation with an external particle
see (1.2.4). We are looking for stationary solutions in a rotating frame of reference, that is, to
the equation (1.2.5). Here, we restrict our attention to the two-dimensional case. To this end, we
identify v = (v1,v2) " with the vector (vi,v9,0)" and similarly for x = (x1,22). One can rewrite
the vector product with = 0(0,0,1)T as Q x v =QyJv, Jv = (—ve,v1) . Furthermore we have
QO x (Qxx)=—-032. Thus, from the system (1.2.5) we obtain the equations

(v-V)v+2Q0Jv—QBr = -Vp—-VUg-mVUx inFE

V-v=0 in &

n-v=>_0 on OF

p=0 on OF (5.1.1)
WX =VUg(X)

|E|=m

Jprdx+mX =0.

49
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In the above system we also included the constraint |E| = |D| = 7, which fixes the mass of the
fluid body. Furthermore, we also included

/a:da:—i—mX:O
E

so that the center of mass of the system is at the origin. One can show that in fact this condition
is a consequence of the other equations in (5.1.1). Indeed, the center of mass of a system without
external forces moves at constant speed. However, due to the rotating frame of reference it has
to be at rest and thus in the origin.

Let us mention that the above two-dimensional model cannot be viewed as a flat or planar
solution to the three-dimensional case. In this case the pressure would also act in the vertical
direction. However, in the model above the pressure is only acting in the plane.

In the two-dimensional case the attractive force is given via the fundamental solution of the
two-dimensional Laplace equation, that is

Us o) =l =X (0, Upoa) = [ Inle—yldy

However, in the work (IV) we can treat a family of power law potentials as well. More precisely
for v € (0,1] have

1 dy
Ux(®) =~ s Vew(®) = - /. s

This includes also the standard Newtonian gravitational potential for v = 1. However, in this
case the gradient gradUpg is not well-defined due to the singularity. In order to solve this problem
one absorbs this singular term in the pressure by writing p = P —Ug —mUx. Here, P is the
so-called non-hydrostatic pressure. We obtain then the equation

(v-V)v+2QpJv—QBzr=-VP inE

V-v=0 in B

n-v=>0 on OF

P=Ug+mUx on OF (5.1.2)
WX =VUg(X)

|E| =7

Jprdx+mX =0.

Here, the term Ug is now well-defined.

Let us mention that the system (5.1.2) is invariant under rotations around the origin. Hence,
we can assume without loss of generality that the particle X = (a,0) is located on the x;-axis.
In particular, a solution to (5.1.2) yields a family of solutions by rotating the solution around
the origin. As a result of the choice X = (a,0), the equations are invariant under reflections
xo — —xo. Consequently, since our perturbative framework allows the construction of unique
solutions, the domain F is symmetric w.r.t. the zi-axis.

The perturbation parameter is m > 0. In the case that m = 0 the shape of the body is
given by the unit disk. As a consequence the corresponding interaction potential Up is radial.
Furthermore, the position of the particle X = (a,0) is close to Xo = (ag,0) satisfying Q3 Xy =
VU (Xo), that is ag Q2 = U](ag). In fact, this yields a one-to-one correspondence between ag > 1
and 0 <y < Uo(l)l/ 2. We stress that we studied only the case in which the body and the particle
are separated. In particular, we assume (say) ag > 2, i.e. 0 < Qo < Up(2)'/?
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5.2 Reformulation of the problem

In order to study the above free-boundary problem we make use of conformal mappings which
are well-suited for two-dimensional problems. More precisely, the shape of the fluid body E is
given via a conformal, i.e. an injective and analytic function f:D — C, f(D) =: E. Here, we
identify R? = C. For the perturbative framework we make the ansatz f;,(z) = z + h(z) for some
small analytic function h and set Ej, := fj, (D). Using a re-parametrization of D by the so-called
Blaschke factors we can ensure h(0) =0, h'(0) € R.

On the other hand in order to rewrite the Euler-equations for the velocity field we use the
Grad-Shafranov method [77, 146]. More precisely, we write the velocity field v via a stream
function 1, i.e. v =JV. In two space dimensions the corresponding vorticity (0,0,w) =V x v
satisfies v- V(w+2Qp) =0 in E. This can be seen by applying Vx to the Euler-Poisson equation
in (5.1.1) and using V-v = 0. In particular, w is constant along stream lines and hence on level
sets of . Hence, we can assume that w = G(v) for some (regular) function G : R — R. Since
Ay = w the stream function is chosen to satisfy

(5.2.1)
v=0 on OFp,

{A¢ =G(¥) in Ep,
The above boundary condition follows from v-n =0 on JF; together with the fact that ¢ is
given by v only up to some constants (modifying G if necessary).

In our study we assume that G is given and fixed in order to describe the internal motion
of the fluid. Furthermore, we assume that the function G is non-decreasing. This ensures the
existence and uniqueness of solutions to (5.2.1). Let us emphasize that 1) = ¢, depends on the
shape of the body Ej, in particular on the function h. The unperturbed stream function g
is accordingly given by (5.2.1) for h =0. Due to the rotational symmetry 1y is rotationally
symmetric.

We can now reformulate the problem (5.1.2) using the fact that the pressure is constant on
the free-boundary. Thus, we obtain that the so-called Bernoulli head H = p+ 1|v|? — $Q3|z|* +
Ug+mUx is constant on 0Ep, i.e. H =\, for some A € R. With this the system (5.1.2) can be
reduced to

l|vw 2_% 2 _

2 k| 5 |2|* +Ug, +mUx =X on 0E),

Q3a = 0,,Ug, (a,0) (5.2.2)
|Ep| = .

The unknowns are h, X = (a,0), A\. Furthermore, the function v, is given via (5.2.1).

Note that in (5.2.2) we only included the first component of the equation Q34X = VU, (X)
since the second component is satisfied by the symmetry of the domain with respect to the
T1-axis.

5.3 Main result

The main result concerns the existence and uniqueness of solutions to (5.2.2). To this end, we
apply a version of the implicit function theorem, see Lemma D.3.3. The perturbation parameter
is the mass m of the external particle. This allows to construct solutions to (5.2.2) with h = 0,
X ~ Xo, A= A = 59)(1)2 — 3%+ Up(1). Concerning the function 7 we use the Banach space
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H(D)NC*+2%(D), where H(D) is the space of analytic functions on D and k € Ny, a € (0,1).
We equip it with the standard Hélder norm |-, .-

An important part in the application of the implicit function theorem is the study of the
invertibility of the linearized operator at the unperturbed solution. The main part of this
operator acts on h, restricted to the boundary 9D of the unit disk (i.e. the one-dimensional
torus), via Fourier multipliers given by

1 1
wn = =5 08 = Ul + 1)+ G (1) ALy (D[] +1) + . (53.)
The coefficients c¢,, enter the linearization through the linearization of the interaction potential
Ug,. Furthermore, A/ (1) is implicitly given by the functions A, : (0,1) — R solving the ODE

n2
%(TA;)' — 3 An— G (Yo(r) A, =" Gy (r)),  An(1)=0. (5.3.2)

They appear through the linearization of the stream function h +— ¥y, o fr,. We refer to Sections
D.4 and D.5 for the derivation of the above formulas.
The main result can now be summarized as follows, see Theorem D.2.1.

Theorem 5.3.1. Let k € Ny, a € (0,1) and choose ag(2) > 2 with agQ3 = Uj(ag). In addition,
assume that

(i) G € C¥3(R;R) is non-decreasing;
(i) ¥p(1) #0;
(iii) wp # 0 for all n#0.

Then, there are €,0 > 0 such that: for any m € (0,0) there is a unique solution h, X = (a,0), A
to (5.2.2) with

”th+2,a+ la—ao|+|X—Xo| <e.

Finally, the domain Ey = fr(D) is symmetric w.r.t. the x1-axis and the corresponding velocity
field v = V+y, together with the position of the particle X = (a,0) yield a solution to (5.1.1).

Let us note that the condition (i) is used in order to ensure well-posedness of (5.2.1). Con-
dition (ii) on the other hand is used to avoid the appearance of local extrema of 1y at the
boundary. Perturbations of such extrema lead generically to saddle points, which correspond
to formations of vortices. Finally, (iii) ensures that the linearized operator is invertible. The
condition (iii) can be interpreted as a non-resonance condition on the angular velocity €. For
resonant values of )y bifurcations to other shapes might occur. It is shown in the work (IV)
that in fact, this condition is satisfied for |n| large. Finally, some numerical studies can be found
after Theorem D.2.1.



Chapter 6

Conclusion and open problems

In this thesis we studied both the Boltzmann equation and incompressible Euler-Poisson equa-
tion. The main focus in the case of the Boltzmann equation were solutions that are out of
equilibrium due to the effect of a shear flow in the gas. This lead to either a self-similar
longtime behavior, cf. (I), or to the approach of the equilibrium distribution with variable tem-
perature, cf. (II). Furthermore, in (III) we studied the collision kernels as well as solutions
to the homogeneous Boltzmann equation when passing from inverse power law interactions to
the hard spheres interaction. Finally, in (IV) we proved the existence of a rotating solutions to
the two-dimensional, incompressible Euler-Poisson equation with a small external particle. The
configuration of the fluid body is constructed as a perturbation of the disk. Furthermore, we
included non-trivial internal motions close to general shear flows leaving the disk configuration
invariant.

In the following we give a list of open questions and possible future projects arising from the
study in this thesis.

6.1 Self-similar behavior for Maxwell molecules

The study of the self-similar solution in (I) made essential use of the smallness of the shear. In
particular, this condition appeared

(i) in the study of the eigenvalue problem for the second order moment equations, see (2.2.1),
so that the spectrum remains close to the situation without shear, in which the spectrum
can be computed explicitly;

(ii) in the proof of uniform bounds of higher moments using Povzner estimates;

(iii) in the proof of the stability of the self-similar solution.

However, for large shears the longtime behavior of solutions remains in general unclear. A first
step would be the study of the second order moment equations. In the case of simple shear
and planar shear this was done in [98, Section 5]. They prove (under certain conditions on the
collision kernel in the case of planar shear) that the spectrum shares the same structure as in the
study of (I). Furthermore, for simple shear they formulated a condition yielding also uniform
moment bounds as in (ii). This allows to prove the existence of a self-similar solution. The
condition formulated can be verified using numerical methods.

However, the stability of this solution, point (iii) above, needs to be studied independently.
The first step would be to study the stability of the eigenvector N € R3*3 in the ODE system of

93
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the second moments, i.e. the second moments of the self-similar profile. Furthermore, the study
of the higher moments using numerical methods might be useful.

On the other hand, it might be that the self-similar behavior (or even the existence of a
self-similar profile) is broken for certain values of the shear. In this case, one might again gain
some insights through the ODE systems for the moments.

Another open question concerns qualitative properties of the self-similar solution constructed
in (I). It was shown there that the profile has moments of order p if the shear is chosen small
enough, depending on p. It remains unclear if the profile for a fixed (but still small) value of the

shear has only power law decay. For shear flows this is suggested by numerical experiments, see
[74].

6.2 Collision-dominated behavior for soft potentials

In the work (II) we studied the collision-dominated behavior for hard potentials. As stated in
[97] the Hilbert-type expansion can also be used to yield a similar longtime behavior for soft
potentials. In contrast to the hard potential case the shear of the mechanical work is not the
decisive mechanism but the dilation. This leads to a decrease of the temperature. Rescaling the
temperature to one, one can see that for certain values of v < 0, depending on the choice of the
matrix L(t), the Hilbert-type expansion yields a consistent asymptotics close to a Maxwellian
distribution. In fact, in this case the expansion has the simple form f = u+ A and there is no
need to include the first order approximation u(!) as in (3.1.6), see [97]. Following the analysis
of the hard potential case in Chapter 3 the most important part is the study of the linearized
problem. In this case, the linear equation has the form

Oeh = div <<L(t) - 25;2((?) 1) vh> Bty Lh.

It is expected from the Hilbert-type expansion that £ (t)*'Y/ 2 grows exponentially in time.
The main difference to the hard potential case is twofold.

(i) The linearized collision operator .Z has no longer a spectral gap on the space L?(p~1/2). It
is proved in [78], in the case of the inhomogeneous Boltzmann equation close to equilibrium,
that one can recast at least polynomial decay in L2(,u_1/ 2) of the semigroup. However, to
this end an a priori bound on a Lz(,u_l/Q)-norm with polynomial weight is needed. On
the other hand, as in (II) the space L?(~'/?) is inconvenient for homoenergetic solutions
since the flow of the equation does not preserve the Maxwellian decay at infinity. Thus,
extension results on larger function spaces, like weighted L'-spaces, have to be established
again.

(ii) The drift term is more dominant for |v| — co for times of order one. In fact, the drift term
scales like O(1) while the collision operator scales like O(|v|?) for |v| — co. In particular,
moment bounds cannot be established without using the specific structure of the drift
term.

In fact, the method in [79] and the variant of the proof presented in Chapter 3 is flexible enough
to prove a solution of point (i). More precisely, one can obtain the following result.

Let ¢ > p > |y|+2. Then the semigroup e ' of the operator £ satisfies the following
estimate for t >0
C

—tZ
He th’ 3 = (T Oa/@iD IAllzy-
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Compare this with the exponential decay in Chapter 3 or in Lemma B.3.12.

This yields polynomial decay in time for the linear semigroup. However, an estimate of the
Lé—norm is needed. In particular, this requires moment bounds of order ¢, which requires a
resolution of point (ii) above. Up to now a solution to the issue in (ii) remains to be found.

6.3 Hyperbolic dominated behavior

As mentioned in Section 1.1.2 there is a different regime for the longtime behavior for ho-
moenergetic solutions which has not been studied rigorously so far. In this case the drift term
(hyperbolic term) is more important than the collision operator. Conjectures have been stated
in [99].

One particular case appears for instance for simple shear with homogeneity v < —1. Here,
the collision rate is of the order e~ for t — 0o as long as the solutions follows the flow of the drift
term. In particular, the effect of the collision operator is expected to be integrable in time. This
situation was termed frozen collisions in [99]. The mathematical result one could aim for is that
the solution approaches some profile moving along the characteristics of the drift term. This
profile would depend on the initial datum and one might not be able to construct it explicitly.

6.4 Shear flows for mixture of gases

The studies on homoenergetic solutions mentioned so far and studied in this thesis concern
a single gas subject to mechanical forces. When considering a multi-component gas further
non-equilibrium situations can occur. Let us mention here a particular situation studied in
[74, Section 4.4]. We consider a mixture of two gases, which are statistically described by
two distribution functions fi(¢,z,v), fa(t,x,v). The distribution functions satisfy two coupled
Boltzmann equations. The coupling appears through the collision of particles from species 1
with particles from species 2. We assume that the particles in species 1 and 2 have respectively
mass mp and meo. Furthermore, we assume the presence of a simple shear in the gas. In this
case one can write the distribution functions as

filt,x,v) =gi1(t,v—£&(t,x)), falt,x,v) = ga(t,v—&(t,x))

as in Section 1.1.2. For simple shear we have

&(t,o)=Lzx, L= a#0.

o O O
o O QR
o O O

Assuming that both species are composed of Maxwell molecules one can compute a closed
system of ODEs for the moments of the gas mixture. Again the most important quantities are
the temperatures T;, i = 1,2, of the two gases, i.e.

1 2
Ti(t)_i’mi/Rs’w‘ gi(t,w) dw, ni—/R3gi(taw)dw'

Here, n; is the density, which is time-independent. Studying the eigenvalues of the ODE system
yields the asymptotics for the temperatures

Ti(t) ~e 't — oo,
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for some a; € R, 1 =1,2.

An important regime is the so-called tracer limit. In this case, one sends the mole fraction
x1 =n1/n, n=nj+na, to zero. Thus, one assumes that the density of the first species (the tracer
particles) is much smaller than the density of the second species (the excess component). In
particular, the effect of the tracer particles on the excess component is expected to be negligible.
Such tracer problems arise in radiation-transfer and rarefied-gas dynamics when tagged particles
are diffused in a concentrated colloidal suspension, see [74, Section 4.4] and references therein.

In this regime, it is of interest to look at the relative energy of the tracer particles to the
total energy, i.e.

El(t,.’El) — Tl(t,xl)
E(t,zy) " T(ta)’
Ei(t,x1) = niTi(t 1), T(t,21) = Ti(t, 21) + To(t, 1), E(t, 1) = Ei(t, 1) + B2 (t, 21).

Note that all quantities E;(t,x1), T;(t,21) depend on the parameter ;.

In thermodynamical equilibrium (i.e. a =0 for ¢ — oc0) one expects the equipartition of
energy, that is limy oo E;(t,21) = limy_oon; E(t, 1), so that limy o E1(t,x1)/E(t,21) — 0 as
x1 — 0. However, for shear flows the behavior can be much different. First of all, one can show
using the system of ODEs for the second moments that for 1 < 1 the behavior of the relative
temperature is given by

L) Tt | o
T(t) Tu(t)

-+ const.

with Q = a3 — ay. In fact, Q depends on the relative mass u = my/mg and the shear rate a > 0
(as well as on the collision kernel). One can show that there is a critical value . such that for
i > e the function Q(u,a) remains positive for all @ > 0. On the other hand, for pu < . this
function can become negative for a > a.(p), for a critical value a.(x). In the first case the ratio
of the temperature of the tracer particles to the total temperature approaches a finite value.
However, in the second case the temperature of the gas of the trace particles goes to infinity. It
is now of interest to look at the relative energy. In fact, one can show that

) . Eqi(t,zy) F(a,p) >0 if pu < pe, a > ac(p),
lim ¢ lim ——= % =
210 [ t=00 E(t,11) 0 otherwise.

The function F'(a,u) depends also on the collision kernel chosen.

We thus observe that the equipartition of energy is broken above the critical value a > a.(u),
as long as p < pe. In other words we observe a non-equilibrium phase transition in the tracer limit
x1 — 0. Below the critical regime the energy is distributed according to the thermodynamical
equilibrium (disordered state) while above the critical value the energy distribution breaks the
law of equipartition of energy (ordered state).

The reason for this behavior can be explained as follows. The total temperature behaves
as T(t) = Ty(t) ~ e=*2" for z1 < 1. We can now put the gas mixture into a heat bath, so
that T'(t) approaches a finite value as t — oo. In this situation the tracer particles experience
two competing effects. First, the thermostat is acting on the tracer particles. Second, tracer
particles also collide with particles in the excess component (species 2). For p < p. this leads
to an increase of the temperature (viscous heating). Note that the masses m; of the particles,
in particular the mass ratio u, appear in the collision rule for the post-collisional velocities.
Thus, on one hand the heat bath controls the temperature, while collisions with the second gas
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increases the temperature of the tracer particles. In the regime a > a.(1) the heat bath is not
able to cool the viscous heating.

Numerical examples show that for 21 ~ 0.01, = 0.1 and a = 2a.(¢) more than 60% of the
energy is stored in the gas of the tracer particles. In strong contrast to the equilibrium situation
in which the energy ratio would be of order z; ~ 0.01, see [74, Section 4.4].

The above behavior was studied in [74, Section 4.4] for Maxwell molecules using merely the
second order moment equations. It would be of interest to study the regime x1 ~ 0 for the full
system of Boltzmann equations of the two species and in particular obtain the above results in
the limits t = oo and x71 — 0. A similar behavior is also expected for non-Maxwell molecules,
see [74, Section 4.4] for the case of the BGK model.

6.5 3D incompressible Euler-Poisson equation

A natural extension of the work (IV) discussed in Chapter 5 on steady states of the two-
dimensional, incompressible Euler-Poisson equation is the corresponding three-dimensional prob-
lem. Here, we again consider the gravitational interaction of a fluid body with shape E C R3
and an external particle X € R?\ E with small mass m > 0. Furthermore, the fluid experiences
the force due to the gravitational self-interaction induced by its density p = 1g. In addition,
the whole configuration is assumed to rotate around the common center of mass with angular
velocity © = (0,0,90), Qo > 0.

The goal is to construct stationary solutions in a rotating frame of reference with angular
velocity §2. The system of equations then takes the form

(v-V)o4+2Qxv+Qx (QAxx)=V[-p—Ug—mUx], in Ep,

V-v=0, in E},

n-v=0_0, on 0Ey,

p=0, on OEy, (6.5.1)
Ox (AxX)=-VUg(X),

B =,

Jpxdr+mX =0.

Here, we denoted

1 dy
Ux@)=—p =g Vet == [ 7

for the potentials due to the gravitational interaction. Note that the equations (6.5.1) are a
tree-dimensional variant of (5.1.1).

As in the work (IV) we study a perturbative situation in which the shape of the fluid is close
to the ball B1(0) while m > 0 is small. For the shape of the body we use a parametrization of
the form By = {z € R® : |z| <1+h(z/|z])}, where h: S* = R is to be found. Accordingly, we
abbreviate Uy, := Ug, . The corresponding velocity field in the non-rotating frame of reference is
close to be zero, i.e. the fluid has no internal motion to first order. In the rotating coordinate
system the velocity is thus close to Vj = —Q x x. Different from the two-dimensional case we
make an additional assumption on the perturbation of the fluid velocity. More precisely, the
perturbation is assumed to be a potential flow, i.e. v =Vy+ V¢. The function ¢: E, — R
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satisfies the equation

Ap=0 in Ey,
nh~v¢) = —V() Ny on 8Eh.

Here, we denoted by ny, the unit outer normal vector of Fj,. These equations are a consequence
of the divergence-free condition Vv = 0 and the zero flux condition ny-v = 0.
Using the vorticity w =V X v we can rewrite the Euler equations in the form

vXw—20xv=VH

where the Bernoulli head H is defined by
L oo 1 2
H::p+§|v\ +Up+U —§]Q><3:| .

Since w = —2€) we obtain H = const. on Ej. In particular, restricting on the boundary gives
with p=0 on 0F}

%\V¢|27(Qxx)-v¢+Uh+mUx:)\, on 0Ep,

A¢p=0, in Ey,

np Vo =—Vo-np, on OEy, (6.5.2)
Ox (2xX)=-VU,(X),

|Enl =

Here, A is a constant. The unknowns are then ¢, h, A and X. Let us mention that the unknown
A is chosen to fix the total mass of the fluid body. In particular, we can obtain |Ej| = 47/3.
Furthermore, due to the invariance under rotation, we can assume without loss of generality
that X = (P,0,0) for some P > 0. Nevertheless, we consider the case X € R3\ EJ,.

Unperturbed solution. For a fixed angular velocity 29 > 0 a solution for m = 0 is given by
Ey=B; and v = —Q x x that is h =0, ¢ = 0. Accordingly, we have

47
- x Z 17
Uo(a:):{ 3[a] ]

~FA-]2) =5 fel <1

This yields A\g = Up(1) = —4x/3. On the other hand, the unperturbed position of the particle
Xo = (P,0,0) satisfies the last equation in (6.5.2), that is,

47 4\ 1/3 —2/3
WBPy=-—5, Py= () Q7.
3P¢ 3 0

Furthermore, we assume that )y is small enough such that 1 < Py ensuring X € R3\ Ej,.
Linearization and small divisors. As it turns out the above problem contains small divisors,

more precisely the linearized operator is not continuously invertible on any, say, L? Sobolev space,
due to a loss of regularity. Thus, a standard implicit function theorem is not applicable.
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We give here a formal derivation of the linearization at the unperturbed solution for m = 0.
In order to linearize ¢ = ¢(h) we linearize the boundary condition

U-V¢(U)%nh-qu:—nh-VO%—(QXU)-VSQh.

Here, we use the sign = to indicate that equality holds when ignoring quadratic terms in h.
Furthermore, in the equation for ¢ we can restrict to the unit ball yielding

Ap =0, on B
o¢
%:—(QXO’)'Vsah on S2.

The solution of this equation is abbreviated by
o =AN [-(2x0) Vgah],

where the index N stands for Neumann problem.

Now, we linearize the Bernoulli function, that is the first equation in (6.5.2). The first term
is quadratic in ¢ and thus can be neglected. Concerning the gravitational potential, the equation
is evaluated at a point X (o) = (1+h(c))o on the boundary JEj. We thus have

Un(X(0)) = Uo(X(0)) + (Un = Up)(X(0)).
The first term is

Uo(X(0)) = Uo(o) +h(e)VUo(0) - o+ O(|[h]|*) =

A7 4r
=~ (o) + O(h).

The second term is

/ /1+h r deT / /1+5h]‘” +h(o)? s?drdr
o )
52 X(o)=r7] ~ Je 1/(1+h(o)) |o— 57|

where we used r = (14 h(0))s and

1+e[h](0,7) = 1128 =1+ hﬁ;(ha(;’) =1+ h(r) — (o) + O(||h|),
v, W) _
o)~ Txhe) MO HOURE).

We conclude (note that 1/|c — 7| is integrable on the sphere)

1+e[h)(o,7) §2 drd h
~(1+h(o))? [ / - ) ar o))
S2.J1 S

J(+h(e)) |0 —sT] 2 o 7]
_ h(r)
- /52|a —drollhl):

For the second term in the first equation in (6.5.2) we use spherical coordinates. We have

Vo(o) = = x 0 = —Qpsinfe,.
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Here, e, is the normalized vector field parallel to d,. We hence have
Vo(o) -V =—=Qg0,.
This yields
Vo Vo = —Q00,6 = —Q0d, A3 [-Q00,h]| = 950, |AF [9,h]] .

In total the first equation in (6.5.2) gives the linearized operator for m =0

(h,A) = Lh—\

where

Lhi= 030, Ay [aph]}—l—grh(a)—/s M)y

2 o 7]

Diagonalizing the linearized operator. In order to invert the linearized operator we use
spherical harmonics Yy, (0,¢) = ™% Py(cosf). This allows to give an explicit expression for
Afvl. In fact, the solution to the Neumann problem has the form

o) =3 3 T Y, (0.0, 7(0) = ~0,h(0),  fom = ~Qwimhe .

l=1m=—/

Here, we use the notation

fim = [, 1(0) Yiun(o) do

We then obtain

¢

230, [A5 [0 }——QQZ 2 hemYem(@ ).
l=1m=—/

We diagonalize the spherical integral

h
— / (7) dr.
52 |o—7|
This is the gravitational potential of a mass density h(o) concentrated on the sphere S2. Such

a potential can be compute with spherical harmonics by means of the multipole decomposition,
see [25, Section 2.4], yielding

4

h( ) _ th
_/52 |0—7‘] a 47TZ Z 25-1—1 Yem(0,0)-
We summarize
x L OM3m?  Ar A7
Zh(0,0) =3 > M (Q0) e Yom(0.0),  Apm(Q) = — T3 T

l=1m=—/

In order to invert .Z — A we have to consider two cases.
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1. Case: £ =m =0. Here we can choose A accordingly. On the other hand, the value of hgg is
determined by the condition |Fj,| =47 /3 as one can see from its linearization with respect to
h.

2. Case: £>0, m=0. The eigenvalues \; o= %” — 221& are independent of £2g. We see that Ay >
0for£>1, Ao %”. However, we have A\; g = 0, since the whole problem is invariant under
translation along the z-axis. This symmetry has to be taken into account when inverting
the operator. (Note that for Qy =0 we have A,—1 = A1,0 = A1,1 = 0 due to the translation

invariance in all three coordinate directions, as one would expect in the absence of rotation.)

3. Case: £>0, m#0. In order to invert the operator we have to assume the following non-
resonance condition

¢ /16w 47
2 PR — —
Atm(§0) # 0 N7 5 ( 3 2+ 1) '

In all cases under the non-resonance condition we can determine the values of hy,, and A, i.e.
we can invert the linearized operator.

Nevertheless, note that even under the non-resonance condition A, (£29) # 0 the operator
cannot be inverted continuously. In fact, the eigenvalues Ay ,,(£2) are arbitrarily close to zero
for suitable choices of ¢, m for any fixed €.

This phenomenon is typically referred to as small divisors and leads to a loss of regularity
when inverting the linearized operator. One way to control this loss of regularity is to assume
a Diophantine condition on €2y9. We do not go into further details here, but refer to the work
[96]. In fact, in this work a very similar problem on three-dimensional traveling water waves
was studied, which also contains small divisors. The general strategy is to use a Diophantine
condition on €y to control the smallness of the eigenvalues. The smallness of the eigenvalues
lead to a loss of regularity, i.e. the Fourier frequencies of the function h in terms of the basis
of the spherical harmonics have worse decay after inversion of the operator .. In order to
compensate for such a loss of the derivatives a Nash-Moser implicit function theorem is used.
The main difference compared to a standard implicit function theorem is the application of a
Newton scheme. We refer to the work by Zehnder [164, 165] which describes variants of such a
scheme suitable for small divisor problems. However, in comparison with the implicit function
theorem the Newton scheme requires the study of the linearized operator in a neighborhood
of the unperturbed solution. As was worked out in [96] for the case of traveling water waves
this study requires the transformation of the linearized operator to a normal form, in order to
control the small divisors, i.e. the spectrum of the linearized operator.

Let us mention that the main difference of [96] and other previous works on small divisor
problems for PDEs, is the appearance of the non-trivial geometry of the sphere S2. In fact, in
[96] unknowns are defined on the torus T2. In particular, standard methods of pseudo-differential
operators can be used to transform the linearized operator to a normal form. In the problem
described here one has to use pseudo-differential operators on the sphere S?. More precisely,
instead of the functions of the form e*** on T2 one has to use spherical harmonics Yom to
decompose functions on S2.

In fact, the study of pseudo-differential operators on the sphere leads to further difficul-
ties. Most importantly, pseudo-differential symbols are no longer complex-valued functions but
matrix-valued. This is a consequence of the non-commutativity of the action of the group of
rotations on the sphere. In comparison, the group of translations acting on the torus is commu-
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tative. We refer to the work [145] for an introduction into pseudo-differential operators on Lie
groups and their quotient spaces.
We aim to solve the above described problem with the mentioned methods in near future.

6.6 Steady states and rotating solutions for star and galaxy
models

We constructed rotating solutions to the incompressible Euler-Poisson equation in (IV). One
major difference in this work is the appearance of general internal motions. On the other hand,
as mentioned in the introduction, see Section 1.2.2, steady states and rotating solutions to
the compressible Euler-Poisson and Vlasov-Poisson equation do not contain non-trivial internal
respectively macroscopic velocity fields. Thus, one might look for more general steady states or
rotating solutions to these equations.



Appendix A

Self-similar profiles for
homoenergetic solutions of the
Boltzmann equation for non-cutoft
Maxwell molecules

Abstract

We consider a modified Boltzmann equation which contains, together with the collision
operator, an additional drift term which is characterized by a matrix A. Furthermore,
we consider a Maxwell gas, where the collision kernel has an angular singularity. Such
an equation is used in the study of homoenergetic solutions to the Boltzmann equation.
Under smallness assumptions on the drift term, we prove that the longtime asymptotics
is given by self-similar solutions. We work in the framework of measure-valued solutions
with finite moments of order p > 2 and show existence, uniqueness and stability of these
self-similar solutions for sufficiently small A. Furthermore, we prove that they have
finite moments of arbitrary order if A is small enough. In addition, the singular collision
operator allows to prove smoothness of these self-similar solutions. Finally, we study
the asymptotics of particular homoenergetic solutions. This extends previous results
from the cutoff case to non-cutoff Maxwell gases.

A.1 Introduction
The inhomogeneous Boltzmann equation is given by

where f = f(t,z,v):[0,00) x R3 x R® — [0,00) is the one-particle distribution of a dilute gas in
whole space. In this paper, we restrict ourselves to the physically most relevant case of three
dimensions, although our study can be extended to dimensions d > 3 without any additional
difficulties.

On the right-hand side we have Boltzmann’s collision kernel

QU = [ [ Bllo=v.ln-0)(fLf = I dodv.,
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where n = (v—u.)/|v—vi| and f. = f(v), f' = f(V'), f« = f(vs), with the pre-collisional veloc-
ities (v,v,) resp. post-collisional velocities (v',v)). One parameterization of the post-collisional
velocities is given by the o-representation, i.e. for o € 52

; UFU |U—’U*|O_ ;U |v—wy
2 2 2 2

For an introduction into the physical and mathematical theory of the Boltzmann equation (A.1.1)
see for instance [47, 156].

The collision kernel is given by B(|v —v«|,n-0) and it can be obtained from an analysis of
the binary collisions of the gas molecules. For instance, power-law potentials 1/79~! with ¢ > 2
lead to (see e.g. [47, Section IL.5])

B(lv—vs|,n-0)=|v—vi]"b(n-0), v=(¢—5)/(g—1), (A.1.2)
where b:[—1,1) — [0,00) has a non-integrable singularity of the form
sin@b(cos) ~ 9 172/(0=1) a5 9 — 0, (A.1.3)

where cos = n-o, with 6 being the deviation angle. It is customary to classify the collision
kernels according to their homogeneity v with respect to |v —v.|. There are three cases: hard
potentials (v > 0), Mazwell molecules (v =0) and soft potentials (v < 0). In this paper, we
consider the case of Maxwell molecules, hence B does not depend on |v —v,|, cf. (A.1.2). This
corresponds to ¢ = 5 for power-law interactions.

Collision kernels with an angular singularity of the form (A.1.3) are called non-cutoff kernels.
When ~ =0, one refers to non-cutoff or true Maxwell molecules. This singularity reflects the
fact that for power-law interactions the average number of grazing collisions, i.e. collisions with
v~ v, diverges. In kinetic theory the Boltzmann equation has often been studied assuming that
the collision kernel B is integrable in the angular variable (Grad’s cutoff assumption), since the
mathematical analysis is usually simpler.

In this paper, we analyze a particular class of solutions to (A.1.1) namely the so-called
homoenergetic solutions, which have been studied in particular in [26, 98] in the case of cutoff
Maxwell molecules. We show that the results obtain in their papers extend to non-cutoff Maxwell
molecules.

A.1.1 Homoenergetic solutions and existing results

Our study concerns solutions to (A.1.1) of the form
f(t,x,v) =g(t,v—L(t)z), w=v—L(t)x, (A.1.4)

for L(t) € R3*3 and a function g = g(t,w) : [0,00) x R3 — [0,00) to be determined. One can check
that solutions to (A.1.1) of the form (A.1.4) for large classes of functions g exist if and only if
g and L satisfy

Og— L(t)w-Vwg=Q(g,9), %L(t)—l—L(t)2 =0. (A.1.5)

The second equation allows the reduction to the variable w. In particular, the collision operator
acts on g through the variable w. The second equation can be solved explicitly L(t) = L(0)(I +
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tL(0))~!. Note that the inverse matrix might not be defined for all times, although this situation
will not be considered here.

Solutions to (A.1.5) are called homoenergetic solutions and were introduced by Truesdell [153]
and Galkin [69]. They studied their properties via moment equations in the case of Maxwell
molecules. As is known since the work by Truesdell and Muncaster [154], it is possible to write
a closed systems of ordinary differential equations for the moments up to any arbitrary order for
such interactions. This allows to derive properties about the solution to (A.1.5). In particular,
this approach has been applied in [69, 70, 72, 153]. More recently, this method has also been
used in [74] (and references therein) in order to obtain information on homoenergetic solutions
to the Boltzmann equation, as well as other kinetic models like BGK. The case of mixtures of
gases has been studied there as well. The well-posedness of (A.1.5) for a large class of initial
data, was proved by Cercignani [48]. Furthermore, the shear flow of a granular material for
Maxwell molecules was studied in [49, 50].

A systematic analysis of the longtime behavior of solutions to (A.1.5) for kernels with ar-
bitrary homogeneities has been undertaken in [26, 97, 98, 99]. In [97] they discussed the case
of dominant collision term, see also [106]. Furthermore, they proved the existence of a class of
self-similar solutions in the case of cutoff Maxwell molecules in [98]. The uniqueness and stabil-
ity of these self-similar solutions have been proved in [26] and the regularity has been obtained
in [66]. Homoenergetic solutions for the two-dimensional Boltzmann equation with hard sphere
interactions, as well as for a class of Fokker-Planck equations have been studied in [125].

It is worth mentioning that homoenergetic solutions to (A.1.1) can be interpreted in a wider
framework introduced in [58, 59]. There the authors studied a formulation of the molecular
dynamics of many interacting particle systems with symmetries. In particular, if the particles of
the system of molecules of a gas interact by means of binary collisions one obtains the functional
form (A.1.4) for the particle distribution.

In this paper, we extensively use the Fourier transform method, which was introduced by
Bobylev [27, 28] to study the homogeneous Boltzmann equation for Maxwell gases. This method
has also been applied in [26] for homoenergetic solutions with cutoff Maxwell molecules.

The main contribution of this paper is to adapt the techniques in [26, 98] and well established
methods for the non-cutoff Boltzmann equation to extend the results to the case of non-cutoff
Maxwell molecules. The main difficulty is the singular behavior of the collision kernel (A.1.3).

A.1.2 Overview and main results

Notation. We denote by Z(R3) the set of Borel probability measures on R? and by 22, (R3) C
P (R3) the set of those which have finite moments of order p, i.e. pu€ 2, if

lill, = [, IoPP (o) < oo.
R3

The action of p € & on a test function ¢ via integration is abbreviated by (1, ). The Fourier
transform or characteristic function of a probability measure py € &2 is defined by

ok) = Flpl(k) = [ e du(a).

We denote by F), the set of all characteristic functions of probability measures p € &2,. Fur-
thermore, we write ¢ € C* for k-times continuously differentiable functions and v € C’f if the
standard norm ||¢|| - is finite.
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We also use the notation (k) := /1+[k[? and denote the space of functions h : R® — R
such that (k)™ h(k) € L?(R3) by L2,(R3). For matrices A € R3*3 we use the matrix norm
[All = 32;; |Aiz|. Finally, 15 is the indicator function for some set B.

Assumption on the kernel. We consider non-cutoff Maxwell molecules, i.e. the collision
kernel has the form B = b(n-o) = b(cosf). The function b:[—1,1) — [0,00) is measurable,
locally bounded and has the angular singularity

sin@b(cos0)01 T — Ky >0, asf —0 (A.1.6)

for some s € (0,1) and K} > 0. This implies
A= / sinfb(cosf)#2dh < oc. (A.1.7)
0
In particular, this covers inverse power-law interactions with ¢ =5, cf. (A.1.2) and (A.1.3).

Main result. In our study we consider the following modified Boltzmann equation, which is
a variant of equation (A.1.5),

O f =div(Av ) +Q(f.f), f(0,-) = fo(-). (A.1.8)

In contrast to the previous equation, A € R**3 is a time-independent matrix. However, the
study of solutions to (A.1.5) can be reduced to this situation using a change of variables and
perturbation arguments, see Section A.4. We work with weak solutions with finite energy.

Definition A.1.1. A family of probability measures (f;)i>0 C &y with p > 2 is a weak solution
to (A.1.8) if for all ¢ € Cf and all 0 <t < oo it holds

(650 = fo) — [ 4wV, 1) dr
0 (A.1.9)

1 ! / /
+§/0 /RR [ b(n-0) {0+ 0" b~ 0} dorf (@) f (dv. ).

Here, we also assume that the integrands in the time integrals are measurable with respect to
the time variable.

Above we abbreviated v, = 1 (v,), etc. This formulation is motivated by testing (A.1.8)
with ¢ and applying the usual pre-postcollisional change of variables (v,vy) <> (v/,v),) as well as
v 4> v,. See also e.g. [98, 121] concerning the above definition. For brevity we will sometimes
denote the term involving the collision operator (¢, Q(f,, fr)). Note that this is well-defined due
to the moment assumption f; € &2, p > 2, in conjunction with the estimate (see e.g. [121, 155])

b0 {0+ =~}

< 2mA a |D2(E)] | |v— vl (A.1.10)
" <|s<\/Hi|2X+|v*|2 )U ’

Using this and an approximation one can also use test functions ¢ € C?, which satisfy the
condition |D%*y(v)| < C(1+ |[v|P~2), in the weak formulation.

Let us mention that one can always consider, without loss of generality, the case of vanishing
momentum/mean [ps v fo(dv) =0. To get a solution F with initial mean U € R3 from f;, one
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defines F(t,v) = f;(v — e!AU) interpreted as a push-forward. However, as we will see, solutions
with initial condition different from a Dirac measure are smooth for positive times due to the
regularizing effect of the angular singularity.

Let us also define the following Fourier-based metric on probability measures.

Definition A.1.2. For two probability measures p, v € &, with finite moments of order p > 2
we define a distance using the Fourier transforms ¢ = Flul, ¢ = F[v] via

(k) — (k)]
do(p,v) := sup —————.
2(1“ ) i ‘k|2
Note that da(u,v) < oo is finite if 1, v have equal first moments. We sometimes write da(p,v).

Theorem A.1.3. Consider the equation (A.1.8). Let 2 <p <4. There is a constant gy =
eo(p,b) > 0 such that if ||Al| <eo, the following holds.

(i) There is B = B(A) and fs € P, so that (A.1.8) has a self-similar solution

_ _ —tA
flo,t) =e 3P, <M> , UEeR?,

ebt

where fg has moments

/RS Ufst(d’U) = 0, /RS Uivjfst(dv) = KN”

Here, K >0 and N = N(A) € R3*3 is a uniquely given positive definite, symmetric matriz
with HNH =1. For K =0, we have fst =&, a Dirac measure in zero.

Furthermore, when K > 0 the self-similar solutions are smooth

ft,) e LYRY) N () HY(R?).
keN

(i7) Let (fi)¢ C Py be a weak solution to (A.1.8) with initial condition fo € &) and

U:/Rsvfo(dv).
Then there is a« = a(fo) € R, C=C(fo,p) >0, 8 =0(eo) > 0 such that the rescaled function
f(tw):= 63Btf (eétvjte_AtU,t)
satisfies
da (F(t, ), falt,r)) < Ce™™,

where fo is given in (i) with second moments o> N, K = o2. In particular, the self-similar
solution in (i) is unique for given K > 0.

(iii) In addition, for all M € N, M > 3 there is epp < € such that the self-similar solution from
(i) has finite moments of order M if ||A| <enr.
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Remark A.1.4. Note that fs in (i) solves

div((A+B)v fat) + Q(fst, fst) =0, B=B(A). (A.1.11)

Furthermore, N is a stationary solution to the second order moment equations (l_) € R depending
only on the collision kernel, see Lemma A.3.2)

AN — (ANYT — 9% <N tr (SN ) z) _ 93N
As we will see, =5 (A) is chosen such that 23 € R is the simple eigenvalue with largest real
part. The corresponding eigenvector is given by N = N(A).

The uniqueness result in (i) can now be formulated in a more precise way: within the class
of probability measures &, p > 2, there is a unique solution fs € &, to the stationary equation
(A.1.11) with 8 = $(A) having moments

/R3 v fst(dv) =0, /R3 00 fst(dv) = Nyj.

Since fs (K ~/2v)K~3/2 solves (A.1.11) and has second moments K N;;, K >0, it is the respec-
tive self-similar profile in (¢). For K =0 this is a Dirac in zero.

Remark A.1.5. The above theorem is similar to the results in [26, 98], where cutoff Maxwell
molecules have been considered. A comparison with Theorem A.1.3, which covers the non-
cutoff case, shows that all results hold true under the same assumptions. Here, the smoothness
statement in (i) is a consequence of the regularizing effect of the non-cutoff collision kernel, in
contrast to the cutoff case [66], where this has been obtained in a perturbative framework close
to a Maxwellian.

Remark A.1.6. Regarding part (ii¢) in Theorem A.1.3 it might be that for small but fixed
A # 0 the self-similar solutions do not have finite moments of arbitrary order, but that they
have power-law tails. For shear flow this is suggested by numerical experiments, see [74].

Let us also mention that the smallness of ||A|| is crucial for our perturbation arguments.

The precise behavior of solutions to (A.1.8) for large values of A remains open (see also Remark
A4.2).

The paper is organized in the following way. In Section A.2 we discuss the well-posedness
theory of equation (A.1.8) and in Section A.3 the proof of Theorem A.1.3. Finally, in Section
A .4 we study the self-similar asymptotics of homoenergetic solution in the case of simple and
planar shear.

A.2 Well-posedness of the modified Boltzmann equation

The following result summarizes the well-posedness theory of equation (A.1.8), needed in our
study. The assumption p > 2 can be relaxed, however we only need this case in the sequel.

Proposition A.2.1. Under our general assumptions, the following statements hold.

(i) For all fo € &y, p> 2, there is a weak measure-valued solution (fi); C &), to (A.1.8).
In addition, every weak solution has the property t v (1, fi) € C1([0,00);R) for all test
functions ¢ € C? with HDZwHOO < 00.
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(i1) For two weak solutions (fi):, (9¢)t C Zp to (A.1.8), p> 2, such that fy, go have equal first
moments, it holds

do(fr, 1) < 2y (o, 90). (A.2.1)

In particular, solutions are unique.

(7i7) If the initial datum fo € &), p > 2, is not a Dirac measure, the solution is smooth, i.e. for
t>0

ft,) e LYRY) N () HY(R?).
keN

Remark A.2.2. The setting of measure-valued solutions was also used in [98] for homoenergetic
solutions. Measure-valued solutions to the homogeneous Boltzmann equation (A =0 in (A.1.8))
were considered in e.g. [121, 131] for both hard and soft potentials with homogeneity v > —2. In
[131] solutions with infinite energies are studied as well, see also [41, 130] for the case of Maxwell
molecules.

The metric in Definition A.1.2 is also termed Toscani metric and appeared first in [68] for the
study of convergence to equilibrium of the homogeneous Boltzmann equation with true Maxwell
molecules. Furthermore, it was used to prove uniqueness of respective solutions in [150], by
showing that solutions are contractive w.r.t. dgp. Inequality (A.2.1) is the extension of this
Lipschitzianity to homoenergetic solutions.

A key ingredient in the proof of Theorem A.1.3 is the following comparison principle between
solutions to (A.1.8). A similar result was used in [26, Section 5].

Proposition A.2.3. Consider two weak solutions (fi)t, (gt)t C Pp, p> 2, to (A.1.8) with zero
momentum. Let ¢, € C([0,00);F,) be the corresponding Fourier transforms. Suppose that

lpo(k) —tho(k)| < C1|k|[P +Colk|?, Vk e R3.
Then, we have for all t >0 and k € R3
(o1 (k) — Wby (k)] < Cre= Q@ =PIADE P 4 214l 12,
Here, \(p) > 0 is defined in Lemma A.2.5 and depends only on the collision kernel.

In the proof of both propositions we use an approximation by the cutoff problem. To this end,
let us introduce an arbitrary cutoff sequence b, : [—1,1) — [0,00), b, #0, with b,, /b, ||by ]|, < o0,
e.g. b, :=min(b,n) and denote the corresponding collision operators by @,. Furthermore, let
A, <A be the corresponding constant as defined in (A.1.7) with b, replacing b.

Let us mention that (A.2.1) follows from Proposition A.2.3 for C; = 0. However, in the proof
we rely on the uniqueness of solutions due to our approximation procedure.

Proof of Proposition A.2.1. (i). The proof follows well-known methods for the homogeneous
Boltzmann equation (i.e. A =0). We only give the essential arguments.

First of all, for all fo € &7,, p > 2 one can prove the existence of a unique weak solution
(fi)e € C(]0,00); Zp) of the corresponding cutoff equation with collision kernel b,, using e.g.
semigroup theory [98, Section 4.1].
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To get a solution to the non-cutoff equation on [0,7] we use a weak compactness argument,
see e.g. [121]. One can obtain the a priori bound |[|f7'[, < Cec(p’A)THngp via a Gronwall
argument, which yields tightness of the sequence (f[*),, for all t € [0, T]. Furthermore, the a priori
bound and the weak formulation (A.1.9) imply the following continuity property independent
of n € N: for any test function ¢ € C? with ||[D%*)[|,. <coand 0<s <t <T

(W, f) = f2)] < (= 5)C (T,

D2 AN [ foll,-

Hence, we conclude that there is a weakly converging subsequence f;'* — f; for all t € [0,T]. We
pass to the limit in the weak formulation as in [121, Section 4].
Finally, the stated regularity property t +— (1, f;) € C'* follows from the weak formulation. [

We give a proof of part (ii) of Proposition A.2.1 and Proposition A.2.3 in the next subsection
using the Fourier transform method. Part (iii) of Proposition A.2.1 is proved in Subsection A.2.2.

A.2.1 The modified Boltzmann equation in Fourier space

We reformulate the problem (A.1.8) via the Fourier transform. Consider a weak solution (f;): C
P,, p>2 and its Fourier transform ¢, (k) = F[fi](k). For a fixed k € R?, we use 1(v) = e~
as a test function in the weak formulation of (A.1.8) yielding

Apr(k) + ATk - Vi (k) = Q1. 01) (k). (A2.2)

Note that part (i) in Proposition A.2.1 implies that ¢~ ¢;(k) € C! for any k € R3. The last
term in (A.2.2) corresponds to the collision operator, which has the form (Bobylev’s formula
[27, 28])

N

Qp,p) (k) = /S2 b(k-0) {p(ky)p(k-) — p(k)p(0)} do,

where ky = (k=+|k|o)/2, k= k/|k|. Let us write Q,, for the Fourier representation of the collision
operator corresponding to a cutoff sequence 0 < b,, b. We will often consider a decomposition
of it in a gain and loss term

@ (2, 0) (k) :/52 bulk-0)p(ki)p(k-)do,  Qy (¢,9)(k) = Snp(k).

In the last equation, we used ¢(0) =1 for characteristic functions and the constant
Sn ::/ b(e-o)do, ecS% (A.2.3)
S2

Observe that the integral does not depend on e € S? by rotational invariance. This integral

measures the average number of collisions and, since b is singular, we have S,, /" 400 as n — oco.
Finally, let us recall the following property of characteristic functions.

Lemma A.2.4. Consider pe &, p> 0, then its characteristic function satisfies p € OprJ i

ifp¢ N and p € C} if pe N. Furthermore, |¢||o <1 and ¢(k) = p(—k).




71 A.2. Well-posedness of the modified Boltzmann equation

Linearization and Lipschitz property of the gain term
For the Fourier transform of the cutoff operator Q,, we introduce the linearization of Q;{ defined

by

Lnlp)k) = [ bu(k- o) (p(k) +p(k-))do, (A.2.4)

where ¢ € Cy, say. The following lemma can be proved as in [26, Theorem 5.8].

Lemma A.2.5. Let us define

wp(s) :==1— (1;‘8)17/2 - <1;8)p/27 (A.2.5)

An(p) = San(e-a)wp(e-a)da, A(p) == SQb(e-J)wp(e-o*)da.

Then, X(p) is well-defined for p > 2 and \,(p) — A(p). Furthermore, X(p) is strictly increasing
w.r.t. p>2. In particular, we have A(p) > \(2) =0 for p > 2.

Remark A.2.6. We remark that |k|P, p > 0, can be interpreted as an eigenfunction of the
operator (£, —S,I) w.r.t. the eigenvalue —\,(p), since we have

(gn - SnI)|k|p = *)‘n(p)‘]dp'

The following result is an adaptation of [26, Lemma 3.1], where we made the dependence on
the constant S, explicit. Such an estimate was termed .#-Lipschitz in [33, Definition 3.1].

Lemma A.2.7. Consider two characteristic functions @, € Fp, p > 2, and a cutoff sequence
b, /b. Then, we have with ¢ = F|[f], v = F|g]

Q5 (0, 0) — Qit (1,9)[ (k) < Za(lp — 1) () < Snda(f, 9) %[> (A.2.6)

Proof. The first inequality follows from

(ke )p(b-) = (ki) (k-)| < lp(ky) = (k)] +|p(k-) — (k)]

The second one is a consequence of a straightforward estimation and |ky|?+|k_|*> = |k|*>. O

Uniqueness of weak solutions

We turn to the proof of part (ii) of Proposition A.2.1. The argument is similar to the ones for
the homogeneous Boltzmann equation in [150]. We only give the essential steps.

Proof of Proposition A.2.1. (ii). Let (ft):, (9¢)¢ be two weak solutions and ¢ (k) = F|[f:](k),
(k) = Flg¢)(k) be the corresponding Fourier transforms. Assuming da( fo,g0) < oo, it follows
that the first moments are equal initially and hence for all times. As a consequence da( f;, g) < 00
for all t > 0. Using a priori bounds of the moments of order p > 2 we get for t € [0,7], T >0
arbitrary but fixed,

1

Ry(t k) := W(@—@n)(w,w —(Q = Qn) (1, 90)|(k) < C(T)ry.

Here r, = A—A,, —» 0 as n — oo.
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Let us abbreviate F; = 4", A calculation shows that for k #0

d [es"t(wt - wt)(Etk)l _ 2(AEk, Eyk) %' (o1 — ) (Erk)

dt | Eek[? |Evk|? | E,k|2
-, ) St
+W [Q;{(@ta@t)(Etk) —Q;(wt,wt)(Etk)} SR,

Here, we used a splitting of Qn into gain and loss part. We estimate this term by term,
in particular using (A.2.6) in Lemma A.2.7 for the gain term. Abbreviating h¢(k) := (¢ —
V)(t,et4k) /|et4k|? and applying Gronwall’s lemma yields

t
5 Pl < ol el 4 O, [ eSrelIAsilenar (a27)

0
We divide by e»* and let n — oo. This concludes the proof since ||k, = d2(f1,9t)- O

Comparison principle in Fourier space

For the proof of Proposition A.2.3 we consider the linearization of the cutoff equation given by
Orp+Ak-Vo= (L —SuI)(@)(k), #(0,-)=gpo("). (A.2.8)

Recall that .Z,, S, are defined in (A.2.4) and (A.2.3), respectively. As in [26], one can see that
the operator .Z, : C, — C), is bounded, where

ColB?) = {0 € OB + g, == sup () (1-+ k1) < o0}

for p > 2. Hence, the equation (A.2.8) defines a semigroup Py : Cp — C)p.

In the non-cutoff case, the linear semigroup P/ is in general not well-defined for arbitrary
functions ug as n — co. However, the term (%, — Sp,)u still makes sense for n — oo when u
satisfies u(0) = 0 and u € CZ. Let us hence define uy,, € C,, via

unp(k,t) := [k|P exp(=(An(p) =2 [ Al)D),
where A\, (p) is given in (A.2.5).

Proof of Proposition A.2.3. We approximate ¢, 1 by solutions ¢", ¥ € C([0,00);F,) to equa-
tion (A.2.2) with cutoff kernel 0 < b, and initial datum g resp. 1. Let us define U(k) :=
C1|k’p+02|k|2.

We can write in mild form
t . «
pp (k) = g (k) = o (k) — o (k) + /0 e N EHATR I QE (o, 01 = Q (e, 0| (k).

Here, we used the semigroup notation e_tATk'vap(k:) = go(e_tATk). Set v (k) := @} (k) — (k)
and estimate using the .Z-Lipschitz property in Lemma A.2.7 to get

b -r Tk n
!v?(k)lﬁlvo(k)|+/0 e~ U EFAE) L (Jur]) ()
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A comparison principle for the linear equation implies |[vj'(k)| < Pf*[|vg|](k). Since %, is pos-
itivity preserving, one can conclude that P; is monotonicity preserving. Hence, P/[|vo](k) <
PPU](k) due to our assumption |vg| < U.

Now, we estimate P;*[U]. It is straightforward to prove

t
un,p(k,t) > eft(Sn+ATk-V)|k’p+/0 ef(tfr)(Sn+ATk-V)$n(un,p(_7r))dr.

A comparison principle for the linear equation yields
Pl PI(R) < unp(t, k)
and we infer
PLU] (k) < Crunp(t, k) + Couno(t, k).
We combining all estimates to get
|0 (k) = 9 (R)] < Crunp(t, k) + Coun 2 (1, k).

Since weak convergence implies pointwise convergence of the characteristic function, we can pass
to the limit in the preceding inequality. Recall also A, (p) — A(p) from Lemma A.2.5. O

A.2.2 Regularity of weak solutions

We finally prove the regularity result in Proposition A.2.1 (iii). We sketch the arguments fol-
lowing [132], which covers the homogeneous Boltzmann equation, i.e. A =0.

Proof of Proposition A.2.1. (iii). Let (¢;): be the Fourier transform of a weak solution (f); C
Ps.

Step 1. Let us first state a coercivity estimate analogous to the one in [132, Lemma 1.4].
As in the original work, the non-cutoff assumption (A.1.6) is essential as well as the assumption
that fy differs from a Dirac. There is Ty > 0 and a constant C' > 0, both depending on fy € &5,
such that for all h € L3(R3) and all ¢ € [0,Tp)

[ ommerase{ [ [ éaa-tedinor i [ pord). (129

The constant s € (0,1) is given in (A.1.6).

The proof of this estimate in [132] still works in our case, since in most arguments only
the continuity of 1) and dy) is used. Only in the case when fj is supported on a straight line,
the equation (A.2.2) is used. However, the same arguments can be applied to the function
w(t,e*ATté ) along the characteristics of the drift term. Since ¢t < Tj is chosen sufficiently small,
e=A"t is close to the identity and the original line of reasoning works.

Step 2. As in [132, Proof of Thm. 1.3] we prove smoothness of the solutions for 0 < ¢t <Tj/2.

To this end, we test equation (A.2.2) with MZ21), where

M;(t,€) = ()N 5) N1 NeN.
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Here, N is chosen large enough such that Mgz € L3 for t < Tp/2. We use straightforward
estimates for the drift term and bounds from the original proof in [132], which rely on (A.2.9),
to get

& st 00,60 < (T, 4) [ 1M1, )0t €
+t [ [iN10g(6) - Co©)®] IM5(1 vk, O P

Since (€)% /log (€) — 0o as |¢| — 00, the last term on the right can be absorbed in the first term.
Using Gronwall’s lemma and letting 6 — 0 one obtains

LM uorda<c [ 1@ v de

Since this holds for all N € N, we have f(t,-) € Nyeny HF(R?) for 0 <t < Tp/2.
Step 3. Here, we extend the smoothness to times ¢ > Ty/2. By the smoothness we infer that
ft, has finite entropy for ¢y € (0,7p/2), i.e

H(fy,): / f(to,v)log f(to,v) dv < cc.

An a priori estimation yields for some arbitrary but fixed time 7" > tg
H(ft)SH(ft0)+C(T/7A)7 te[t()aT/]-

To make this rigorous, we use a construction of weak solutions in L3 with finite entropy initiating
from f,,. Here, L} is the weighted L!-space with weight (1+ |v|?). Let us mention that this
was done in [48] in the case of homoenergetic solutions for cutoff kernels. Using weak L!-
compactness arguments, following from the Dunford-Pettis theorem, yields solutions for the non-
cutoff problem. See e.g. [155, Section 4] for such a construction in the case of the homogeneous
Boltzmann equation. These solutions are unique by Proposition A.2.1.

As was noticed in [132], using the result [3, Lemma 3], the estimate (A.2.9) holds now without
the condition of small times. Thus, as above we get f(t,-) € ey HF(R3) for t > t. O

A.3 Self-similar solutions and self-similar asymptotics

In this section, we give the proof of Theorem A.1.3. Let us briefly summarize the strategy, which
is partly guided by [26, 98]. We first study the linear equations satisfied by the second moments
of a solution. Here, we use perturbation arguments to gain information of the eigenvalues and
eigenvectors. Then, the existence of self-similar solutions follows from a fixed point argument.
The convergence to the self-similar solution in Theorem A.1.3 (ii), is a consequence of the
comparison principle in Proposition A.2.3 and a longtime analysis of the second moments.
Finally, Theorem A.1.3 (iii), is a result of successive application of the Povzner estimate.

A.3.1 Existence of self-similar solutions

Let us recall the following version of the Povzner estimate due to Mischler and Wennberg [129,
Section 2]. As was noticed e.g. in [155, Appendix], their calculation also works in the non-cutoff
case.
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Lemma A.3.1. Let o(v) = |v|>T0 for § > 0. Then we have the following decomposition

[ bn-0) (e, +¢ = o~ ¢} do = Gv.0) ~ H(v,v.)
with G, H satisfying
G(v,0.) < CA(llo)H72, H(v,0.) > Ao + [0 P7) (1= Ly jpapunczny) - (A3.1)

Hence, for any f € &Py, with 2 <p <4, p=2+40 we have for some C',c >0
[, (Ge) = Hlow) f@) @) < CANE=EAIS],. (A32)
X

Proof. The definition and estimates for G, H can be found in [129, Section 2], see also [155,
Appendix]. To derive (A.3.2) note that 6 =p—2 <2, thus 1+6/2 < 2. We conclude by applying
(A.3.1) and

(V270 4 [0 PPV Lo 2o <2foly < 8(J0]Jvi]) T2,
O

The following result follows by choosing ¢ji(v) = vjv in the weak formulation (A.1.9),
recalling that ¢ — (@ji, fi) is continuously differentiable, see [98, Prop. 4.10] or [26, Section 6].

Lemma A.3.2. The second moments Mji(t) := (vjug, fi) of a solution to (A.1.8) satisfy the
equations

dM, _ tr (M, _
Wt = —AM; — (AM;)" —2b (Mt - r(3t)l) =: A(b, A) M, (A.3.3)
with the constant
b= ?%T / b(cosf) sin® §db. (A.3.4)
0

Here, the linear operator A(b, A) : R‘;’;ﬁ:’l — ngxn‘(i acts on symmetric 3 x 3 matrices. As noticed
in Remark A.1.4, a self-similar solution fy is a steady state of the equation (A.1.8) with A
replaced by A+ 8I. Hence, as in the cutoff case [98, Lemma 4.16], we study the linear map

A(b, A+ BI) = A(b,A) —21.

Lemma A.3.3. Consider the linear operator A(b, A) from Lemma A.3.2. There is a sufficiently
small constant eg = eo(b) > 0 such that for all A € R? with |A|| < &g the following holds.

(i) The eigenvalue 23 >0, § = B(b,A), with largest real part is unique and simple. One can
uniquely choose a corresponding eigenvector N = N (b, A) € R3*> with |[N|| =1 which is
positive definite.

(ii) The nonzero eigenvalues of A(b, A) —2B1I have real part less than —v, for some v > 0.

(iii) In addition, there is co >0 such that |B(b, A)| < cogo.
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Proof. This is a perturbation argument noting that A(b, A) : Rg’;,i — Rg;ﬁ depends smoothly on
A. For A =0 there are the eigenvalues A\ =0 and Ay = —2b with a one-dimensional subspace of
eigenvectors given by M = K1, K € R, respectively, a five-dimensional subspace of eigenvectors
defined by {tr (M) =0}. The statement now follows by continuity results for eigenvalues when
| Al is small. We choose 25(b, A) to be the eigenvalue close to \; =0 and let N (b, A) € R3X3 be
the corresponding normalized eigenvector close to I. O

In the fixed point argument compactness is a consequence of the following estimate.

Lemma A.3.4. Consider a weak solution (f;); € C([0,00); %) to (A.1.8), 2 < p <4, with matriz
A replaced by A+ BI. Assume that ||A|| < eo with eg >0 from Lemma A.3.3 and that the initial
condition has zero mean as well as second moments KN. Then, we have for allt >0

/R3 v fi(dv) =0, /R3 v;0; fi(dv) = K Nj. (A.3.5)

Furthermore, by decreasing g = o(b,p) > 0, if necessary, there is C, = Ci(K) such that for all
t>0

[ foll, < Cx = [ fell, < Cx.
Proof. As was mentioned already in the introduction, the first moment remains zero for all

times. Since N is a stationary solution to the equation (A.3.3), we obtain (A.3.5). For the final
statement, we use the Povzner estimate from Lemma A.3.1

d d -
5, = 2o fo) < p A+ BI| 1], + C'ALfells = AN,
< [peo(1+co) — A || full, + C"AK>.

For ey sufficiently small we have ¢ := /A — peg(1+¢p) > 0 and hence from a Gronwall type
argument, in conjunction with || fol|, < Cs,

/AK2 /AKZ
|’fth§C*€_6t+C 5 = Ct (1) (C 5 —c*>

We conclude by choosing C, = C(K) sufficiently large. O

For convenience let us recall the following fact concerning the topology induced by the metric
da, see e.g. [150, Lemma 1, Lemma 2].

Lemma A.3.5. Define D, C &5 by

D, = {fe Py /vf(dv):O, /\U\2f(dv):e}, e>0.
Consider f", f € Py for n € N. Then, the following statements are equivalent:

(i) fn,f € De and f* — f weakly, i.e. (1, ") — (¥, f) as n— oo for all Y € Cy;

(ii) da(fn,f) — 0 as n — oco.
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Proof of Theorem A.1.3. (i). We use similar arguments as in [98, Section 4.3]. Let us define the
set % C &, 2 < p <4, consisting of measures f € &), with

/Rgvf(dv)zo, /Rgvivjf(dv):KNij, 1f]l, < C.

Here, N is given in Lemma A.3.3 and we assume that ||A|| < e as in Lemmas A.3.3, A.3.4.
Note that % is a convex, compact subset of the space .# f(]R3) of signed Radon measures on
R3 with finite total variation, equipped with the weak-* topology. With this topology .# f(]R?’)
is a locally convex space. Note that weak convergence within % implies convergence w.r.t. the
metric ds by Lemma A.3.5.

Let us define the nonlinear semigroup .%; : &, — &, mapping any fo to fi, where (f;); is the
unique solution to the equation (A.1.8) with matrix A+ 31 replacing A and initial condition fo.
By Lemma A.3.4 we have .%} : % — % . Furthermore, f+— .%; f is continuous on % for each ¢ > 0,
as follows from (A.2.1). We can now apply Schauder’s fixed point theorem to %/, : % — %
yielding a fixed point f7. By compactness of % we have for a subsequence f.* — fs as k — oo.
As a consequence of the semigroup property, it holds ., /,,, fa = fo¥ for any k,m € N.

Now, let ¢t > 0 be arbitrary. We can find a sequence of integers my € N with my/ni — t as
k — oo and write

To verify the last equality, we use (A.2.1) and estimate

d2 (ymk/nkfgfkuﬂfst) < d2 (ymk/nkf$k7ymk/nkfst) +d2 (ymk/nkfstvﬂfst>
< O gy (£15, )+ (S Fotr Tt ) -

The first term goes to zero, since fi* — fs in % . By an approximation we obtain from Propo-
sition A.2.1 (i) that t — (1, f;) is continuous for any ) € Cy,. Since the second moments are KN,
we conclude with Lemma A.3.5 that the last term goes to zero.

This yields a self-similar solution with zero momentum. To obtain mean U € R? we use the
change of variables v — v — e *AU. For K > 0 any self-similar profile is smooth by Proposition
A.2.1 (iii). Finally, one can see that the Dirac measure fs = dp is a weak solution to (A.1.11),
yielding a self-similar profile with K = 0. This concludes the existence proof. O

A.3.2 Uniqueness and stability of self-similar solutions

Here, we prove that any solution to (A.1.8) converges to a self-similar solution after a change of
variables.

Proof of Theorem A.1.3 (ii). Let us denote by ¥ = F|[fs] the characteristic function of the pro-
file fy € 2,, 4 > p > 2 with second moments N. We assume ||A| < g, where g > 0 is chosen
sufficiently small, such that part (i) of Theorem A.1.3 holds.

For a solution (f;); C &), 2<p <4 to (A.1.8) we take (f;); as in Theorem A.1.3 (ii),
which yields a solution to (A.1.8) with matrix A+ 81 and zero momentum. Let us denote the
characteristic functions of (f;); by (¢;); and the second moments by (M;);.

By Lemma A.3.2, (M;); satisfies the equation M, = (A(b,A) —2BI)M,. Furthermore, by
Lemma A.3.3 the nonzero eigenvalues of .A(l_), A)— 2831 have real part less than —v < 0. The
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steady states are given by the span of N. Thus, there is C' = C(My) >0 and o = a(My) >0
such that

HMt —a2NH <Ce . (A.3.6)

Using a Povzner estimate as in the proof of Lemma A.3.4 we get sup,> H ftH < 00 as long as
= P

|A]| < e is sufficiently small. Note that the second moments are uniformly bounded by (A.3.6).
This yields a uniform estimate of ||¢¢ || p2p-2.

Observe that W(a-) is the characteristic function of the steady state a2 fg(v/a) with second
moments a?N. We estimate the characteristic functions

|pe (k) — W (ak)| <

1 1 — 1 _
got(k)—1+2Mt:k®k’+2HMt—aQNH \k\2+‘1—2a2N:k®k—\II(ak)’.

For the first term we use a Taylor expansion, in conjunction with the fact that D%y, is at least
(p—2)-Holder continuous with || D?¢¢||o,— < Cs. We can assume here w.l.o.g p < 3. We have

1

The last term is treated similarly due to ¥ € F,,. For the second term we apply (A.3.6). This
yields

|or(k) — W (ak)| < ClE[P +Ce™ " |k[?.
Now, we apply the comparison principle in Proposition A.2.3 starting at time 7' to obtain
|QOT+t(k:) o \IJ(O[]C)’ < Ce—()\(p)—pHA-‘rBIH )t|k3|p + CG_VT+2HA+BIHt|k|2-

Now, we further assume that g > 0 is small enough to ensure

|a+51] < (14 co) 4] < min (Agj), Z) .

. A(p) v
Thus, we get for t =T and §' = mm(%, )
[por (k) — (ak)| < Ce™T (Jkf? +[k[?), (A.3.7)
where C' = C(po,p). Now, we apply the following inequality valid for all ,9 € F)

—|(k
dz(0,%) < ep(v+7°/7), 7:=sgpm. (A.3.8)

This can be proved by splitting the supremum in da(p, ) into |k| < R and |k| > R and minimizing
over R. Combining both (A.3.7) and (A.3.8) yields for some 6 > 0

da (s, ¥(a)) < Ce™?,

This concludes the proof. ]
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A.3.3 Finiteness of higher moments

To prove part (iii) of Theorem A.1.3, we need an extension of Lemma A.3.4.

Lemma A.3.6. Let M €N, M >3 and p> M. Consider a solution (fi); € C([0,00); ) to
(A.1.8) with A replaced by A+ BI satisfying (A.3.5). Let | Al <eo and €9 > 0 from Lemma
A.3.5.

Then, there is epr < eg and Cy = C (K, M) such that: if ||A|| < enr we have for all t >0

1 follar € Co = || fill s < Cs.

Proof. This can be proved by induction over M by applying repeatedly Lemma A.3.1. The
case M = 3,4 is covered by Lemma A.3.4 and at each step one has to choose e); <epr_1 and
|A|| <enr to absorb the drift term. O

Proof of Theorem A.1.3. (iii). We argue as for (i) of Theorem A.1.3. However, now we include
the uniform bound | f||,; < C«(M,K) in the definition of the sets %. The so constructed
stationary solutions coincide with the ones in (i) by uniqueness. O

A.4 Application to simple and planar shear

In this section, we discuss the longtime behavior of homoenergetic solutions in the case of simple
and planar shear. Recall that homoenergetic flows have the form g(¢,z,v) = f(t,v — L(t)x) and
f = f(t,v) satisfies

O f = Lt)v-Vf=Q(f,f) (A.4.1)

with the matrix L(t) = (I +tLg) !Ly. Under the assumption det(I+tLg) > 0 for all ¢ > 0, one
can study the form of L(t) as t — oo (see [98, Section 3]). We consider the case of simple shear
resp. planar shear (K #0)

0
1
L(t) = I1( +0<t2) (t — o00). (A.4.2)

o O O

K 0 1
0 0 resp. L(t)= n
0 O

o O O
o O O

In the first case, (A.4.1) preserves mass, since tr L = 0, and our study applies for K sufficiently
small. Alternatively, one can assume a largeness condition on the kernel b, see the assumption
below.

Let us now turn to planar shear and write L(t) = A/(1+1t)+ A(t) with tr A =1, ||A(t) ’

| <
O (1/(1+t)?). First, let us introduce the time-change log(1+t) = 7 and set f(¢,v) = F(7,v)/(t+
1) yielding the equation (after multiplying with (1+1)2)

0-F —div((A+ B(1))v-F)+tr B(1)F = Q(F,F) (A.4.3)
where B(7) = (1+t)A(t) = O(1/(1+1t)) = O(e” 7). The well-posedness theory of (A.4.3) does
not change compared to (A.1.8) and so we omit further details about existence, uniqueness and
regularity. We apply our results to (A.4.3) yielding a self-similar asymptotics. More precisely,
we have the following result (note that we write ¢ instead of 7 in the theorem).
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Theorem A.4.1. Consider (A.4.3) with A € R33 and By € C([0,00);R3*3) such that || By|| =
O(e™). Let (Fy), C P, 2 < p, be a weak solution to (A.4.3) with Fy € P, and first moments

/ vFy(dv) =U.
R3
We define my € R, E; € R3*3 as follows
t
my = /Ft(v)dv = exp (/ trBSd8> , tli}m My =Moo, E,=(A+By)E;, Ey=1.
0 oo

There is a constant g = o(Moob,p) > 0 such that for ||Al| < e, the following holds. Defining
R : .
Fi:=—F, (eﬁtv +EtU) . Fa(v) = falvag ol
my
for a constant avee = oo (Fp) we have for A >0
do(Fy, for) < Ce ™.

Here, fg € &) is the solution to
le((A—|— BI)U . fst) +mooQ(fst7 fst) = 07 /]R3 VU5 fst(v) dv = Nija

as in Theorem A.1.3 with the corresponding objects 3 = B(moob, A), N = N(meob, A).

With this let us now go back to solutions ( f;); to equation (A.4.1) with L(t) = A/(1+1t)+A(t).
To apply the previous result, we need ||A|| <. This might not be true for A coming from the
matrix L(t) above. However, one can instead assume a largeness condition on the kernel b. To

see this, let us rescale time 7+ 7M yielding
1

0 F — - div(A+ B(r))v- F) + -t B(r)F =~ Q(F.F).

In particular, the collision kernel is given by b/M. We can hence consider the following assump-
tion. A similar condition was also used in [98, Section 5.2].

Assumption. Assume that the kernel b is chosen such that
IA/M || < o(mocb/M)

is satisfied for some M > 0. Recall the definition of b in (A.3.4).
Under this assumption, we can apply Theorem A.4.1 to obtain the asymptotics in terms of
(ft): solving (A.4.1). For this we undo the above transformations yielding
t/M 3Bt _ )
Lf (et/M —1,ePtu+ EtU) — fa(va a3 ast — oo. (A.4.4)
my
Here, U € R3 is the mean of the initial condition fo € &) and a = a(fo) is as in Theorem A .4.1.
For B, :=¢e" A(e” — 1) we defined

1 rt 1
mt:exp<—M/0trBsds>, EIZZM(A-FB,:)E,:, Ey=1.

The convergence in (A.4.4) appears with an order O(e™*") = O(t~*M) w.r.t the metric dp.
Finally, let us give the main arguments for the proof of Theorem A.4.1 following the analysis
in Section A.3.
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Proof of Theorem A.4.1. Preparation. We rescale the solution G¢(v) = Fi(v+ EU)/my so that
the mass is one and the momentum is zero. This solves

0,G — div((A+ B)v-G) = miQ(G, G), /Gt(dv) _1, /th(dv) —0.

The assumption ||By|| = O(e™") implies m; — moo > 0 and [mpi; —myp| < Ce~T. We introduce
the self-similar variables Gy(v) = fi(ve™P!)e=35 and get

Onf — div((A+ BI+ Bo)v- f) = mQ(f, f). (A.4.5)

where 3 =3 (A,moog) is as in Theorem A.1.3 or Lemma A.3.3 when considering the collision
kernel mqob.

Now, the plan is as follows. First, we study the longtime behavior of the second moments
M; of f; in Step 1. Then, in Step 2, we want to compare (A.4.5) to solutions g(*) to

g™ = div (A+ 50w g) +mae@ (9,9, o = fr. (A.4.6)

This equation has the stationary solution fs. In Step 3, we apply Theorem A.1.3 to ¢(™) to
obtain ¢() — fst(a}1~)a;3. Altogether, we conclude f; — fo(agl-)ag>. Here, ar, as are
constants, which precise values will be apparent below.

Step 1. Let M; be the second moments of f;, which satisfy (see also Lemma A.3.2)

dM;

o = Almib, A+ 281) My + By M,

where A(m;b, A+ BI), B, are linear operators R3X3 — R3S and ||B;|| < Ce~". The first operator

corresponds to the drift term with matrix A+ 81 and the collision operator. The second operator

captures the drift term with B;. Due to the linear dependence of A w.r.t. ms.b we can write
dM, - -

Since |my —moo| < Ce™" we still have ||R¢|| < Ce™". The results of Lemma A.3.3 hold for the

semigroup e generated by A := A(meob, A+ BI). Using Duhamel’s formula one can prove that

e My — o4N, M;—a* N

vt Furthermore, |2 —a?| < Ce T

as t — oo for all T'> 0 with a convergence of order Ce™
where the constants C > 0 are always independent of 7.
Step 2. Now, we compare f with ¢(*) satisfying (A.4.6) via the following estimate for all

t,T>0
da (fryr o) < Cte T2 IA+A1E (AA4T)
Here, C is independent of ¢,7. This inequality can be proved as part (ii) in Proposition A.2.1.

The difference here is the coefficient m; in front of the collision operator, as well as the term
due to By in (A.4.5). Both of them lead to a term of order e~Z. We get analogously to (A.2.7)

t _
™5t dy (@ ,1hy) < (rn—l—C’e*T)/O emooSar o[ 2| AFBI|| +moe Su](t=r) g
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Dividing by e™=“"* and sending n — oo yields (A.4.7).
Step 3. Now, we apply Theorem A.1.3 to the solutions ¢ to (A.4.6). For this, let fg be
the stationary solution to (A.4.6) with second moments N and ¥ = F[fy]. We get in Fourier

space ¢§T) = F[g'D)], with az as in Step 1,
d2 (ﬂ}gT),\I’(OéT )) < Ce_et.

The only problem now is that the constant C' might depend on the initial condition f7 and thus
on T'. If we trace back the dependence of this constant in the proof of Theorem A.1.3 (ii), then
two constants C7,Cy contribute. The first one satisfies

HeABtMT — a%NH < Che

and depends only on My, which is uniformly bounded. The second constant is a uniform
bound on the moments of order 4 > p > 2, see Step 2 in the proof of Theorem A.1.3 (ii).
Looking at the arguments there, we see that it suffices to show sup; || f¢|,, < oo in order to obtain

sup; H ggT) Hp < 00. This can be proved again by an application of the Povzner estimate to the

equation (A.4.5). The difference here is an additional term due to B;. Since this is integrable
in time one can choose ¢ > 0 small enough in exactly the same way.

Conclusion. Let us combine all our estimates in Fourier space ¢y = F|fi], %(T) =F [ggT)]

da (prer, Wlaos ) < da (prryvn) ) +dz (47, W (ar)) +dz (W(ar-), ¥(an )

SC,te—T+2HA+BIHt+C€_et+C€—T_

The first two estimates follow from Step 2 and Step 3. The last one follows from a Taylor
expansion and |a2, —a%| < Ce™T. Let us now choose t =T and ensure QHA—I—B_IH <2(1+
co) [|A]] <£1/2, by choosing || A|| sufficiently small. This concludes the proof. O

Remark A.4.2. Let us comment on the smallness condition on A, which was used at three
different points: (1) in Lemma A.3.3 when studying the eigenvalues resp. eigenvectors, (2) in
Lemma A.3.4 for a uniform bound in time of moments of order p > 2 and (3) in the proof of
the convergence to the self-similar profile. The first two incidences concerned the existence of
self-similar solutions. In the case of simple shear, i.e. A is given by the first matrix in (A.4.2),
Lemma A.3.3 has been extended for large values of K via explicit computations in [98, Section
5.1]. Furthermore, they formulated a condition to extend (2) for such matrices A. However,
this condition has not been studied in further detail. Concerning the stability result, different
convergence methods would be needed, which take into account the effect of the drift term.



Appendix B

Longtime behavior of homoenergetic
solutions in the collision dominated
regime for hard potentials

Abstract

We consider a particular class of solutions to the Boltzmann equation which are re-
ferred to as homoenergetic solutions. They describe the dynamics of a dilute gas due
to collisions and the action of either a shear, a dilation or a combination of both. More
precisely, we study the case in which the shear is dominant compared with the dilation
and the collision operator has homogeneity v > 0. We prove that solutions with ini-
tially high temperature remain close and converge to a Maxwellian distribution with
temperature going to infinity. Furthermore, we give precise asymptotic formulas for
the temperature. The proof relies on an ansatz which is motivated by a Hilbert-type
expansion. We consider both non-cutoff and cutoff kernels.

B.1 Introduction

The inhomogeneous Boltzmann equation is given by

Of+v-Vaf =Q(f. ), (B.1.1)

where f = f(t,z,v): [0,00) x R3 x R? = [0,00) denotes the one-particle distribution of a dilute
gas in whole space. In this paper, we will restrict ourselves to the physically most relevant
case of three dimensions, although our study can be extended to dimensions N > 3 without any
additional difficulties.

In (B.1.1) the bilinear collision operator has the form

QU= [, [ Blv=v.ln-0)(slg' - f.g)dodv.

where n = (v—uv,)/|v—v.| and f, = f(v)), ¢ = g(v'), f« = f(vs), with the pre-collisional velocities
(v,v,) and post-collisional velocities (v',v),). Here, we use the o-representation of post-collisional
velocities, i.e. for o € 52

, UFv. |u—oy ;o vtue v —uy
= g = —_
2 2 ’ * 2 2

83



Appendix B. Longtime behavior of homoenergetic sol. 84

Recall that the collision operator satisfies

/RS Q(f,f)gp(v)dv:(), @(U) =1, v1, vy, vs, |fU|2

which correspond to the conservation of mass, momentum and energy. We refer to [47, 156] for
an introduction into the physical and mathematical theory of the Boltzmann equation (B.1.1).

The collision kernel is given by B(|v —v|,n-0) and it can be obtained from an analysis of
the binary collisions of the gas molecules. For instance, power law potentials 1/79~! with ¢ > 2
lead to (see e.g. [47, Sec. I1.5])

B(lv—vi|sn-0) =v—wv["b(n-0), v=(¢-5)/(¢—1), (B.1.2)

where b:[—1,1) — [0,00) has a non-integrable singularity of the form

sinfb(cosf) ~ 9172 =712 459 50, s= (B.1.3)

q-1
where cos = n-o, with 6 being the deviation angle. It is customary to classify the collision
kernels according to their homogeneity v with respect to relative velocities |[v —v,|. There are
three cases: hard potentials (v > 0), Mazwell molecules (v = 0) and soft potentials (v < 0).
Furthermore, collision kernels with an angular singularity of the form (B.1.3) are called non-
cutoff kernels. This singularity reflects the fact that for power law interactions the average
number of grazing collisions, i.e. collisions with v ~ v/, diverges. In the main part of the paper,
we consider non-cutoff collision kernels for hard potentials v > 0.

In this paper, we study a particular class of solutions to (B.1.1), namely the so-called ho-
moenergetic solutions, which have been analyzed in particular in [97]. There conjectures for the
longtime asymptotics of solutions have been formulated. Here, we give a rigorous proof of these
conjectures in the case of hard potentials v > 0.

B.1.1 Homoenergetic solutions

Our study concerns solutions to (B.1.1) with the form
f(t,x,v) =g(t,v—L(t)x), w=v—L(t)x, (B.1.4)

for L(t) € R3*3 and a function g = g(t,w) : [0,00) x R3 — [0,00) to be determined. One can check
that in general, solutions to (B.1.1) with the form (B.1.4) exist for a large class of functions g if
and only if g and L satisfy

Org — L(t)w-Vuwg = Q(9,9),
d -
L)+ L(t)? = 0.

(B.1.5)

The second equation is used to reduce the variables (¢,z,v) to (t,w). In particular, the collision
operator acts on g only through the variable w. The second equation can be solved explicitly
L(t) = L(0)(I +tL(0))~! given an initial datum L(0). Note that, depending on L(0), the inverse
matrix might not be defined for all times, although this situation will not be considered here.
Solutions to (B.1.5) are called homoenergetic solutions and were introduced by Galkin [71]
and Truesdell [153]. They studied their properties in the case of Maxwell molecules via moment
equations, a method known since the work by Truesdell and Muncaster [154], see also [69, 70,
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71, 72, 153]. More recently, this method has also been used in [74] for homoenergetic solutions
of the Boltzmann equation as well as other kinetic models like BGK. The case of mixtures of
gases has been studied there as well.

The well-posedness of (B.1.5) in the case of cutoff hard potentials was proved by Cercignani
[48]. See also [49, 50] for a study of shear flow for granular media. Homoenergetic solutions for
the two-dimensional Boltzmann equation as well as for a class of Fokker-Planck equations have
been studied in [125].

A systematic analysis of the large time behavior of solutions to (B.1.5) for kernels with
arbitrary homogeneities has been undertaken in [26, 97, 98, 99]. In particular, self-similar
solutions have been studied in [26, 66, 98] for cutoff Maxwell molecules, and in [105] for non-
cutoff Maxwell molecules. On the other hand, in [97] the longtime behavior for non-Maxwellian
molecules has been analyzed, when the collision operator is dominant over the drift term. This
suggests that solutions approach the equilibrium distribution. However, since the temperature
is not conserved, the equilibrium distribution has a temperature varying with time. The core
of the analysis was an adaptation of a Hilbert expansion in order to determine the behavior of
the temperature for large times. However, the arguments in [97] concentrated on the first two
(highest order) terms in the adapted Hilbert expansion, leaving open a rigorous analysis of the
approach.

The main contribution of this paper is to give rigorous proofs of the longtime behavior and
the asymptotics of the temperature. Here, we study the case of non-cutoff interactions with
hard potentials v > 0. As a result, we verify the conjectures in [97] for such collision kernels.

B.1.2 Linearized collision operator and Hilbert-type expansion

Linearized collision operator. In order to recall the formal arguments in [97] let us introduce
the linearized collision operator given by

h==Qhp) = QUu) == [ [ Blv=v.l;n-0) [l + W = puuh = puh.) dodv.

Here, u denotes the Maxwellian

1
e b2,

which is the (up to a change of the mass, momentum and energy) unique equilibrium solution
of the homogeneous Boltzmann equation. The operator £ on LQ(/fl/ 2) or equivalently the
operator Lh = =22 (u'/?h) on L? has been extensively studied, see [5, 21, 78, 107, 133, 136,
138]. Here, we used the notation L> (u‘1/2) for the weighted L2-space with weight ;1 ~1/2, see the
notations in Subsection B.1.3. It is known that . is a non-negative, self-adjoint operator on
L?(u~/?). Furthermore, it has a spectral gap if and only if 7+ 2s > 0, see [78]. Here, s € (0,1)
is measuring the angular singularity as in (B.1.3) and ~ is the homogeneity of the kernel (B.1.2)
with respect to |v —wv,|. The case of cutoff kernels is included by setting s = 0. Let us recall that
the kernel of . is given by

ker & = SPan{u, V1L, V2ft, UL, !vlzu} :

This is related to the conservation of mass, momentum and energy of the collision operator.
In the case v € (0,1),s € (0,1/2), one can show that e *“h, with h in weighted L'-spaces,
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approaches ker £ exponentially fast, see [152] or Lemma B.3.12 below. This relies on the more
general framework in [79, 134].

For our analysis, the space L2(u_1/ 2), on which .Z is self-adjoint and has a spectral gap, is
inconvenient, since the exponential decay at infinity |v| — oo is a priori not preserved by (B.1.5).
Thus, we make use of the decay estimates in weighted L!-spaces from [152].

Hilbert-type expansion for homoenergetic solutions. Our goal is to give a rigorous proof
of conjectures in [97] in the case v > 0. For v > 0 they considered matrices L; = Lo(I +tLo)™*
which have one of the following asymptotic forms as t — 0o, assuming det(/ +¢L(0)) > 0 for all
t>0:

(i) Simple shear:

0 K 0
Li=|0 0 o], K+#o. (B.1.6)
0 0 O
(ii) Simple shear with decaying planar dilatation/shear:
0 Ko O 1 0 K1K3 Ky 1
Li=l0 0 0|+—|0 0 0 +O< 2), K2 #0.  (B.L7)
0 0 0 1+t 0 K 1 (1+1¢)
(iii) Combined orthogonal shear:
0 K3 Ky—tK1Kj
L;y=]1 0 0 Ky , K1K3#0. (B.1.8)
0 O 0

The above nomenclature was used in [98, Theorem 3.1], where one can find all possible asymp-
totic forms of L; as t — oo under the assumption det(I +tLg) > 0 for all ¢ > 0. Note that we
used the notation L; to abbreviate the time-dependence L(t) as will be done throughout the
paper.

For convenience, let us recall the formal asymptotics in [97], which can be seen as a variation
of a Hilbert expansion. This allows to construct solutions to (B.1.5) which, after some change
of variables, remain close and converge to a Maxwellian distribution.

For the relevant rescaling let us recall the mass p;, momentum V; and temperature 7; of g,
given by

1
PtZ/ gi(w) dw, PtVtZ/ wgy(w) dw, PtTt:*/ w—Vi|? gi(w) dw.
R3 R3 3 JRr3

(Strictly speaking, the term defining 7; above is 2/3 times the internal energy with mass set to
one. However, this is related to the temperature via the Boltzmann constant.) Using (B.1.5)
one can show that

Q/RS(w_%).Lt(w_mgt(w)dw. (B.1.9)

pp=—trLipy, V/=-L\V;, T,/=-—
3pt
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The first two equations can be solved explicitly. We then introduce a rescaling which sets mass

to one, momentum to zero and temperature to one. Define fi(v) = g:(vB, 1/2 + V)5, 3/2 ot
where we used the inverse temperature 8; = . As a consequence we have

RSft(v)dvzl, /vft( 0, 3/ v fi(v (B.1.10)

Furthermore, we obtain with (B.1.5) and (B.1.9) the equations
Oufr =div((Li—an)v )+ B2 QU f), - 1(0,) = fo),
t 1
B = Boexp (2/0 asd8>, ay = g/v-Ltvft(v)dv, (B.1.11)

t
Pt = €xXp (—/ trLsds).
0

Note that we set py = 1, whereas the initial inverse temperature is given by £y. The equation
for the inverse temperature is a consequence of (B.1.9) yielding

! 1
fﬁtt—at—g/v-Ltvft(v)dv. (B.1.12)

Furthermore, observe that the momentum V; does not appear in the evolution equation for f
due to the translation invariance of (B.1.5).

Our analysis is concerned with the longtime behavior of f; and we consider here the collision-
dominated behavior. This is the case 1, := p: 5, 72 50 as t — oo and the drift term is of lower
order compared to the collision operator. (Note that this is an a priori assumption that has
to be check a posteriori, since 7y depends on f;.) This situation suggests that f; remains close
and converges to equilibrium p. We hence use the following ansatz, which is the Hilbert-type
expansion introduced in [97],

£i(0) = p(@) + AP )+ + B (0) +
We assume as t — oo
Y <y, B*D «p®) g eN,

and we can decompose

1 L 1
ap = g/v-Ltvft(v)dv = tr3 ! —l—agl) +ey agk) = g/ U'Ltvhgk)(v)dv. (B.1.13)
R3

As a consequence we observe ozgkﬂ) < ozgk) as t — oo. We plug the above ansatz into (B.1.11)

and collect terms of equal order (one has to take into account that n, = p; 3, 2 5 x0ast— 00).
The first order term k(! satisfies

0 = div ((Lt - %tr L I) vu) —nzhV.

One can show that the first term on the right-hand side is orthogonal to ker .Z with respect to
the scalar product in L?(~/2). Hence, we can invert % and obtain

1 1
n=——2 - Awp], A= Li—gtr Ly L. (B.1.14)
Nt
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Furthermore, we have

agl) =M a= <U'Atv,u,$_1 [U-Atv,u]> (B.1.15)

3 L2(p=1/2)"

Note that a; > 0 for A; # 0, since . is a positive operator on (ker .#)*. We also observe that

hgl) = O(1/n), recalling 7, — oo, so that hgl) < p as t — oco. Similarly, one can formally solve

the equations for A*) and conclude hgk) = O(1/nf). In each equation the term agk) allows to

invert the operator . on (ker )" as for k = 0 above. Hence, the term agk) can be interpreted
as Lagrange multiplier.

Finally, we need to show a posteriori that n; = p3, 72 a5 t — 00. As was observed in [97]
this is possible for L; given by (B.1.6), (B.1.7) or (B.1.8). Let us consider here the case of simple

shear (B.1.6), so that L; = Lg is constant in time and p; = 1, due to tr Ly = 0. We use (B.1.12)
and (B.1.15) to obtain for 7 = 6;7/2

Qa
n = % +O01/n).

Here, we used that agk) = O(1/nf) for k > 2. Hence, we get

a
= %t—i—o(t),

i.e. 7y — 0o as t — oo, and thus

-2
B = [Wt—ko(t)} /V.
3
Consequently, the temperature T} goes to infinity like /7.

Below we give a rigorous proof of the above longtime behavior f; — p and exact asymptotic
formulas for the temperature in all the cases (B.1.6), (B.1.7) and (B.1.8). There are two crucial
assumptions that we use. We assume that initially fy is close enough to a Maxwellian and
that the initial temperature Ty = 5 !is sufficiently large. The latter condition ensures that the

collision operator is dominant for all times, due to the term p;f3, /2,

Physical interpretation. Let us briefly comment on the physical picture of the formal asymp-
totic study. To clarify the effect of the drift term Lyw-V,g in (B.1.5) we consider the flow
U; € R3*3 of —L,, that is

t
U =-LU, Uy=I, detUt:exp(—/ trLsds).
0

The sign of tr L; determines whether we have expansion or dilatation in velocity space. In the
case of homoenergetic solutions, we always have tr L; > 0 to highest order. Thus, the dilatation
would lead to a decrease of velocities and hence the temperature. But there is also the shearing
effect due to the trace-free part A; of L;. If the temperature is already high enough (5p small),
most particles have very large velocities and the shear leads to an increase of them.

In total we have two competing effects. Both are present in the zeroth and first order terms
in the formula for the inverse temperature (B.1.12). More precisely, we have with (B.1.13),
(B.1.14) and (B.1.15)

_ / _ _ trL; _ a
(57) = =8 = (of0 ) 7t - 22t 20
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The shear is present through the term a; given in (B.1.15), which only depends on A;. The
dilatation is visible through tr L; > 0. In the case that L; is given by (B.1.7) the shear is always
more dominant than the dilatation, while L; in (B.1.6) and (B.1.8) contain no dilation. As a
result we have ;! = T} — 0o as t — co.

B.1.3 Main results

Notation. For a function f:I — X, I C R some time interval, into a Banach space X we
denote by f; € X its evaluation at the time t € I.

Let us define the weighted LP-spaces LP(w) with a positive weight function w : R? — (0, 00)
with norm

||f||LP(w) = [lwfll -

For p = 2 the scalar product is given by
(F9) 2 = [, F©)g(0)w(o)do.

In the case w(v) = (v)™, m > 0, we abbreviate them by LP , where (v) := /1 + [v]2. We also use
the corresponding weighted Sobolev spaces Wfﬁ;p (R3), k € Ng, p > 1. More precisely, f € Wf{p
if and only if the weak derivatives of order less or equal k € Ny exist 0%f, for any multi-index
a €N, |al =a; +as+as <k and

1 yen = 22 107 FIIT,

| <k

is finite. Let us also define the norm of the homogeneous fractional Sobolev space H” for r >0
by

191 = [ P12 O de,

where .Z|[f] is the Fourier transform. The norm of the inhomogeneous Sobolev space H" for
r >0 is defined by

2 2 2
1 e = A2z + 1AW -

Recall that W*?2 = H* for k € N and we use both definitions interchangeably. The corresponding
spaces with weights (v)"™ are denoted by H], respectively H" and the norms are given by

1A gy, = W™ Sl s W e, = 1™ Fllr-

We also use the following weighted Sobolev space ”Hzl) with norm

2 2 2
1By = 17125+ 3 10° 132,

2
lal=1

where s € (0,1/2) measures the singularity of the angular part in the collision kernel, see (B.1.16)
below. Finally, we write A < B resp. A 2 B, if there is a positive constant C > 0 with A <CB
resp. CA > B. We write A~ B if both A< B and A 2 B.
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Assumptions on the kernel. We make the following assumptions.

o (A-1) The collision kernel has the product form
B(v—v4,0)=b(n-o)lv—u.|".
o (A-2) The function b:[—1,1) — [0,00) is locally smooth and has the angular singularity

sinfb(cosf) 0% — Ky >0, asf—0 (B.1.16)
for some s € (0,1/2) and Kj > 0.

o (A-3) The parameter + satisfies v € (0,1).

In particular, this implies
A= / sin@b(cosf) 8dh < co. (B.1.17)
0

These assumptions cover inverse power law interactions with ¢ > 5, see (B.1.2) and (B.1.3).
Finally, we also assume without loss of generality that b(cosf) is supported on [0,7/2] by using
the symmetrization

b(n-0)Lin.e>01 + (=71 0)L{n.0>0}-

This does not change the collision operator Q(f,f), since f(v')f(v.) is invariant under the
change of variables o — —o. Let us mention that assumption (A-3) very likely can be relaxed,
in particular including the case v = 1. However, we assume 7 € (0,1) as was done in most works
we rely on in this paper. Nevertheless, in Section B.5, covering the cutoff case, we allow ~ € (0, 1].

This includes in particular the hard sphere model B(v —vy,0) = |v — v,/

Results for homoenergetic solutions with collision-dominated behavior. We consider
solutions g to (B.1.5) with initial mass pg = 1, momentum Vj € R? and inverse temperature
Bo > 0. They are related to solutions f;(v) = gt(vﬁt_l/2 +V) ;3/2p;1 to the equations (B.1.11).

Here, we used

1
B
with t — Uy € R3*3 satisfying U = — LUy, Uy = I. The well-posedness and regularity theory of
these equations is discussed in Section B.2, see Propositions B.2.2 and B.2.6.

t 1
Pt = exp (—/ trLsds) , Vi=UWy, :—/ \w—V}]Qgt(w)dw (B.1.18)
0 3p¢ Jr3

Theorem B.1.1. Consider equation (B.1.5) with matriz Ly = Lo(I+tLo)~! having the asymp-
totic form (B.1.6), (B.1.7) or (B.1.8). Let pg >4+4s+3/2 be arbitrary and gy € H,,,. Consider
the unique solution g to (B.1.5). Define with (B.1.18)

_ _ B ~ 1 B
ft(v) = gt(v/@t V2 +V;f)6t 3/2pt 17 Ht = —F®Z ! [_'U . At’UM]a Ay =L —

ptB;’Ym

tI‘Lt
3
(B.1.19)

I

and hy(v) := fi(v) = p(v) — e (v).
There is gy € (0,1) sufficiently small depending only on py, L and the collision kernel B,
such that: If ||ho|l,n =€ < eo and By < g9, we have
PO

1= pllyy, =0 (B.1.20)

as t — co. Furthermore, the inverse temperature has the following asymptotics in each case.



91 B.1. Introduction

(i) Simple shear, L; given by (B.1.6): We have

—/2 =

lim P 28 (B.1.21)
t—oo ¢ 3
with the constant a > 0 given by
0 K 0
a:= <v-onu,.,§f*1 [U-on,ub , A%=10 0 0 (B.1.22)
) 00 0

(ii) Simple shear with decaying planar dilatation/shear, Ly given by (B.1.7): We have

—v/2 e o)
tlgglo Bttz = ’)ZSG exp (/0 Ts ds) , (B.1.23)

where we defined

1 1
=tr Ly — = t B.1.24
Tt T L 1+t O((1+t)2)’ — 00, ( )
and the constant a > 0 is given by
0 Ky O
a:=(v-Avp, 2" [v-A%qu( Ly A%=0 00 (B.1.25)
g 0 0 0

(iii) Combined orthogonal shear, L; given by (B.1.8): We have

—v/2 =~

B _a
tlggo e (B.1.26)
where the constant a > 0 is defined by
0 0 —KiKj3
a= (oA, 2 o Al A= 0000 (B.1.27)
a 0 0 0

In fact we can give a more quantitative statement than (B.1.20), which also verifies the
formal Hilbert-type expansion discussed previously.

Theorem B.1.2. Under the assumptions of Theorem B.1.1 the following statements hold for
hy = fi — pu— jig, where the constant C' > 0 depends only on py, L and the collision kernel B.

(i) Simple shear, L; given by (B.1.6): We have

€ 1
||ht||H,1,0 <C¢ <(1+t)2 " Cf) ’

forallt>0, k,peN and

Mt

i

< Ck,p

G (B.1.28)

Ct = ,80_7/2 +t
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(ii) Simple shear with decaying planar dilatation/shear, Ly given by (B.1.7): We have

el <€ <(1+€t)2+ Clt2> , f/‘% " < CC’Z” (B.1.29)
forallt>0, k,peN and
Go= By P+ 4t
(iii) Combined orthogonal shear, L; given by (B.1.8): We have
el <€ <(1+€t)4+ le> , 5;7 " < Cg’“t” (B.1.30)

forallt >0, k,peN and

G =0yt R

Remark B.1.3. Let us give a few comments.

(i) The estimates for h; in (B.1.28) and (B.1.29) contain a quadratic decay whereas in (B.1.30)
the decay is of order four. Similarly, for fi; the decay is faster in (B.1.30). The reason is
that in this case the matrix L, is given by (B.1.8), for which the shear is growing linearly
in time. Since the shear is the driving mechanism for the temperature to grow, the process
is accelerated.

(ii) As we will see in Section B.3, the equation satisfied by h contains a source term, see
(B.3.11). This term leads to a decay of order 1/¢?. The other terms contain h and imply
a decay of order ¢/(1+t)2. This yields the particular form of the above estimates. Note

that for ¢ of order 60_7/2 the term 1/¢? is larger than e/(141t)? and ||h|| < 1/(1+¢)%. For

times of order one, it depends on the relative size of ¢, Bg /% to see which term is larger.

(ili) Our estimates on the perturbation h, in particular the use of the norm ||-|[,;: , rely on
Po

results in [91], where polynomially decaying solutions to the inhomogeneous Boltzmann
equation close to equilibrium have been constructed. However, we combine them with the
stability of . in L. , for some m > 2, proved in [152].

(iv) In the main part of the paper, we consider the non-cutoff case. In Section B.5 we discuss
a variant of the above theorem in the cutoff case. The proof follows the main arguments
in Section B.3, but uses less technical estimates on the collision operator.

The paper is organized in the following way. In Section B.2, we show well-posedness and
regularity for equation (B.1.5) with general initial data. In Section B.3 we prove the more general
Theorem B.3.1 based on regularity estimates on the level of the linearization h. In Section B.4,
we conclude Theorem B.1.1 and Theorem B.1.2 as an application of Theorem B.3.1. Finally, in
Section B.5 we discuss how the above theorems can be proved in the cutoff case.
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B.2 Well-posedness and regularity for homoenergetic solutions

In this section, we study existence, uniqueness and regularity of solutions f to

Oift = Lyv -V fy +Q(f+, fr)- (B.2.1)

The matrix L; is given, not necessarily defined by (B.1.6), (B.1.7) or (B.1.8).

Let us introduce the notion of weak solutions to (B.2.1), which is reminiscent of weak solu-
tions to the homogeneous Boltzmann equation. Recall that the entropy H(f) of some function
f >0 is given by

(D)= [ F@)og ).

Definition B.2.1. Let fy € L with H(fy) < co. We say that f € L2 ([0,00);L3), f>0is a

loc

weak solution to (B.2.1) if for all 7' > 0 and all test functions ¢ € C}([0,7] x R?) we have

/]RS fT(1))<PT(v)dz)—/IRB fo(v)apo(v)dv—/OT/R3 58505 dsdv

. - (B.2.2)
_ / div (Lyveps) fs(v)duds + / (Q(fsr f),p5) ds.
o Jrs 0
Furthermore, f satisfies for all £ >0
t
H(f) < H(fo)exp <—/0 tr L ds> . (B.2.3)

Here, we interpret

@ntde) = [ [ ] o=v.bn-0) A1) () = pul0) dodv.do,

This is motivated by testing Q(f, f:) with ¢ and applying the pre-post-collisional change of
variables. Note that

52

b(n'U)(tp(v’)—SO(v))dvéA( sup IWJ(&)I) v =i,
[E1<V/ v +]vs |2

which follows from [v/ —v| = |v —v,|sin(#/2) and our assumptions on b, see (B.1.17). Hence, we
have

QU £0,0) | < CA IVl 121171

and the weak formulation is well-defined due to 1+~ < 2. In order to motivate (B.2.3) it is
convenient to integrate (B.2.1) by characteristics yielding

O [ft(UQtU)] = Q(ftaft)(UO,tv)v

where Uy € R3*3 satisfies U(’),t =—LUpy, Upp = 1. We formally calculate

% [det(UO,t)71H<ft)} = /11@3 Q(ft, ft)(Uo ) log fi(Uo sv) dv <0,

which implies (B.2.3).
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Proposition B.2.2. Consider (B.2.1) with L € L ([0,00);R3*3).

loc

(i) Let p > 2 be arbitrary. For any fy € Lll, with H(fy) < oo there is a weak solution f €
Lee ([O,oo);L}J) to (B.2.1). Furthermore, for any to >0 and any q € N, T >t

loc

sup || fell 2 < C.
t€lto,T] a

Here, C' depends on to, q, supscjo, || Le|| and T

(ii) Let ¢ > 2. Then, there is at most one weak solution f € Llo(fc([O,oo);W;jrlHV) to (B.2.1).

To prove this proposition we recall the following version of the Povzner estimate proved
in [129, Sect. 2]. As was noticed e.g. in [155, Appendix], their calculation also works in the
non-cutoff case.

Lemma B.2.3. Let p(v) = [v|**° for 6 > 0. Then we have the decomposition

/2b(n-o*) {p 4+ ¢ —p—p}do=G(v,v.) — H(v,vs)
S
with G, H satisfying

G(v,0) < CA(Jol o) 072,

(B.2.4)
H(v,v.) > eA(JoT0 + [0, *10) (1 - ﬂ{\v|/z<|v*|<2|v|}) :

for some ¢,C > 0 depending on §. Recall that A is defined in (B.1.17).

Proof of Proposition B.2.2. We split the proof into three steps. For item (i) we first show
existence by reduction to the cutoff case (Step 1). Then, we apply the Povzner estimates in
Lemma B.2.3 to obtain the gain of moments (Step 2). Finally, we conclude with the proof of (ii)
using arguments from [62, Theorem 1, Proposition 1] developed for the homogeneous Boltzmann
equation.

(i) To prove existence we first consider the case of angular cutoff, as in the analysis of the
homogeneous Boltzmann equation, see e.g. [155].

Step 1: Let us consider a cutoff collision kernel, i.e. for n € N, n € N, By, := (Jv — v A
n)7 [b(cos@) An]. The corresponding collision operator is denoted by @,. Solutions f™ to the
corresponding problem with finite entropy were constructed by Cercignani in [48]. The main
idea was to study the problem by integrating via characteristics and to adapt arguments in [14].
Furthermore, the mass, momentum and energy/temperature satisfy the a priori estimates in
(B.1.9). In particular, HfthL% is bounded uniformly in n € N, locally in time.

If fo € L, then we have ™ € L{% ([0,00); L,). We use the above Povzner estimates to obtain

loc

bounds in L[l, uniformly in n € N, p > 2. More precisely, we have with Lemma B.2.3 for M}(t) :=
Jgs [0[P fi dv

d n n n n

— M < C(p,L)M; +CA, M),

dt v+p/277p

—CAn/R3 /R:;(\U—U*\/\n)7|v\pff(v)ff’(v*)dv*dv.
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Here, we used for the last term in H(v,vi) in (B.2.4), [v[P Ly 2<]0 <2} S (Jv||v4])P/2. Further-
more, similarly as A, A, is given through the angular part [b(cosf) An| of the cutoff kernel in
terms of (B.1.17). We apply

(lolAn)” = o[

»M}—‘

(lv = v An)T =
to get with M < ||fﬁ\\L%

d n n n n CA” n
S < OMP 4+ C AWMy My + C A M, —T/Rg(\uym)v\v,pft (v)dv

If p <4 we have M}, < | f HLl and we can use (recalling p > 2, 0 <y <1 and hence y+p/2 < p)

M SCMG +e [ (AP £7 (v)do

for all £ > 0. Hence, a Gronwall argument applies and M} is bounded locally in time. This
is uniform in n € N, since 0 < A/2 < A,, <A for sufficiently large n € N. One can see, using
the weak formulation, that ¢ — [ f{*¢dv is Lipschitz, uniformly in n € N, for any test function.
The entropy bound (B.2.3) yields then weak L' compactness by the Dunford-Pettis theorem,
f™ — f for a limit f € LfOOC(Ll) and a subsequence nj — co. Furthermore, we can pass to the
limit in the definition of the weak formulation (B.2.2), since p > 2. In particular, f satisfies
(B.1.9).

In the case p > 4, one can use the above reasoning inductively, so that the term M ”/2 can be
bounded by the previous inductive step.

Step 2: We now prove the gain of moments using the Povzner estimates similarly to the
homogeneous Boltzmann equation. One argues again inductively. We obtain the estimate by
testing with |v|P

d

d7M <CM +CAM. +p/2Mp/2 CAMp+,Y.
From a previous inductive step we know that M, ; is bounded locally in time. We can use
M + M yp/2 S <C Mo—I-SMer»Y to get

d cA
%Mp < C.My— 7Mp+,y.

An integration yields
cA [T
M)+ 5 [ My (s)ds < M,(0) + C(T).
0

Hence, for any t; > 0 we can find tg € (0,¢1) such that M, (to) is finite. Thus, the solution
gained a moment of order v > 0. One can then argue with p+ - instead of p and starting from
the time t3. However, the preceding argument was formal, but can be made rigorous when using
a cutoff of |v|P as a test function.

(i1) We prove uniqueness by adapting the strategy in [62, Theorem 1, Proposition 1].

Let f, f be two weak solutions to (B.2.1), see Definition B.2.1. Due to the assumption
£, fe L. ([0,00); quJrlHV) the right hand side in (B.2.1) is in L{S,([0,00); Ly), see Lemma B.3.13
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for the estimate of the collision operator. Thus ¢ — f;, ft € Lé are Lipschitz. This allows to make
the following reasoning rigorous. As in [62] set D = f — fand S=f+f to get

1
0¢Dy = Liv -V Dy + B (Q(St, Dy) +Q(Dy, Sy)) -

We then obtain (by formally testing this equation with sgn(D;) (v)? and integrating in time)
T 1
1Drlly = [ [ {div(m (0)%) 1D+ 5 (Q(S1, D) +Q(Dy, Sy))sgnDy (v)" | dudt

T T 1
§Cq||L||oo/0 1Dl .y dt+/0 /Rg5(Q(St,Dt)—i—Q(Dt,St))SgnDt (v)? dvdt.

We use the same estimates as in [62] for the collision operator. The idea is to split into a
cutoff and non-cutoff part @ = Q. + Qnce With respect to the angular part b= b. . + by for a
parameter € > 0. For the cutoff part, a variant of the Povzner estimate is used (see [122, Lemma
1]) to get

<QC,€(St7 Dt) + QC,E(Dta St)a SgnDt <U>q>

< (QQE(S},|D,5|)+Q,;,€(|Dt|,5’,g),<v>q>—|—2/R3 /11&3 . [v— 04| Ybee(n- o) [(Dy)«| St (v)? dodv.dv
< C|Dilyy - K1Dils,

For the non-cutoff part, we have

<an,e(st, Dt), sgnDt <U>q>
< /R3 /]R3 o [V =0 Ybpee(n-0) ((Se)el(De)'| = (St)«| Di]) (v)? dodv.dv.

We can now use the pre-post collisional change of variables and the fact that | (v/)? — (v)?| <
sin(6/2) (v)? (v,)? to get

<an,£(5taDt)aSgnDt <v>q> SCEHStHLl ||‘Dt||L1 :
q+y q+
Finally, using the estimate for the collision operator in Lemma B.3.13 below we have
|@uee (DesS1)l 5y < D4l NSellyrs -

Note that c. — 0 as € — 0. For € small enough we get in total

T
1Drllry < (CollLl+Co) [ 1Dy

for all T'> 0. Hence, we conclude D = 0. [

Now we want to prove that the weak solutions constructed in Proposition B.2.2 are smooth
for positive times. This is analogous to the homogeneous Boltzmann equation and follows from
the singular behavior of the angular part of the collision kernel, see [3]. Here, we follow the
treatment in [6] and show how to adapt the arguments for equation (B.2.1) containing also a
drift term. To this end, we use two lemmas proved in [6]. For items (i) and (ii) of Lemma 2.4
we refer to Propositions 2.1 and 3.8 of [6], respectively.
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Lemma B.2.4. The following statements hold.

(i) For any g € L} with g >0, ||g||L% +H(g) < Eo, ||lgll;1 = Do for Dy, Ey >0 we have

—(QUo.1): e = ol Iz, = CIFIZ2

Here, the constants cy, C only depend on Dy, Ey. Recall that s € (0,1/2) is given in
(B.1.16).

(ii) For anyr € [2s—1,2s], £ € [0,v+2s] we have

QU il S, Nl WAl oo

Since we want to use estimates in Sobolev spaces, we need to regularize the (a priori not
smooth enough) solution. As in [6] we define the mollifier in Fourier space via

()

diey —
O @™

for § > 0, A\, Ng € R. This is a pseudo-differential symbol M f € SﬁaNO and we define accordingly
M(D,)f =71 [M{Zf]],

where .7 [f] denotes the Fourier transform of f. We also abbreviate M? f. The next lemma is a
commutator estimate, see [6, Theorem 3.6]. Let us recall that we assume s € (0,1/2).

Lemma B.2.5. Let s’ € (0,s) and assume that \, Ny satisfy
547 >2(Ng—\). (B.2.5)

(i) If s + X < 3/2 we have

(Mia(s.0) QU Mg, 1)

Sl

M? H Mlou
VY Hi//QH HHw'/2

(ii) If s+ X > 3/2 we have

(Mia(s.0) QU Mg, 1),

4
< (1 lls 40 oo, ) [MR0]] o Il -
/2

Proposition B.2.6. Any weak solution f to (B.2.1) with f € L>([0,T];L,) for all p> 0 satisfies
for all k,p>0 and any tg >0

f e L>™([to, T]; H)).

Note that due to Proposition B.2.2 (i) the above assumptions are satisfied for positive times.
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Proof of Proposition B.2.6. The proof is similar to the original one in [6, Theorem 4.1, Theo-
rem 5.1].

Step 1: First we prove that f € L®([Tp,T);L?) for all £ > 0 and some T > 0 implies the
claim. We do this by induction and indicate the induction step. Accordingly, let us assume
without loss of generality that for some a > 0 and any £ > 0 we have

feL>([0,T]; Hy).

Choose T7 > 0 arbitrary. We define A(t) :== Nt+a for N >0 with NT; = (1 —s) and Ny :=
a+ (547)/2. In particular, (B.2.5) holds. For any t € [0,7}] we have

AMt)—=No—a < AXT1)—No=1—s5—(5+7)/2 < -3/2.
Hence, we have for all p >0
M3y fo € L([0,T] x [0,T]; HY* N L™). (B.2.6)
In Step 3, we show that this implies
M fu € C((0.T): L7) (B-2.7)

and that the following formal argument can be made rigorous. We use (M 0 ) ft as a test
function to get

1 9 1 gt 2 1t 5 \2

) | follFa +§/0 tr L )fT 12 dT+§/0 /]R3 fr0- [(MA(T)) } Jrdvdr

t t
_/0 /R3 errv-V(Mf(T))2devdT+/0 /R3Q(fﬂfT)(Mf\;(T))2frdvdT.

t)ft

3|m

The last two terms make sense when we use commutators. This leads to

1 ) t 5 2
_5||f0”Ha+N/O /R3 (\/MM)\(T)JCT> dvdt

+/t/ (Cr 1) (M3 1) dvd¢+/t<Q (Frs My ), My ) dr - (B2.8)

%HMﬂt)ft ;

+ [ (M@ 12) = QU My £ M3 )
Here, we introduced the commutator
Ci(Dy) := Lyv- VM3 (Dy) = VMR 4y (Dy) - Liv.
For (B.2.8) we used several observations. First of all, we applied
0- M3y = Nlog (&) M3.

For the drift term we used

1 t 2 t 5 9

. /0 trL, | dr— /O /R Fe Lo V(M) f- dvdr

_1 ttrL A+ | t (Crf2) (M) f-) dvdr
2 T RS TJT )\(7—) T

+// M) va[MA \f+] dvdr.

2
o Irll,
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In the last expression we apply partial integration so that the term involving tr L; cancels.

In formula (B.2.8) all terms make sense due to (B.2.6). In fact, using the Fourier transform
one can show that the symbol of C; is given by —L, ¢ - Vng(t), which is bounded by C'|| L¢|| M/‘\S(t)
uniformly in § > 0. The terms involving the collision operator make sense due to Lemma B.2.4
(ii) and Lemma B.2.5 in conjunction with (B.2.6).

In (B.2.8) we use the previous observations and Lemma B.2.4 (i) to obtain

1y, .5 2 1 9 LTI 2 t 5 2
3 HMA(t)ft‘ 253 Hf0||Ha+C||L”L°°/O HMA(T)fT Lo dT+N/O H\/log(Dv>MA(T)fr L0
Yl 2 "Ny 2 "Ny 2
+Cf/ HM)\(T)fT e d’T—Cf/ HM)‘(T)fT e dT+Cf/ HM)\(T)fT 12 dr.
0 /2 0 v/2 0

For the second, third, fourth and last term we use interpolation in Sobolev spaces to get

2
sup HMg(t)ft‘ 1o <C(Th).

te[0,11]

This implies, with interpolation in weighted Sobolev spaces, see [6, Lemma 3.9], for sg:=(1—s)/3
feL®(Ty/2,Th), H;*™),

since 0 < sg < A(11/2) = (1—s)/24a. Since 11 > 0 was arbitrary we conclude for any tp > 0 and
>0

f e L>([to, T),H;*").

The regularity improved by the fixed amount sg > 0 so that we can repeat the above reasoning
inductively, starting at some new time tg > 0. Let us comment here on the use of Lemma B.2.5.
Here, we needed to distinguish two cases. In the second case, when A(t)+ s’ > 3/2 the constant
C'y above includes the norm || f¢|| ,;(\@)+s-5), - Let us verify that this is bounded in the induction.
In the k-th step we have A(t) := Nt+kso for t <Tj, NT; =1 —s. Hence, we get

At)+s —3<ksp—2—s+s <ksp—2.

Thus, this term is bounded due to the (k —1)-th step.

Step 2: We assumed [ € LOO([TQ,T];LZ) for all p >0 and any Tp >0 in Step 1. To prove that
our assumption f € LOO([O,T];L;) for all p > 0 implies this, one can follow the arguments in [6,
Theorem 5.1]. Here, one starts the induction with the regularity

f e L>([To,T); H,3/*7°)

for any p >0, € > 0 due to the embedding Lzl) C Hp_?’/Q_E. Furthermore, one chooses \(t) and Ny
such that for any p > 0

M3y fo € L=((0,T] x [0,T); H')

and some s; > s. This regularity allows to make the corresponding computations rigorous, see
Step 2. For more details see [6, Theorem 5.1].

Step 3: Finally, we show that the above formal computations can be made rigorous. This
corresponds to [6, Lemma 4.3]. More precisely, we prove that, with the notation as in Step 1,

M3y for € L=((0,T] x [0,T; Hy') (B.2.9)
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for all />0 and some s; > s implies (B.2.7) and (B.2.8). We first show (B.2.7) and due to the
drift term a regularization is necessary. Let us define for x > 0

1 5

0,k o
M3 (Do) = 1 M (D)

At)

For ' <t we choose (M:\S,(%)z frwith t =1, t as time-independent test function. We can do this by

an approximation (M f\;’(%)_le — Mi’(';) frin Hj for ¢; € C§°. In the corresponding expressions

we use then again commutator estimates. For the collision operator, we apply Lemma B.2.5 and
Lemma B.2.4 (ii). For the drift term, we use the commutator

Lyv- VM5 (Dy) = VMY (Dy) - Lew.

As in Step 1, the corresponding symbol is bounded by C'M i’(% uniformly in x,d > 0. The two

results for t = t', ¢ are added to yield

“Mik:)ft‘ iz - HM,(\S(:/)ft’

? 0,k 5.k
e /RB fe (V357 = (M3()?) fo dv+ O(t =),

The last part contains all the remaining terms, which are time-integrals with bounded integrand.
The first term on the right-hand is seen to be also of order O(|t —t|). All of the terms are
uniformly bounded in k > 0, so we let kK — 0. This shows

lim || M3 fr

2 A 2
't 2 H ’\(t)ft‘ 2’

If we take the differences of the expressions for t =#',t we get

jim [, (Vi) (M ) o= M55 -

t'—t

This implies (B.2.7).

To prove that (B.2.8) is rigorous, we divide [0,¢] into time steps t; = jt/k, j =0,...,k. As
above we want to use (M j(%)2 fr with ¢ =t;_1,t; as time-independent test function. Subtracting
the resulting expressions and adding in j =0,...,k, we aim to letting k — oo. This would lead
to (B.2.8). To this end, the integrands in the time-integrals have to be continuous in ¢. In fact,
we have

M3y fr € C([0,T1; H)

as a consequence of (B.2.7) and interpolation with the estimate (B.2.9). This yields (B.2.8),
concluding the proof. O

B.3 Collision dominated behavior for a model equation

In this section, we study a rescaling of solutions g to (B.1.5). As in the introduction we con-
sider fi(v) = gt(vﬁt_l/z +Vt)ﬁt_3/2pt_1 with ps, Vi, B given in (B.1.18). This yields a solution
to (B.1.11). However, the matrix L might be unbounded in time, as is the case for combined
orthogonal shear (B.1.8). In the analysis here, it will be convenient to reduce it to the case of
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bounded matrices L. To this end, we use a change of time, see the proof of Theorem B.1.1 in
Section B.4. Such a transformation yields a solution f to equations of the form (see (B.1.11))

Opfr = div((Le — ay)v fy) +Vt5;7/2Q(ft,ft)

t 1 (B.3.1)
B¢ = Boexp (2/ ozsds) Qp = f/ v Ly fy(v) dv.

0 3 JRr3
In these equations, the positive function v and the matrix-valued function L are given. In the
sequel, we study solutions to (B.3.1). Note that our investigations in the last section yields
corresponding well-posedness and regularity results for (B.3.1).

Let us introduce the decomposition L; = A;+ b; I into the trace-free and trace part, by :=

tr Ly /3. We study solutions to (B.3.1) of the form

Fo(v) = u(v) + fie(v) + ha(v). (B3.2)

The term [ corresponds to the first order term in the Hilbert-type expansion, see (B.1.14) and
(B.1.19), and is defined by

_ I, -
it = E‘z v Ao, me=np " (B-3.3)

Compare the definition of 7, with the definition 7, = p: 5, /2 in the introduction concerning
(B.1.11) instead of (B.3.1). Here, the given function v instead of p appears. As in the introduc-
tion, let us determine the asymptotics of the inverse temperature 3;, which yields the behavior
of ;i =, 72 The inverse temperature f3; satisfies the equation, see (B.3.1),

Gy, L d
2—@—@,5— g/RBv- v+ fr(v)dv.
If we consider only the first two terms in (B.3.2) we obtain
—v/2\' _ _ —v/2 , YAt
(87772) = —vbu 877+ T (B.3.4)
where we defined
ar = (v A, 27 [o- Atv,u]>L2(“_l/2) > 0. (B.3.5)

The solution to (B.3.4) is given by

t t .
By(Bo) 1=y "2 e Jobsds 4 / Vs o [ bedr g
0

3V

If h amounts to an error which is integrable in time, the behavior of n, = 1,3, /2 is determined
by the function

t t t
Z+(Bo) := viBy(Bo) = By e o be ¢ %/0 Uels o= [ brdr g, (B.3.6)

Vs

One crucial assumption in the theorem below is a growth condition on Z;(fy). As we will see in
Section B.4, this condition is always satisfied for homoenergetic solutions.
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Theorem B.3.1. Consider equations (B.3.1) under the following structural assumptions.

(I) The matriz L € C*([0,00);R**?) satisfies supysq{||L¢l| +[|Li]|} < co. Furthermore, for
v e C1([0,00);(0,00)) we have sup;s |V} /v < o0.

(II) We assume that Zy(1) ~ 1+t for all t >0, where Z; is given in (B.3.6).

Let pg > 4+4s+3/2 be arbitrary and fo € 7—[11,0 satisfy the normalization (B.1.10). Consider the
unique solution f to (B.3.1) and define hy := fi — p— iy with gy given in (B.3.3).

There are gy € (0,1) sufficiently small and a constant C' >0, depending only on py, L, v and
the collision kernel B, such that the following holds.

If HhOHH;O =e<egq and By < eg, then we have for all t >0

, € 1
1hellagy <€ ((1+t)2 - tho)Q). (B.3.7)

In addition, for any k,p € N and t >0 we have

/:Lt Ckp
— < =, B.3.8
Finally, we have
1 —7/2
ZZt(ﬁo) <=y "7 <4Zi(Bo). (B.3.9)

Remark B.3.2. In the above theorem, we merely obtain (B.3.9) concerning the inverse tem-
perature. The precise asymptotics of 5; can be calculated with equation (B.3.4), when more
information (than just assumption (I7)) on b, a; and v; in (B.3.6) is available. We do this in
the proof of Theorem B.1.1 in Section B.4. As we will see, the equation satisfied by h contains
a source term, see (B.3.11). This source term leads to a decay of order 1/Z;(5y)?. The other
terms lead to a decay of order £/(1+t)?. Hence, the combination of both yields (B.3.7).

Remark B.3.3. In assumption (II) one can also assume Z;(1) ~ (1+t)" with » > 1/2. The
reason for the latter condition is that h; will then be of order O(¢~2"), which is then integrable
in time.

B.3.1 Proof of Theorem B.3.1

In this section we prove Theorem B.3.1 and for this reason prove several estimates.

Preparation. Due to fy € ’H},O there is a unique solution f to (B.3.1) by Proposition B.2.2,

which is smooth for positive times by Proposition B.2.6. Moreover, note that the norm ¢ —

| fell 1 is continuous for t > 0. As in Theorem B.3.1 we set hy = f; — p— fiy. Correspondingly,
Po

let us decompose

oy :ozg—i-oztl—i-ozf,
1 (B.3.10)

1 1 _
ag:§/Rgv-Ltvudv:bt, a%zi/RBv-Ltvutdv, a?:§Agv-Ltvhtdv.
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In order to obtain the equation solved by h, we plug the expansion f; = pu+ ji; + hy into (B.3.1).
Recall that n, = 1,8, 72 We obtain with

0 =div ((Lt —ad)w ,u,) — Ly = div (Ao p) — e L g,
by definition of z, see (B.3.3), the equation

Ophy =] — Oyfiiy + div(Aw i) — af div (v (+ fie)) + 1 Qfir, fie)]
+[—addiv(v(u+ i) + div(Awo he) — e div(vhe) + e (Q(fie be) + Q(hes jir)) |
— a2 div(vhy) + 1 Q(he, he) — 1 Lhy
=: Sy + (Zh); — a2 div(vhy) + 1 Q(hy, he) — 1 L.

(B.3.11)

Observe that o7 in the definition of % depends linearly on h; and that S, Z are time-dependent.
Note also that hy € (ker.Z)*, since ji; € (ker £)* and the fact that f; has the same mass,
momentum and energy as the Maxwellian y. In particular, this implies that Q(h¢,h¢) € (ker .£)+
and

Si+ (#h); — ol div(vhy) € (ker £)*

for all t > 0.

Strategy. The proof relies on the following two estimates:

1 _
EZt(ﬁo) <ne=uvBy v/ <4Z(o), (B.3.12)
€ 1
< 71 . \9 ) .
el < €2 <(1+t)2 + n?) (B.3.13)

for some constant € > 0. Note that both imply (B.3.7).
Note that (B.3.12) together with assumption (/) in Theorem B.3.1 implies for §y <1

ne > %Zt(ﬁo) > éﬁ(ﬁo) + %Zt(l) > ¢o(n(Bo) +1). (B.3.14)

Here, the constant ¢y > 0 does not depend on Sy and we defined

n :=min Z, .

1(Bo) min +(Bo)
In fact, we assume [y < &g € (0,1) sufficiently small as in Theorem B.3.1, so that Sy <1 is always
satisfied. Furthermore, it holds 7(8y) — oo as By — 0. To see this, note that by assumption (I)
in Theorem B.3.1 we have v; > e~ for some ¢ > 0 and thus for 5y < 1

1 1 _
Zi(Po) 2 52(Bo) +52:(1) 2 By 2 ypecte M L (1 41).

Here, we also used assumption (II) in Theorem B.3.1. One can see that the minimum of the last
term behaves like In (,6’0_ v/ 2) — 00 as fo — 0. This yields 7(5p) — oo as Sy — 0. Consequently,
choosing By small ensures that the factor 7; in front of the collision operator is large for all times.
As a consequence the collision operator is always the dominant term.

We will prove that (B.3.12) implies (B.3.13) and the other way round. However, in order to
choose the constant {2 such that this loop can be closed, we need to take gg sufficiently small.
Recall that Hh0||7_,511)0 =e<¢gp and [y < &p.
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Estimates on i and 7.

Let us first give the following regularity properties for the first order approximation i defined
n (B.3.3), which implies (B.3.8).

Lemma B.3.4. The function ji; defined above satisfies for all ¢,k € N

A
17/ v/1ell e < Cop=— Al (B.3.15)
Yo 77t
A 0.k
H@mAfmw<am(””mﬁwmAD . (B.3.16)
n Up Ug
Proof. First of all, note that fi; := fi;/,/p satisfies the equation
_ 1
Ly = Ev-Atv\/ﬁ (B.3.17)

due to (B.3.3). Here, we used the notation Lg = p~'/2.%[,/fig]. As mentioned in the introduc-
tion, the operator L is non-negative, self-adjoint on L?(R3) with spectral gap (since here v > 0).
It coincides with the operator .Z on L? (;fl/ 2). Corresponding coercivity estimates are available
in [5, 78], in particular see [78, Lemma 2.6]. (In fact, in the case of 7y > 0 the operator L has a
regularizing effect both in terms of weights and Sobolev regularity.) Since v-Av /1 € H;f for all
k, p € N, these coercivity estimates allow to prove that fi; € HZ’f for all k, p € N with the asserted
bound in (B.3.15).

The estimate (B.3.16) follows from differentiating equation (B.3.17) with respect to time.
Note that 9[v- A \/f/ne] € (ker L)L, since for all ¢ > 0 we have v- Ayv /fi/n; € (ker L)+, Hence,
the corresponding equation has a unique solution. The coercivity estimates mentioned before
allow to prove the asserted bounds. Finally, note that, due to assumption (I) in Theorem B.3.1,
we have ||A||Cl(0700) < oo and

/

Ui

Mt

‘/Bt

<C 1—|—\at])<0(1+HftHL1)_C. (B.3.18)

This concludes the proof. ]

Let us now prove that (B.3.13) implies (B.3.12).

Lemma B.3.5. Assume that hy satisfies (B.3.13) for a constant Q@ >0 on some interval [0,T].
Then, we have on [0,T]

exp (—cyQRr (e, 80)) Zi(Bo) < me < exp (eyQ Rr(e, o)) Zi(Bo),
T 5
Ree o) = [ (gt o) &
for some constant ¢ > 0.

In the final step, we will choose ¢, 5y < ¢p and hence Rp(e,y) small enough to close the
continuation argument.
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Proof of Lemma B.3.5. Due to the equation

/
fﬁtt =Qt :a?—l—atl—l—a?
we conclude with (B.3.10)
d /2 /2, Ya —~/2
=8 = 8 +37:—Wfﬁt 2 (B.3.19)

Recall the definition of a; in (B.3.5). By assumption, h; satisfies (B.3.13) and we obtain
1
2
0 =3 [ v Lovhido < Ll g Wl < el

Consequently, we have

T
/ a?dt < cQRp(e,Bo).
0
We integrate (B.3.19) to obtain the claim. O

Estimate on the error term

Here, we prove that (B.3.12) implies (B.3.13). This is more involved and relies on several
estimates and known results. We split the analysis in the estimates in the L?-framework and
the estimates in the L!-framework. To this end, let us define

m:=py—2—4s—3/2>2, (B.3.20)

which will be used as a weight in the L! estimates. Let us note that ||ho;1 < Cie for some
constant C, by our assumption on hg in Theorem B.3.1.

Estimates in L2-framework. Here we discuss the estimates of solutions h to (B.3.11) in
the space 7-[1100. Due to the angular singularity in the collision operator, we are led to use the
(homogeneous) anisotropic norm

_ 2
ol = [ [ [ st ome )7 (9 ) 7 = g 0)72)” dorddv.

Here, we defined bs(cos6) = x(0/5)b(cosf)) for a smooth function x with 1j_; 1} < x < Lj_g 9.
The parameter § > 0 will be fixed such that Lemma B.3.8 holds. Finally, we also define the
weighted anisotropic norm

2 . 2 AP[2
lglits- =gz, +lg ()l

Remark B.3.6. Let us mention that the above anisotropic norm was introduced in [91] following
works by [5]. A different anisotropic norm was used in [78]. We refer to [87] for a discussion and
further estimates of the Boltzmann collision operator in anisotropic spaces.

The following estimate relates the space Hy™ to the standard fractional Sobolev spaces, see
91, Lemma 2.1].



Appendix B. Longtime behavior of homoenergetic sol. 106

Lemma B.3.7. For any k>0 and all g € H}, we have

+v/2+s

52728 s < Sy* < s .
loly, , S Nollze S Nollgy, .

We fix § > 0 in the definition of the norm of H** such that the following lemma holds, see
[91, Lemma 4.2].

Lemma B.3.8. Let k > ~/2+3+2s, then for sufficiently small § >0 we have
—(ZLh,h) < —c5]|hl[Fee + Cs |7
for some constants cs, Cs > 0 depending on § > 0.
Let us also recall the following estimates on the collision operator, see [91, Lemma 2.3].
Lemma B.3.9. Let k> ~/2+2+2s.

(i) If £ > ~v+143/2 we have
QU0 W) | S W s Nl Wz + 1Sl gl WAl

where $1, $2 € [0,25], s1+s2 =2s and N1 > /2, Ny >0, Ny + Ny =+ 2s.

(ii) If £ > 4+3/2 we have

< 2.
{Q(f9),9) 2 | S Nl 2 gl s~ + HfHLi/M g1l 2 HgHLi/M-

Finally, let us recall the following interpolation estimate. It can be proved using Fourier
transform and a splitting in small respectively large frequencies.

Lemma B.3.10. For any s >1r >0 we have

0 1-6
gl e S Mgl llgll s
with 0 = (2s —2r)/(2s+3).
Let us now give the first conditional estimate on the error term h.

Proposition B.3.11. Under the assumptions of Theorem B.3.1 there is a constant C' such that
the following holds. Assuming that (B.3.12) and

1
h <Q’(€+>. B.3.21
Ihllsy, <@ (i + 2 (B.3.21)

hold on some interval t € [0,T] for some constant V', we can find a sufficiently small constant
gy € (0,1) so that: if also € <&y and By < e, we have the estimate

€ 1
1ellzg, < (X' +1) (WJrntQ) (B.3.22)

for allt € [0,T]. Here, <{, depends on €V'.
0
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Proof. We split the proof into several steps. We first derive the necessary a priori estimates.
Let us write for brevity p instead of pg. Furthermore, it is convenient to use the following norm,
which is equivalent to |||,

p

2 2
Rl = 1813, + 32 10122

la)=1

2s
Here, k € (0,1) will be chosen small enough, but fixed.
Step 1: Using (B.3.11) we have

1d

q ||htH%g = <St,ht>Lg + <(3?h)t,ht>Lg — o} <diV(Uht),ht>Lg

+ e (QChts he ), he) 3 = e (Lhas he) 2 -
We estimate term by term.

(i) With Lemma B.3.4 and Lemma B.3.9 we obtain

(St hi) s = <—3tﬂt +div(Agv fie) — af div (v (+ fie)) + 1 Q(fie, i), ht>L2

P

1 1 Cy
§01(+) hillp2 < — Al g2 -
ot )l <
Recall that ¢ — ||A¢|| is uniformly bounded in time and |a| < 1/7;. Furthermore, we used
ne > con(Bo) > 1 for By < gf, small, see (B.3.14). This will be used repeatedly in the sequel.

(ii) By definition of Zh in (B.3.11) we have
((Zh)e:he) 2
= <—at2 div (v (p+ fir)) + div(Agw he) — oy div(vhe) + ¢ (Q(fie, he) + Q(he, ir)) ht>L2 :
p

The first term can be estimated using Lemma B.3.4 and the second and third via partial
integration. This yields an upper bound of the form Cy ||7]|7.. Note that we used o3| <
p

||he]| ;2. Using Lemma B.3.4 and Lemma B.3.9 (i) with s; =2s, s =0, Ny =7v+2s, No=0
p
we get
_ < 2

e (Qhes i), he) 2 S Hht||L12)+7/2'
Note that by s € (0,1/2) and our choice of p = py > 4+ 4s+ 3/2 the Lemma applies.
Furthermore, we can choose ¢ with p > ¢ > v+ 1+43/2. For the last term we use Lemma
B.3.4 and Lemma B.3.9 (ii) to get

mAQae he)s ) 2 S Vel L2 Ml Foel g -

Estimating o (div(vh), ht) ;2 via partial integration gives

p

((%R)1,he) 1z — af (div(vhe) he) 2 < Co |lhel s

We also used that |af| < |ay —af —a}| < Co.
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(iii) For the collision operator we apply Lemma B.3.9 (ii) to get
(QUh ), ) s < C ] 1]
where we chose ¢ such that p > ¢ >4+3/2.
(iv) Finally, using Lemma B.3.8 we obtain
(LB, s < s B + Ci IR
We now apply Lemma B.3.10 and Young’s inequality to the last term to get

Cs
—(Lh ) 3 < = [BllFgs +C5 Rl 7

We summarize the preceding estimates yielding

Nt Cs
337 Wty <= (M52 = CommCallhllg ) el + - Whilzs 4 mC Il (B3:23)

Let us now turn to the estimates for ¢’ := d;h. We abbreviate q := p — 2s. Differentiating
equation (B.3.11) yields (we denote by A% the i-th column of the matrix A;)

Orgt =0iS, — 030; [div (v(p+ )] + A} - Vhy — of g} + div ((Ar - af Jug)
10 (Q(Ofie, he) + Qe D)) + i (Qier 97) + Qg )
—atgi—afdiv(vg)) +m (Q(he.g}) +QUgh he) )+t (Q(Dia he) + Q(ha, Dae)) =L gi.

Here we used the well-known identity 9;Q(u,v) = Q(9;u,v) + Q(u,d;v) for functions u,v. We
now estimate term by term in
2 o
7 _ i1
t2 <8tgt’gt>Lg

(i) Using Lemma B.3.4 and either |a?| < ||h¢|| ;2 or |a?| < Cy we obtain
P

1d
2 dt

(0351 = afon [Aiv(o(u+ 1)) + A Vhe = ad g+ div (A —ad)vgi) i)
q

Cy ill? >
t .
L3

< P
Tt
(ii) We apply Lemma B.3.9 (i) with s; =s2 =5, N1 =v/2+2s, N3 =~/2 to obtain

o+ Co (Il o

7

9t

2 IRl

i
9t || 12

e { QO+ Drgs, ) + QU i+ Dipt) g7

< s : Z

77t05 (Hht”H /2425 i H(;_W/ || 15||Lq+,y/2 9t L§+W/2>

< s : : ’
7’]tC5 (”htHH )2 9t H§+W/2 ”htHL?)JFW2 9t L(21+w/2>

In the last inequality we used g+2s=p
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(iii) With Lemma B.3.9 we can estimate

Qe 91) +QUgis )57, < Co |9

L2 — H;’*’
(iv) We also have with |a?| < C7
2 i 200 N i il
<_atgt _atdlv(vgt)vgt>L2 < 07‘ Gt || 2
q q

(v) For the mixed terms Q(h¢,gi) + Q(gi, hy) we use Lemma B.3.9 (ii) to get

2 i
A+ le
Hg’

<Q(hagi)>g4>L2 ~ ” ”L2

9

Wz ol

Here, we chose ¢ such that ¢ > ¢ > 4+3/2. Applying Lemma B.3.9 (i) with s; = s9 = s,
=7/242s, Ny =~/2 yields

< > Hatarras H;-M/Q b +v/2
In total we get
(Qhg)+Q .’ < Cs (Il o[+ o], WAl o], )
9y Y Y Lg — Lp Hqs * Lg HP H;’*
(vi) Applying Lemma B.3.8 gives
—<$gi gi><—c I +Cs||g* ?
9" ) < —cs poe 7O

For the last term we use Lemma B.3.10 to get

with 6 € (0,1) and apply Young’s inequality yielding

i

g

0 1-6
L2 S Mallgn SR VAl

- <«$gl}gi> < —cs

Cs 2 2
Ho Ty HVhHH;’* +C5 Rl -

We now sum the estimates for i =1,2,3 to get

1d

5= 193 <(Ca+-Cr) (Il 2 + el 3 VRl )

nCs (Il IVl el (s )

+1eCs [Vhal g2 el e 1V Pl s~

C
(nt26 CG_ntCSHhtHL2> ”VhtHHS*-i- ||VhtHL2+77t 3 1el7s
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Let us apply rough estimates in H®* to the first line and Young’s inequality to the third line.
Furthermore, for the second line we use Young’s inequality to absorb both norms with VA in
the first term in the last line. We thus obtain

575 I VhellZa < (Cut CrtmCh+mCs [ Vhal g) el s

c
(77t45 Cy—Cg—Cr— tCSHht”L2— tCésHVhtHLz) HVhtHi];* (B.3.24)

+ — HVhtHL2 + 113 || hel| 71

Next, due to (B.3.12), i.e. n > con(Bo) by (B.3.14), and 7(fy) — oo as Sy — 0, we can find &
such that the constants Cy resp. Cy, Cs, C7 in (B.3.23) resp. (B.3.24) can be absorbed in the
term involving c5. We then obtain

Nt Cs 2
5 dtll!htll\H1 <- <4 — e C ||l 2 — s C5 —miCs i |]Vht||Lg) TS

C
~ ("%~ mCillll 3 ~ € Va3 ) 511Vl

ci+C
n 1+ Cy
n

2
1172l + 70 (C5 4 KC5) a7

Now, let us choose x € (0,1) small enough such that C} can be absorbed into the term involving
cs, yielding (recall that ¢ =p—2s)

1d s 2 2
5 gl <=m (_CQH|ht”H1> (HhtHH;,* +“”VhtHH;f23)
|Hht|HH1 +mCF el 71

Finally, let us apply Young’s inequality for the second term

1 |2 CsMt 2 c
—|||h = h < —Z|||h —
mll\ tllley 3/277t 117l < =67 t|”H11’+?7§’

to obtain
1d Cs Cho
5 1l < e (55 = Colllly ) el ey + 32 e e (5.3.25)

The constants depend on x, which is a fixed numerical constant.
Step 2: Let us derive an a priori bound on |]|ht|\|H119, which is used in the next step for a
continuation argument. For this let us assume that

Cs

[[7e[[201 < 320, (B.3.26)

holds on [0,7"] for some 0 <7’ <T. As a consequence of (B.3.25) we have

Cho 9
H!ht\l\ L < =l | hell B + =5 + 1 CY el 31
th 7‘[ H n3 L
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We apply Gronwall’s inequality, (B.3.21) and (B.3.26) to get

B t B 20///(9/)252775 20///(9/)2+C10
iy, < e+ e Et+Es< S I ds, (B.3.27)

where E, := ¢ [insds. By (B.3.12) and hence (B.3.14) we have

e B < Cu .
~(1+1¢)4

Note that this does not depend on fy, since we can assume 7(5y) > 1, due to the smallness
Bo < g(. Let us now estimate the time integrals.

(i) We use partial integration to get

t 1 1 t 1
—Ei+E; —Ei+Es
e ds < +/ e ——ds.
/0 T r 1ot T (1+s)>

We estimate the last integral by considering the case t <1 and ¢t > 1. In the second case,
we split [0,¢] into [0,t/2] and [t/2,t]. This yields with (B.3.12) and hence (B.3.14)

t 1 C dr C
—Ei+Es < ]l ]l ( t/2 Nr >
e oS s e MO

< G
— (14t)*

Note that C12 does not depend on fy, since 77(8y) > 1

(ii) Finally, we have with partial integration

t
/ e_EtJ“Esigds < 1 5+ 4 e BrtEs 773 = ds.
0 s Caﬁt 05 773

We now use that |n;/n:| < C, see (B.3.18), and n; > co17, see (B.3.14), to get

t 1 1 t
/ e_Et+Es dS — + — / e—Et+Es ds
0 775 CsTly  CoCs n(Bo) Jo 775

If By < gf is small enough, i.e. 7(5y) large enough, we can absorb the last term into the
left-hand side yielding

/t *Et+Es d < %
0 773 nt

Note that in this argument the smallness of ¢, depends only on numerical constants.

Hence, we obtain with these estimates from (B.3.27)

1
<o St 3
il < € @+ 1) (g + 52 (B.3.29)

for some constant C’' > 1. Recall that for this to hold we needed (B.3.26) and Sy < .



Appendix B. Longtime behavior of homoenergetic sol. 112

Step 3: Continuation argument. We now use a continuation argument to show that the
a priori estimate (B.3.26) in Step 2 can be justified rigorously. To this end, we choose g, =
£0(€') > 0, by reducing it further if necessary, such that

1 C
(Y 1(6 )<5 B.3.2

for e <ef and By < efy. This in particular implies € < ¢5/64 Cy.

The continuation argument starts as follows. Since |||ho|[[31 <& < ¢5/64C9 and the conti-
nuity of the norm, the bound (B.3.26) holds on some small interval [0,%o], to > 0. Let us now
assume (B.3.26) holds on some interval [0,¢1], t; <T. By the arguments in Step 2 we obtain
(B.3.28) on [0,t1]. Due to (B.3.29) and the continuity of the norm, the estimate (B.3.26) is then
also valid on some larger interval [0,ts], to > ;.

This shows that the set of times for which (B.3.26) is valid, is both open and closed. Hence,
(B.3.26) holds for all ¢t € [0,7]. In particular, by Step 2 also (B.3.28) is valid on [0,7]. Fi-
nally, note that the bound (B.3.28) implies (B.3.22) up to the numerical factor x € (0,1). This
concludes the proof. O

Estimates in L'-framework. Based on the estimates in Proposition B.3.11 we prove that
(B.3.12) implies (B.3.13). For this we need the following result from [152] for the linearized
collision operator.

Lemma B.3.12. For any m > 2 the semigroup generated by —%, e < : Ll — Ll has the
following property: there is Cpy, Amy > 0 such that for allt >0

| g-Thog|,, < Cume " llgll,, -

L,
Here, Ty denotes the projection onto ker £ in L}, .

The next lemma gives an estimate of the collision operator in L'. It is a bilinear variant of
[152, Proposition 3.1] and can be proved along the same lines.

Lemma B.3.13. For any two functions f, g we have

<
10905y, <€ (Wl Noloy, . +1flos, Nolzs ).

Proposition B.3.14. Under the assumptions of Theorem B.3.1 there are a constant ) and a
sufficiently small constant e € (0,1) such that the following holds. Assuming that (B.3.12) is
true on some interval [0,T] and € < e} and By < e we have for all t € [0,T)

€ 1
1Bl =2 ((1+t)2 + n?> : (B.3.30)

Proof. We use Duhamel’s formula together with the properties of the (non-autonomous) semi-
group Py, generated by 7;.Z to obtain from (B.3.11)

Py(Sy + (%h), — aZdiv(vh,))|

t
Il < 1Pacholly, + [ ||

Ll

" (B.3.31)
1 P )y [
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Step 1: Let us first estimate (B.3.31). As can be checked by the time-change 7(t) = [3 nsds,
Lemma B.3.12 yields

HPs,tg - HOQHL}R < Cme_EH—ES HQHL}R,

where E; := A\, fg nsds and A\, > 0 is defined by .Z, see Lemma B.3.12. Since S, + (Zh), —
a2div(vh,) and Q(h,,h,) are in (ker £)* we obtain

2
Q.

t
Ihellpy < e " (lholl s, +/0 e Pty [HST’L}n +[(Zh)r |l Ly, + || [div(vhe)|| L1

+1r ’Q(hr,hT)HL}n} dr.
We recall that with m > 2

C
laf| < e of| < Cllhell s - (B.3.32)

Let us now estimate term by term.

(i) We obtain from Lemma B.3.4 and Lemma B.3.13

1

1
1St S—+ 53
Lo u 77t2

1

n

(ii) For the term Zh we obtain similarly

2 1 -
@0y, S 1031+ Wz, + ot el + el Wy )
< < <
Shalrs Sl Sl
where we used pg—2s >m+2+2s+3/2>m+~y+14+2s+3/2, v <1.
(iii) In addition, we have with (B.3.32)

. 2
i 1 div(ohe)ll gy S Wellyrr Wellzs S Whellz hellpy S el -
m m+1 m PO m PO
(iv) Finally, we apply Lemma B.3.13 to get
< 2 < ||h|?
Qg S (IR, + Ay, Ilyss ) < Iy
Putting all bounds together yields
t 1
el 1 < Crne™ " |l holl 1 +0/ e Bt (+ hsllzes +Ilhell3 +ns 17sll3 ) ds. (B.3.33)
" m 0 Ns Po Po 0
Step 2: Let us now give an a priori estimate assuming

€ 1 € 1
Il < (et oz) Iy, <C@+0 (roatiz). (B339

0 (1+6)? " n?

Here, C’ is the constant determined in Proposition B.3.11 in (B.3.22). Let us define for brevity
Q:=C"(Q' +1). We estimate the time integrals in (B.3.33) using (B.3.34) and obtain

Qe Q  n0%2 Q2

i 1
Ihellpy, < Cme™e+C | e s Pt are it g) (3359

Let us estimate term by term.
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(i) As in the proof of Proposition B.3.11, Step 2, (ii) we can use partial integration and 7(f5p)
large enough to get

/teEtJrES ds < ﬁ
0 Ns nt

(ii) For the second and third term in (B.3.35) we estimate similarly

t C C t 15 1
~Ei+Es £ > d 28 2 / —Ei+Es < )
e s < + —= +C. + ds.
/o ((1+8) n? St ns(L+s)%  n3

For ¢on(Bo) < m¢ large enough, i.e. Sy < efj small enough, we can absorb the last term into
the left-hand side.

(iii) Finally, we treat the last two terms in (B.3.35) at once. We obtain as in the proof of
Proposition B.3.11 in Step 2, (i) and (ii)

t 2 1 Cse? C
0 (14+s)* 7 (1+t)*  n

Combining the above estimates leads to

Iell < [C O+ C;ﬂ?)+c 0 (€+ (éo)ﬂ ((1_;)2—1—771?).

By the definition of Q = C’(2' +1) we get for some C”

kel < C” [H (%/0) (@)* (H (;o))] <(1it)2+nl?)'

If we would have ' = 6max{C”,1} and ¢, By < ¢jj are sufficiently small, such that

Q/
- <1, (& (E+ ) <1 B.3.36
e < O (B:330)
holds, then we would obtain
Q € 1
h —+ . B.3.
helly, < = <(1+t)2+n§) (B.3.37)

In the next step, we show that this particular choice enables us to conclude the proof.

Step 3: Continuation argument. We now prove that (B.3.34) holds using a continuation
argument. Here, we define ' = 6max{C”,1} as in the end of the last step. We can assume
without loss of generality that Q' > C,, where the constant C, > 0 satisfies

lglizy, = Cillgllyey, -

Let us also recall that C” is the constant in Proposmon B.3.11. Furthermore, we choose £(j < &,
such that (B.3.36) is valid for e < e, By < . Note that here &f is the constant in Proposition
B.3.11, which depends our choice of Q . However, Q' is now fixed. Let us now proceed with the
continuation argument.
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First, the estimates (B.3.34) are true on some small interval [0,%¢], since by assumption
|hollzn < e and |hol/;1 < Cye. Let us now assume that (B.3.34) hold on some interval [0,%;].
PO m

We want to extend it by continuity to some larger interval. For ¢ € [0,t1] we obtain from the
previous step that (B.3.37) is valid. Hence, we can extend this bound on some larger interval
[0,2], t2 > t1. Using now Proposition B.3.11 (noting that all the assumptions are satisfied) on
the interval [0,%2] we get the second estimate in (B.3.34). As a consequence (B.3.34) is valid on
the whole interval [0,7]. This yields (B.3.30) by defining the numerical constant Q :=C’"('+1)
and concludes the proof. O

Conclusion of proof

With this preparation we can give the proof of Theorem B.3.1.

Proof of Theorem B.3.1. We select the constant 2 as well as €¢ to ensure that (B.3.12), (B.3.13)
hold for all times. We make the following choices.

(i) Define Q as in Proposition B.3.14.

(ii) Select ¢ € (0,1) such that gy < £, the constant e{ given in Proposition B.3.14, and

exp (C’YQ /OOO ((1—it)2 + C%(ﬁ(ﬁi)) +t)2) dt> <2 (B.3.38)

holds for all g, By < eg. The integral on the left-hand side is motivated by the term Ry (e, 5p)
in Lemma B.3.5. Using formally n; > co(77(5o) +t), according to (B.3.14), gives the above
integral for T' = oo.

Finally, we use again a continuation argument to prove (B.3.12) and (B.3.13). First of all, by
continuity the estimate (B.3.12) holds on some small interval [0,%o], to > 0, since 1y = 195, 2
Zo(Bo). Recall the definition of Z;(f5y) in (B.3.6). The assumptions of Proposition B.3.14 are
satisfied on [0,%p], so that (B.3.13) is valid on [0,#p] as well.

Let us assume that (B.3.12) and (B.3.13) hold on some interval [0,¢;]. This interval can be
assumed to be closed by continuity. Lemma B.3.5 yields for ¢ € [0, 1]

exp (—ey Q2 Ry, (€, 60)) Zi(Bo) < e < exp (v Ry, (¢, 50)) Zi(Fo)-
Using ¢ > ¢o(n(Bo) +t) for t € [0,t1], we get with (B.3.38)

%Zt(ﬂﬁ) < <2Z(Bo).

Hence, we can extend (B.3.12) on some larger interval [0,¢2], t2 > ¢1. On this interval we can
apply Proposition B.3.14, which yields also (B.3.13) on [0,%2]. Thus, both (B.3.12) and (B.3.13)
hold for all times. These estimates imply (B.3.7) and (B.3.9). Finally, let us note that (B.3.8)
is a consequence of Lemma B.3.4. ]

B.4 Application to homoenergetic solutions

In this section, we apply Theorem B.3.1 to homoenergetic solutions in the case of simple shear,
simple shear with decaying planar dilatation/shear and combined orthogonal shear to conclude
Theorem B.1.1 and Theorem B.1.2. To this end, let us first give a lemma that allows to verify
assumption (I7) in Theorem B.3.1.
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Lemma B.4.1. Let L € C*([0,00);R**3) and v € C*([0,00);(0,00)) satisfy assumption (I) in
Theorem B.3.1. Consider the decomposition of L into its trace-free and trace part Ly = Ay +b; 1.
Assume that

(i) Ay = A%+ A} with tr A°=0, A°#0, A} =0 ast— co and A° is time-independent;
(ii) by = bY + b} with bY >0 and |b}| < C/(1+1t)? for all t > 0 with some constant C > 0;
(iii) t— vy is bounded on [0,00);

(iv) we have for allt > 1

t t
vy _
Ny :z/ Pto=Jobrdr gg no g
0

Vs

Then, assumption (II) in Theorem B.3.1 is satisfied.

Note that for the matrix L given by (B.1.6), (B.1.7) or (B.1.8) we have tr L; = 3b; > 0 up to
terms of order O(1/t?). This motivates assumption (ii) in the lemma.

Proof of Lemma B.4.1. First of all, let us note that

at:<v-Atv,u,.$_1[v'Atv,u]> —><U-on,u,$_1 {U-on,ub > 0.

L2(u=1/?) L2(u=1/?)

Recall that v- A € (ker £)* and that & is a positive operator on (ker .#)*. Thus, we have
lim; .o a; > 0. Since t — a; > 0 is continuous, we have 0 < ¢y < a; < Cy for all ¢ > 0 and some
constants ¢y, Cy > 0.

Due to assumptions (i7) and (¢¢) the first term in Z;(1) in (B.3.6) is bounded. With the
above observation, the second term is equivalent to

t t
v
/—te Joordr gg g,
0

VS
This implies Z;(1) ~ 1+t for t > 0. O
Let us now give the proof of Theorem B.1.1 and Theorem B.1.2.

Proof of Theorem B.1.1 and Theorem B.1.2. First of all, let us recall that a solution g to (B.1.5)
is related to a solution f to, see (B.1.11),

ufe = div((Le—an)v o) +pe B2 QU o)y 1(0,-) = fol0),
t
B = Boexp (2/0 asds> , oy = ;/U-Ltvft(v) dv, (B.4.1)

t
Pt = €Xp (—/ trLsds)
0

via the rescaling f;(v) = gt(vﬂt_l/2 —I—W)ﬁt_g/%t_l, see Theorem B.1.1. Also recall that with this
rescaling f satisfies the normalization (B.1.10). As already indicated earlier we use equation
(B.3.1) for a specific choice of v to draw conclusions for solutions to (B.4.1). We discuss this
reduction in each case of simple shear, simple shear with decaying planar dilatation/shear and
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combined orthogonal shear separately. Let us recall that the inverse temperature 5; in (B.3.1)
satisfies the following equation

B—’i =q = 1 L fid B.4.2
Qﬂt—t—B/'U'tUt’U. ()

Simple Shear: The matrix L; is given by (B.1.6), in particular it is constant in time and
L = A is trace-free. This implies that the density is constant p; = pg. We set vy = pg and
equation (B.4.1) reduces to (B.3.1). Let us now check the structural conditions of Theorem
B.3.1. Assumption ([) is satisfied. Furthermore, Lemma B.4.1 applies with N; = ¢, yielding
assumption (I7). Note that the definition of f; in (B.3.3) is the same as in Theorem B.1.1,
formula (B.1.19). The smallness assumptions on hg, Sy as well as the considered spaces coincide
with the conditions in Theorem B.1.1. Hence, Theorem B.3.1 applies.

As a consequence of (B.3.7) and (B.3.9) we get ||ht”L% = O((1+t)~2). In addition, (B.3.9)

implies n; = 5, 21 +t. Let us now compute the asymptotics of the inverse temperature
(B.1.26). We plug the decomposition f; = p+ iz + hy into (B.4.2), yielding

d —~/2 ’)/EL —~/2 1
It (/Bt g ) = 3_’}’@%@5 "/ . af = §/U'Avht(v)d7)7
where a is given in Theorem B.1.1 in (B.1.22). We know already that 557/2 = O(t) and a£2) =
O((1+t)72) as t — co. Hence, we have for some remainder R;

%(@5 7/2) _ ?‘FRt, |Ry| < 1it
We integrate this in time to get (B.1.21). Finally, (B.1.21) implies n; = 5; = 60_7/2 +t=:(. As
a consequence, we obtain (B.1.28) from (B.3.7) and (B.3.8).

Simple shear with decaying planar dilatation/shear: In this case, L; is given by (B.1.7).
We define also v, := p;, where the density is given in (B.4.1). We again check the structural
conditions in Theorem B.3.1. Assumption (I) is satisfied, since sup;~q || Lt|| < o0, vj/vy = tr Ly
and L}, = —L?. The latter equation is part of the ansatz of homoenergetic solutions in (B.1.5). For
assumption (I7) we apply Lemma B.4.1. To this end, we use the decomposition of L; = A;+ b1
into its trace-free and trace part. Here, we have

0 Ki1Ks K

0 Ky 0 . )
Ay=A"+Al=[0 0 0 |+—] 0 0O 0 +O( 2),
0 0 0 1+1¢ 0 Ks 0 (1+t)
1 1
by =trL; 1—|—t+bt’ bt O((l—i—t)Z)

Note that A% # 0 due to K5 # 0. Furthermore, we have

t
Uy = pp = exp (—/ trLsds> %(1—1—2&)_1,
0

Nw/t(1+s>7/3+1ds_ 3 (1+t)7/3+2—1wt
o N1+t T +6 (L+en/3H

Hence, Lemma B.4.1 implies assumption (/1) in Theorem B.3.1. Note again that the definition
of fi; in (B.3.3) is the same as in Theorem B.1.1, formula (B.1.19).
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We can now apply Theorem B.3.1. Again, (B.3.7) and (B.3.9) yields HhtHL; =0((1+t)72).
We now calculate the asymptotics for §;. We again have with (B.4.2) and the decomposition
fe=p+p+h

d/ _ trL; _ a _
at (ﬁt 7/2) = _%Bt W/2+P§7pz _7at25t ’Y/2a O‘? = /U'Ltvht(v) dv.

Here, we used

ag = <U‘Atvlhgil[v’Atvu]>L2(u’l/2)'

One can see that

pr b= (1+t)exp (/Otrsds) =(1+4+t)exp (/0007"st> +0(1),

1
=a+0(—|.
Qg a—+ <1+t)
Here, a and 7, are given in Theorem B.1.1, see (B.1.24) and (B.1.25). From (B.1.23) and
v, b =p; ! we get B77/2 = O(t?). Using this and |a?] < ”htHL; = O((1+t)~2) we obtain

d,. 2 na S
Cﬁ<5t7/2):—3(17+t)@7/2+é(1+t)exp</0 reds) 4 Ri, |Ri|<C.

We integrate this ODE yielding
B =P+ + 1 exp </ rsds) (1+02=1)+Re. (B.4.3)
v+6 0

Here, we have the lower order term

- t —v/3
Rl <c | (ii) ds < C(1+1).
0

Hence, we get (B.1.23). The formula (B.4.3), vy = p; ~ (1+t)~! and (B.1.23) yields

m=wf By P T =i

Thus, by (B.3.7) and (B.3.8) we obtain (B.1.29).

Combined orthogonal shear: Here, Ly is given by (B.1.8). In this case, the matrix L; is not
the matrix in (B.3.1). The reason is that we need to take care of the linear growth of L;, so that
assumption (/) in Theorem B.3.1 is not satisfied.

We have first of all tr L; = 0 so that p; = pp = 1. In order to apply Theorem B.3.1, let us
introduce the time-change 7 = (t+1)2/2—1/2, i.e. 1+t =+/27+1 in equation (B.4.1). Hence,
F(r,v) := f(t(7),v) solves

3TF:diV((ET—aT)vF) —|—VTﬁ;’Y/2Q(F,F>

where we defined

. 0 0 —KiK; . 0 K3 Ko+ K K>
L,= Lit(r)=A+4L=] 0 0 0 — 0 o K ,
T i) = A4 o !
00 0 0 0 0
1
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The above equation is of the form (B.3.1) and we aim to apply Theorem B.3.1. Note that the
first order approximation ji; in (B.1.19) can be written as

1
. -1 -1
fur)y = —75L " |~V Lypop| = ——75 L [-v-Arvpl.
ﬁt(:)/Q [ } I/’T'/Bt v/2

Hence, we have (B.3.3) in terms of the time 7, which is used in Theorem B.3.1.

Let us check now the assumptions in Theorem B.3.1. First of all, L and v satisfy assump-
tion (I) in Theorem B.3.1. Moreover, tr L, = 3b, = 0 and the formula for L, = A, yields the
decomposition A+ Al as in Lemma B.4.1 (i). Furthermore, v satisfies (i7i) in Lemma B.4.1.

With
27’—{—1 1
N —/ ~
T EENZ s e

we can apply Lemma B.4.1 and assumption (/) in Theorem B.3.1 holds.
We have the decomposition Fr = fyr) = p+ fig(r) + hy(7). From (B.3.7) and (B.3.9) we have

ﬁ;(Z)/Z = O(7%/?) and Hht(T) L, =0((1 +7)72). Hence, with respect to the original time 1+t =

V1427 we get HhtHL% =0((14+t)~*) and 557/2 = O(t3). Let us now compute the asymptotics
of the inverse temperature ;. We use (B.4.2) and the decomposition f; = p+ jiz + hy. This leads
to

d Yya _
at (ﬁ 7/2) Tt—’yafﬂt W/Q-

Here, we abbreviated
1
of = g/v-Ltvhtdv =0((1+1)73),

at:<v-Ltv,u,$_1[v-Ltv,u]> =at’+0(t).

L2(u=1/2)
Note that we used the form of the matrix L; in (B.1.8) for the last equality. The constant a is
given in (B.1.27). Together with 3, /2 O(t3) we obtain the equation
/2y _yat?
(/Bt’y ) — T [Re| < C(1+1).

Integrating this equation yields (B.1.26). Also we obtain ,6’;7/2 ~ ﬁaW/Q +t3. Thus, we get
—v/2 —y/2 _
Miry = vr Bty (87 4 4(r)*) (L 2(r) !
and with respect to the original time ¢
N~ 60_7/2(1_’_75)—1 +t2 — Ct'

Finally, as a consequence of (B.3.7) ad (B.3.9) we have

16
<0+
Hro <(1+7)2+77t2(7)>

Using the previous estimate for 7; and writing this with respect to the original time 1+t =
V1427 yields (B.1.30). The same can be done using (B.3.8) to get the second estimate in
(B.1.30). O

|2
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B.5 Collision dominated behavior for cutoff kernels

In this final section, we indicate an extension of the previous analysis to cutoff kernels. In
particular, we consider the following assumptions.

Assumptions on the kernel. The collision kernel has the product form B(v —v.,0) =b(n-
o)|v—wvi|7, where b: [—1,1] — [0,00) is a smooth function and ~ satisfies v € (0, 1].

The most prominent application is the case of hard spheres interactions B(v—vy,0) = |[v—v,].
Let us now give the following L'-variant of Theorem B.1.1 and Theorem B.1.2.

Theorem B.5.1. Consider equation (B.1.5) with matriz Ly = Lo(I +tLo)~! having the asymp-
totic form (B.1.6), (B.1.7) or (B.1.8). Let po >3 be arbitrary and go € W);'. Consider the
unique solution g to (B.1.5). Define f, i1 as in (B.1.19) and hi(v) := fi(v) — p(v) — jie(v).

There are € € (0,1) sufficiently small and a constant C' > 0, depending only on po, L
and the collision kernel B, such that: If Hh0||W;61 =¢e <¢gg and By < €9, we have in each case

the asymptotics (B.1.26), (B.1.21) and (B.1.23). Finally, the bounds in (B.1.28), (B.1.29) and
(B.1.30) are true when replacing ||h|lyn by [|hel 11
PO PO

Let us mention that existence of (weak) solutions to (B.1.5) are known by the work of Cer-
cignani [48]. Uniqueness can be proved as in Proposition B.2.2, which amounts to an application
of a Povzner estimate. Furthermore, Povzner estimates allow to show the gain of moments as
in Proposition B.2.2 (i). The propagation of regularity estimates can be proved by arguments
used for the homogeneous Boltzmann equation, see e.g. [137].

In order to prove this theorem, we show that the corresponding L!-variant of Theorem B.3.1
is valid. To this end, we follow the strategy in Subsection B.3.1.

B.5.1 Proof of Theorem B.5.1

The proof is analogous to the one discussed in Subsection B.3.1 and the goal is to prove (B.3.12)
and the variant of (B.3.13), namely,

€ 1
h <O —5+—5).
W <2 (g +52)

The four main ingredients in Subsection B.3.1 are Lemma B.3.5, Lemma B.3.4 and Proposition
B.3.11, Proposition B.3.14. The first lemma extends without any changes. Let us discuss the
other three preparatory results.

Estimate on [ for cutoff kernels

The result in Lemma B.3.4 relies on corresponding coercivity estimates for the operator Lg =
p~ Y22\ /g in the cutoff case. Such estimates in Sobolev spaces H* were discussed in [135].
(They considered general operators L which satisfy the hypothesis H1” and H2’ therein. These
assumptions are exactly the needed coercivity estimates.) To prove bounds including higher
moments, it suffices by interpolation to prove corresponding coercivity estimates in L]%, i.e. for
all p>0

(Lg:9) 12 = co lgllz:  —Cllgll7=- (B.5.1)
p+y/2
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For this one uses the commutator estimate

()" Lg, @) 6) 2 — (L0 g, (@) 9) 2l < lglZ +CellglEa

holding for all € > 0. Furthermore, we have by the spectral gap inequality, see e.g. [135],
P p P 2 €o 2 2
(L[(w)? g, ()" g2 2 co|(I =lo) (v)" gll72 = llgllzz = Cllgllze-
/2 2 p+/2

Recall that Il is the projection onto ker L, which is spanned by the functions ¢,/ with ¢(v) =
1, v1, v, v3, |v|2. Combining the previous estimates, using interpolation and choosing e small
yields (B.5.1).

Estimate on the error term for cutoff kernels

Instead of the estimates in L? leading to Proposition B.3.11 we use the following bounds, which
replace Lemma B.3.8 and Lemma B.3.9. However, due to the fact that there is no regularizing
effect, we need a second estimate for the linearized collision operator, which takes into account
first order derivatives.

Lemma B.5.2. We have the following estimates.

(i) For p >~ we have
QU)o Sy Nallzs +1Fles,_lglsy.
(ii) For p > 2 we have

— [ Zhsen(t) () dv < ~callblzy, +C Bl

(iii) Leti=1,2,3 and p > 2, then we have

_ . . p _ .
[ 52 h] sgn(oih) (o) dv < —callouhly +C Iy

Proof. The first bound can be proved via straightforward estimates and the second one uses a
variant of the Povzner estimate. For the last inequality, we use the decomposition of .£ = A, + o/
in [152], which is defined as follows. Let 0 < ©. <1 be smooth, equal to one on the set

{lv] <1/e, 2e <|v—wi| <1/e, |cosO] <1—2¢}
and supported in the set
{lv] <1/2¢, e <|v—v,| <2/e, |cosf| <1—¢}.
One can choose it in the form O (v,vs,0) = OL(v)O2(v —v4)O2(#). Then, we define
B= [ | [ 0000 v beon) (R + 4 — ) dordu = [0l 3 sy ([

%hZ/S/z(ag‘U—U*P]b(COSQ) (1B, + pih — phy) dodvs,.
R3JS
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To calculate the derivative with respect to v; we use the change of variables w = v — v, in the
ve-integration, perform the differentiation and undo the transformation again. We obtain in this
way

O: [Lh) = ;B0 + 0, ) = B+ ;1] — |bll 1 sy (|- [V % Dupa) D
+ / 3 / (1=02) o= v.["b(cost) (0iu)' B+ (i)' — (Dyps) o) o,
R3JS

—/3/ {@@ﬂ 0203 |v — v, |7 b(cosO) (i)W, + (ip),h' — B;puhy) dodus.
R3JS2

The last three terms can be estimated in Lll7 by C. ||A]] L, The first term is strongly dissipative
pTY

in Lll,, p > 2, for € > 0 sufficiently small. For this see the proof of [152, Lemma 2.6], which covers
the non-cutoff case and uses a variant of the Povzner estimate. In the cutoff case, there is no
need to split b into a cutoff and non-cutoff part. We then obtain

/ B.0;hsgn(@ih) (W) dv < —co |0kl -
R3 P+

Finally, the operator <7 is regularizing, in the sense that it maps Li to compactly supported
functions and

[ehll g < Ce [l Ly -

For this result see [79, Lemma 4.16]. This relies on the regularizing effect of the gain term, see
[137, Theorem 3.1]. Putting all estimates together yields the result. O

Sketch of estimates. We state here the estimates for the corresponding L'-variant of Propo-
sition B.3.11 and Proposition B.3.14. Let us mention that compared to Subsection B.3.1, see
(B.3.20), we define here m :=py—1 > 2. Furthermore, we give here only a priori estimates.
In particular, when it comes to the continuation argument the continuity of ¢ — HhtHWpldl is
crucial. A way to ensure this is to regularize the initial data hf with HhBLHWz}él < 2e. For the

corresponding solution we can prove the L!-variant of (B.3.7) as well as (B.3.9) and pass to the
limit.

Concerning the proof of Proposition B.3.11 one uses again an equivalent norm (we again
abbreviate p = py)

11Allgy10 = 1Rl py +5 > 10l

laf=1

for k € (0,1). We estimate

3
%H‘h”‘wél :/RS dth sgn(h) (v)? dv+ﬁ;/ﬂgg 0;0rh sgn(9;h) (v) dv.

The first term can be treated similar as in the proof of Proposition B.3.11 using Lemma B.5.2
(i), (ii). For the derivatives, the most important change appears for the linearized collision
operator (compare Step 1 (vi) in the proof of Proposition B.3.11), where we use Lemma B.5.2
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(iii). Here, the lower order term xnC HhtHL1+ can be absorbed into the term —con; HhtHL1+ ,
P P+

resulting from Lemma B.5.2 (ii), for £ > 0 small enough. All in all, one obtains

el an = — (22 ¢ —po|iin h —ean

Sl == (S5 =€ = mClelllygo ) Wl + o+l

The second term is a consequence of the source and the last term is the remaining term in the
estimate of Lemma B.5.2 (ii). We can again choose [y < ¢ small enough, so that n; 2 77(5p) is
large enough to absorb the constant C'. Following Step 2 and Step 3 in the proof of Proposition
B.3.11, we can conclude the corresponding L'-variant of Proposition B.3.11.

Concerning Proposition B.3.14 we can use the arguments without any changes, noting that
the collision operator can be bounded via Lemma B.5.2 (i). The drift term is estimated via the
Wz}dl—norm, recalling po = m+1. A key ingredient is Lemma B.3.12, which was proved in [152]
for the non-cutoff case. The same proof can be used to show the result for cutoff kernels. In
fact, the proof simplifies, since a decomposition b = bs +b§ into a cutoff and non-cutoff part is
not needed.

Finally, the conclusion based on a continuation argument does not change. All in all, the
corresponding variant of Theorem B.3.1 holds true and the same arguments as in Section B.4
conclude the proof of Theorem B.5.1.
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Appendix C

Vanishing angular singularity limit
to the hard-sphere Boltzmann
equation

Abstract

In this note we study Boltzmann’s collision kernel for inverse power law interactions
Us(r) = 1/r*=1 for s > 2 in dimension d = 3. We prove the limit of the non-cutoff
kernel to the hard-sphere kernel and give precise asymptotic formulas of the singular
layer near # ~ 0 in the limit s — oo. Consequently, we show that solutions to the
homogeneous Boltzmann equation converge to the respective solutions.

C.1 Introduction

The Boltzmann equation reads as

Ohf+v-Vaof =Q(f. f)(v), (C.1.1)

where f = f(t,z,v) is the velocity distribution of particles with position z € Q C R? and velocity
v € R? at time t € [0,00).

The equation has been considered as a fundamental model for the collisional gases that
interact either under the hard-sphere potential Us(r) = oo for r < 2¢ and = 0 for r > 2¢, or under
the long-range potential Ug(r) ~ Tg%l for s > 2. Here € is the radius of each hard-sphere. The
prototype of the model was suggested by Maxwell [126, 127] and Boltzmann [35].

In this note we consider the particular case of inverse power law interactions Us(r) = 1/r!
leading to non-cutoff kernels (cf. formula (C.1.3))

s—5

Bs(Jv —vy|,co80) = |v —v,|Tbs(cosh), ~= T
5 —

Here, bs is the so-called angular part. We prove that the function Bg converges to the hard-
sphere kernel in the limit s — co. We give a precise study of the singularity as § — 0 when
s — oo. Finally, we show that solutions to the homogeneous Boltzmann equation with collision
kernel B, converge to the solution to the equation for hard-spheres. Such a limit result was
suggested to exist in [73, Remark 1.0.1].

125



Appendix C. Vanishing angular singularity limit 126

C.1.1 Boltzmann collision operator
The Boltzmann collision operator () takes the form

V— Uy

QU = [ [ Blo=vln-o)('fim gL dodv, ni= =,
R3S J g2 [V — v

where we used the standard notation ' = f(v'), fl = f(v)), f« = f(v«). Also (v',v]) are the post-

collisional velocities and (v,v,) the pre-collisional velocities. The function B is Boltzmann’s

collision kernel and strongly depends on the microscopic interaction of two particles in the

course of a collision. It only depends on the length of relative velocities |v — v.| and the so-called

deviation angle 6 € [0, 7] through n-o = cos#.

It is customary to distinguish two main classes of kernels, namely angular cutoff and non-
cutoff kernels. This refers to a possible singularity of the kernel when 6 — 0. Such deviation
angles correspond to grazing collisions, i.e. collisions such that v =~ v’. They appear only for
long-range or weak interactions.

C.1.2 Derivation of Boltzmann’s collision kernel for long-range interactions

Let us give here a derivation of the collision kernel for inverse power law interactions. We
consider the collision of two particles (z,v), (x.,v,) with equal mass m = 1. Due to conservation
of momentum and conservation of energy, both v. = (v+wv4)/2 and |v—v,| are conserved. Here,
v is the velocity of the center of mass z. = (z+z,)/2. It is convenient to use the coordinate
system (Z,v) = (x — x4, v — vy ), in which the center of mass is zero and at rest. In this coordinate
system, the velocities after the collisions have equal lengths but opposite directions due to
the conservation of momentum and energy. Hence, they are given by |v|o/2 and —|v|o/2,
respectively, for o € S2. In the original coordinate system, we thus get

;o vtue o Ju—wy , vHue v—uy
= s ’U*: — g
2 2 2 2

In order to derive the distribution of ¢ in the scattering problem, we need to consider the
interaction of both particles via the potential U. As is well-known we can reduce it to a single
particle problem in the center of mass coordinate system (Z,v) with (reduced) mass p=1/2, see
e.g. [108, Section 13]. The motion is planar and we can use polar coordinates. The Hamiltonian
reads,

H(rp,7,¢) = 5 (P +17¢%) +U(r),

where 7, ¢ denote the velocity variables (i.e., derivatives with respect to the time variable
t) corresponding to r, ¢, respectively. Both energy F = H(r,,7,¢) and angular momentum
L = ur?¢ are conserved.

For the collision process we consider the particle (z,v)(t) passing the center of the potential
with asymptotic velocity v —v, as t — —o0, r — co. The particle is scattered and moves away
from the center with asymptotic velocity v' — v/, as t — 0o, r — oo. The turning point (7 =0) is
given at distance r,,, which is the largest root of

L2
E———-U(rm) =0.

2
Tm
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We can determine F and L by considering the asymptotic value ¢t - —oo. This yields

o — v ? |z[[olsin(y) _ [v—vilp

2 2

E= and L = p|z x 0| =
where 1 is the angle between & and v. Furthermore, p is the impact parameter, which is the
distance of the closest approach if the particle is passing the center without the presence of an
interaction, see Figure C.1. The formula for L can be obtained by a geometric argument.

0 "\ %o Y _

Figure C.1: Two-body scattering process: p is the impact parameter, 6 the deviation angle and
o the angle of the axis of symmetry.

The solution to the above problem is implicitly given by, see e.g. [108, Section 14],

L/rf drs

T r drs
g0:const.—|—/ =, tzconst.—i—/ —.
rm JE=U(r,) — & rm 2/ E—U(r.) — &

In the limit t — —oo the angle ¢ is zero. By a symmetry argument, one can see that the angle
o of the line through the center and the point of closest approach is given by (see Figure C.1)

/OO L/rf dr.
Yo =
T'm

JE-U(r) -5

Now, we plug in the values for F, L and use the change of variables y = p/r,. Furthermore, we
use U(r) = r~~1) and define = p(|Jv — v.]/2)%/ =D to get, cf. [47, page 69-71],

_ [ dy _
w0 /0 Vi o e R

The deviation angle is given by 8 = m — 2¢q for a given impact parameter p.
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The number of particles scattered with deviation angle close to 6 is proportional to |v — vy|
and the corresponding cross-section, that is 2wpdp = 2mp(6)|p’(0)|df. Changing to the variable
5 and integrating via the solid angle yields the formula

=5 5(0)

Bs(|Jv — vy, cosH)dU—Qs 1|v—v*| 51nl9

27 5(9) do. (C.1.3)

Let us note that /() > 0. This completes the formal derivation of the Boltzmann collision
operator for the long-range interactions.

C.1.3 Outline of the article

We now provide a brief outline of the rest of the article. In Section C.2, we give a proof of the
limit of the non-cutoff kernel to the hard-sphere kernel as s — oo. Then in Section C.3, we study
the asymptotics of the singular layer near § ~ 0 as s — co. Finally, in Section C.4, we prove the
convergence of the solution to the spatially homogeneous Boltzmann equation without angular
cutoff to the solution to the hard-sphere Boltzmann equation as s — oo.

C.2 Limit of the non-cutoff collision kernel

In this section, we study the limit of the kernel (C.1.3) as s — co. Our first result contains
the limit of the kernel as s — oo as well as some uniform estimates. These estimates together
with the ones in Section C.3 play a crucial role for the proof of the rigorous limit of a weak
solution to the spatially homogeneous Boltzmann equation without angular cutoff to the one for
the hard-sphere interaction, see Section C.4.

Theorem C.2.1. Let us define the angular part of the collision kernel via

bs(cos) = 24/~ 1>B(9)ﬁ(9), §>2.

sin @

(i) We have as s — 0o
bs( 9)—>71
s(Cos

locally uniformly for 6 € (0,7].

(i) The following asymptotics holds

2/(s—1)
4/(s—1) s
lim 0172/ p (cosh)sinf = C5, Oy := 2 V7T (3) '
0—0 (Tl)

(iii) Finally, we have the uniform bound

sup sup '/ Db (cosh)sing < co.
>3 0€(0,m]

Remark C.2.2. Note that in (i) the limiting collision kernel corresponds to hard-sphere interac-
tions. Writing the kernel (C.1.3) in terms of the angle ¢ = (7 —6)/2 we get |v —v,|cos ¢ Leosp>0
as s — 00.
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Furthermore, in (ii) we have Cs — 0 as s — oo. In fact,

VL) VI (]
(=) 2 el 2

where Wy_ is the Wallis integral. It is known that lim,_,co /sWs_1 = /7/2.
Finally, compare (iii) with [108, Section 20].

) = (s = 1)W;s_1,

C.2.1 Rearrangement of the deviation angle

It is convenient to rearrange (C.1.2)

/1 dz
=T .
¥ 0 \/1_25—1_.%.2(2,2_23—1)

(C.2.1)

Here, we dropped the index zero in g, 2o, used the change of variables z = y/z¢ and the fact
that g = x is the positive root of

9 ‘,Bsfl

B /38_1
We recall that the deviation angle § =7 —2p. One can see that the mappings 8 — x, x — ¢ are

strictly increasing and real analytic functions [0,00) — [0,1) — [0,7/2) for each s > 2. We will
use the index s to indicate that we consider the variable as a function.

1—z =0. (C.2.2)

C.2.2 Proof of Theorem C.2.1
Proof of Theorem C.2.1 (i). We first study the function ¢4(x). The integrand can be written

1 1

— 51 _2(,2_ o5 1 o
V1—2° 12(22 — 25 1) ,/1_23—1\/1_$2Z2+x222(1_t;?)

< .
V1—2z1— 2222

Here, we used that
1—253
1_1_728—1207 fOI'SZ?).
This yields for any x € C with |z| € [0,1—¢], € > 0 a uniform majorant, entailing locally uniform
convergence,

s — 00, ps(x) — arcsinz.

As a consequence of the analyticity we have (x4 is the inverse of ¢;)
75(p) — sing and () — cosg

locally uniformly for ¢ € [0,7/2).
Next, we look at the functions (see (C.2.2))

_ T / . 2 1 s—3 1
ble) =y AW = ey YT g ve
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Hence, we have the locally uniform convergence for z € [0,1) as s — o0
Bs(z) =z, BL(z)—1.

We conclude with the above analysis

bs(cosl) = ;248/1;0)55(x5(ﬂ 9)) ( ( 2 )) /(W;G) (C.2.3)
1 (m—6 0y _1
_>2sin98m( 2 )COS(2) 1

locally uniformly for 6 € (0,7] as s — co. Notice that ¢ = (7 —6)/2 and the extra factor 1/2
results from dp/df = —1/2.
Proof of Theorem C.2.1 (ii). We have the following equalities for ¢ € [0,7/2) and some 1 €

(p,7/2)

1—x4(p) = @lo(s ()" (g B “0> ’

€T
Bs(z) = (1+z 1/(s—1)

, _ 2
Ao = D2y D

(1—a) /D, (C.2.4)

s—3(1—x)" V61

_ p)—s/(s—1)
(1 ‘7:) +S—1 (1_'_3;.)1/(371) '

Combining them yields

. (s+1)/(s—1)
Q%Q(Q—@) Bo(25(9)) B (1)) 2.(0)
1 2 1

T 91/(s-1) —19s/(s—1)

S WYY L1V ()7

1 @l (1)
T2/ -1

Let us note that

, 1 1—z571
(@) = /0 (1— 251 _42(52 _ zs-1))3/2 dz.
and as a consequence we have

, Lo psl NZINE
¢s(1) :/0 1= 2272 dz = 1“(3_(12)).

Using a similar expression as in (C.2.3) we get the asserted asymptotics.
Proof of Theorem C.2.1 (iii). For the last estimate we use (C.2.4). Note that ¢} is increasing
for s > 3, so that

sup () = ,(0)"".
pEel0,7/2)

Note that
1 d
f0) = [ =1

1—zs—1 7
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The last inequality follows from the fact that s+ ¢/ (0) is a decreasing function and ¢’,(0) — 1
as s — oo. This implies 2/, < 1. Using (C.2.4) for x € [0,1) we obtain

(1= 2)e /=0 4 5734 py-2/s-)

s—1

, 2
—s—1

Since ¢/, is increasing for s > 3 we have

(1w <l (T-¢)

We then obtain with the previous estimates

O\ EHD/6D
(3-+) B (@5 () B (1)) ()

s s— s—=3(m s—
AOEED L 22 (T g ) D, (C25)

<
“s—1

One can see that
ps(1) < e(s—1),

for some constant ¢ > 0. All in all, the right hand side in (C.2.5) is uniformly bounded in s >3
and ¢ € [0,7/2]. This implies the uniform bound. O

This completes the proof of the limit of the non-cutoff collision kernel to the hard-sphere
kernel. In the next section, we further study the behavior of bs for 8 — 0 when s — cc.

C.3 Asymptotics of the non-cutoff collision kernel

We now study the asymptotics of the singular layer of bs(cosf) near § ~ 0 when s — co. To this
end, we note that Theorem C.2.1 (ii) in combination with Remark C.2.2 yields

1 0>
bs(cos@) ~ —19_2_2/(5_1) ~— as s — 00.
s— s

Thus, we need to look at the scaled function

= bs(cos(y/V/s)),

with = /+/s. In the following, we use this scaling to compute the limit s — oo. First, we
derive a similar formula to (C.2.1). Note that

om0 7 P
T2 2T 2 a5
Let us define
W) L
9% .—1—305(2 2\/5), (C.3.1)
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where ; is defined for ¢ € [0,74/s]. The inverse function for £ € [0,2s] is given by

vl =2v5 |3 - (1- )|

1

:2\/5/01 \/11—z2\/ ; dz

1—zs—1— (1 - —)2 (22 — 2571

+5§/01 \/1_23 dz. (C.3.2)

-1_ (1_%)2(22_25—1)

Notice that in the last equality we used the definition of ¢4 in (C.2.1). Note that s is an
analytic function on (0,2s). With this we can state the asymptotic behavior.

Theorem C.3.1. The angular part bs(cos®), s > 2, satisfies the following asymptotic limit

s ()50

which holds locally uniformly for ¢ € (0,00). Here, ®: (0,00) — R is real analytic satisfying

Qplglgoé(w) = i (C.3.3)

Furthermore, we have
D) = 1 L1 P C.34
(¢)_ﬁ+ﬁ$+ (), (C.3.4)

where g : [0,00) = R is continuous.

Remark C.3.2. Note that the singularity 1/t? of ® for 1) — 0 is consistent with the asymptotics
in Theorem C.2.1 (ii), since sCs — 1 as s — co. Furthermore, the result of the limit ¢ — oo
coincides with Theorem C.2.1 (i).

Proof of Theorem C.3.1. The proof consists of the following 4 steps.
Step 1. We first derive the limits

1—e¢

Jim () = ae(§) =2 | e TEE e T (C.3.5)
0o _e*C
tim €)= () = [ o e (C.3.6)

where

B¢, &) =2¢+€(1-eC).

To this end we choose £ € [0,00) and assume s large enough such that £ € [0,2s]. Let us write

T N A TR

2s s 4s2
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Since gs > 1 — 22 the second integral in (C.3.2) goes to zero as s — 0o. The first term in (C.3.2)
can be rearranged to get

. ! (&/s—€2/4s%) (2 —2571) .
2\[/0 V1—22/95(2,6)(V1— 224+ /g5(2,%)) ‘

We now perform the change of variables z =1—(/s to get with

- -9).
(1595 (6 (= ) (09097

1
=: gh5(<7§)7

=:15(¢)

w |

®w | =

and the formula

(e N\ /7 (1-¢/s)*=(1=¢/s)*!
Is(f)—<25 25)/0 V20— C2/5v/hs(C6)(V2C =25+ /R (C,8))

Using that ( <s and & < 2s we can obtain

dc. (C.3.7)

2
x-S >

(-89 "0

Hence, we have hs((,£) > (. In addition, we also have

<1—§)2— (1—2)8_1 Smin{l,s’;:&( <1—§>2} <min{1,(}.

Thus, the integrand in (C.3.7) can be estimated by

and

, 1 1
mm{Q\/f’2C3/2}'
In conjunction with
lim hy(¢,€) =2¢+€(1-e7¢) = h(¢,€)
we conclude the locally uniform convergence

lim s (f) =Y (6)7

S§—00

where 1 is given in (C.3.5). Since the above estimates also hold in a neighborhood of £ € (0, 00)
in the complex plane, the limit is real analytic. A calculation allows to derive the formula (C.3.6).
Alternatively, one can compute the derivative of (C.3.2) and mimic the preceding computation.
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Step 2. Since ¢! > 0 we also have from the analyticity and the locally uniform convergence

1

() = Eoo() = (1), EL(w) = & (1) = T )’

locally uniformly for ¢ € (0,00). Furthermore, by (C.3.1)

. ™ T/J BT §s(¢)_
hmxS(Q—Q\/E)—Slggol— 9 =1.

This yields with the definition of bs(cos(¢)/s)), cf. (C.2.3) and formulas (C.2.4),

lim bs ( cos i
5500 ( <\/1§>) 1 - o \\ /Dy
~issmrme 0 G ) #a)

“l e (U (5 235))2/(51) (5 5)

Using a Taylor expansion we can replace sin(¢/+/s) by 1/4/s without modifying the value of
the limit. We use (C.3.1) and

7 (5-57) = 260

which is a consequence of (C.3.1), to obtain

Jim b, <cos (\;é)) = 5352@; + gé;f;b) = O(¢). (C.3.8)

Step 3. We now use a Taylor approximation for (C.3.8). It is convenient to define

Voo(€) =26 (€),  f(¥) :=28L(1) (€ (¥))).

Here, J (&) is the integral in (C.3.5). This yields

_ Y _fW) | &)
€oo(¥) = 2T (e (@)’ (y) = 02 + S
We then have
_f0) f0)+8,(0)/2 1 (f()—f(0)—f(0) | & (%) —E§(0)
T v TR,
which defines ®y. The following formulas hold
2 foy =1 foy=Y2=L (C.3.9)

With this we derive
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which yields the expression in (C.3.4).
The formulas (C.3.9) can be calculated without difficulty, since the integrals are well-defined.

For instance,
, 1 ] —e ¢ © e~
200 =00 = g5 = || o= [ a5

Step 4. Finally, for the limit in (C.3.3) we have with (C.3.8)

i = lim ! !
Jm () = lim (2&2 GEAGHE 45J<£>wgo<£>> '

We prove below that
Jim VEW(€) = Jim VEI() =

which implies the assertion. For the preceding two limits we use the change of variables ( =&z
to get

, o0 1—e ¢
\/Ewoo(é.) = /0 (22’+ 1— e—Ez)3/2 dz.

The integrand can be estimated by (we use here £ > 1 say)

. 1 1 < mi 1 1
min ST R = < min TR g &

Hence, we can use the dominated convergence theorem to obtain the stated limit. A similar
computation applies to /J(£). This concludes the proof. O

This completes the proof of the asymptotics of the singularity for § ~ 0 as s — co. In the next
section, we provide a proof of the limit of solutions to the spatially homogeneous Boltzmann
equation without cutoff to solutions of the homogeneous Boltzmann equation for hard-spheres
using the estimates in Sections C.2 and C.3.

C.4 Convergence of the solution for the homogeneous Boltz-
mann equation

In this section, we consider the spatially homogeneous Boltzmann equation

O f =Q(f, ), f(0,-)=fo() (C.4.1)

with collision kernel Bs(|v —vs|,n-0), s > 2, given in (C.1.3). Let us first recall the following well-
posedness result for cutoff kernels with hard potentials v € (0,1] (e.g. hard-sphere corresponding
to s = 00), see [129, Theorem 1.1] and [156, Section 3.7, Theorem 3]. The first well-posedness
results are due to Arkeryd [14, 15]. We use here the weighted spaces Lllj with weight function

(1+[uf*)P72.

Lemma C.4.1. Let fo € L3, then there is a unique solution f € C(]0,00); L) to (C.4.1) which
preserves enerqgy, i.e. for allt>0

/ ]v|2f(t,fu)dv:/ |v\2f0(v)dv
R3 R3
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Remark C.4.2. Let us mention that the condition of the energy conservation is essential for
uniqueness [122, 161].

Next, we consider the non-cutoff kernel Bs. Since we are interested in the limit s — oo, we
can assume s > 5 so that
s—5

v(s) = 1 0, / 0bs(cosh)sinfdb < co, (C.4.2)
- 0

where the constant ¢y is independent of s > 5, see Theorem C.2.1 (iii). In this case, we can use
the weak formulation of (C.4.1) by testing with functions ¥ € C}([0,00) x R3), see e.g. [156,
Section 4.1]. The collision operator can be define by means of the pre-postcollisional change of
variables

/RB Qs(f, f)(v)Y(v)dv= /R3 /R3 ]v—v*lvff*/SQ bs(cosh) (1 — ) dodv.dv.

For the integral on the sphere we have, via a Taylor approximation,

‘/52 bs(cos) (V' — ) do

< Collvbllcn msy lv—vsl,

for some constant Cy > 0 independent of s > 5. Let us also define the entropy of f

H(f):/R3flnfdv.

We also recall the existence of weak solutions to the homogeneous Boltzmann equation, which
is the content of the following lemma, see e.g. [155, Section 4] and [156, Section 4.7, Theorem 9
(ii)]. With a slight abuse of notation we write f*(¢,v) and f°°(t,v) to describe the solutions to
the Boltzmann equations with kernels Bs; and By, respectively.

Lemma C.4.3. Let fy € L%+v+5’ for & > 0 arbitrary, with finite entropy. Under the conditions
(C.4.2) there is a weak solution f° € LOO([O,oo);LhVJF(;) to (C.4.1) which preserves energy.
Furthermore, we have H(f*(t)) < H(fo) for allt > 0.

We finally have the following convergence result.

Theorem C.4.4. Let fy € Lll, with finite entropy and arbitrary p > 2. Consider a sequence
of weak solutions f* to (C.4.1) as in Lemma C.4.3 with collision kernel Bs, s > 5. Then,
f5(t) — f°(t) weakly in L' for all t >0 as s — 0o, where f* is the unique solution to (C.4.1)
for hard-sphere interactions.

Proof of Theorem C.4.4. First of all, applying a version of the Povzner estimate (see [129,
Lemma 2.2] which is also applicable for non-cutoff kernels, cf. [156, Appendix]) we have

sup |2 (@)l Ly < CllfollLy) =: Cp- (C.4.3)
t€[0,00) P P
This estimate is independent of s as long as s is sufficiently large. Assume for example s > 6.
In fact, in the Povzner estimate we only need a uniform lower and upper bound on the angular
part bs(cos). This is ensured by Theorem C.2.1 items (i) and (iii). Also note that for, say,
s > 6 we have y(s) > 1/5. Furthermore, from the weak formulation we also obtain

[ e te o [ o)t 0de] <€l -t
R3 R3
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for all ¢;,t2 > 0. Here, the constant C is independent of s > 6 due to (C.4.2) and (C.4.3). By
the uniform entropy bound

H(f*(t)) < H(fo),

and the previous weak equicontinuity property we can apply the Dunford-Pettis theorem yielding
for () = f2(1),

weakly in L' for all ¢ > 0 for a subsequence s, — cc.

Using Theorem C.2.1, items (i) and (iii), we can pass to the limit in the weak formulation.
Hence, f*° is a weak solution to (C.4.1) for hard-sphere interactions. Since there is no angular
singularity, one can infer

f> € C([0,00), L).

By the uniform moment bound (C.4.3), the second moments also converge for all ¢ > 0 as s,, — cc.
As a consequence [ preserves energy and thus f°° is the unique solution in Lemma C.4.1. This
implies that the whole sequence converges f*(t) — f*°(t) as s — 0. O]

C.4.1 Conclusion

We proved the convergence of the collision kernel for inverse power law interactions 1/7°~! to the
hard-sphere kernel as s — co. We furthermore studied the asymptotics of the angular singularity
0 — 0. Finally, solutions to the homogeneous Boltzmann equation converge respectively.
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Appendix D

Rotating solutions to the
incompressible Euler-Poisson
equation with external particle

Abstract

We consider a two-dimensional, incompressible fluid body, together with self-induced
interactions. The body is perturbed by an external particle with small mass. The whole
configuration rotates uniformly around the common center of mass. We construct
solutions, which are stationary in a rotating coordinate system, using perturbative
methods. In addition, we consider a large class of internal motions of the fluid. The
angular velocity is related to the position of the external particle and is chosen to
satisfy a non-resonance condition.

D.1 Introduction and previous results

The shape of fluid objects due to the combination of rotational and self-gravitating forces is
a classical research field which has been extensively considered for different fluid models. In
particular, a detailed description of the historical evolution of the field can be found [52] for
the (three-dimensional) incompressible Euler equations. Further results were established by
Lichtenstein [112]. For the case of compressible fluids we refer to the works [18, 53, 89, 100,
101, 102, 111, 113, 123, 124, 147, 148] and references therein. A kinetic model, namely the
Vlasov-Poisson equation, has been studied as well, see e.g. [65, 102]. In fact, there is a relation
between steady states of the Vlasov-Poisson equation and the compressible Euler equation, see
[143] and references therein for an overview of the variational methods used in these problems.

In this paper, we consider a two-dimensional, self-interacting, incompressible fluid body
modeled by the Euler equations. Furthermore, we study the problem of deformations of the
geometry when it is perturbed by some external particle. The fluid body and the external
particle are assumed to rotate around their center of mass. This problem (adding a small
particle) can be seen as a test of stability of the rotating solutions and also as a simple model of
tides. Furthermore, differently from the results reviewed in [52] (excluding the figures studied by
Riemann), we construct solutions of the Euler-Poisson equation for which the fluid velocity is in
general different from zero in any coordinate system. Recently, in [24], the authors studied the
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stability of solutions for long times in suitable functional spaces close to the equilibrium states
of an inviscid, incompressible, and irrotational fluid, subject to the self-gravitational force.

In this work, we study a family of interaction potentials including the classical (Newtonian)
gravitational forces. The latter can be interpreted as an extremely simplified model for galaxies.
However, this does not correspond to a three-dimensional problem restricted to planar geome-
tries. The reason being that the pressure would necessary act only in the plane which contains
the fluid body as well as the external particle. Nevertheless, such a model can be considered in
the case of the Vlasov-Poisson equation, assuming that the velocities of the particles are con-
tained only in the same plane as the fluid. In this situation the tensor describing the pressure
is anisotropic and it yields zero forces in the direction perpendicular to the plane but not in the
horizontal direction, cf. [140].

Since we consider a two-dimensional fluid body we can apply two tools that cannot be
employed in three dimensional problems. Specifically, we use conformal mappings as well as the
Grad—Shafranov method [77, 146]. We restrict ourselves to the two-dimensional setting since
the corresponding three-dimensional version requires to understand some small denominator
problem which cannot be tackled with the methods employed in this article.

Beside the problem treated here, a variety of different free-boundary problems arising in
fluid mechanics have been studied in the last decades. For instance, the problem of jets and
cavities with or without gravity has been studied in [11, 12, 13] and the theory of gravity water
waves has been developed in several works, cf. [95, 162, 163]. Let us also highlight the recent
survey [85] that covers the mathematical theory of the steady water waves problem. A question
that has been discussed in [85, Section 6.2] is the effect on the free-boundary of the presence
of point-vortices. This question is different from the one treated in this article but has some
mathematical analogies.

An important difference between the previous free-boundary problems and the one studied
in this paper is that the interacting force (e.g. gravity) is due to the fluid itself. Another
type of problems that have some similarities with the one considered in this article are those
related to the theory of rotating vortex patches. The first rigorous result was shown by Burbea
[38] where he constructed rotating vortex patches close to the disk by means of the classical
Crandall-Rabinowitz bifurcation approach. A more thorough study of rotating vortex patches
can be found in [84, 92] and the references therein.

D.1.1 Setting of the problem

We are concerned with a flat incompressible fluid body with density p = 1. Here, 1g denotes
the indicator function of the set E. The shape of the body E(t) C R? has a smooth boundary, is
simple connected and close to a disk, see below for the precise meaning of this. We also include
a particle X = X (t) € R? with small mass m. However, we consider only situations in which the
particle and the fluid body are at a positive distance. The velocity field v of the fluid body then
satisfies the following free-boundary problem for the Euler-Poisson system

O+ (v-V)v==Vp—VUgy —mVUxqy) in E(t),
V-v=0 in E(t), (D.1.1)
n-v=Vy on 0E(t),

where Vj is the normal velocity of the interface 0E(t), n the outer unit normal vector of

OE(t) and V denotes the classical gradient operator in two-dimensions, namely, V = (0y,, 0z, ).
Here, Ug) and Ux(;) are the gravitational potentials, see below for the precise definitions.
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Furthermore, p = p(t,x) is the scalar pressure which describes the internal pressure of the body
for x € E(t) and the external pressure of the surrounding space for € R?\ E(t). We assume the
external pressure to be constant on R?\ E(t) and without of generality we can take this constant
to be zero. This reflects that the configuration is surrounded by a uniform medium. Therefore,
the continuity of the pressure at the interface that separates the liquid from the exterior implies
that

p=0 on JE(t). (D.1.2)

Since there are no external forces acting on the configuration described by the fluid body
and the external particle, their common center of mass moves at constant speed. Consequently,
we can assume without loss of generality (using a change of the coordinate system) that the
center of mass is at zero, i.e.

/ zdz+mX(t) = 0. (D.1.3)
B(t)

As mentioned in the introduction we study two cases for the potentials Ug(;) and Ux(y) in
(D.1.1).

(A) We consider a family of power law potentials, more precisely for v € (0,1] we define

1 dy
UX(t)($) = —m, UE(t)<I) = _/E(t) oy (D.1.4)

(B) We consider potentials given via the fundamental solution of the (two-dimensional) Laplace
operator, i.e.

z&@@yzmm—xwuz@m@y:éwmm—m@. (D.1.5)

Note that in both cases the signs are chosen to yield attractive forces. Furthermore, Case (A)
with v =1 can be interpreted as Newtonian gravitational interactions.

Let us mention here that in Case (A) with v =1 some care is needed in order to define a
solution to (D.1.1) since the gradient VUpgyy) is not well-defined due to the onset of a singularity.
However, this does not suppose a problem since the pressure gradient Vp has also a similar
singularity with a reverse sign that compensates the singularity of VUg. In order to avoid
this singular terms, it is convenient to rewrite the problem (D.1.1) substracting the hydrostatic
pressure. To this end, we define p= P —Ug;) — mUx ;) where P is the non-hydrostatic pressure.
Then the system (D.1.1) turns into

v+ (v-V)v=—-VP in E(t),

V-v=0 in E(t), (D.1.6)
n-v="Vy on 0E(t),

P=Ugy+mUxy) — on OE(t),

where the last equation follows from (D.1.2). Now, these equations do not contain singular
terms.

The solutions to (D.1.6) studied in this paper are classical solutions, i.e. v: F(t) — R? and
OE(t) are regular. However, the function P : E(t) — R is in general only continuous, i.e. in
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Case (A) the gradient VP is not defined on 0F(t). As we will see in the next section, this
condition of continuity of the pressure and the last equation in (D.1.6) yields an equation for
the free-boundary.

Furthermore, the solutions constructed in this paper occur as perturbations of solutions to
the time-independent equation with m = 0, that is

(v-V)v=—-VP inFE,

v = in &
V-v=0 in E, (D.1.7)
n-v=>0 on OF,
P=Ug on OF.

One particular solution we consider is given by the unit disk £ =D together with a corresponding
velocity field v and the non-hydrostatic pressure P.

In addition, we assume that the perturbed fluid body and the external particle solving
(D.1.1) rotate around their center of mass with angular speed of rotation Qg > 0. Furthermore,
we look for configurations which are time-independent in a rotating frame at angular speed €2,
see Figure D.1. Changing to such a rotating coordinate system we obtain the equations

(v-V)v+2Q0Jv—Q3x=—-VP inE,

V-v=0 in E,

n-v=>0 on 0F,

P=Ug+mUyx on 9E, (D.1.8)
02X = VUE(X)

|E|=m

Jprdx+mX =0.

In equations (D.1.8) we used the matrix J defined by

0 —1
() D10

which encodes the action of the vector product in the two-dimensional case.

Notice that in this setting, the shape of the body F, the velocity field v and the position of
the particle X do not depend on time. Furthermore, we construct solutions v # 0, which can be
interpreted as some type of tidal waves induced by the gravity of the external particle as well
as the velocity of the unperturbed fluid.

We briefly comment on the system of equations (D.1.8). First, note that the terms 2QgJv
and —Q3z represent the Coriolis and the centrifugal forces, respectively, which appear in the
rotating frame of reference. The third equation in (D.1.8) ensures that the free-boundary is
stationary, i.e. the fluid inside the body does not move across the boundary. As stated above,
the external pressure is assumed to be constant outside the body. The equation QX = VUg(X)
follows from Newton’s law and ensures that the external particle is at rest. Note that VUg(X)
is now well-defined also in Case (A), since we consider only cases with X separated from E.
The centrifugal force acting on X balances with the gravitational force of the fluid body. In
addition, for definiteness, we assume that the total mass of the fluid is 7 = |D|. The last equation
in (D.1.8) ensures that the center of mass is at the origin. In fact, as we will see in the proof of
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0

o))

Figure D.1: Configuration of the fluid body E and the external particle X. Both rotate around
their common center of mass (at the origin) with angular speed €.

our main result (see Section D.6) this last equation in (D.1.8) follows from the other equations
in (D.1.8).

Finally, let us mention that equations (D.1.8) are invariant under rotations around the origin.
Hence, we can assume w.l.0.g. that the particle X = (a,0) is located on the z1-axis. In particular,
a solution to (D.1.8) yields a family of solutions by applying rotations.

In this paper, we construct solutions to (D.1.8) obtained as perturbation of solutions to
(D.1.7) with E =D by means of an implicit function theorem in Hoélder spaces. We require
a non-resonance condition on 2y and a non-degeneracy condition on the unperturbed velocity
field solving (D.1.7), see Theorem D.2.1 and Corollary D.2.2.

The paper is organized as follows. In Section D.2 we reformulate the problem using Grad-—
Shafranov, the Bernoulli equation and conformal mappings to derive a reduced system of equa-
tions that will be more amenable to mathematical analysis. These new system is solved using
an implicit function theorem. To this end, we provide some preliminary results concerning con-
formal mapping properties, estimates for elliptic equations, as well as suitable representations of
the gravitational potentials in Section D.3. In Section D.4 we prove the Fréchet differentiability
of the reduced system of equations w.r.t. the unknowns of the problem. Furthermore, we prove
the invertibility of the Fréchet derivative at the unperturbed solution in Section D.5. Finally,
we conclude the article with the proof of the main results in Section D.6.

D.2 Reformulation of the problem and main result

In this section, we reduce the problem (D.1.8) to a set of equations that will be studied in the
main part of the paper. To this end, we apply in particular conformal mappings as well as the
Grad—Shafranov method.
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Conformal mappings

We use conformal mappings, i.e. bijective analytic functions, to parameterize the domain of the
fluid. Recall that by the Riemann mapping theorem for any simply connected domain £ C C
one can find a conformal mapping f : D — E. Here, we identify C with R? via z = 1 +izs. In
the case of smooth domains the mapping extends conformally to D — E.

In our study, we consider conformal mappings of the form f, : D — R?, f,(2) = 2z + h(2),
where h is small such that the domain is close to the disk. Let us mention that under a
general smallness condition on some arbitrary analytic function A : 1D — C the mapping fp is
conformal, see Lemma D.3.1. We denote the corresponding domain by Ej, = f(D) to emphasize
the dependence on h. Accordingly, we use the notation Uj, = Ug,. Furthermore, we denote by
f7, the complex derivative, i.e. understanding fj, as a mapping D C C — C.

Let us also introduce the so-called Blaschke factors, see [144], defined by

bea(z) = d——

- D,d € C,|d| = 1. D.2.1
T, ¢€D.deCld| (D.2.1)

These factors are the only conformal mappings D — ID. Choosing ¢, d accordingly allows to set
h(0) =0 and 1/(0) € R by replacing fj by fr0bcq. This defines the conformal mapping f; and
hence also A uniquely.

Grad—Shafranov method

In order to construct the velocity field v solving (D.1.8) we use the Grad—Shafranov method.
Roughly speaking, the Grad-Shafranov approach allows to transform the problem (D.1.8) to an
elliptic problem for the stream function. These ideas have been very useful for constructing
solutions in different problems arising in plasma physics. For instance, to prove flexibility and
rigidity results in magneto-hydrostatics (cf. [55, 56, 83]) or studying boundary value problems
(cf. [10]). In the next paragraphs, we will recall the key ideas of this approach.

In this paper we are interested only in two dimensional vector fields v = (v1,v2). However, in
order to use classical formulas for fluid mechanics in three dimensions it is convenient to think in
those vector fields as three dimensional fields with zero third component, namely, ¥ = (v1,v2,0).
Therefore, the vorticity associated to this vector field ¥ is denoted by @, i.e, @ = V x ©. Here
we use the notation V = (9y,,0zy,0z;) = (V, 0y, ). Due to the form of the vector field 7, it turns
out that @ = (0,0,w(z)) with z = (x1,x2). Similarly, the vector angular velocity is denoted by
Q= (0,0,90). We denote as P : R3 — R? the projector given by

P(y1,y2,y3) = (y1,92), Yy = (y1,y2,y3) € R®.

Using the classical formula

as well as

we infer that .
—vJw=—(v-V)v+ §V(|v|2).

Recall that J is the matrix defined in (D.1.9).
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Hence, the first three equations in (D.1.8) can be written as

—(w+2Q)Jv=VH in Ep,
V-u=0 in Ey, (D.2.2)
np-v=>0 on OFy,.

Here, H is called the Bernoulli head and is defined by

1 02
H:=P+_|pf-=2
+2|U| 5

.

The term 22y can be interpreted as the third component vorticity of the velocity field P(Q X
(x1,29,23)) which occurs in terms of the Coriolis force due to the rotating frame of reference.
Applying the operator V- = (=0,,,0,, )- to the first equation in (D.2.2) and using that V-v =0
yields

(v V) (w+20) = 0.

Let us remark that this identity holds in general only in two dimensions, which restricts the
Grad—Shafranov method to these situations. As a corollary of the above identity we obtain that
w+2Qp and thus w is constant along stream lines (characteristics) of v.

The main object in the Grad—Shafranov approach is the stream function ¢ : F, — R satisfying
v=Vty:=JVy = (—0s,%,02,7). Let us mention that in general, in order to guarantee the
existence of a stream function 1 we need to work with a simply connected domain. However,
since the boundary conditions (cf. second equation in (D.2.2)) implies that 1 is a constant in
each of the connected components of the boundary of OF), as well as the fact that the divergence
free condition on v implies that 1 is harmonic, it then follows that the function v is well defined
for arbitrary domains, not necessarily simply connected. However, during this work FEj, is simply
connected.

Now, with the stream function at hand, we can write w = A. Since 9 is also constant along
the characteristics of v = JV, one might conclude the existence of a function G : R — R such
that Ay = G(v)). Let us remark here that in general the existence of G can be concluded only
locally when Vi) # 0. Furthermore the function G might be multi-valued, a situation, although
interesting we will not consider in this paper. In addition, we require ny-v =0 on 0FE}, and
thus

0=np - JVY=1,-V,

where 7y, is the positively-oriented tangential vector on dFEj,. We integrate along the boundary
to get for x € F}, that ¢ (x) = ¢y for some constant ¢y € R. Note that the potential ¢ is given up
to a constant, so we can choose cg = 0 by adapting the function G if needed. Thus, the stream
function solves the equation

{M’ =G(¥) in By, (D.2.3)

v=0 on OFp.

In the Grad—Shafranov approach the above reasoning is reversed in the sense that we are given
some (regular enough) function G and we construct the stream function (hence also the velocity
field) by solving equation (D.2.3).
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Note that ¢ : Ej, — R is a function of h, so that we sometimes write 1, if we want to emphasize
the dependence in h. Let us also remark that the existence and uniqueness of solutions to (D.2.3)
is ensured in general by assuming that GG is non-decreasing, see Lemma D.3.4.

We now use the conformal mapping in order to reduce equation (D.2.3) to the domain D.
We set ¢y, := 1y, o fp,, which is now defined on the disk ¢y : D — R. The corresponding equation
reads

{Acbh = |fs]*G(¢n) inD, (D.2.4)

¢h =0 on JD.

It must be stressed that the function G only depends on the stream function v, and the conformal
mapping but not on the external mass particle m.

Equation of the free-boundary

The equation determining the free-boundary can be derived from the fact that the non-hydro-
static pressure P is continuous along the free-boundary. We can write using the stream function
v =Vt

P(0x (@+29)) = —(G(¢n) +220) IV, = (G(¢n) +220) Vi, in Ej.
We conclude that
PO x (@+20) =V[F (n)], F(n) log,=0,

where F' = G + 2 is a primitive with F'(0) = 0. Consequently, in order to ensure equality in
the first equation in (D.2.2) the non-hydrostatic pressure is given (up to a constant A) by

1 02 ,
p:F(¢h)_§|wh\2+70|x|2+A in Ej. (D.2.5)

The condition that P is continuous along the free-boundary yields with P = Uy + mUx on 0F},
and F(¢p,) |ag,= 0 the equation

1 02
5yth—70|9c12+Uh+mUX:A on O}, (D.2.6)

The evaluation at the boundary 0E;, = f,(0D) in (D.2.6) can be performed using the conformal
mapping fn. We now summarize the reduced system that we aim to solve in our study

2 02
;\’sz;’;\ - %Ifh|2+Uh0fh +mUxofn, =X\ on dD,

A = | f°G (¢n) in D, (D27)
on =0 on OD. -
D3a = 0., Up(X)

|Ep| =

Recall that the position of the particle is chosen as X = (a,0). The unknown triplet is (h,a, ).
As we will see, cf. Corollary D.2.2, solutions of (D.2.7) constructed in this paper yield solutions
to (D.1.8). Let us mention that the fourth equation in (D.2.7) is the x;-component of Newton
equation for the particle X, see also the fifth equation in (D.1.8). The other component follows,
as we will see in Corollary D.2.2, by the symmetry of the domain F w.r.t. the xj-axis.
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Solution for m =0

In the case when no external particle is present, i.e. m = 0, we assume that the fluid body has
the shape of a disk ). Furthermore, we consider a velocity field on D with stream function ¢g
solving

{Aqﬁo =G (¢og) inD, (D.2.8)

qb() =0 on 0D.

Note that this coincides with (D.2.4) for h = 0. Observe that due to the rotational invariance
¢0 = ¢o(|z|) the equation reduces to the ODE

L (roh) = G60(r). d0(1) =0

This ODE is complemented with the condition that lim,_,o¢o(r) exists. Therefore, the velocity

field becomes v(x) = %J x. It describes a non-uniform rotation with angular speed depending

on the distance to the center. Since the velocity field is rotationally symmetric, the velocity in
the non-rotating coordinate system is given by (% + Qp)Jx. Furthermore, note that the
function ¢g can be extended to r > 1. This is necessary, for instance, when evaluating ¢y on the
boundary 0F},, which is close to 0D.

The position of the unperturbed particle is chosen of the form Xy = (ap,0). Since we consider
only cases for which the fluid body and the external particle are strictly separated, we assume
say ag > 2. Hence, E} does not contain X = Xy for small enough h. The Newton equation for

the particle requires that
02X = VUy(Xp).

Further information of the potentials Uy of the disk in both Case (A) and Case (B) are given
in Lemma D.3.5 and D.3.6. For ag > 1 we have Uj(ap) > 0 and furthermore U/(ag)/ag — 0 as
ap — oo. In addition ag — Uj(ag)/ap is strictly decreasing for ap > 1. Hence, there is a one-to-one

correspondence between Qg € (0,,/Uj(1)] and ag > 1 via
!/
0y = | Jolao). (D.2.9)

ao

All in all, this defines a map Qg — ao(€p). Finally, the constant in (D.2.6) is given by A\g =
360(1)% = 398+ Uo(1).

D.2.1 Notation

We will use the following notation throughout the manuscript.

o We use D to denote the unit disk with boundary 0D and T = [0,27] the 27-periodic torus
with endpoints identified.

e The Holder seminorm of a function u: T — R or u: D — R is defined by
(k) — k)
u\ (xg) —u\ (x
iy sup G =)
’ T1£T2 ‘xQ - 1‘1‘

u(k)Hoo, a=0.

, a€(0,1),

[U]k,o =
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« We abbreviate H*® := H**(D) := H(D)NC**(D), where H(D) is the space of analytic
functions on D and k € No, o € (0,1). We equip it with the standard Holder norm |||, -

e We denote by Hg’a C H™? the subspace of analytic functions h such that h(0) =0 and
R'(0) € R.

e Furthermore, the Fourier coefficients of a function ¢g: T — R are given by

1 2w

gn = 5~ e dep.
=5 g(p)e ®

Recall that §, = §_,, since g is real-valued.
o We denote by Cg’a(']l‘) c Ck(T) those functions g with zero average, i.e. §o = 0.
o Let us abbreviate with B, = B,(0) C H(lf "* the ball of radius r around zero.

o We will denote with C a positive generic constant that depends only on fixed parameters
including Qo and norms of the function G in (D.2.7). Note also that this constant might
differ from line to line.

D.2.2 Main result and strategy towards the proof

In order to construct the desired solution, we make use of the implicit function theorem, cf.
Lemma D.3.3. To do so, let us introduce the following functional spaces

XkH2e = FIPD) x Rx R, ZFF1e = CHb(T) x RxR. D.2.10
0

We define the following function related to the system (D.2.7). Define the map F:U xV —
ZF+1a where U C Hg+2’a(ﬂ)) xRxR, V CR, with X = (a,0), by

1|Veu|* 9
e
F(h,a,A\,m) = 2 |£il 2

fh|2+Uhofh+mUXofh_)\]

Q%a— 62;1 Uh(X)
/(D) =7

z=ei? | . (D.2.11)

The subset U is a sufficiently small neighborhood of (0,ag,\p). In particular, it ensures that
h defines a conformal mapping f(z) = z+ h(z), see Lemma D.3.1.

Our goal is to solve the equation F(h,a,A,m) =0 via the implicit function theorem. To
this end, we study the Fréchet derivative at the point (0,ag,A9,0). We will apply a Fourier
decomposition for the first component of F, which is a function on the torus T. As we will
see, cf. Lemma D.5.7, the corresponding linear operator can be diagonalized and the Fourier
multipliers have the form

1 1
wn = —593 - 5(/56(1)2(\”\ +1) +¢o(1) Al (D (In]+1) +cpp- (D.2.12)
The coefficients w,, are visible in a non-resonance condition for {2y in our main result, cf. Theorem
D.2.1. In the definition of w,, the function ¢q is the unperturbed stream function for m =0. The
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coeflicients ¢, enter through the interaction potential h + (Uy o f3)(e*#). In Case (A), they are
given by (note we identify again R? = C)

1 1_yn+1 dy
en=- | [v—L— —2(n+1)y" | L, D.2.13
2/1@( T >y)|1_y|y (D.2.13)
and in Case (B) by
T(1-1 >1
en = 5(1-%) nz1, (D.2.14)
5 n=0.

Let us note that the integral in (D.2.13) defines a real quantity. Note also that only the first
term in (D.2.12) depends on €, whereas all the other terms depend on either the function G
or the choice of the interaction.

Finally, the numbers A} (1) are computed by means of the functions 4, : (0,1) — R solving
the ODE

n2
%(TA;)’ — 3 An—G'(¢0(r) An = MG (go(r)), An(1)=0. (D.2.15)

They appear in the Fréchet derivative of the stream function h — ¢y, cf. Section D.5.
The main result of this work reads as follows.

Theorem D.2.1. Let k € Ny, a € (0,1) and ag > 2. Assume G € C*3(R;R) to be non-
decreasing. Let Qg > 0 be related to Xo = (ag(Q0),0) as stated in (D.2.9) and let the non-
resonance condition

VneN : wy #0, (D.2.16)

be satisfied for wy, given in (D.2.12). Furthermore, we assume for the unperturbed stream function
¢0 that

dp(1) 0. (D.2.17)

Then, there are 6 >0, € > 0 such that for any m € [0,9) there is a unique solution (h,a,\) €
Xkt2.e of the equation F(h,a,\,m) =0 satisfying

[lljy 0,0 +la—aol +[A=Ao| <e.
Furthermore, the dependence m i+ (h,a,\)(m) is continuous.

As a corollary we obtain that a solution to F(h,a,\,m) =0 yields a solution to our original
problem (D.1.8).

Corollary D.2.2. Under the assumption of Theorem D.2.1, the domain Ejn = fr(D) in Theo-
rem D.2.1 is symmetric w.r.t. the x1-azis. Finally, the corresponding velocity field v = V1,
together with the position of the particle X = (a,0) and the non-hydrostatic pressure P yield a
solution to (D.1.8).

Remark D.2.3. Let us comment on the non-resonance condition (D.2.16).

(i) It ensures that the linearized operator can be inverted in order to apply the implicit function
theorem. In the case that (D.2.16) is not satisfied bifurcations to other shapes might occur.
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(ii) As mentioned before the quantities w,, in (D.2.12) contain a term only depending on ),
while the other terms depend only on the choice of the function G and the interaction.
Thus, the non-resonance condition (D.2.16) is a condition on 2. Furthermore, note that
this condition (D.2.16) is needed only for n € N, since w,, only depends on |n|. Furthermore,
as we will see in Lemma D.5.3 and Lemma D.5.5 the leading order term on the right hand
side of (D.2.16) is given by —¢h(1)?(|n|+ 1), whereas the other terms are at most of order
O(lnn) as n — oo. In particular, the condition (D.2.16) is automatically satisfied for
sufficiently large n. Hence, it is possible to verify the condition numerically.

(iii) In the particular case that the fluid has no internal motion in the non-rotating coordinate
system for m =0 we have v(z) = —QoJx and thus ¢g(z) = —Qo(|z|?> —1)/2. This corre-
sponds to the choice G = —2Qy. Then, we can readily check that solutions to (D.2.15)
have the form

r(r? —1)

Qo
n+1’

Hence, the condition (D.2.16) reduces to

n
Wp = —|2|Q3 + Cjp| #0.

Remark D.2.4. Let us mention that the assumption (D.2.17) in Theorem D.2.1 is also needed
to prove the invertibility of the Fréchet derivative in order to apply the implicit function theo-
rem. This condition implies that the function ¢y has no local extremum at the boundary. When
perturbing such extrema, saddle points are created generically. Consequently, vortices would
appear. Furthermore, let us comment on the assumption that G is non-decreasing. This condi-
tion crucially implies that the stream function is well-defined and regular enough (see Lemma
D.3.4). It might be possible to relax this assumption and instead assume that in a neighborhood
of an initially chosen solution ¢y to (D.2.3) for h =0 one can uniquely solve equation (D.2.3).
This could be achieved using an auxiliary implicit function theorem. However, we do not pursue
this here.

Remark D.2.5. We are assuming in Theorem D.2.1 that m > 0 since it is the most natural
setting from the physical point of view. However, the proof of Theorem D.2.1 is also valid for
the case m € (—46,9).

Remark D.2.6. In this paper we restricted ourselves to interaction potentials defined in Case
(A) and Case (B). The study of more general interactions would require further modifications.
In particular, a better understanding of results like Lemma D.5.8 on pseudo-differential operators
on the torus.

Remark D.2.7. Finally, let us mention that the corresponding three-dimensional problem of
(D.1.8) requires a different approach, since conformal mappings and the Grad—Shafranov method
are restricted to two-dimensional problems. Furthermore, the study of the eigenvalues of the
linearization involves several technical complications due to instabilities. Let us mention that
the presence of the external particle does not allow to constructing axisymmetric configurations,
since the interaction with the particle breaks this symmetry.

We conclude this section with the discussion of the particular case of constant G = K €
R\ {0}. This corresponds to an unperturbed velocity field vo(xz) = K.Jz/2 in the rotating and
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Vo(z) = (K +29Q0)Jx/2 in the non-rotating frame of reference. In this case, one can do a formal
linearization using the ansatz 0E, =T, (T), T;(0) = 1+en(d), 6 € T for the free boundary. Here,
n € T — R allows to change the boundary of the fluid body and € = m is the mass of the particle.
More precisely, one can linearize the system (compare with (D.2.7))

1 Q3
§\an]2—?0+Uh+mUX =\ on0E,,

Aty = K in B,
=0 on 0E,.
|Ep| = .

The linearization yields the following formula for 7 in terms of Fourier series

. S K? K? T
0 = h etfn 7 :—7”/ Oy = — — —— _QZ -1
77( ) nEEZnne s Tn ‘:}n’ Wn 4 4 |n| ot ‘n|

The terms S, are the Fourier coefficients of the perturbation, that is

2m

S, = S Ux (cosf,sin@)e =™ dp.
21 Jo
Here, X = (aop,0) is the unperturbed position of the external particle, cf. (D.2.9).

Let us mention that the mass constraint |E,| =7 imposes 7o = 0. Furthermore, one obtains
i = fl—n, € R. In particular, the function 7 is invariant under reflection (z1,z2) — (z1,—2x2). In
addition, the condition that the center of mass is at zero yields (after linearizing) 7; = —ag/2m,
which in fact can be shown to match with the above formula 7j; = —5'1 Jor = 5’1 / Q%. Furthermore,
note that the Fourier coefficients 7}, do not depend on the sign of K or 2.

Let us mention that the non-resonance condition (D.2.16) is equivalent to @, # 0.

In Figure D.2 we plot the function n for the values € =1, K = —2,0.1,10 and for an
interaction potential Uy as in Case (B). In the plot the zero level line is shown. Outside this
circle the function is positive whereas inside it is negative. Let us recall that the particular
case K = —2 = —2€) corresponds to the situation in which the unperturbed fluid body has no
internal motion in the non-rotating coordinate system. Furthermore, in Figure D.3 we plotted
the function 7 in a situation close to resonance due to the mode n = 8. In fact, for Qo =1, K =1
we have wg ~ 1072 so that the largest contribution to the Fourier series of 1 is due to the two
coefficients 7jg = 7)_g.

D.3 Preliminary results

We collect here some auxiliary results that will be used in the subsequent sections. Let us start
with a well-known result in complex analysis regarding analytic functions.

Lemma D.3.1. Consider the analytic function fr(z) =z+h(z) with ”h”cl(ﬁ) <1/v/2. Then,
fn:D— fr(D) is conformal.

Proof. We prove that fj, is injective. Define the function () = fn(e*?), ¢ € T. Let 1, o € T.
We can assume |p1 — po| < 7. If |1 — 2| > 7/2 we have

. (P2 ¥1
sin (2> ’ —2 ||h||0®) > 0.

61802 _ 61901

[C(p2) = C(p1)| >

-2 HhHC(ﬁ) =2
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Figure D.2: Plot of the function n for g = 1 and different values of K. The interaction is given
as in Case (B). Furthermore, the particle is to the leading order at position X = (ag,0), ap = /7,
cf. (D.2.9).

On the other hand, if |1 — 2| < 7/2 we estimate

P2 _ vt

1C(p2) = C(p1)| =

P2 . .
7 giteyie du =
»1

—|p2 =1l Hthl(ﬁ)

=2

. [ p2—©1 1
sin (2524)| ~ e =t x> o= 1l (S5 = Il on) )

Hence, f, is one-to-one on the boundary. As a consequence of the Darboux-Picard theorem, see
[39, Thm. 9.16], f is injective on D. O

Lemma D.3.2 (Faa di Bruno formula [57]). For any n € N and two functions f, g € C"(R;R)
we have the formula

dn gl +n n 1 & ¢

w(fog)(x) = , Zg n! Wf (9(x)) 1:[1 Wﬁg(@ :
Lty nttn=n ”

We recall the following version of the implicit function theorem.

Lemma D.3.3 (Implicit function theorem, [60]). Let X,Y,Z be Banach spaces and U C X,
V C Y be neighborhoods of xg, yo, respectively, where F(xg,yo) =0. Suppose that F:U xV —Z
is continuous, continuously differentiable with respect to x € U and DyF(zo,y0) € L(X,Z) is
invertible. Then, there are balls B:(xo) C U, Bs(yo) CV and a unique map & : Bs(yo) — B:(x0)
with F(&(y),y) =0 for all y € Bs(yo). Furthermore, £ is continuous.
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Figure D.3: Plot of the function 7 for 20 =1 and K = 1. In this case there is almost resonance
since @g ~ 1073. In particular, the biggest contribution to the Fourier series of 7 is due to the
Fourier coefficients 7js = 7)_s.

Here, we denote by L£(X,Z) the space of bounded linear operators X — Z. Furthermore,
D, F(xo,y0) € L(X,Z) is the Fréchet derivative w.r.t. the first variable, i.e. we have

F(wo+&,90) = F(z0,y0) + DaF (z0,y0) [§] +o(ll€]lx)>

as ¢l — 0.
Let us also give an existence and uniqueness result for the equation (D.2.4). Such elliptic
equations have been studied extensively both in Holder and Sobolev spaces, see e.g. [75, 76].

Lemma D.3.4. Let h€ By 5 C H§+2’a and assume G € C*3(R;R) to be non-decreasing. Then

there is a unique solution ¢p, € C*+2%(D) to (D.2.4). Furthermore, there exists a constant C' >0
independent of h such that

||¢h||ck+2,a(ﬁ) <C. (D.3.1)

Proof. We prove the assertion in terms of vy, = ¢p 0 f; 1. The existence follows from standard
methods of calculus of variations applied to the functional

wH/E Volde+ [ F()d,

Ep,

where I/ = G is a primitive. Note that I is convex, since G is non-decreasing. The regularity
follows via a bootstrapping argument, recalling that G € C**3(R;R). Observe that due to
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fn € H*22 the boundary 0F), is sufficiently regular. The uniqueness can be proved using a
comparison principle, since G is non-decreasing.

The estimate (D.3.1) is a consequence of the maximum principle and Schauder estimates.
Indeed, this will be done by separating two cases.

Case 1. We assume that there is yo € R with G(yp) = 0. Since G is non-decreasing, we can
find N > 0 sufficiently large such that G(—N) <0< G(N). We conclude from a comparison
principle that ||¢y|| ., < N. Hence, the right-hand side in (D.2.4) is uniformly bounded in h. We
apply regularity theory in Sobolev spaces to conclude that ¢, € W22 with a bound independent
of h € By/,. Hence, by Sobolev embedding we obtain ¢5 € C*. Now, the right-hand side in
(D.2.4) is uniformly bounded in C“. We hence apply repeatedly Schauder estimates to yield the
result.

Case 2. If G is always non-zero, we can assume w.l.o.g. that G > 0. In this case, we infer
¢r < 0 by the maximum principle. Thus, the right-hand side in (D.2.4) is uniformly bounded.
We can now argue as in Case 1. O

Next, we prove a formula for the unperturbed interaction potential of D, i.e. of the unper-
turbed solution for m =0, in Case (A) with » =1 and Case (B).

Lemma D.3.5. The following formulas hold in Case (A) with v =1

T 'I"Qk
_ 0<r<1
7r2]§>:0 <2k+2 2% —1 2k—1>’ =T=5

(D.3.2)

Wi, 1
=——= >1.
7r2k2202k+2r2k+17 h=
Here, Wy = g(g;&)u is Wallis’ formula, see [1, Formula 6.1.49]. In Case (B) we have that

. _{-”(1-#) r<i,
o(r)=3 2 (D.3.3)

mlnr r>1.

Let us recall that limy_,., VW, = \/7/2. Consequently, the series in (D.3.2) converges also
for the critical value r = 1.
Proof. To this end, we use a multipole expansion for z = z(r,0,¢), y = y(s,0',¢’) € R3

1 1
lz—y| 12+ s2—2rs(cosfcosd +sinfsind cos(p— ')

S S G PR

1 6m
oim |<£2£+1 (rvs)

where the spherical harmonics are given by

2e+1(e— m)!

Y'g’m(ﬁ,(p) = (€+m)

e™? P (cosf).

Here, P are the associated Legendre polynomials. We have for § = ¢ =7 /2

Us(r) = 47rc£/ (rAs) tsds 2041

€>02€+1 7’\/8 =1 Cy ZO(W/ ) Ar Z( )
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A computation shows that

(L= D)1
Py(0) = (-1)¢ - ¢ even,
0 ¢ odd.

Rewriting the coefficients of the series in terms of the Wallis’ formula and choosing ¢ = 2k
yields both formulas in (D.3.2). The formula in (D.3.3) follows by solving the Poisson equation
AUy = 1p. ]

The following lemma contains information on the unperturbed potential Uy in all cases
considered.

Lemma D.3.6. In both Case (A) and (B) the potential Uy satisfies
(i) Uj(r) >0 forr>1,

(it) L[Us(r)/r] <0 for v > 1, in particular v — Ub(r)/r is strictly decreasing for r > 1. Fur-
thermore, lim Ui(r)/r=0.
T—00

Proof. In Case (A), we first use equation (D.1.4) as well as polar coordinates to derive the
explicit formula

L2 sdsdp
U =— .
o(r) /0 /o (12 + 52 —2rscosp)v/?

Then claim (i) follows by differentiating the previous formula and using that r > 1 > s. Indeed,

L2 (r—scosy)sdsdyp
Up(r) = / / > 0.
o(r) =v 0 Jo (r2+s2—2rscosyp)ltv/2

Next, let us show claim (ii). To that purpose, we use the change of variable s — nr yielding

Ug(r) _Wu/l/r/%r (1 —ncosp)ndndyp
ro o Jo (14n%2—2ncosp)ttv/2’

Differentiating this formula with respect to r shows that L [Uj(r)/r] <0 for r > 1, since the
integrand is non-negative and v > 0. Furthermore, U/(r)/r — 0 as r — oo also follows from the
previous formula. In Case (B) both claims (i) and (ii) are a direct consequence of the explicit
formula (D.3.3). O

D.4 Fréchet derivative of the main problem

In this section we prove the Fréchet differentiability of the function F. We consider separately
the stream function ¢;, and the interaction potential Uy o fj,.

D.4.1 Fréchet derivative of the stream function

In this subsection we derive the Fréchet differential of the function h — ¢y,.
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Lemma D.4.1. Let k € Ny and o € (0,1). There exists €9 > 0 sufficiently small such that for
B., C H¥t?®

hi— ¢p, € C(B.,; C*2(D)).

More precisely, the linear operator Dyy, is defined by g — Dyoplg] =: ¢ where

{AQB = [7APG'(é1)6+2Re [ (1+H)g| G(¢n) in D, (D.4.1)

$=0 on OD.

Proof. First of all, the equation (D.4.1) has a unique Solution_g?ﬁ, since G’ > 0. We apply Schauder
estimates for the Laplacian and absorb the term |f; [2G’(¢p,)¢ into the left hand side by choosing
17|10 o < €0 sufficiently small. This yields

HQZ;H < Clglleto,a (D.4.2)

k+2,«
where C' > 0 is independent of h € B, C H§+2’a by Lemma D.3.4.

Furthermore, by taking the difference of the equations for ¢, and ¢y, given respectively
via (D.2.4), we obtain

1
At [ GO0t )it Gy —n) = = [y~ 5] o)

Therefore, using Schauder estimates, we infer that

||¢h+g*¢h||k+27a < C||g||k+27ou (D'4'3)

where C' > 0 is independent of h. B
Next we find that for Dy¢p[g] = ¢ and denoting R := ¢p1g— dn— ¢

AR = (|fraqP = 1fi = 2Re [(1+1)g] ) G(on)
+ (|0 = 1F112) G (000 + | Fr1 P (G(rg) — Glon) = G (61)0)
= 19'PG(6n) + (Ifhsgl = 1) G (61)6+ G (1) R

1
+ / G (1= £)gn+ tnrg) dit (Shsg — b1

Similarly as above, invoking Schauder estimates and bounds (D.4.2)-(D.4.3) we obtain (note
that G € CFT3(R;R))

2
HRka,a < CHngJrQ,a'

Here, the constant C > 0 is independent of h.

Finally, we need to prove that h ~— Dp¢y € £(H§+2’O‘;C’“+2’O‘(®)) is continuous. To this
end, one has to consider differences of solutions to (D.4.1) for hy, he € B,. Applying Schauder
estimates we find the bound

| Dnnal9] = Duna 9]l 42,0 < Cllglrza (101 = hollio.o+ 16n, = bnallison) -

which shows the continuity property. O



157 D.4. Fréchet derivative of the main problem

D.4.2 Fréchet derivative of the interaction potential

Here, we derive the Fréchet derivative of the mapping h ~ (Uj, o f)(e’?). We give only the
details of the proof of Case (A) with v = 1. The remaining cases can be shown in a similar way
(and are in fact simpler since the integrals are less singular). We summarize the corresponding
results for Case (B) at the end of this section.

First of all, it is convenient to apply a change of variables

e[ BWE [ IfE@eP
o h)(e) == || ot ¥ =~ e e

We then have the following result.

Proposition D.4.2. Let Uy, be defined as in Case (A) and let k € Ng, a € (0,1). There exists
g0 > 0 sufficiently small such that for h € Be, C Hg+2’a we have that

hs (Upo fu)(e"?) € C* (B, CFHo(T)).
More precisely, for h+g € Be, it holds that
Do lal(e) = [ IO gy ) [ GIED) g i,
D dn(p,y)” d( w Y) ”* dn(p.y)"+? ’
where we define
dn(p,y) == fu(€?) — fu(e¥y)],
ohlgl(#,y) := 2Re [(1 +h’(ewy))g’(ewy)] : (D.4.4)
otlgl(w.y) = Re | (e (1 =) + h(e?) — h(e™?y) ) (9(e7) — g(ci7y))] -

From now on we restrict ourselves to the case v = 1. In order to prove Proposition D.4.2 it
is convenient to introduce the following notation

en(p,y) = dn(0,y)” = | fn(e?) — fu(e¥y)|*.

Furthermore, we need the following computation with ¢ € [0, 1]

& [ | frag(ey))?
a2 [_ dh:Z @5 :Ti(z)—&-tg,g(w?y)+Tf%+tg,g(()07y)+T}3+tg,g((10>y)7
g\,

2|’ (e*y)|?
TO ©,Yy) i=— )
h+tg,g( ) dh+tg(907y)

1
T ipa(0) —M
Thatg g (Y) =20h 115 [9)(0,9) Th 101910, 0) 4 | Frpig (€ 0) Plg(e?) — g(e*y) |,
Ti?—l—tg,g((pv y)
dhrtg(:9)°’
Tz—l—tg,g(soa y) = 3|fi,z+tg(eiwy) |2(0-}21+tg(907 y))2

Tf%thg,g((pay) =

(D.4.5)
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Lemma D.4.3. Let k€ Ng, a € [0,1). Foreg > 0 sufficiently small and g,h € Be, C H(’f”’a the
following estimates hold

(i) For £ €Ny, ¢ <k+1, yeD we have

sup |07 4159l 0], < Cllgllsnalt =yl

te[0,1] 2

(ii) For £ €N, {<k+1, m=12, yeD we have

2 _
sup [ glol20)], < Cllal o 0lt =y

te[0,1] b

(iii) For £ € Ng, ¢ <k+1, y €D we have

sup [enyig[9)( )], 0 < CIL—y~o
te€[0,1]

Proof. The proof of this lemma is straightforward. Indeed, one can readily check the bounds by

means of the following general estimate. For any u € H'(ID) we have that
[t — ()] - [u(eery) — ()|
|2 — 1]

< 2]/l ) @I =yl /[l ) T < 2 ullon |1 -yt

The next lemma is also useful.

Lemma D.4.4. Let k € Ng, a € [0,1). There is a sufficiently small e > 0 such that for any
h e B, C H§+2’a and y € D we have that

dn(p,y) > e[l —y|. (D.4.6)

Furthermore, for any €N, n€Ng,n <k+1 and y € D estimate

.. <
dn(- )1, 0~ [L—ylote

holds. Both ¢ >0 and Cj, 4~ > 0 are independent of h.

Proof. The first assertion follows using the mean-value theorem and choosing €y > 0 sufficiently
small. To prove the second assertion we first consider n = 0. It then suffices to consider ¢ = 1.
We have

1 1 _dn(e1,y) —dn(w2,y)] 1
01— @2l [din(e1,y)  dnlp2,y)| |1 — pa|® dn(p1,y)dn(p2,y)
C | fn(e¥) = fn(€"¥?) + fu(e¥'y) — fu(e¥2y)]
Tyl |1 — p2|*
C

< —
- |1_y|1+a
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We now compute the n-th order derivative, n < k+1. By Faa di Bruno’s formula, c¢f. Lemma
D.3.2, applied to the composition of the functions z — z~%2 and e, = d% the preceding expression
is a sum of terms of the form

. 0 . £
1 n d‘] J n d] J
Tl H (dweh(so,y)> l;[ (dh etk (w,y)> :

where £1,0s,..., 0, € Ny satisfy {14+ 205+---+nl, =n. The supremum norm of each term in the
product j =1,...,n is bounded due to Lemma D.4.3 (iii) and (D.4.6).

We estimate now the seminorm [-], of this expression. Note that for products only one term
is estimated in this seminorm while the other terms are estimated in the supremum norm. For
the seminorm we apply Lemma D.4.3 (iii) and the case n = 0 we discussed above. Hence, the
seminorm is bounded up to a constant by |1 —y| 797 O

As a result of the previous lemmas we obtain the following estimates.

Lemma D.4.5. Let k € Ny and a € (0,1). We have for sufficiently small g >0, g,h € Be, C
HE™® and m=0,1,2
0 and m=0,1,

110/, 21 1(.
Uh[g]( ’y) O'h[g]( ’g) SOHng+2a|1_y|flfa7
dh(’y) k+1,a dh(7y) k+1a ’
2 —1-
|70 Gy < CllalEy a1 =0l

The constant C' > 0 is independent of h, g.

Proof. The previous lemmas can be applied without difficulty. Note that in the case of T, ,% g,

there is the factor d,5Z 4t 0 the denominator. This is compensated by the extra factor in
Lemma D.4.3 (ii) for m = 2. O

With the previous lemmas we can give the proof of Proposition D.4.2.

Proof of Proposition D.4.2. We consider only v = 1. For the sake of the exposition we divide
the proof into two steps.
Step 1. We first show the Fréchet differentiability. We write

R(¢) :==(Un+g© fatg)(€?) = (Upo fr)(€¥) = Du(Uno f1)[g](e"¥)
[ [0 [ Moo

Van dh+tg(05y)
/ / Th+t9 o(PY) +Th+1tg o(®:y) +T}?+tg,g((pay)] dtdy,

recalling (D.4.5). We apply Lemma D.4.5 to get (note that —1 —a > —2)

dtdy

2
HRHk—i-l,a < C||g||k+2,a’

which implies the Fréchet differentiability.
Step 2. Now, we show that h +— Dy (Upo f)[g] is continuous. First of all, one can estimate
using Lemma D.4.5

[ Dr(Un oY) [9)ll k41,0 < Crllgllgs2,0-
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where C}, > 0 is independent of h, g € B, C H(]f 22 We can use these estimates to cut out the

singularity in the integral uniformly in h, g € B.,. The remaining integrand is then a smooth
function with respect to h. As a consequence it is continuous in A. The above bounds show that
this is also uniform in ||g||; 5 .. Which ensures these estimates in the operator norm. Hence,

h— Dp(Upo fi)[](e¥) € E(HSH’Q;C’“H’O‘(T)) is continuous. O

Let us give the corresponding result of Proposition D.4.2 in Case (B). To this end, we write

Uno £i)(€) = [ 150 nlfule®) = Fuwldy = [ a2 Il fale'?) = fuleop)] dy.

Proposition D.4.6. Let U, be defined as in Case (B) and let k € Ng, o € (0,1). There exists
g0 > 0 sufficiently small such that for h € B;, C H{f”’a we have that

hi (Upo f)(e¥) € CY(Bg,, C*TH(T)).
More precisely, for h+g € Bz, it holds that
; olgl(e.y i
Du(Un0 fla)e) = [ oblal(er) (. ydy+ [ THIED) ooy 2y,
D D dh(@,y)
where a}[g], o3]g] and dn(p,y) are given in (D.4.4).

D.4.3 Fréchet derivative of the full problem

Here, we give compute the Fréchet derivative of the second and third component of F in (D.2.11).

For the second component note that the continuous differentiability of (h,X) — VUL(X)
involves no complications since X = (a,0) is assumed to be close to Xo = (ag,0) with ag > 2.
Hence, VU, is smooth on a neighborhood of Xy and

— X—-y _ X —fnly) / 2
VUh(X)_V/EhWdy_y/ﬂ)|X_fh(y)’1j+2|fh(y)‘ dya

in Case (A) and

V000 = [ g

in Case (B). Here, we identify f; with a function D — R2. We obtain the following result for
the Fréchet derivative (we again identify X = (a,0) € R? = C).

Lemma D.4.7. Let Uy be defined as in Case (A) or Case (B) and k € Ng, a € (0,1). The
map (h,a) — 0y, Up(a,0) is continuously differentiable for |a—ag| <eg, h € B, C H(])Hz’a, €0>0
sufficiently small, with derivative

D(h,a) (02, Un(a,0))[g,0] :agl Un(a,0)b+ Whya[g]'
The function W, 4[g] is defined by

—y [ “Rela@IIf5(v) P+ 2Re[(1 + ()’ (y)] Rela — £ (y)]
Whals] = | o= Fuly)l+2

dy

| fr () dy

Re[(a — fu(y))g(y)] Rela — fu(y)]
42 [ la— fu(y)[
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in Case (A) and by

[ —Relg@)IFL )2 + 2Rel(1+ 1 (1))7 )] Rela — fu(y)
Wialo] = | PESAGIE a

2Re[(a — fn(y))g(y)| Rela — fa(y)
D la— fn(y)]
in Case (B), respectively.
The mass constraint, i.e. the third component of F, leads to the following Fréchet derivative.

Lemma D.4.8. The Fréchet derivative of the map

hes 1Bl = [ £ @) do
s given by

g 2Re/D(1 +h)g dx.

We omitted the proof of the previous Lemmas since they can be easily checked. Finally,
the following differentiability result follows from combining Lemma D.4.1, Proposition D.4.2,
respectively Proposition D.4.6, and Lemmas D.4.7, D.4.8.

Proposition D.4.9. Let k € Ny, a € (0,1). There is €9 > 0 sufficiently small such that F €
CHU;ZF+12), where

U= Bso(o) X (aO —60,CL0—|—€0) X ()\0 _507)\0_‘_50) C Xk+2,o¢‘

D.5 Invertibility of the linearized operator

In order to apply the implicit function theorem we need to invert the linearized operator at the
point (0, Xo, Ag,0), i.e. the linear operator

XFF2 — ZR (9,0, 1) = D0 F (0,00, 20, 0)[g, b, ). (D.5.1)

We recall that the functional spaces are defined in (D.2.10). It is convenient to write the function
k42, . .
geH, using power series of the form

g(z) = Zgnz"H. (D.5.2)
n>0

Recall that g(()) =0 and g/(()) = §o € R since g € H(/)erQ,a'
Remark D.5.1. Let us briefly comment on the form of the power series (D.5.2).

(i) We choose an index shift in the coefficients of (D.5.2), in order that the linearized operator
(D.5.1) is diagonalized when using a Fourier decomposition, cf. Lemma D.5.7.

(ii) With this choice the coefficient gy corresponds to a rescaling z +— (1+go)z. Consequently, it
appears in the linearization of h +— |E}y|, cf. Lemma D.5.7. In the Fourier series it appears
as the zeroth coeflicient.
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(iii) Furthermore, infinitesimal translations are given by the conformal mappings T; : z +— 2z +¢
for small £ > 0. In order to satisfy the conditions 7.(0) =0 and 77(0) € R we use a Blaschke
factor, see (D.2.1), yielding the conformal mapping

_ _ 2 2 .2
e Tt i h(2), he(r)= T E 21 O (D.5.3)

'%
i 1—ez 1—ez 1—ez

as € — 0. In particular, infinitesimal translations correspond to the coefficient of 22, i.e.
g1 in (D.5.2). In Fourier series they correspond to the coefficients for e**, which is §;
respectively ¢ in the linearization, cf. Lemma D.5.7.

The main result of this section is the following proposition.

Proposition D.5.2. Let k € Ng, a € (0,1). The operator (D.5.1) is an isomorphism under the
assumptions of Theorem D.2.1.

For the purpose of proving Proposition D.5.2 it is necessary to compute explicitly the form of
the linear operator (D.5.1). This is done in the following subsections, which also contain further
needed auxiliary results.

Linearization of the stream function.

For the proof we write the operator ¢[g] := Dy $,(0)[g], i.e. the Fréchet derivative of ¢y, at h =0,
more explicitly. Due to Lemma D.4.1 it solves the equation

A¢ =G (¢o)dp+2Re [¢'] G(¢o), ¢ |op=0. (D.5.4)

Hence, using the expression (D.5.2) we find that

2Re [g’(reiw)} = 2Re Z(n+ 1)gnrneimp — Z (|n|+ 1)én 9] ,r|n|eimp’ (D.5.5)
nZO nez
where the coefficients &,[g] are given by
gn n>1,
Enlgl =200 n=0, (D.5.6)
gn n<-l

Recall that ¢'(0) = go € R since g € H(lf 22 We use a Fourier decomposition to obtain the
formula

Oh)(r,p) = D (Inl +1)élg] An(r)e™,

nez

where A, (r) solves the ordinary differential equation, see (D.2.15),
1 1N/ n? |n|
;(rAn) —r—zAn—GlAn:r Go, An(1)=0. (D.5.7)

Above we used the shortcut notation Go(r) := G(do(r)), G1(r) := G'(¢o(r)). Moreover, notice
that A, = A_,, by symmetry.
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The function ¢ enters the linearization of F in the following way

V60V (c19) = 6(1)0,0(1,0) = d(1) 3 (Il + 1)énlg] A7, (1) (D.5.8)

nez

Recall that the unperturbed stream function ¢ is radial. Hereafter we provide a crucial result
concerning the asymptotics of A/ (1) as n — cc.

Lemma D.5.3. Consider the solution ¢ of (D.5.4). Then, the coefficients A, have the asymp-
totics

lim nA/ (1) = M. (D.5.9)

n—00 2
Remark D.5.4. Compare (D.5.9) with the explicit solutions for G = —2€) in Remark D.2.3
(ii).
Proof of Lemma D.5.3. Let n > 1 throughout the proof. Writing gﬁfn(r,np) = A, (r)e™? we have
(A—G1)pn =1"€"Go,  ¢n(l,0) =0. (D.5.10)

Since G1 = G’ o ¢y > 0, the operator A — Gy with zero boundary conditions is invertible. Fur-
thermore, since Gy € C*t3% we have ¢,, € C*+>2(D).
Let us look at the following auxiliary ODE

1 2
~(rb]) - %bn =G, bn(1) =0.

Note that comparing it with the ODE solved by A,, given in (D.5.7), only the term G is removed,
which is expected to be of lower order for n — oco. It is convenient to write by, (r) = "5, (r) with

1 2n
We can find the solution explicitly up to a parameter

A
2n  ren

1 ! 11 ! 2n—+1
Bn(r) = %/r G0(5)5d5+%m/r Go(s)s ds.

In order that ,, exists for r — 0 we choose

Bn:=p.(1):= | Go(s)s*"lds (D.5.11)
0
yielding
B, 1 [ 11 _—
ﬁn(r)—%—% g GO(S)SdS—%W/(; GO(S)S ds.

Observe that |8, (r)| < C/n for some constant C' > 0 independent of r and n.
Let us now decompose

571 (T‘, 90) = 5711 (7’, 90) + &121(7'7 90)7 (Z}L (7’, (P) = Tn/Bn (T,)eingo'
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Accordingly, we get the decomposition
An(r) = AL(r)+ A2(r),  AL(r) =r"B,(r). (D.5.12)
Hence, with the above calculations we have
(A—G1)ds = (A=G1)(¢n—0y) =G1dy, o7 lop=0.

We can apply regularity estimates in Sobolev spaces to obtain
Clrt, e
<=z ntl < — .
L’ = n (/o ° ds) ~ nd/2
Here, we used |¢L (r,¢)| < |Bn(r)| < C/n. Applying the trace theorem (cf. [76]) gives
~ C

< —
L2(8D) — p3/2’
and hence |(A2)'(1)| < C/n?/2. In conclusion, combining (D.5.12) and (D.5.11) we find that

H%%H < CHQ%’

W22(D)

1 . / T
lim n A (1) = lim n(A4,)(1 )—nlgngonﬁn(l) —Jggoan

n—oo n—oo

= lim n/ Go(s)s*" T ds
0

n—o0

o Go(1) 1 Lo 2n+2 )
—7}1330”(2”” 2n+2/0 Co(s)s™ " ds
_Go(1) _ G(oo(1)
2 2 ’
showing the desired result. O

Linearization of the interaction potential, Case (A).

Due to Proposition D.4.2 we have for z = % (we use here the change of variables e/?y + y)

D(Uro ) oo o) = = [ 2 W gy [ RACZDOE 290D g,

As before we use the power series expansion for g given in (D.5.2). We have

Dp(Uno fn) [n=o [ ZRe[gn/< Jrl:yVLH_Q(nle)yn) dy ]

T—y |z —y|v

Since = = €'Y we can use a rotation to obtain
- ; 1—y"tt d
Z Re Qnem@/ v— Y 2(n+1)y" 7yu .
= D l-y 11—yl

Recalling the definition of ¢, in (D.2.13), the fact that ¢, are real and the definition of &,[g] in
(D.5.5), we obtain

Dp(Uno fn) =0 [ = cnlnlgle™, (D.5.13)
ne”L

where we define ¢, = ¢}, for n < 0. The following result will be useful.
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Lemma D.5.5. The sequence ¢, defined in (D.2.13) with v =1 satisfies

Cn % e~ "(sin((
Jim =0 with 9= / / e €M) . (D.5.14)

For v € (0,1) we have sup,,>q|cn| < 00.

Proof. First of all, we have

Z e [

Let us define

1 i
T =y

We show below that

-r
2— ¢sin(Q)
klirgok k=7, % —1// / 7'2+C2 )2 5 drdC. (D.5.15)
Note that 43 = for v = 1. With this we infer for v =1
n
Cn, - 1
A g, =0 =2 g

Since H,, =In(n)(1+0(1)) as n — oo, this implies the asymptotics (D.5.14) for v = 1. The claim
for v € (0,1) is also a consequence of the above asymptotics.
We now prove (D.5.15). The term ¢, is real-valued so that

n eos(ky) 1, 72
= dodr =1, + 1. D.5.16
G = 2/ / 14—7‘2 2r cos p)V/2 plr =tk i ( )

The two terms I ,1 and [ ,3 are defined by splitting the integral (D.5.16) with respect to r into the
regions (0,1/2) and (1/2,1). We can readily check that

. Ck.2—1/
> I < T zsuind (D.5.17)

To deal with the I ,3 we notice that with the change of variables r=1—3s

2-v 1/2 21 s)kHL
- k / / +4 : cos(ky) diods

s)sin2(ip/2))""
/k/2 /QW

( - ;) o cos(ky)

[(k:) 4 (1— 2) 2 <§>1y/2
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In the second equality we used the change of variables ks = r. Furthermore, writing k¢ = ¢ we
get

/k/2/2k7r < —l:)kHCOS(l/)) dd
R P ()]

_/k/Z/kﬂ ( _;>k+1cos(¢> w
e e T

where we used the symmetry in the last equality. Let us now define the function (j : (0,k7) —
(0,2k) by

)

() =2ksin (51

which is one-to-one and onto. Furthermore, by a Taylor expansion one can see that (x(¢) — ¥
for any ¢ € (0,kr) as k — oo. Consequently, we have for the inverse function ¢ ({) — ¢ as
k — 0o. We obtain by the change of variables ¥ — (

=) (i) (¥x(C))uh(Q)dcd
= 5 COS(Yr, & r
o (D)

We now use an integration by parts in ¢ to obtain (note that the boundary terms vanish, due

to Y (0) = 0,7 (2k) = kn)

k/2 2k
k2 ”12—1// /

The integrand converges pointwise to

(1- 1) compun(c)

{ (1 - > o (v+2)/2

e "¢sin(¢)

(1—Z>k+2 = exp ((k‘—i—Z)ln (1—;))

() = 2karcsin (234:) <C¢

d¢dr.

as k — oo. Since

IA
a
!

for say ¢ € (0,1), a majorant is given by

e "min(C¢*, ()
(r2+¢2/2)@tv)/2

Hence, we get k*I% — ~¥. Combining this with (D.5.17) and (D.5.16) yields (D.5.15). O
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Linearization of the interaction potential, Case (B).

By Proposition D.4.6 we have for z = ¥

Dp(Uno fn) ln=0 [9]( —2/ln\x y|Relg’ dy+/ Rel(=y g’Jx y|g—g(y))] dy.

Again, we use the power series expansion for g, cf. (D.5.2), yielding

n+1 __ , n+1
Di(Uno fn) ln=o [g] (%) = Z?Re[gn/<n+1> "Iz - y|+“”$_;’>dy].

For x = €' and applying the change of variables y — ¢*y gives

00 ) 11— yn+1
> 2Re gneZ”S"/ (n+1)y"In[1—y|+-—— | dy| .
D 21—y

n=0

As we will see below we have, see (D.2.14),

11— yn+1
cn:/ (n+1)y"In|l1— y[—i—fi dy =
D 2 1-

Recalling the definition of &,[g] in (D.5.5), we have (see (D.5.13))

Dy (Uno fn) In=o0 [ = cnlnlgle™,

neL

(D.5.18)

S ERNIE
/N

|
3=
N—

vV

where we again define ¢, = ¢}, for n <0.
Let us now prove (D.5.18). For n =0 the integral reduces to Up(1) +7/2 = /2, cf. Lemma
D.3.5. For the other cases let us first observe that

1 2
dy Z/y dy = — Z/ / r e’k‘prdrdgp—— (D.5.19)

2D1y

Moreover, we can also write
1 2w . .
(n+ 1)/ y"In|l —y|ldy = (n+ 1)/ / re™?In |l —re'?|rdrde. (D.5.20)
D o Jo
Hence using the following expansion

. 1 . .
In|l—re'?| = B (111(1 —re'?)+1In(1— re*“"))
1 ( o phtlgi(k+l)e 0 7Jc+1ei(lc+1)<p>

—= +
2\& k1 =kt

and plugging it in (D.5.20) we find that

1 1
(n+1)/y”1n|1—y|dy=—2wi/ rr gy = - 1
D 2n Jo 2n

Thus, combining (D.5.19) and (D.5.20) we infer (D.5.18).
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Remark D.5.6. Let us note that in both Case (A) and Case (B) we have ¢; = 0. This holds in
general since (Up, o fy.)(1) = Up(1), where h.(z) = e2? + O(?) is associated to translations, see
formula (D.5.3) in Remark D.5.1. We hence obtain

¢1 = Dp(Upo fn) [n=o [*](1) = % le=0 (Un. 0 fn.)(1) =0.

As mentioned in Remark D.5.1 the effects of conformal mappings due to translations appear to
first order in the Fourier modes n = £1 and thus in the coefficient ¢;.

Linearization of the full problem.

We summarize the full linearized operator at (hg = 0,ag,Ag,m = 0) in the following lemma.

Lemma D.5.7. The operator D, 4 1) F(0,a0,A0,0) has the form

ZLg—p
(9.b,p1) = | Q30— 02, Uo(a0,0)b—~ W aola] | .
7Th0
Zg(p) = 2wogo + angneingo+ Z Wnﬂemwa
n>1 n<-—1

1 1
i = =541 (Il + 1) + Gh() A4 (1) (] + 1) = 508+,

Here, Wy q0lg] is defined in Lemma D.4.7 in both Case (A) and Case (B).

Note that in the last component of the linearized operator we identify again R? v C. Fur-
thermore, the coefficients w,, appeared already in (D.2.12).

Proof of Lemma D.5.7. The first component of F in (D.2.11) has the linearization at the point
(h = O,X(),/\o,m = O)

(g, 1) = 5(1) 0,0(1,0) — ¢ (1)*Re[g' (e'%)]
—Q2%Re {e‘i“"g(eiw)} + Dy (Up o f1) [n=o [9](e"?) — p.

Using (D.5.2) and (D.5.5) we obtain

Re e "#g(e™)| = % Y algle™.

nel

Using both (D.5.8) and (D.5.13) yields the expression of the first component. Applying the
definition of &, [g] in (D.5.5) yields the form of the operator Zg.

The linearization of the second component F in (D.2.11) is a consequence of Lemma D.4.7.
For the last component, note that the linearization of the mass constraint in Lemma D.4.8
becomes g — 7Re[go] = mdo, since g € H§+2’O‘. This concludes the proof. O

Before providing the proof of Proposition D.5.2 we need to show the following result on
Fourier multipliers on the torus in Hélder spaces.
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Lemma D.5.8. Let k € N and a € (0,1). Consider a sequence 3 = (Bn)n of the form B, =
k/(|n|+bn), Bo =0, n € Z with some real constant k # 0. Assume that b, # —|n| is a sequence
satisfying sup, s |by||In|™7 < C for some 0 <y < 1/2. Then, the periodic pseudodifferential
operator

OP(B)E(0) = Y Pnbnd™

nez\{0}

defines a bounded map Cg’a(T) — C(’)““’O‘(’JI‘)-

Proof. Recall that the Hilbert transform .7 defined by the Fourier multipliers —isgn(n) is a
bounded map Cg’a(’]l‘) — Cg’a(’]l‘) for all k € N, a € (0,1). Since the operator with multiplier
1/in corresponds to integration, we conclude that the operator with multiplier 1/|n| =1isgn(n)/in
is a bounded map Cp®(T) — CETH2(T).

We now write

K K by, K

fr = o= s =

LRI L A

By assumption it holds ¢; < |1+ b,,/|n|| for some constant ¢; > 0. Hence, we have

b _ C C
< <

< .
"ol = o] = Tl = a7

Thus, the sequence r = (ry,), satisfies the p-condition in [44, Theorem 3.1] with p =1/2 and
hence OP(r) constitutes a bounded map C’g’a(']l‘) — Cg’o‘(']l‘) for all k € N, o € (0,1). In the
mentioned reference, periodic Besov space BS, ., have been used. Recall that BS, , coincides

with the classical Holder space C**(T) for s = k+«a ¢ N. This concludes the proof. O

Proof of Proposition D.5.2

We consider Case (A) and Case (B) simultaneously, since the proof is the same. Given (5,2, M) €
Zk+he = Ck+1La(T) x R x R we want to solve for (g,b, 1) € H§+2’a x R x R the equations

gg_l'L:S’
Qb — 9, Uo(a0,0)b— W ao[g] = Z, (D.5.21)
wgo = M.

First, we have gy = M/m. For the first equation in (D.5.21) we decompose S in its Fourier

A

coefficients (Sy,)nez. Then, the first equation in (D.5.21) becomes

i — A 2woM . -
D wndn€™P D wn g™ = S - 7(; Fut Y Spe™ 3T 8, e,

n>1 n<—1 n>1 n<—1

Recall that S’i_n = Sn for n > 0 since S is a real-valued function. We then choose p = 2woM /7 —
Sp. Since the multipliers w,, of % are non-zero by assumption (D.2.16), we can define .Z~! =
OP(w,;!). By Lemmas D.5.3 and D.5.5 we can write

n|+b _
wn:’ ’KJ nj ot 1::_¢6(1)27
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with sup,, o [bn||n| ™7 < C for any v > 0. Note that by our assumption in Theorem D.2.1 we also
have ¢((1) # 0. We can hence apply Lemma D.5.8 yielding F' € Cg t2a (T) defined by

F=0P(w,; (S —5).

Note that F' is real-valued with Fn = S'n/wn for n > 1.
The function F is only defined on the torus. We now define the function g from F' via

- M S
9(z) =goz+ D Fnz"t = —z4 > =Rt (D.5.22)
s w

n>1 n>1 """

We need to show that g € H§+2’a. To this end, define the function F = L(I+)F, recalling
that s denotes the Hilbert transform. The function F' has the Fourier decomposition

F(gp) = Z Fnem‘p, HF‘

n>1

Ck+2,9(T) < HFHCI%’-FQ,Q(T) .

The last inequality follows from the fact that J# : Ck¥*22(T) — C*+2%(T) is bounded with
|7Z|| = 1. Since F' contains only Fourier modes n > 0, there is a unique holomorphic extension
in C*+2.2(D). This extension has the power series expansion

F(z)= Z Epzm L

n>1

Consequently, the function g(z) := oz + F(2) € H§+2’O‘ satisfies (D.5.22) and hence also (D.5.21).
Finally, we determine b in (D.5.21). To this end, we need to solve

(98— Uf/(a0) ) b= Z + Wo,[g]-

At this point Wy (9] is a determined real number. We observe that due to (D.2.9) and
Lemma D.3.6

U (agp) Uj(ap)  Uf(ag) d Uj(r)
2 g _ -0 i _ -0 0 — g 0
QO UO (ao) a0 UO (a()) aq ( a% + a0 ) ag dr r=ag |: r :| > 0.

Thus, we can invert the above equation in terms of b.
The above arguments show that D(h,a7,\)-7:(0,a0,)\0, 0) is one-to-one and onto. Hence, it is an
isomorphism which concludes the proof.

D.6 Proof of Theorem D.2.1 and consequences

In this last section, we first provide the proof of Theorem D.2.1. We also include the details
towards Corollary D.2.2 which is a direct consequence of the previous main result.

Proof of Theorem D.2.1

Due to Proposition D.4.9 the function F is continuously differentiable. Under assumption
(D.2.16) we can invert the linearized operator Dy, 4 1) (0, a0, Ao,0) by Proposition D.5.2. Hence,
we can apply the implicit function theorem, see Lemma D.3.3. This concludes the proof.
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Proof of Corollary D.2.2

For the sake of clarity we divide the proof into three steps.

Step 1: Symmetry. We first prove the symmetry of the domain Ej. To this end, we show
that the function g(z):= h(z) € HéHQ’a satisfies F(g,a,\,m) = 0. Note that g induces a confor-
mal map f, which parameterizes the domain R(E}), where R(z1,22) = (21,—x2). As a conse-
quence of the uniqueness of solutions to (D.2.3), the stream function satisfies 14(x) = ¢ (Rzx).
Furthermore, we have, recalling X = (a,0),

Uy(7) = Ur(g,)(x) = Up(Rx),
Ux(z) =Ux(Rzx).

Since (h,a,\,m) is a solution, we obtain from (D.2.6), which is equivalent to the first component
of F, and application of x — Rx

1 03
5|V (@) = D al2+ Uy(a) + mUx (@) =\ @ € IE,,
The other components of F(g,a,\,m) =0 follow in the same manner. By the uniqueness state-

ment of the implicit function theorem we have fj(2) = fy(2) = f1(Z), i.e. the domain Ej, is
symmetric.

Step 2: Solution. The symmetry of the domain Fj, implies
Du, Un(X) =0 =3 X,.

We can now define the non-hydrostatic pressure P as in (D.2.5) and observe that all equations
but the last one in the system (D.1.8) are satisfied for v = V1, X = (a,0) and P.

Step 3: Center of mass. We now show that the last equation in (D.1.8) is a consequence of
the other equations in (D.1.8). More precisely, they imply that the center of mass is zero

X, = 1 (/ xdx—i—mX)—O.
m+m \JE,

Combining the first equation and the fifth equation in (D.1.8) gives

(r+m)BX.= [ ((v-V)v+2Jv+VP)de+mVU,(X).
Ep

Since (v-V)v =div(v®wv) and v-ny =0 on JE} the first term is zero. Furthermore, due to

v =V = JViy, and ¢, =0 on OF} we have

Judr =— V¢hdx:f/ YpnpdS = 0.
B, B, OF;,

We have for the non-hydrostatic pressure

VPd$:/ PnpdS = (Uh—f—mUX)nhdS,
Ey By, OE},
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where we used the fourth equation in (D.1.8). Furthermore, we have in Case (A)

1 np
mVUR(X)=—m V [ }d ——dS(y)=—m Ux npdS.
h( ) |X | Y= OB, ‘X—y|y (y) o, X Tth
In Case (B) we get a corresponding equality. This yields
(m+m) QR X, = Uy, ny, dS.

SE),

By symmetry of the interaction potential we obtain in Case (A)

UpnpdS = VUh d:c—y/ / T drdy =0.
28 E, JE), |JC y‘y—'—

However, this argument holds only for v < 1 due to the singularity. For v =1 we use an
approximation. The same conclusion holds in Case (B). This implies X. = 0, since Qg # 0,
which concludes the proof.
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