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Abstract 
Mesoscale secondary circulations, which frequently arise over heterogeneous land surfaces, 

profoundly influence atmospheric structure and characteristics. Its structure is primarily shaped 

by the combined effects of wind shear and buoyancy. The turbulence generated by the 

secondary circulation can considerably influence the fluxes, including estimations employed 

in the Monin–Obukhov similarity theory and measurements in eddy covariance systems. An 

ever-increasing body of evidence points to secondary circulations as the primary source of the 

reported underestimation of heat flux (i.e., flux imbalance, FI) by 10% to 30% across various 

sites.  

A series of large eddy simulations (LES) were conducted in this PhD work to investigate the 

formation of secondary circulations under different conditions and to quantify its impact on 

flux estimations. These included one-dimensional strip-like soil moisture distribution with 

ambient wind speeds ranging from 0.5 𝑚𝑚𝑠𝑠−1 to 16 𝑚𝑚𝑠𝑠−1 in various wind directions (Chapter 

3), two-dimensional checkerboard soil moisture distribution with heterogeneous scales varying 

from 50 m to 2,400 m (Chapter 4). A secondary circulation strength metric is proposed and 

found to have a positive correlation with the Bowen ratio and heterogeneity parameter, and a 

negative correlation with wind speeds when the wind direction is perpendicular to the direction 

of heterogeneity. It was observed that as the strength of the secondary circulation increased, 

the turbulent heat flux decreased, maintaining the same soil moisture conditions. Two distinct 

secondary circulation schemes are identified based on the heterogeneity scale: thermally-

induced secondary circulations (TMCs) and turbulent organized structures (TOS).  

The results of the LES were used to evaluate four selected FI prediction models. These models 

demonstrated an ability to capture the FI accurately. A novel first-order nonlocal turbulence 

closure scheme has been proposed (Chapter 5), namely the flux imbalance and K-theory 

(FLIMK), which employs the FI prediction model to account for the nonlocal processes and 

the conventional K-theory for the local processes. The FLIMK scheme has been demonstrated 

to reduce the flux imbalance from 15% to 6% in LES and from 16% to 6.7% in numerical 

weather prediction (NWP) models. 
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Chapter 1 

1. Introduction 

1.1. Background 

Earth system models (ESMs) are becoming an indispensable source of information about the 

current state of our planet and replicating past conditions as well as predicting future changes 

(Pitman, 2003; Bauer, Thorpe and Brunet, 2015; Chow et al., 2019; Blyth et al., 2021). The 

atmospheric model component of ESMs simulates the transport of momentum, heat, moisture, 

and other scalar quantities by atmospheric turbulence of varying scales. The buoyancy and 

mechanical turbulence generate large eddies, which are subsequently broken down into smaller 

eddies through an energy cascade process (Wyngaard, 2010). These processes span a wide 

range of spatial and temporal scales (Katul et al., 2007). Since resolving eddy motion at all 

scales is not feasible, the unresolvable parts must be parameterized in ESMs (Avissar et al., 

1989). In summary, the accuracy of ESMs is highly dependent on the parameterization of the 

physical process. 

The atmospheric boundary layer (ABL), approximately the bottom 10% of the troposphere 

(Figure 1.1 a and b), is highly responsive to and influenced by surface conditions on a timescale 

of an hour or less (Stull, 1988). ABL displays daily variability (Collaud Coen et al., 2014), 

with its depth (i.e. the boundary layer height, 𝑧𝑧𝑖𝑖 ) ranges from several kilometers in the 

afternoon to as low as a few tens of meters at night, as shown in Figure 1.1c. After sunrise, the 

land surface is continuously heated by incoming solar radiation, which in turn warms the air 

above it. This process creates thermals and enhances turbulent mixing (Pleim, 2007; Sun et al., 

2012). As a result, the boundary layer height increases after sunrise and reaches maximum in 

the afternoon. This phenomenon is known as the convective boundary layer (CBL) or unstable 

boundary layer (Cioni and Hohenegger, 2017). After sunset, the land surface cools more 

rapidly than the air above, forming a stable boundary layer (SBL) characterized by a downward 

heat flux that inhibits vertical mixing (Joffre et al., 2001; Lothon et al., 2014). This PhD work 

focuses on the CBL; hence, any reference to the boundary layer in the following content, unless 

explicitly stated otherwise, pertains to the CBL. To demonstrate the characteristics of CBL, the 

schematics of the mean vertical profile of potential temperature (𝜃𝜃) and turbulent heat flux 

(𝑤𝑤′𝜃𝜃′������) are presented in Figure 1.2. The CBL can be broadly divided into three layers, from the 



10 
 

bottom to the top: the surface layer, the mixed layer, and the entrainment zone. Above the CBL 

is the free troposphere. 

 

 
Figure 1.1: The Earth’s atmosphere (a), the atmospheric boundary layer, ABL (b, modified from 

https://byjus.com/physics/atmosphere/) and daily dynamics of the ABL (c, adapted from Stull, 1988). 
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Figure 1.2: Sketch of the secondary circulation (left), and vertical profile of potential temperature and turbulent 

heat flux (right) within the convective boundary layer (adapted from Zhou et al (2018)).  

The lowest portion of CBL is the surface layer, which is distinguished by nearly constant 

turbulent fluxes and referred to as the constant flux layer (Stull, 1988). Turbulent transport 

within the surface layer is generally considered more effective than molecular diffusion, except 

in a roughness sublayer near the surface, which is only a few centimeters thick (Boekee et al., 

2024). Most field measurements were collected within the surface layer, which is important for 

parameterizing the land-atmosphere (L-A) interactions. The surface layer process displays self-

similarity and can be elucidated using the Monin-Obukhov similarity theory (MOST) that the 

turbulent fluxes and mean gradients can be related through similarity functions with only a few 

key parameters (Monin and Obukhov, 1954; Foken, 2006). Those parameters are the friction 

velocity (𝑢𝑢∗ = [(𝑢𝑢′𝑤𝑤′������)2 + (𝑣𝑣′𝑤𝑤′������)2]1/4, u, v and w are the wind speed in x, y and z direction in 

the Cartesian coordinates, respectively), the buoyancy parameters ( 𝑔𝑔
𝜃𝜃

, where g is the 

gravitational acceleration and 𝜃𝜃 is the potential temperature), the measurement height (𝑧𝑧) and 

the turbulent heat flux at the land surface (𝑤𝑤′𝜃𝜃′������), more details about MOST are presented in 

chapter 2. 

𝜕𝜕𝑢𝑢�
𝜕𝜕𝜕𝜕

= 𝑢𝑢∗
𝜅𝜅𝜕𝜕
𝜙𝜙𝑎𝑎 �𝜕𝜕

𝐿𝐿
� ;  𝜕𝜕𝜃𝜃

�

𝜕𝜕𝜕𝜕
= 𝜃𝜃∗

𝜅𝜅𝜕𝜕
𝜙𝜙ℎ �

𝜕𝜕
𝐿𝐿
�.    (1.1) 

𝐿𝐿 =  −𝑢𝑢∗3𝜃𝜃𝑣𝑣
𝜅𝜅𝑔𝑔�𝑤𝑤′𝜃𝜃′��������𝑠𝑠

 is the Obukhov length, 𝜅𝜅 is the von Kármán constant with a typical value of 0.4. 

𝜙𝜙𝑎𝑎 and 𝜙𝜙ℎ  are the universal functions for momentum and heat, respectively, which is 
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determined empirically from the experimental data (Stull, 1988). To illustrate, the 1968 Kansas 

Atmospheric Surface-Layer Experiment, one of the pioneering works in micrometeorology 

(Kaimal and Wyngaard 1990), furnished invaluable data for determining the universal 

functions in the current forms of the MOST. The hypothesis of MOST posits that in a stationary, 

horizontally homogeneous surface layer, turbulence is driven by shear and buoyancy forces 

with negligible Coriolis effects. This hypothesis has been validated over horizontal 

homogeneous surfaces (Högström, 1988; Foken, 2006).  

However, in real-world scenarios, the Earth's surface is rarely homogeneous. In contrast, the 

landscape is generally heterogeneous, encompassing urban areas, water bodies, forests, 

agricultural fields, complex terrains, and diverse soil moisture conditions. Each landscape 

exhibits distinct physical characteristics (Su, 2002; Gerken et al., 2019). The validity of the 

MOST is called into question by surface heterogeneity, which results from violating its 

fundamental assumptions regarding steady conditions over a homogeneous surface. For 

example, significant mesoscale fluxes were observed to be tied to terrain heterogeneity 

(Avissar and Chen, 1993). A series of experiments were conducted to investigate the impact of 

heterogeneous land surfaces on atmospheric structure and statistics and to continuously 

develop MOST under various conditions (Businger et al., 1971; Högström, 1988; Mahrt, 2000). 

These include CASES-99 (Sun et al., 2012), FESSTVal (Hohenegger et al., 2023), and 

LITFASS-2003 (Mauder et al., 2006), among others. 

Above the surface layer, the potential temperature is nearly constant with height until reaching 

the entrainment zone. With regard to turbulent fluxes, a linear decrease is observed with height, 

reaching a minimum of approximately -0.2 times the surface heat flux at the top of the CBL. 

This characteristic is also frequently employed to determine the CBL height, which is defined 

as the height where the sensible heat flux profile has its minimum. In general, the heterogeneity 

of the surface (e.g., variations in topography, vegetation, soil moisture, among others) gives 

rise to the heterogeneous temperature of the land surface, leading to an updraft in warm areas, 

which results in a lower (higher) density at the bottom (top) of the boundary layer. Conversely, 

the area with lower temperature exhibits downdrafts, which exert an opposing effect. These 

differences in air density give rise to pressure gradients, which in turn give rise to compensatory 

air movements, thus forming secondary circulations, as shown in Figure 1.2. The secondary 

circulation is analogous to the sea-land breeze and is also referred to as the ‘inland breeze’ 

(Raasch and Harbusch, 2001; Eder, Serafimovich and Foken, 2013; Kenny et al., 2017). Large-

scale eddies generated by secondary circulation can penetrate more deeply into the entrainment 
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zone than smaller eddies (Avissar and Schmidt, 1998). This process draws warmer air from the 

upper free troposphere into the boundary layer by entrainment process, resulting in a relatively 

larger entrainment flux when secondary circulation is present. As a result, the height of the 

boundary layer increases. Additionally, the vertical profile of boundary layer characteristics is 

influenced by secondary circulation; a larger liquid water content was observed over a more 

heterogeneous land surface than a homogeneous surface in a large eddy simulation (LES) study 

(Han et al., 2019), further affecting the development of the shallow cumulus cloud.  

The formation of the secondary circulation depends on the combined effect of buoyancy and 

shear. Under conditions of strong mean shear and low surface heat fluxes, convective updrafts 

are often arranged into horizontal rolls (Steinfeld et al., 2007). These quasi-two-dimensional 

structures are usually aligned 10-20 degrees to the left of the geostrophic wind direction in the 

northern hemisphere (Salesky, Chamecki and Bou-Zeid, 2017). Conversely, weak mean shear 

and high surface heat fluxes lead to the formation of open convective cells (Poll, Shrestha and 

Simmer, 2017). Secondary circulation affects the structure of the atmosphere and contributes 

to nonlocal processes (Mahrt, 2000; Raasch and Harbusch, 2001), which leads to the 

underestimation of heat flux measurements by 10 to 30% across various sites and land cover 

types globally (Stoy et al., 2023; Franssen et al., 2010; Wilson et al., 2002). In this work, this 

underestimation is termed consistently Flux Imbalance, FI. For instance, Eder et al., (2014) 

provided experimental evidence over cropland in Germany, showing that secondary 

circulations are inherently not captured by single-tower eddy covariance (EC) measurement 

systems. Margairaz et al., (2020) employed spatial EC measurements to directly determine the 

dispersive fluxes, finding that the contribution of the dispersive fluxes to the total heat flux 

ranges from 5-10% near the surface and could reach up to 40% at a height of 100 meters in a 

desert in Utah, USA. Additionally, the accuracy of flux measurements largely depends on the 

relative location of the measurement site to the structure of the secondary circulation. In other 

words, overestimations may also occur if the site is consistently located in an updraft area, as 

has been reported in Prabha et al., (2007). 

Meanwhile, the technique of Large Eddy Simulation (LES) has gained increasing popularity 

for studying large Reynolds number turbulent flows, such as those observed in the atmosphere 

(Moeng, 1984). LES is employed to resolve large-scale, energy-containing eddies while 

parameterizing small-scale processes with a typical grid size of 10-100 m (Sullivan and Patton, 

2011). LES is frequently used to construct and evaluate parameterizations in coarse resolution 

models, such as the numerical weather prediction models (NWP). LES-generated high spatial-
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temporal data have been used to study the formation of secondary circulations and their impact 

on atmospheric structures and properties (Zhou, Zhu and Xue, 2017; Gustafson et al., 2020; 

Waterman et al., 2024). For example, Patton et al. (2005) examined the impact of heterogeneity 

scales on atmospheric structure. Their findings indicated that the strength and extent of the 

organized motion depend on the heterogeneity scale relative to the boundary layer height (𝑧𝑧𝑖𝑖), 

with the optimal value being between 4 to 9 times. Avissar and Schmidt (1998) demonstrated 

that an ambient wind of 2.5 𝑚𝑚𝑠𝑠−1  is sufficient to reduce the impact of land surface 

heterogeneity on the atmospheric structure, and an ambient wind of 5 𝑚𝑚𝑠𝑠−1 eliminates all 

impacts from the surface heterogeniety. Nevertheless, in a separate study, Raasch and Harbusch 

(2001) demonstrated that the circulation structure persists even at ambient winds of 7.5 𝑚𝑚𝑠𝑠−1. 

The discrepancy suggests the necessity for further inquiry into the significance of ambient wind 

directions relative to the heterogeneity pattern (Huang and Margulis, 2013). 

In addition, several attempts have been made to quantify the impact of secondary circulation 

on flux estimation and associated errors with both measurements (Eder, De Roo, et al., 2015) 

and LES (Huang, Lee and Patton, 2008; De Roo and Mauder, 2018a; De Roo et al., 2018; 

Zhou, Li and Li, 2019; Wanner, Calaf and Mauder, 2022), leading to the proposal of several 

semi-empirical models for predicting flux imbalance (FI). Huang et al., (2008) employed both 

top-down and bottom-up tracers in LES to quantify the influence of entrainment and bottom-

up diffusion processes on FI. They proposed that FI can be described as a function of 

atmospheric stability (− 𝜕𝜕𝑖𝑖
𝐿𝐿

=
𝑔𝑔
𝜃𝜃𝑣𝑣
�𝑤𝑤′𝜃𝜃′��������𝑠𝑠

𝑢𝑢∗3/(𝜅𝜅 𝜕𝜕𝑖𝑖)
) and a ratio of measurement height to boundary layer 

height (𝑧𝑧/𝑧𝑧𝑖𝑖). Formulas of a similar nature were proposed and evaluated in De Roo et al., 

(2018), Mauder et al., (2021) and Wanner et al., (2022). The findings of Panin and Bernhofer 

(2008), based on data from a tall flux tower in Cabauw, the Netherlands, indicate that FI 

increases with the increase of landscape heterogeneity. They propose that incorporating the 

effective roughness length in the calculation of the heat flux could enhance the closure of the 

energy balance. Zhou et al., (2019) demonstrated that the FI is influenced by a number of 

factors, including the mean horizontal wind (𝑈𝑈), the averaging time period (𝑇𝑇), atmospheric 

stability, and the integral length of vertical velocity (𝑙𝑙𝑤𝑤, an indicator of the autocorrelation of 

the vertical wind). The concept of cospectral between the vertical wind and potential 

temperature was employed to support this conclusion. 
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1.2. Flux Imbalance 

In the discussion of the FI near the land surface, we commence with basic energy conservation 

considerations, 

𝑅𝑅𝑛𝑛𝑛𝑛𝑡𝑡 = 𝐻𝐻 + 𝐿𝐿𝐿𝐿 + 𝐺𝐺 + 𝜀𝜀,     (1.2) 

where 𝑅𝑅𝑛𝑛𝑛𝑛𝑡𝑡 = 𝑆𝑆 ↓ +𝑆𝑆 ↑ +𝐿𝐿 ↓ +𝐿𝐿 ↑ is the total amount of radiation energy available at the 

surface, 𝑆𝑆 ↓ and 𝑆𝑆 ↑ are the incoming and outgoing shortwave radiation, respectively. 𝐿𝐿 ↓ is the 

incoming longwave radiation from the thermal radiation emitted by the atmosphere, and 𝐿𝐿 ↑ is 

the outgoing longwave radiation from the land surface emission. On the right-hand side of 

equation 1.2 are the sensible heat flux (H), the latent heat flux (LE), the ground heat flux (𝐺𝐺), 

and the residual (𝜀𝜀).  

In the field, the sensible and latent heat fluxes are typically measured using Eddy Covariance 

(EC) measurement systems, which operate at a point scale with a footprint extending up to 

hundreds of meters (Kljun, Rotach and Schmid, 2002). In models, the turbulent transport is 

generally parameterized through the MOST, e.g. in ESMs (Lawrence et al., 2019). However, 

both EC and the MOST rely on the same fundamental assumptions of steady-state conditions 

over flat homogeneous surfaces, negligible horizontal advection, and no additional source or 

sink (Foken, 2006). The measured sensible and latent heat flux is often reported to be 

underestimated by 10% to 30 % (Wilson et al., 2002; Barr et al., 2006; Franssen et al., 2010; 

Stoy et al., 2013). In a recent review, Mauder et al., (2020) summarized four main hypotheses 

for the underlying causes of the FI: instrument error, data processing error, additional energy 

source, and sub-mesoscale transport. Nevertheless, even after a meticulous quality control 

process of the measurement data over relatively flat and homogeneous land surfaces, the FI 

persists, indicating that sub-mesoscale transport (i.e. secondary circulations) is the primary 

cause of the FI (Mauder et al., 2007; Eder et al., 2014).  

Efforts have been made to identify the factors related to the FI. For example, the FI decreased 

as the time average period (T) increased and the measurement height (z) decreased. According 

to Schalkwijk's investigation, which utilized a long-term LES over a homogenous land surface 

in Cabauw, the Netherlands, the FI is only a few percent for a 3600-s average period at 16 m, 

but increases to over 20% for a 900-s average period at 100 m. Franssen et al., (2010) 

investigated 26 EC stations from the European FLUXNET sites and found that the FI decreased 

with an increase in horizontal wind speed (U) and friction velocity (𝑢𝑢∗). Similar outcomes were 

observed by Stoy et al., (2013), who examined 173 EC sites from the FLUXNET database 
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(Baldocchi et al., 2001). More details of those factors that influence the flux imbalance are 

listed in Table 1.1.  

Table 1.1: Factors that influence the flux imbalance. The larger the factor, the larger the flux imbalance. Any 

exception is marked ⋆, including the time average period, the horizontal mean wind velocity, and the friction 

velocity. 

Factors 
Reference  

Measurement-based Simulation-based 

Average period (T) ⋆ (Mauder et al. 2007) 
(Kanda et al., 2004; Steinfeld et al., 
2007; Schalkwijk, Jonker and 
Siebesma, 2016) 

Height (z) (Lu.Zhang et al. 2024) 

(Huang, Lee and Patton, 2008; De Roo 
and Mauder, 2018a; De Roo et al., 
2018; Zhou, Li and Li, 2019; Liu et 
al., 2024) 

Horizontal mean wind velocity 
(U) ⋆ (Franssen et al., 2010) (Zhou, Li and Li, 2019) 

Friction Velocity ⋆ 
(Wilson et al., 2002; Franssen et 
al., 2010; Stoy et al., 2013; Eder, 
Schmidt, et al., 2015) 

(Huang, Lee and Patton, 2008; Zhou, 
Li and Li, 2019) 

Atmospheric stability (Franssen et al., 2010; Stoy et al., 
2013) 

(Huang, Lee and Patton, 2008; De Roo 
and Mauder, 2018a; De Roo et al., 
2018; Zhou, Li and Li, 2019; Liu et 
al., 2024) 

Phase difference (Gao, Liu, et al., 2017) - 

Integral length scale of vertical 
velocity (𝑙𝑙𝑤𝑤) - (Zhou, Li and Li, 2019) 

Asymmetric structure  (Lan et al., 2023) (Liu et al., 2024) 

 

1.3.  Research Questions and Objectives 

An increasing body of evidence indicates that secondary circulation is the primary cause of FI 

(Eder, De Roo, et al., 2015; De Roo and Mauder, 2018a). Various factors related to FI have 

been investigated, and several FI prediction models have been proposed (Huang, Lee and 

Patton, 2008; De Roo et al., 2018; Zhou, Li and Li, 2019; Wanner, Calaf and Mauder, 2022; 
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Zhou, Sühring and Li, 2023). However, the role of ambient winds in the formation of secondary 

circulation requires further investigation. Moreover, models for predicting FI were proposed 

to quantify the impact of the secondary circulation on flux estimation. Nevertheless, the 

assessment of these FI prediction models in the context of more intricate two-dimensional 

heterogeneous land surfaces remains uncertain. While the FI prediction model has been applied 

in EC measurements, its potential application in ESMs parameterization also needs further 

investigation. This dissertation seeks to address the following key research questions: 

- How do ambient winds affect the formation of the secondary circulation? What strength 

indicators can describe secondary circulations? How does the strength of secondary 

circulations relate to the energy content in the surface layer? 

- How does the heterogeneity scale affect the formation of secondary circulation? How 

does the FI prediction model work on a two-dimensional heterogeneous land surface? 

What role does the measurement height play in flux imbalance? 

- How can the flux imbalance prediction model be utilized to enhance the representation 

of heat flux in the surface layer within ESMs? 

Answering these questions defines the scope of this PhD dissertation. Chapter 2 provides an 

overview of the ABL dynamics, encompassing the fundamental governing equations, Reynolds 

decomposition and averaging, and the Monin-Obukhov similarity theory. Chapter 3 uses LES 

to investigate soil moisture heterogeneity-induced secondary circulations under different 

ambient wind conditions. A continuous soil moisture distribution in a one-dimensional stripe-

like pattern is used to mimic a 'flat river corridor'. Various ambient wind speeds, ranging from 

0 to 16 𝑚𝑚𝑠𝑠−1, are incorporated from different directions. A secondary circulation strength 

metric based on phase-wind decomposition following Patton et al., (2005) is proposed, and the 

impact of secondary circulation on different energy content in the surface layer is analyzed. 

The second study (Chapter 4) extends the land surface heterogeneity into a two-dimensional 

checkerboard pattern of soil moisture distribution, with scales ranging from 50 m to 2,400 m. 

Different secondary circulation schemes are identified. The output of the LES is employed in 

the evaluation of four FI prediction models. Furthermore, the influence of the measurement 

height on the FI is examined through quadrant analysis. In light of the findings presented in 

Chapter 4, the third study (Chapter 5) proposes a novel approach, Flux Imbalance and K-theory 

(FLIMK), which integrates FI prediction models to account for the local process in conjunction 

with the conventional gradient diffusion method (also referred to as K-theory) to account for 
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the nonlocal process. The FLIMK scheme has been evaluated in both idealized LES with 

prescribed heat flux and real-case forced NWP scenarios, demonstrating a notable 

enhancement in the flux estimation. Chapter 6 presents a comprehensive summary and 

conclusions of the research conducted in this PhD work. It includes an evaluation of the 

contributions and limitations of the research, as well as insights into potential avenues for future 

research. 

1.4. List of Publications 

The chapters are derived from papers that have been published in peer-reviewed journals, are 

currently under review, or are ready for submission. 

Chapter 3: Zhang, Lijie, Stefan Poll, and Stefan Kollet. 2023. “Large‐eddy Simulation of Soil 

Moisture Heterogeneity‐induced Secondary Circulation with Ambient Winds.” Quarterly 

Journal of the Royal Meteorological Society 149(751):404–20. doi: 10.1002/qj.4413. 

Chapter 4: Zhang, Lijie, Stefan Poll, and Stefan Kollet. 2024. “Assessing the Performance of 

Flux Imbalance Prediction Models Using Large Eddy Simulations Over Heterogeneous Land 

Surfaces.” Boundary-Layer Meteorology. 190, 43 (2024). doi:10.1007/s10546-024-00880-y 

Chapter 5: Zhang, Lijie, Stefan Poll, Jan Weinkaemmerer, Stefan Kollet. “An Alternative 

Way to Parameterizing the Nonlocal Scale Sensible Heat Flux Using the Flux Imbalance and 

K-theory Approach” (To be submitted) 
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Chapter 2 

2. Atmospheric Boundary Layer Dynamics 

The various scales of atmospheric phenomena are linked by fundamental physical and 

mathematical laws (Stull, 1988; Chow et al., 2019; Bou-Zeid et al., 2020). This section 

introduces the fundamental governing equations within Cartesian coordinates, encompassing 

the conservation equations for mass, momentum, and heat. Subsequently, the Reynolds 

averaging and decomposition method is presented as the basis for the eddy covariance (EC) 

approach. Additionally, the Monin-Obukhov similarity theory is introduced. 

2.1. Governing Equations 

The conservation of mass (i.e. continuity equation), momentum (i.e. Navier-Stokes equation, 

N-S equation), and heat (i.e. first law of thermodynamics) are described by the following 

equations in three-dimensional Cartesian coordinates.  

𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

+  𝜕𝜕(𝜕𝜕𝑢𝑢𝑗𝑗)
𝜕𝜕𝑥𝑥𝑗𝑗

=  0,      (2.1) 

𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑡𝑡

+ 𝑢𝑢𝑗𝑗
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

=  −𝛿𝛿𝑖𝑖3𝑔𝑔 − 2𝜖𝜖𝑖𝑖𝑗𝑗𝑖𝑖Ω𝑗𝑗𝑢𝑢𝑖𝑖 −
1
𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

+ 1
𝜕𝜕
𝜕𝜕𝜏𝜏𝑖𝑖𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

,  (2.2) 

𝜕𝜕𝜃𝜃
𝜕𝜕𝑡𝑡

+ 𝑢𝑢𝑗𝑗
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥𝑗𝑗

=  𝜐𝜐𝜃𝜃
𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥𝑗𝑗

2 −
1
𝜕𝜕𝐶𝐶𝑝𝑝

�
𝜕𝜕𝑄𝑄𝑗𝑗

∗

𝜕𝜕𝑥𝑥𝑗𝑗
� −  𝐿𝐿𝑝𝑝𝐸𝐸

𝜕𝜕𝐶𝐶𝑝𝑝
,   (2.3) 

where 𝜌𝜌 (𝑘𝑘𝑔𝑔 𝑚𝑚−3) is the air density, 𝑡𝑡 (s) is the time, 𝑢𝑢𝑗𝑗  (𝑚𝑚𝑠𝑠−1)is the wind component in the 

𝑗𝑗𝑡𝑡ℎ  direction, 𝑝𝑝  (Pa, or 𝑘𝑘𝑔𝑔 𝑚𝑚−1𝑠𝑠−2 ) is the air pressure, 𝑔𝑔  (𝑚𝑚 𝑠𝑠−2 ) is the gravitational 

acceleration, 𝜏𝜏  (𝑘𝑘𝑔𝑔 𝑚𝑚−1𝑠𝑠−2 ) is the viscous stress, 𝜃𝜃  (𝐾𝐾 ) is the potential temperature, 𝑄𝑄𝑗𝑗∗ 

(𝑊𝑊 𝑚𝑚2) is the net radiation in the 𝑗𝑗𝑡𝑡ℎ direction, 𝐿𝐿𝑝𝑝 (𝐽𝐽 𝑘𝑘𝑔𝑔−1) is the latent heat associated with 

the phase change of E (i.e. mass of water vapour per unit volume per time, 𝑘𝑘𝑔𝑔 𝑚𝑚−3𝑠𝑠−1), and 

𝐶𝐶𝑝𝑝 (𝐽𝐽 𝑘𝑘𝑔𝑔−1𝐾𝐾−1) is the heat capacity. Note the Einstein notation is used here, where 𝛿𝛿𝑖𝑖3 is the 

Kronecker Delta,  𝛿𝛿𝑎𝑎𝑛𝑛 = �+1, 𝑚𝑚 = 𝑛𝑛
0,     𝑚𝑚 ≠ 𝑛𝑛 , and 𝜖𝜖𝑖𝑖𝑗𝑗𝑖𝑖  is the alternating unit tensor that 𝜖𝜖𝑖𝑖𝑗𝑗𝑖𝑖 =

 �
+1,          𝑧𝑧𝑗𝑗𝑘𝑘 = 123, 231, 𝑜𝑜𝑟𝑟 312
−1,          𝑧𝑧𝑗𝑗𝑘𝑘 = 213, 213, 𝑜𝑜𝑟𝑟 123

0, 𝑓𝑓𝑜𝑜𝑟𝑟 𝑎𝑎𝑛𝑛𝑎𝑎 𝑡𝑡𝑤𝑤𝑜𝑜 𝑜𝑜𝑟𝑟 𝑚𝑚𝑜𝑜𝑟𝑟𝑚𝑚 𝑧𝑧𝑛𝑛𝑑𝑑𝑧𝑧𝑖𝑖𝑚𝑚𝑠𝑠 𝑎𝑎𝑙𝑙𝑧𝑧𝑘𝑘𝑚𝑚
. 

The continuity equation (Eq. 2.1) serves to elucidate the fundamental concept of the 

conservation of mass, namely that the rate of change of mass within a control volume (𝜕𝜕𝜕𝜕
𝜕𝜕𝑡𝑡

) is 
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equal to the net flux of mass across its boundaries (−𝜕𝜕(𝜕𝜕𝑢𝑢𝑗𝑗)
𝜕𝜕𝑥𝑥𝑗𝑗

). The N-S equation (Eq. 2.2) is 

Newton’s second law of the fluids that describe the relationship between the motion of an 

object and the forces acting on it. Terms on the left-hand side of Eq. 2.2 are the storage of 

momentum (𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑡𝑡

), and the advection terms (𝑢𝑢𝑗𝑗
𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

), respectively. The right-hand side of Eq. 2.2 

are the normalized forces to the weight, including the gravity (−𝛿𝛿𝑖𝑖3𝑔𝑔), the Coriolis effects 

(2𝜖𝜖𝑖𝑖𝑗𝑗𝑖𝑖Ω𝑗𝑗𝑢𝑢𝑖𝑖), the pressure-gradient force (1
𝜕𝜕
𝜕𝜕𝜕𝜕
𝜕𝜕𝑥𝑥𝑖𝑖

) and the viscous stress (1
𝜕𝜕
𝜕𝜕𝜏𝜏𝑖𝑖𝑗𝑗
𝜕𝜕𝑥𝑥𝑗𝑗

). The first law of 

thermodynamics (Eq. 2.3) describes the conservation of heat (i.e. enthalpy). The left-hand side 

of Eq. 2.3 are the storage of heat (𝜕𝜕𝜃𝜃
𝜕𝜕𝑡𝑡

) and the advection term (𝑢𝑢𝑗𝑗
𝜕𝜕𝜃𝜃
𝜕𝜕𝑥𝑥𝑗𝑗

), and the right-hand side 

of Eq. 2.3 are the are the molecular diffusion term (𝜐𝜐𝜃𝜃
𝜕𝜕2𝜃𝜃
𝜕𝜕𝑥𝑥𝑗𝑗

2), and the advection of sensible heat 

flux ( 1
𝜕𝜕𝐶𝐶𝑝𝑝

�
𝜕𝜕𝑄𝑄𝑗𝑗

∗

𝜕𝜕𝑥𝑥𝑗𝑗
�) and latent heat flux (𝐿𝐿𝑝𝑝𝐸𝐸

𝜕𝜕𝐶𝐶𝑝𝑝
), respectively. 

 

2.2. Reynolds Decomposition and Averaging 

Reynolds decomposition is a statistical technique that separates the mean value and the 

fluctuations from the original time series and/or spatial data. In the following equations, the 

vertical wind 𝑤𝑤 and the scalar of interest 𝑖𝑖 (e.g.𝑢𝑢, 𝑣𝑣, 𝜃𝜃) are selected as an example to illustrate 

the decomposition,  

𝑤𝑤(𝑥𝑥, 𝑡𝑡) = 𝑤𝑤(𝑥𝑥) + 𝑤𝑤′(𝑥𝑥, 𝑡𝑡),     (2.4 a) 

𝑖𝑖(𝑥𝑥, 𝑡𝑡) = 𝑖𝑖(𝑥𝑥) +  𝑖𝑖′(𝑥𝑥, 𝑡𝑡),     (2.4 b) 

𝑤𝑤(𝑥𝑥, 𝑡𝑡) = 〈𝑤𝑤〉(𝑡𝑡) +  𝛿𝛿𝑤𝑤(𝑥𝑥, 𝑡𝑡),    (2.4 c) 

𝑖𝑖(𝑥𝑥, 𝑡𝑡) = 〈𝑖𝑖〉(𝑡𝑡) + 𝛿𝛿𝑖𝑖(𝑥𝑥, 𝑡𝑡).     (2.4 d) 

The overbar represents the temporal mean, the angle brackets represent the spatial mean. The 

prime symbol represents temporal fluctuation, whereas the delta symbol (𝛿𝛿) represents spatial 

fluctuation. The turbulent flux in temporal, spatial, and composite format is described as,  

𝑤𝑤𝑖𝑖���� =  (𝑖𝑖̅ + 𝑖𝑖′) + (𝑤𝑤� + 𝑤𝑤′)�������������������������� =  𝑤𝑤𝑖𝑖���� +  𝑤𝑤′𝑖𝑖′������,    (2.5 a) 

〈𝑤𝑤𝑖𝑖〉 =  〈𝑤𝑤〉〈𝑖𝑖〉 +  〈𝛿𝛿𝑤𝑤𝛿𝛿𝑖𝑖〉,      (2.5 b) 
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〈𝑤𝑤𝑖𝑖����〉 =  〈𝑤𝑤�  𝑖𝑖̅ +  𝑤𝑤′𝑖𝑖′������〉 = 〈𝑤𝑤�  𝑖𝑖̅〉 + 〈𝑤𝑤′𝑖𝑖′������〉  =  〈𝑤𝑤�〉〈𝑖𝑖̅〉 + 〈𝛿𝛿𝑤𝑤�𝛿𝛿𝑖𝑖̅〉 + 〈𝑤𝑤′𝑖𝑖′������〉,  (2.5 c) 

respectively. The mean value of the fluctuation is equal to zero, which leaves only two terms 

on the right-hand side of Eq. 2.5a and 2.5b. These terms are the products of the temporal (or 

spatial) averaged 𝑤𝑤 and 𝑖𝑖, and the covariance term (i.e. turbulent flux). In Eq. 2.5 c, the terms 

on the right-hand side are defined as the total vertical advection flux, dispersive flux, and 

turbulent flux, respectively. 

2.3. Monin-Obukhov Similarity Theory 

In the context of observations conducted in the 1930s, dimensional analysis showed that the 

ratio of the friction velocity (𝑢𝑢∗ ) to the normalized mean velocity gradient (𝑧𝑧 𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

, with z 

representing the measurement height) is constant under neutral conditions ( 𝜕𝜕
𝐿𝐿

=

−  
�𝑔𝑔𝜃𝜃��𝑤𝑤

′𝜃𝜃′��������𝑠𝑠
𝑢𝑢∗
3

𝜅𝜅𝜅𝜅

~0, or (𝑤𝑤′𝜃𝜃′������)𝑠𝑠~0 ), designated as the von Kármán constant (κ), gives,  

𝜅𝜅 =  𝑢𝑢∗
𝜕𝜕𝜕𝜕𝑢𝑢𝜕𝜕𝜅𝜅

 𝑜𝑜𝑟𝑟  𝜅𝜅𝜕𝜕
𝑢𝑢∗

 𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

= 1.     (2. 6) 

To represent such a relationship in all atmospheric conditions, including buoyancy, a universal 

function of the atmospheric stability parameter (Φ𝑎𝑎(𝜕𝜕
𝐿𝐿
)) has been incorporated, leading to the 

Monin-Obukhov similarity theory (MOST) as  

𝜅𝜅𝜕𝜕
𝑢𝑢∗

 𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

= Φ𝑎𝑎(𝜕𝜕
𝐿𝐿
),     (2.7) 

where the stability parameter ( 𝜕𝜕
𝐿𝐿

= −  (𝑔𝑔/𝜃𝜃)(𝑤𝑤′𝜃𝜃′�������)𝑠𝑠
𝑢𝑢∗3/(𝜅𝜅𝜕𝜕)

) represents the ratio of the buoyancy 

production to the mechanical production. Eq. 2.7 can also be expressed as 

𝑢𝑢∗2 =  𝜅𝜅𝜕𝜕 𝑢𝑢∗
Φ𝑚𝑚(𝜅𝜅𝐿𝐿)

 𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

 ,     (2.8) 

where the momentum flux (𝑢𝑢∗2), or turbulent shear stress (𝜌𝜌 𝑢𝑢∗2), is proportional to the wind 

speed gradient (𝜕𝜕𝑢𝑢
𝜕𝜕𝜕𝜕

), and the term 𝜅𝜅𝜕𝜕 𝑢𝑢∗
Φ𝑚𝑚(𝜅𝜅𝐿𝐿)

, which is also called the eddy viscosity (𝐾𝐾𝑎𝑎).  

A similar relationship applies to the profile of the potential temperature, gives 

𝑖𝑖𝜕𝜕
𝜃𝜃∗

𝜕𝜕𝜃𝜃
𝜕𝜕𝜕𝜕

= Φℎ �
𝜕𝜕
𝐿𝐿
�,     (2.9) 

𝑢𝑢∗θ∗ = 𝑖𝑖𝜕𝜕𝑢𝑢∗
Φℎ�

𝜅𝜅
𝐿𝐿�

∂θ
∂ 𝜕𝜕

 ,      (2.10) 
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where Φℎ(𝜕𝜕
𝐿𝐿
) is the university function of heat, and 𝜃𝜃∗ =  (𝑤𝑤′𝜃𝜃′�������)𝑠𝑠

𝑢𝑢∗
 is the temperature scaling 

parameter, 𝜅𝜅𝜕𝜕 𝑢𝑢∗
Φℎ(𝜅𝜅𝐿𝐿)

 is the eddy diffusivity (𝐾𝐾ℎ). The methodology used to determine heat fluxes 

based on eddy diffusivity is also known as the gradient diffusion approach, or K-theory. It 

should be noted that the values of 𝐾𝐾𝑎𝑎  and 𝐾𝐾ℎ  are not necessarily identical, given that 

temperature is an active scalar influencing the flow field with feedback on heat fluxes 

themselves (Li, 2019). The ratio of 𝐾𝐾𝑚𝑚
𝐾𝐾ℎ

 is defined as the turbulent Prandtl number (𝑃𝑃𝑟𝑟𝑡𝑡), and has 

been demonstrated that 𝑃𝑃𝑟𝑟𝑡𝑡 increase with the incrase of the stability parameter (Högström and 

Bergström, 1996; Foken, 2006; Li, 2019).  

In ESMs, the universal equation of Φ𝑎𝑎(𝜕𝜕
𝐿𝐿
) (also applies for Φℎ(𝜕𝜕

𝐿𝐿
)) is expressed in the integral 

forms,  

𝜓𝜓𝑎𝑎 �𝜕𝜕
𝐿𝐿
� =  ∫ [1−Φ𝑚𝑚(𝑥𝑥)]

𝑥𝑥
𝑑𝑑𝑥𝑥𝜕𝜕/𝐿𝐿

𝜕𝜕𝑜𝑜𝑚𝑚/𝐿𝐿
,    (2.11) 

further gives, 

|𝑢𝑢2| −  |𝑢𝑢1| =  𝑢𝑢∗
𝑖𝑖

[ln �𝜕𝜕2−𝑑𝑑
𝜕𝜕1−𝑑𝑑

� − 𝜓𝜓𝑎𝑎 �𝜕𝜕2−𝑑𝑑
𝐿𝐿
� + 𝜓𝜓𝑎𝑎 �𝜕𝜕1−𝑑𝑑

𝐿𝐿
�].  (2.12) 

here 𝑢𝑢2 (𝑚𝑚𝑠𝑠−1) is the horizontal wind speed at height 𝑧𝑧2 (m), and 𝑢𝑢1 (𝑚𝑚𝑠𝑠−1) is the horizontal 

wind speed at height 𝑧𝑧1 (m), 𝑑𝑑 (m) is the displacement height. By introducing the roughness 

length for momentum (𝑧𝑧0𝑎𝑎)  where wind speed decreases to zero, the wind speed in the 

atmosphere (𝑉𝑉𝑎𝑎) is expressed as  

𝑉𝑉𝑎𝑎 = 𝑢𝑢∗
𝑖𝑖

[ln �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝜕𝜕0𝑚𝑚

� − 𝜓𝜓𝑎𝑎 �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝐿𝐿

� + 𝜓𝜓𝑎𝑎 �𝜕𝜕0𝑚𝑚
𝐿𝐿
�],  (2.13) 

by defining the aerodynamic resistance as 

𝑟𝑟𝑎𝑎𝑎𝑎 =  𝑉𝑉𝑎𝑎
𝑢𝑢∗2

=  1
𝜅𝜅2𝑉𝑉𝑎𝑎

[ln �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝜕𝜕0𝑚𝑚

� − 𝜓𝜓𝑎𝑎 �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝐿𝐿

� + 𝜓𝜓𝑎𝑎 �𝜕𝜕0𝑚𝑚
𝐿𝐿
�]2  (2.14) 

one can parameterize the momentum flux in the form of Ohm’s law,  

𝜏𝜏 =  −𝜌𝜌 𝑢𝑢𝑎𝑎𝑎𝑎𝑚𝑚−𝑢𝑢𝑠𝑠
𝑟𝑟𝑎𝑎𝑚𝑚

.     (2.15) 

A similar formula applies to the heat flux,  

𝐻𝐻 =  −𝜌𝜌 𝐶𝐶𝑝𝑝
(𝜃𝜃𝑎𝑎𝑎𝑎𝑚𝑚−𝜃𝜃𝑠𝑠)

𝑟𝑟𝑎𝑎ℎ
,     (2.16) 

with  
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𝑟𝑟𝑎𝑎ℎ = 1
𝜅𝜅2𝑉𝑉𝑎𝑎

[ln �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝜕𝜕0𝑚𝑚

� − 𝜓𝜓𝑎𝑎 �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,𝑚𝑚−𝑑𝑑
𝐿𝐿

� + 𝜓𝜓𝑎𝑎 �𝜕𝜕0𝑚𝑚
𝐿𝐿
�] [ln �𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,ℎ−𝑑𝑑

𝜕𝜕0ℎ
� − 𝜓𝜓ℎ �

𝜕𝜕𝑎𝑎𝑎𝑎𝑚𝑚,ℎ−𝑑𝑑
𝐿𝐿

� +

𝜓𝜓ℎ �
𝜕𝜕0ℎ
𝐿𝐿
�].  (2.17) 
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Chapter 3 

3. Large-eddy Simulation of Soil Moisture Heterogeneity-induced Secondary 

Circulation with Ambient Winds 

3.1. Publishing Information and Individual Contributions 

This chapter has been published in Quarterly Journal of the Royal Meteorological Society 

(Zhang, Poll and Kollet, 2023). Co-authors are Dr. Stefan Poll and Prof. Dr. Stefan Kollet. Lijie 

Zhang is the first author of this study and is responsible for the methodology development, 

LES simulations, data curation, formal analysis, visualization and the original draft. Stefan Poll 

contributes to the software implementation, data curation, and formal analysis. Stefan Kollet is 

responsible for the conceptualization, the acquisition of funding, and the administration of the 

project. He also assists in interpreting and discussing the results and reviewing and editing the 

process. 

3.2. Summary 

Soil moisture heterogeneity in conjunction with ambient winds influences the convective 

boundary layer (CBL) by affecting the distribution of incoming solar radiation and forming 

secondary circulations. This study performed coupled large-eddy simulation (ICON-LEM) 

with a land surface model (TERRA-ML) over a flat river corridor mimicked by soil moisture 

heterogeneity to investigate the impact of ambient winds on secondary circulations. The 

coupled model employed double-periodic boundary conditions with a spatial extend and 

resolution of 4.8 km and 50 m, respectively. All simulations used the same idealized initial 

atmospheric conditions with constant incident radiation of 700 𝑊𝑊𝑚𝑚−2 and various ambient 

winds with different speeds (0 to 16 𝑚𝑚𝑠𝑠−1) and directions (e.g., cross-river, parallel-river, and 

mixed).  

Based on phase-wind decomposition as outlined by Patton et al., (2005), the atmospheric states 

are decomposed into ensemble-averaged, mesoscale, and turbulence, respectively. The results 

show that the secondary circulation structure persists under the parallel-river wind conditions 

independently of the wind speed but is destroyed when the cross-river wind is stronger than 

the phase wind speed, which is 2 𝑚𝑚𝑠𝑠−1  in this study. The soil moisture and wind speed 

determine the influence on the surface energy distribution independent of the wind direction. 
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However, secondary circulations increase the total vertical advection flux and dispersive flux 

while decreasing the turbulent flux.  

A metric for secondary circulation strength was proposed based on the results of a dimensional 

analysis. The proposed metric indicates that the normalized maximum value of mesoscale 

vertical wind variance in the vertical profile may be employed as an indicator of secondary 

circulation strength. The secondary circulation strength positively scales with the Bowen ratio, 

stability parameter, and thermal heterogeneity parameter under cross-river wind and mixed 

wind conditions. The proposed similarity analysis and scaling approach provide a new 

quantitative perspective on the impact of the ambient wind under heterogeneous soil moisture 

conditions on secondary circulations. 
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Chapter 4 

4. Assessing the Performance of Flux Imbalance Prediction Models Using Large 

Eddy Simulations over Heterogeneous Land Surface 

4.1. Introduction 

The eddy-covariance (EC) technique serves as a tool to determine the exchange of energy, 

water, and trace gases at the Land-Atmosphere (L-A) interface, improving our understanding 

of the dynamics and the feedback (Baldocchi, 2003, 2020; Pastorello et al., 2020). To date, 

data from over 900 EC stations worldwide are available through the FLUXNET2015 Dataset 

(Pastorello et al., 2020), covering a diverse range of climates and land covers 

(https://fluxnet.org/sites/site-summary/, latest access on 30th May 2024). With the 

establishment of networks like AmeriFlux (Novick et al., 2018; Chu et al., 2023), EuroFlux 

(Aubinet et al., 1999; Franssen et al., 2010), and AsiaFlux (Yamamoto et al., 2005), numerous 

additional stations currently being installed, providing a benchmark for the development, 

validation, and prediction of earth system models (ESMs) (Baldocchi et al., 2001; Rebmann et 

al., 2018; Pastorello et al., 2020). 

A significant challenge in EC measurement arises due to the discrepancy between the measured 

sensible (H) and latent (LE) heat fluxes and the available energy (net radiation Rn minus the 

ground heat flux G), leading to the surface energy balance (SEB) closure problem (i.e. 𝐻𝐻 +

𝐿𝐿𝐿𝐿 < 𝑅𝑅𝑛𝑛 − 𝐺𝐺) (Foken, 2008; Foken et al., 2010; Mauder, Foken and Cuxart, 2020). The reason 

for this inconsistency is still debated. However, it is generally agreed upon that the inherent 

assumptions of the EC method, such as Taylor’s frozen turbulence hypothesis (Mauder et al., 

2013), statistical stationarity (Franssen et al., 2010), and horizontal homogeneity (Eder, De 

Roo, et al., 2015), are often not fulfilled, especially over complex terrains (Mauder, Foken and 

Cuxart, 2020). A degree of underestimation of sensible heat flux between 10% and 30% has 

been consistently reported across sites (Twine et al., 2000; Wilson et al., 2002; Barr et al., 

2006; Franssen et al., 2010; Stoy et al., 2013). The possible sources of error remain a topic of 

discussion in the community, including but not limited to measurement errors, missed 

additional terms related to energy conversion and storage, inadequate sampling over a finite 

mean period, and phase lag existing between vertical wind and water vapour, among others. 

For more details, interested readers are referred to the review papers (Foken, 2008; Mauder, 

Foken and Cuxart, 2020; Sun et al., 2021). 

https://fluxnet.org/sites/site-summary/
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Many studies aimed to identify the key factors impacting the flux imbalance (FI, a ratio of 

nonlocal scale flux to the total reference flux) through the analysis of EC data, considering 

direct measurement states and prognostic variables, including wind speed (𝑈𝑈 = (𝑢𝑢2 + 𝑣𝑣2)
1
2, 

where u and v are the longitudinal and lateral velocity components along the cartesian 

coordinates x and y, respectively), time average interval (T), friction velocity ( 𝑢𝑢∗ =

�𝑢𝑢′𝑤𝑤′2 + 𝑣𝑣′𝑤𝑤′2�
1
4 , convective velocity scale (𝑤𝑤∗ = �𝑔𝑔 𝜕𝜕𝑖𝑖

𝜃𝜃𝑣𝑣���
(𝑤𝑤′𝜃𝜃′������)𝑠𝑠�

1
3 , g is the gravitational 

acceleration, 𝜃𝜃𝑣𝑣  is the potential temperature and 𝑧𝑧𝑖𝑖  is the boundary layer height), stability 

parameters (z/L or 𝑧𝑧𝑖𝑖 /L, L is the Obukhov length) and others (Zhou, Li and Li, 2019). A 

diminished FI is frequently observed with higher wind speeds or friction velocities, particularly 

during unstable weather conditions (Franssen et al., 2010). Furthermore, an increase in the 

averaging time also results in a decrease in the FI, as the averaging operator acts as a high-pass 

filter. However, the averaging time is limited by the requirement of Taylor's frozen turbulence 

hypothesis for the stationarity, typically in 15, 30, or 60 minutes (Mauder et al., 2013). 

Conversely, FI is often reported to increase with an increase in the measurement height and the 

atmospheric instability (Twine et al., 2000; Wilson et al., 2002; Finnigan et al., 2003; Franssen 

et al., 2010; Stoy et al., 2013; Zhou and Li, 2019). It was also reported that there was a phase 

difference between the vertical wind velocity and scalar states. With a greater phase difference, 

there is a greater FI (Gao et al., 2016; Gao, Russell, et al., 2017).  

Extensive research efforts have been devoted to large eddy simulation (LES) to explore the 

land-atmosphere interactions (Shen and Leclerc, 1994; Gopalakrishnan and Avissar, 2000; 

Albertson, Kustas and Scanlon, 2001; Maronga and Raasch, 2013; Patton et al., 2016) and the 

FI (Kanda et al., 2004; Inagaki et al., 2006; Steinfeld et al., 2007; Huang, Lee and Patton, 

2008; De Roo et al., 2018; Zhou, Li and Li, 2019; Margairaz, Pardyjak and Calaf, 2020a, 

2020b; Wanner, Calaf and Mauder, 2022; Zhou, Sühring and Li, 2023). Several semi-empirical 

FI prediction models have been proposed based on LES. For instance, Huang et al., (2008), 

hereafter H08, proposed a FI prediction model as a function of stability parameters (𝑢𝑢∗/𝑤𝑤∗), 

and the ratio of measurement height to the boundary layer height (𝑧𝑧/𝑧𝑧𝑖𝑖) over a homogeneous 

land surface. The H08 model is based on a simple shape function and can capture the FI in 

their simulation within the range of 0.3 𝑧𝑧𝑖𝑖 to 0.5 𝑧𝑧𝑖𝑖. An evaluation study by Eder et al. (2014) 

based on observations in the Bavarian Alps and the Pre-Alps indicates that the H08 may not be 

able to accurately account for energy balance in complex terrain. Nevertheless, further testing 
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of its validity is still required. In our study, we conducted an evaluation of the H08 based on 

the LES output, demonstrating the significance of measurement height in FI estimates. 

With the advancement in computational power, De Roo et al., (2018) build on the work of H08 

by using nesting techniques to increase the vertical resolution to 2 m (Hellsten et al., 2021) and 

fitting the FI prediction model based on the data within the atmospheric surface layer (ASL), 

which is roughly 0.1 𝑧𝑧𝑖𝑖 (Stull, 1988), hereafter De18. Additionally, De18 has been successfully 

applied to EC data from three sites, including a beech forest site in Denmark and two pre-alpine 

grass sites in Germany, demonstrating a promising outcome for reducing the FI and closing 

the surface energy balance (Mauder et al., 2021). Wanner et al., (2022) extended the model, 

hereafter W22, to account for land surface heterogeneity by incorporating the thermal 

heterogeneity parameter (Margairaz, Pardyjak and Calaf, 2020b). The W22 model was fitted 

to the LES data, accounting for varying heterogeneity scales. This process resulted in the 

creation of semi-empirical FI prediction equations, each with its own set of parameters 

corresponding to the different heterogeneity scales. 

Based on the cospectral analysis of the vertical wind velocity and potential temperature, (Zhou, 

Li and Li, 2019) proposed a conceptual model to explain the FI with a semi-empirical formation 

of four variables, including the stability parameter (-𝑧𝑧𝑖𝑖 /L, note that −𝑧𝑧𝑖𝑖/𝐿𝐿 = −κ𝑤𝑤∗
3

𝑢𝑢∗3
 under 

unstable conditions, with κ being the von Kármán constant of 0.40), wind speed (U), time 

average interval (T) and integral length scale of vertical velocity (𝑙𝑙𝑤𝑤 = ∫ 𝑅𝑅(𝑟𝑟)𝑑𝑑𝑟𝑟∞
0 , with 𝑅𝑅(𝑟𝑟) 

as a autocorrelation function), providing a potential approach to diagnose the FI. A further 

study by (Zhou, Sühring and Li, 2023) compared the performance of H08, De18, and Z19 using 

LES data over a 1-D stripe heterogeneity pattern with prescribed sensible and latent heat fluxes. 

Zhou et al., (2023) suggest that the FI prediction model performs poorly at the single-pixel 

scale. However, integrating the footprint model enhances its performance. Among the three 

models (H08, De18, Z19), Z19 demonstrates superior performance compared to H08 and De18 

with their data. In addition, Z19 can be applied under all atmospheric stability conditions, 

whereas the other two models are only valid under unstable conditions. 

Recent studies have shown that the FI is positively related to atmospheric instabilities, 

associated with the imbalance between the ejecting and sweeping contributions to the heat flux. 

For instance, based on the EC measurement from dryland (Hanford Site, Washington, USA), 

(Gao et al., 2020) show that with the increase of atmospheric instability, the flux contribution 

from sweeps (𝑤𝑤′ < 0,𝜃𝜃′ < 0) decreases, while the flux contribution from ejections (𝑤𝑤′ >
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0, 𝜃𝜃′ > 0) remains constant (Fig. 8 in their work). In a separate study, based on observations 

from a 225 m meteorological tower in an urban environment (Tianjin, China), (Zhang et al., 

2023) reported that with the increase of atmospheric instability, the flux contribution from 

ejections increases slightly, and the flux contribution of sweeps remains constant (Fig. 3 in 

their study). Despite slight inconsistencies in each component, the trend remains the same: the 

difference in flux contribution between the sweeps and ejections increases as the instability 

increases. This asymmetric transport phenomenon provides insight into the underestimation of 

turbulent heat fluxes (Li, Katul and Liu, 2018; Liu, Gao and Katul, 2021). Further analysis of 

the asymmetric transport over the LES data can shed light on the mechanics of the FI within 

the ASL (Liu et al., 2024). 

There is increasing scientific interest in understanding the mechanics of FI and utilizing this 

knowledge to improve EC measurements. However, few studies have focused on the validity 

of flux imbalance prediction models. For example, Zhou et al., (2023) compared three FI 

prediction models over a 1-D stripe heterogeneity surface with prescribed sensible and latent 

heat flux. Further evaluation of available FI prediction models over more complex terrain (i.e., 

2-D heterogeneity) at different heterogeneity scales is needed to interrogate the robustness of 

these models. In order to achieve this objective, this study conducts a series of large eddy 

simulations coupled with a land surface model (LES-LSM) over a checkerboard pattern of soil 

moisture heterogeneity. This study aims to evaluate four selected FI prediction models and 

investigate the role measurement height played in the FI through the quadrant analysis. This 

chapter is organized as follows: Section 4.2 presents the FI prediction models and the model 

and simulation setup. Section 4.3 presents the results and a brief discussion. Section 4.4 

presents the summary and conclusion. 

4.2.  Methods 

4.2.1. Flux Imbalance 

4.2.1.1. Flux Imbalance Estimation 

To illustrate FI, we take the vertical wind speed (w) and potential temperature (θ), respectively, 

as examples, presenting them in both temporal and spatial domains using the Reynolds 

decomposition (Finnigan and Shaw, 2008), as  

𝑤𝑤(𝑥𝑥, 𝑡𝑡) = 𝑤𝑤(𝑥𝑥) + 𝑤𝑤′(𝑥𝑥, 𝑡𝑡),    (4.1 a) 
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𝜃𝜃(𝑥𝑥, 𝑡𝑡) = 𝜃𝜃(𝑥𝑥) +  𝜃𝜃′(𝑥𝑥, 𝑡𝑡),    (4.1 b) 

𝑤𝑤(𝑥𝑥, 𝑡𝑡) = 〈𝑤𝑤〉(𝑡𝑡) +  𝛿𝛿𝑤𝑤(𝑥𝑥, 𝑡𝑡),   (4.2 a) 

𝜃𝜃(𝑥𝑥, 𝑡𝑡) = 〈𝜃𝜃〉(𝑡𝑡) + 𝛿𝛿𝜃𝜃(𝑥𝑥, 𝑡𝑡).    (4.2 b) 

The temporal mean is indicated by an overline, and the spatial horizontal mean is indicated by 

the angle bracket. A prime symbol denotes the temporal fluctuation, and the symbol 𝛿𝛿 

represents the spatial fluctuation. The total vertical heat flux at a given height (De Roo and 

Mauder, 2018b) is described as  

〈𝑤𝑤𝜃𝜃〉 = 〈𝑤𝑤〉〈𝜃𝜃〉 + 〈𝛿𝛿𝑤𝑤�𝛿𝛿�̅�𝜃〉 + 〈𝑤𝑤′𝜃𝜃′〉.   (4.3) 

On the right-hand side of Eq. 4.3, the terms correspond to the mean vertical advection flux, the 

dispersive flux, and the eddy-covariance flux (i.e., turbulent heat flux), respectively. An 

important observation is that the vertical wind 𝑤𝑤�  does not exhibit a zero value at the point scale 

when a heterogeneous land surface experiences continuous heating under free convection 

conditions (Prabha, Karipot and Binford, 2007).  

The dispersive flux has been consistently recognized as an important factor in achieving the 

closure of the surface energy balance (Kanda et al., 2004; Mauder, Foken and Cuxart, 2020). 

Research has shown that dispersive fluxes account for about 5% - 10% of the total sensible 

heat flux in the lower atmosphere, and this contribution increases with height, potentially 

reaching over 40% at heights above 100 m over an arid landscape (Margairaz, Pardyjak and 

Calaf, 2020a). 

The FI is often defined as the nonlocal scale flux (i.e., difference between the total reference 

heat flux and the turbulent heat flux) to the total reference heat flux (Kanda et al., 2004; Inagaki 

et al., 2006; Huang, Lee and Patton, 2008; De Roo et al., 2018; Zhou, Li and Li, 2019; Wanner 

et al., 2022, 2024; Zhou, Sühring and Li, 2023). In the literature, different selections of total 

reference heat flux have been proposed, including either the total heat flux within the 

atmosphere (〈𝑤𝑤𝜃𝜃����〉, first row in Table 4.1), or surface heat flux (〈𝐻𝐻𝑠𝑠𝑢𝑢𝑟𝑟𝑠𝑠�������〉, second row in Table 

4.1, often employed in studies with prescribed surface heat flux). In order to be consistent with 

the majority of previous research, we have followed the methodology outlined in the first row 

of Table 3.1 for the data processing. It can be reasonably assumed that the two definitions will 

have a negligible effect on the results, given that the sensible heat flux within the lower 

atmosphere is nearly constant (Baldocchi et al., 2001). 
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Furthermore, a novel definition of FI has been put forth by Morrison et al., (2022), which is 

the ratio of the total reference heat flux in the atmosphere to the turbulent heat flux. In the event 

of a perfect balance, the value is 1. Conversely, any underestimation yields a value greater than 

1. The definition is also listed as the third row in Table 4.1 for reference. 

Table 4.1: Different definitions of FI in the literature 

Equations Reference 

〈I〉 =
〈wθ����〉 −  〈w′θ′������〉 

〈wθ����〉
 

(Kanda et al., 2004; Inagaki et al., 2006; 

Steinfeld et al., 2007; Huang, Lee and Patton, 

2008; Schalkwijk, Jonker and Siebesma, 2016; 

Y. Zhou et al., 2018) 

〈I〉 =
〈Hsurf������〉 − 〈w′θ′���������〉

〈Hsurf������〉  
(De Roo et al., 2018; Zhou, Li and Li, 2019; 

Wanner, Calaf and Mauder, 2022) 

〈𝐼𝐼〉 =  
〈w′θ′������〉 + 〈𝛿𝛿𝑤𝑤�𝛿𝛿�̅�𝜃〉 +  〈𝑤𝑤〉〈𝜃𝜃 − 𝜃𝜃𝑟𝑟𝑛𝑛𝑠𝑠〉

〈w′θ′������〉
 

(Morrison et al., 2022; Morrison, Calaf and 

Pardyjak, 2023) 

 

4.2.1.2. Flux Imbalance Prediction Models 

Numerous research efforts have been dedicated to determining the FI with statistical models 

considering turbulence characteristics, as mentioned in the introduction. To gain a better 

understanding of the value and usefulness of these models, we selected four FI prediction 

models for a comprehensive evaluation. The models are H08, De18, Z19, and W22, with the 

semi-empirical formulas shown in Table 4.2. Notably, this study excluded the approach 

suggested by (Panin and Bernhofer, 2008) for using the effective roughness length, because a 

uniform roughness length of 0.1 m was applied across all simulations in our study. 

Table 4.2: FI prediction models in the literature 

Notation FI Prediction Model 
Application 

Range 
Reference 

H08 〈𝐼𝐼〉 = �exp �4.2 − 16 
𝑢𝑢∗
𝑤𝑤∗
� + 2.1 � �1.1 − 8.0 �

𝑧𝑧
𝑧𝑧𝑖𝑖
− 0.38�

2
�
0.5

 
0.3 𝑧𝑧𝑖𝑖 ~ 0.5 𝑧𝑧𝑖𝑖 (Huang, Lee and 

Patton, 2008) 

De18 〈𝐼𝐼〉 = �0197 exp �−17.0 
𝑢𝑢∗
𝑤𝑤∗
� + 0.156� �0.21 + 10.69

𝑧𝑧
𝑧𝑧𝑖𝑖
� < 0.1 𝑧𝑧𝑖𝑖 (De Roo et al., 2018) 

Z19 〈𝐼𝐼〉 = 1 − �−1.46
𝑧𝑧
𝑧𝑧𝑖𝑖

+ 1.0� �−0.05
𝑧𝑧𝑖𝑖
𝐿𝐿
𝑙𝑙𝑤𝑤
𝑈𝑈 𝑇𝑇

+ 0.95� 
0.03 𝑧𝑧𝑖𝑖 ~ 0.1 𝑧𝑧𝑖𝑖 (Zhou, Li and Li, 

2019) 

W22 〈𝐼𝐼〉 = �𝑎𝑎 exp �𝑏𝑏
𝑢𝑢∗
𝑤𝑤∗
� + 𝑖𝑖� �20.05 

𝑧𝑧
𝑧𝑧𝑖𝑖

+ 0.157� �𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟� 
< 0.1 𝑧𝑧𝑖𝑖 (Wanner, Calaf and 

Mauder, 2022) 
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In Table 4.2, 𝑢𝑢∗ = �𝑢𝑢′𝑤𝑤′2 + 𝑣𝑣′𝑤𝑤′2�
1
4 is the friction velocity, 𝑤𝑤∗ = �𝑔𝑔 𝜕𝜕𝑖𝑖

𝜃𝜃𝑣𝑣���
(𝑤𝑤′𝜃𝜃′������)𝑠𝑠�

1
3  is the 

convective velocity scale, z is the measurement height, 𝑧𝑧𝑖𝑖 is the boundary layer height defined 

as the height where the sensible heat flux profile has its minimum, 𝐿𝐿 = −𝑢𝑢∗3𝜃𝜃𝑣𝑣
𝑖𝑖 𝑔𝑔 𝑤𝑤′𝜃𝜃′

 is the Obukhov 

length, U is the mean horizontal wind speed, 𝑙𝑙𝑤𝑤 = ∫ 𝑅𝑅(𝑟𝑟)𝑑𝑑𝑟𝑟∞
0  is the integral length scale of 

vertical velocity, and R(r) is the autocorrelation function (Zhou, Li and Li, 2019), 𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟 =
𝑔𝑔 𝑙𝑙ℎ
𝑈𝑈2

∆𝑇𝑇
𝑇𝑇

 is the thermal heterogeneity parameter (Margairaz, Pardyjak and Calaf, 2020b). Details 

of the scaling parameters are described in the Appendix 1. 

It is important to note that the parameters a, b, and c in W22 are scale-dependent and were 

explicitly designed for heterogeneity scales of 200 m, 400 m, and 800 m in the original study. 

Therefore, they are labeled W22-200m, W22-400m, and W22-800m. To align closely with the 

heterogeneity scale in our simulation setting, we compared the simulations with heterogeneity 

scales of 2400 m (s2400), 1200 m (s1200), and 600 m (s600) to W22-800m. However, this 

comparison may lead to uncertainties in the model's performance. The same approach applies 

to the remaining scenarios in which we compare the simulations with a heterogeneity scale of 

300 m (s300) to W22-400m and a heterogeneity scale of 150 m (s150) and 50 m (s50) to W22-

200m. 

4.2.2. Data and Processing 

4.2.2.1. Model Description 

In this study, a dataset was generated using an LES model, ICON-LEM, coupled with a land 

surface model, TERRA-ML, at various scales of land surface heterogeneity. The ICON 

(Icosahedral Nonhydrostatic) framework is a collaboration between the German Weather 

Service (DWD), the Max Planck Institute for Meteorology (MPI-M), German Climate 

Computing Centre (DKRZ), Karlsruhe Institute of Technology (KIT) and the Centre for 

Climate Systems Modelling (C2SM). ICON was originally developed for research and 

operational purposes in numerical weather prediction and climate modelling (Zängl et al., 

2015). The ICON framework enables the implementation of a LES mode (ICON-LEM) 

(Dipankar et al., 2015a). ICON-LEM uses the 3D Smagorinsky turbulence scheme to account 

for the SGS contribution. The performance of ICON-LEM has been extensively evaluated over 

a large spatial domain in Germany, as reported in the study of (Heinze et al., 2017). 

Furthermore, ICON-LEM has been used in various scientific investigations, including studies 
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on mesoscale secondary circulations (Han et al., 2019), high-CAPE (convective available 

potential energy) (Rybka et al., 2021), Atmospheric Boundary Layer (ABL) tuning 

parametrization (Poll, Shrestha and Simmer, 2022), cloud properties and precipitation (Verma 

and Burkhardt, 2022), and many others. For a comprehensive explanation of the 

parameterizations of ICON-LEM, interested readers are referred to Dipankar et al. (2015). 

The ICON framework comprises the land surface model TERRA-ML that enables two-way 

coupling between the land surface and the atmosphere (Grasselt et al., 2008; Schulz and Vogel, 

2020). TERRA-ML estimates the sensible and latent heat flux at the land surface using the 

following equations and provides soil temperature and soil moisture as lower boundary layer 

conditions. 

𝐻𝐻 = 𝜌𝜌𝐶𝐶𝑝𝑝𝐶𝐶ℎ|𝑈𝑈| �𝜃𝜃 𝜋𝜋𝑠𝑠𝑠𝑠𝑠𝑠 − 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠�,   (4.4) 

𝐿𝐿𝐿𝐿 = 𝜌𝜌𝐿𝐿𝑣𝑣
𝑞𝑞𝑣𝑣−𝑞𝑞𝑠𝑠𝑎𝑎𝑣𝑣
𝑟𝑟𝑎𝑎+𝑟𝑟𝑠𝑠

,     (4.5) 

where H (𝑊𝑊 𝑚𝑚−2) is the sensible heat flux at the land surface,  is the air density (𝑘𝑘𝑔𝑔 𝑚𝑚−3), 

𝐶𝐶𝑝𝑝 and 𝐶𝐶ℎ are the heat capacity (𝐽𝐽 𝑘𝑘𝑔𝑔−1𝐾𝐾−1) and the bulk transfer coefficient (-), respectively, 

𝜃𝜃 is the air potential temperature (𝐾𝐾), and 𝑇𝑇𝑠𝑠𝑠𝑠𝑠𝑠 is the ground surface temperature (𝐾𝐾), with 𝜋𝜋 

as the scaled pressure at the ground surface (-). 𝑟𝑟𝑎𝑎 denotes the aerodynamic resistance, and 𝑟𝑟𝑠𝑠 =

𝑟𝑟𝑠𝑠,𝑎𝑎𝑖𝑖𝑛𝑛 �
𝜃𝜃1− 𝜃𝜃𝑎𝑎𝑎𝑎𝑝𝑝
𝜃𝜃𝑓𝑓𝑓𝑓−𝜃𝜃𝑎𝑎𝑎𝑎𝑝𝑝

�
−1

 is the soil resistance, with 𝑟𝑟𝑠𝑠,𝑎𝑎𝑖𝑖𝑛𝑛=50 𝑚𝑚𝑠𝑠−1, while 𝜃𝜃𝑎𝑎𝑑𝑑𝑝𝑝 (𝐾𝐾) and 𝜃𝜃𝑠𝑠𝑠𝑠 (𝐾𝐾) are 

the air dryness point and field capacity (Schulz and Vogel, 2020). 

 

4.2.2.2. Simulation setup 

In this study, the spatial resolution of the simulation was set to 50 m in both the x and y 

directions, covering an area of 4.8 km × 4.8 km with a double periodic boundary setting. This 

spatial configuration is considered suitable for capturing the mesoscale secondary circulation 

while ensuring computational efficiency (Han et al., 2019; Zhang, Poll and Kollet, 2023). The 

vertical grid consists of 420 levels with a resolution of 10 m, extending to a height of 4.2 km. 

A sponge layer with Rayleigh damping of the vertical velocity component was incorporated 

into the model at an altitude of 3,700 m and above, with a depth of 500 m (the upper 8.3%) to 

nudge the atmosphere at the upper atmospheric boundary layer. The initial height of the 

boundary layer was set to 1,000 m, with a constant potential temperature of 290 𝐾𝐾 below. 

Above 1,000 m, the potential temperature was set to increase at a lapse rate of 0.006 𝐾𝐾 𝑚𝑚−1. 
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Each simulation was conducted for a duration of 8 hours, with a temporal step of 0.5 seconds 

for both ICON-LEM and TERRA-ML that coupled in every time step. A fixed incoming 

radiation of 700 𝑊𝑊 𝑚𝑚−2 at the top of the atmosphere and a flat terrain ensure the tractability of 

the problem, as incorporating the diurnal variations in radiation (Y. Zhou et al., 2018) or 

accounting for complex terrain (Rihani, Chow and R. Maxwell, 2015) would introduce 

additional complexity into to the system. It should be noted that the Coriolis effect and the 

background wind have not been incorporated into the simulation. 

The use of a two-dimensional checkerboard pattern has been widely used in various studies, 

including the application of prescribed heat fluxes (Lee, Zhang and Klein, 2019), temperature 

(Margairaz, Pardyjak and Calaf, 2020b; Wanner, Calaf and Mauder, 2022) and soil moisture 

(Huang and Margulis, 2009). This work used a classical checkerboard pattern of soil moisture 

(Figure 4.1) with the same horizontal grid size as the atmosphere (i.e., 50 m). Patch sizes varied 

from 50 m to 2,400 m, allowing for different scales of spatial heterogeneity. The soil moisture 

distribution included two values: 0.55 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3 for the wet region and 0.25 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3 for the 

dry region, with a domain-averaged value of 0.40 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3. Although TERRA-ML comprises 

eight soil layers reaching a maximum depth of 15 m, the variation in the soil moisture profile 

was not considered due to the simulation's limited time of 8 hours. Note, while ICON uses 

unstructured grids instead of the traditional longitude-latitude grid (i.e., structured orthogonal 

grids), a checkerboard distribution of soil moisture can still be achieved through a remapping 

process (Wan et al., 2013). The model output the instantaneous variables at a 15 minutes 

interval. In addition, a time step of 0.5 seconds is saved for the wind components and potential 

temperatures of the lowest ten layers during the last hour. 
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Figure 4.1: Initial distribution of soil moisture. (a) heterogeneity scale = 2,400 m, (b) heterogeneity scale = 1,200 

m, (c) heterogeneity scale = 600 m, (d) heterogeneity scale = 300 m, (e) heterogeneity scale = 150 m, (f) 

heterogeneity scale = 50 m. The simulations are named s2400, s1200, s600, s300, s150 and s50, respectively. The 

dark colour has a value of 0.25 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3 and the light colour has a value of 0.55 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3 The spatial average 

is 0.40 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3. Additionally, an equivalent homogeneous simulation (Ho) is performed, see Appendix 2. 

 

4.2.2.3. Quadrant analysis 

The quadrant analysis method decomposes two turbulent fluctuations (e.g. 𝑤𝑤′ and 𝜃𝜃′) into four 

quadrants, thereby determining the contribution and time fraction of turbulent heat flux from 

each quadrant. This approach has also been employed to investigate the dissimilarity between 

heat and momentum transport (Schmutz and Vogt, 2019; Gao et al., 2020). 

This study follows (Li and Bou-Zeid, 2011) definition of quadrant decomposition, which 

includes the ejections (𝑤𝑤’ > 0, 𝜃𝜃′ > 0), the sweeps (𝑤𝑤’ < 0, 𝜃𝜃′ < 0), the inward interaction 

(𝑤𝑤’ > 0, 𝜃𝜃′ < 0), and the outward interaction (𝑤𝑤’ < 0, 𝜃𝜃′ > 0). The average fluxes within 

each quadrant can be expressed in Eq. 4.6, as 

𝑤𝑤′𝜃𝜃′𝑖𝑖 =  1
𝑁𝑁
∑ 𝑤𝑤′𝜃𝜃′ 𝐼𝐼𝑖𝑖𝑁𝑁
𝑡𝑡=1 (𝑡𝑡),      (4.6) 

where 𝐼𝐼𝑖𝑖(𝑡𝑡) is an indicator variable with a weight of one if the sample is in the corresponding 

quadrant, otherwise it has a weight of zero. The flux contribution 𝑆𝑆(𝑧𝑧) and time fraction 𝑇𝑇(𝑧𝑧) 

can then be calculated using the following equations (Schmutz and Vogt, 2019), 

https://www.codecogs.com/eqnedit.php?latex=w'%3E0%2C%20%5Ctheta'%3E0#0
https://www.codecogs.com/eqnedit.php?latex=w'%3E0%2C%20%5Ctheta'%3E0#0
https://www.codecogs.com/eqnedit.php?latex=w'%3E0%2C%20%5Ctheta'%3E0#0
https://www.codecogs.com/eqnedit.php?latex=w'%3E0%2C%20%5Ctheta'%3E0#0
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𝑆𝑆(𝑧𝑧) = 𝑤𝑤′𝜃𝜃′𝑘𝑘
𝑤𝑤′𝜃𝜃′

,      (4.7) 

𝑇𝑇(𝑧𝑧) =  ∑ 𝐼𝐼𝑘𝑘𝑁𝑁
𝑛𝑛=1 (𝑡𝑡)

𝑁𝑁
.     (4.8) 

4.3. Results and Discussions 

4.3.1. Horizontal Cross-Section and Vertical Profiles 

 

Figure 4.2: Cross section of temporal-averaged vertical wind at 50 m (half level), turbulent heat flux (𝒘𝒘′𝜽𝜽′������) at 45 

m (full level) and surface sensible heat flux (𝑺𝑺𝑺𝑺𝒔𝒔𝒔𝒔𝒔𝒔𝒔𝒔) at the land surface for the last hour of the simulation. At a 

large heterogeneity scale (on the left side), the atmospheric structure is dominated by the thermally-induced 

mesoscale circulation (TMC). At a small heterogeneity scale (on the right side), the atmospheric structure is 

dominated by the turbulent organized structure (TOS). The black dashed line represents the homogeneous 

equivalent line. 

Figure 4.2 displays a clear cellular structure for the vertical wind velocity, characterized by 

narrow and intense updrafts and weak downdrafts. The air temperature over dry soil is higher 

than over wet soil with uniform incoming radiation. The air parcels over dry soil move upward 

due to buoyancy, which reduces and increases air pressure at the land surface and top of the 

ABL, respectively. Conversely, the air parcels over wet soil sinks, increasing air pressure at 

the land surface, leading to secondary circulations due to the horizontal pressure gradients. This 

phenomenon is commonly known as thermally-induced mesoscale circulation (TMC) and has 

been extensively documented in the literature (Wanner, Calaf and Mauder, 2022). A systematic 

discussion can be found in (Salesky, Chamecki and Bou-Zeid, 2017). Simulations s2400 and 
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s1200 show a prevalence of updrafts in the dry region. However, as the scale of heterogeneity 

decreases to 600 m and 300 m (i.e., s600 and s300), the connection between the updraft pattern 

and the dry region pattern becomes less pronounced, as also shown in Figure 4.11 in Appendix 

3, that a point-to-point Pearson correlation coefficient between the turbulent heat flux at 45 m 

and the land surface heat flux decreased from 0.76 for s2400 to 0.27 for s300. Simulations s150 

and s50 show a quasi-homogeneous random structure, similar to the homogeneous simulation, 

which has been previously reported as a slow-moving turbulent organized structure (TOS) 

(Kanda et al., 2004). According to the classification by (Bou-Zeid et al., 2020), land patches 

of s150 and s50 could be considered statistically homogeneous if they exhibit locally variable 

surface characteristics at a small scale, yet remain relatively uniform at the regional scale. The 

turbulent energy spectrum in Figure 4.10 of Appendix 3 also indicates that the difference 

between s150, s50, and the equivalent homogeneous case is negligible. 

 

Figure 4.3: Vertical profile of the horizontal mean potential temperature at 4h, 6h and 8h. 
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In Figure 4.3, the potential temperature above the ASL remains constant until the boundary 

layer height is reached, as indicated by an almost vertical line. The potential temperature for 

simulations with larger heterogeneity scales (e.g. s2400, s1200) are slightly higher than those 

with smaller heterogeneity scales (e.g. s150, s50), which is consistent with the findings of 

previous studies (Raasch and Harbusch, 2001; Huang and Margulis, 2009; Han et al., 2019; 

Zhou, Li and Li, 2019). Enhanced entrainment effects in simulations with larger heterogeneity 

scales may explain this behaviour, as shown in Figure 4.4. 

 

Figure 4.4: Profile of the resolved and subgrid scale potential temperature flux (i.e. turbulent heat flux) for the 

last hour of the simulation. Panels (a) and (d) show the resolved and subgrid scale potential temperature flux 

within the convective boundary layer. Panels (b) and (c) are magnifications of (a) showing details in the 

entrainment layer and ASL. The same applies to panels (e) and (f) to (d). 

In Figure 4.4, the vertical profile of the potential temperature flux is depicted, showing a typical 

shape (Tennekes, 1973), where the resolved potential temperature flux decreases as height 

increases, reaching its maximum negative value at the entrainment layer. For simulation s2400, 

the maximum negative value observed was -23 𝑊𝑊 𝑚𝑚−2, which decreased to -17 𝑊𝑊 𝑚𝑚−2 for 

simulation s1200, and further decreased to -13 𝑊𝑊 𝑚𝑚−2 for the remaining cases up to a 

heterogeneity scale of 50 m. The significant influence of the subgrid-scale (SGS) contribution 

on the potential temperature flux near the surface layer is evident in Figure 4.4 f, which 

gradually decreases with increasing height. The lowest levels of the LES output are often 

excluded from the analysis because the flux is usually purely parameterized (De Roo and 

Mauder, 2018b; Zhou, Li and Li, 2019). However, surface-level data has been included in this 
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study to provide readers with a complete perspective on the role of SGS in atmospheric heat 

flux characteristics. 

4.3.2. Impact of Heterogeneity Scale on the Atmospheric Structure 

Table 4.3 shows the bulk statistics of the different simulations. Simulations with larger 

heterogeneity scales (s2400 and s1200) show a slightly higher boundary layer height (𝑧𝑧𝑖𝑖 , 

defined as the height where the sensible heat flux has its minimum), reaching 1,695 m 

compared to the simulations with smaller heterogeneity scales (e.g., 1,635 m for s300). 

Previous studies have consistently shown that the horizontal mean of the boundary layer height 

is relatively unaffected by the heterogeneity scales. For example, (Lee, Zhang and Klein, 2019) 

investigated a range of checkerboard patch sizes from 1.2 km to 14.4 km, which exceeded a 

typical boundary layer height, while Wanner et al., (2022) investigated patch sizes of 200 m, 

400 m, and 800 m, which were smaller than a typical summer clear-sky boundary layer height. 

Both studies show insignificant variations in boundary layer height among the simulations with 

different heterogeneity scales. In our study, we found that despite the heterogeneity scale 

ranging from 50 m to 2,400 m that crosses from microscale to mesoscale, the difference in the 

boundary layer height is only around 40 m, which is less than 5%. 

Table 4.3: Bulk statistics of various simulations  

Case Heterogeneity 

Scale (m) 
𝑧𝑧𝑖𝑖 (m) 

𝑢𝑢∗ 

(m s-1) 

𝑤𝑤∗ 

(m s-1) 

𝑡𝑡∗ 

(s) 
Bowen 

ratio (-) 
− 𝜕𝜕𝑖𝑖

𝐿𝐿
 (-) 

𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟  

(-) 

s2400 2,400 1695 0.297 1.60 1056 0.747 74.6 135.3 

s1200 1,200 1695 0.323 1.60 1057 0.739 57.1 55.2 

s600 600 1665 0.326 1.58 1050 0.730 54.8 30.3 

s300 300 1635 0.348 1.57 1040 0.726 44.5 13.4 

s150 150 1675 0.342 1.58 1061 0.722 47.6 6.7 

s50 50 1635 0.345 1.56 1045 0.720 45.4 2.1 

Ho - 1635 0.344 1.57 1041 0.722 46.8 - 

The values of 𝑢𝑢∗ and 𝑤𝑤∗ were calculated at a height of 45 m. The results indicate that as the 

heterogeneity scale decreases, 𝑢𝑢∗ increases while 𝑤𝑤∗ decreases, resulting in a slight decrease of 

the atmospheric stability (-𝑧𝑧𝑖𝑖/L). The Bowen ratio decreased with a decreasing heterogeneity 

scale, shifting from 0.747 to 0.720. However, 𝑧𝑧𝑖𝑖  does not consistently decrease with the 

decrease in heterogeneity scale. Additionally, s300 exhibits the lowest 𝑧𝑧𝑖𝑖  and -𝑧𝑧𝑖𝑖 /L values, 

which will be discussed below. On the other hand, the difference of large-eddy turnover time 
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scale 𝑡𝑡∗ = z𝑖𝑖
𝑤𝑤∗

 among the simulations with different heterogeneity scales is negligible, with a 

value range between 1040 s to 1061 s, which is roughly 17 mins. 

One possible explanation for the non-monotonic effects of the heterogeneity scale on the 

atmosphere's structure, supported by Figure 4.2, is that the atmosphere is significantly 

influenced by the TMC at sufficiently large heterogeneity scales. In contrast, at smaller 

heterogeneity scales, the formation of the TMC appears to be less pronounced, and the 

mesoscale circulation pattern is dominated by the TOS. Nevertheless, the various secondary 

circulation schemes do not appear to have an impact on the performance of the FI prediction 

model, see section 4.3.3 for details. 

4.3.3. Flux Imbalance Prediction Model Evaluation 

This section analyses the vertical sensible heat flux components, which comprise the turbulent 

heat flux, the mean vertical advection flux, and the dispersive flux at various measurement 

heights. Based on these components, we assess four FI prediction models selected from the 

literature, as listed in Table 4.2. 

 

Figure 4.5: Flux components and FI for the last hour of simulation. The first row shows the turbulent heat flux 

including the SGS contribution, the dispersive flux and the mean vertical advection flux, respectively. The second 

row shows the sum of the vertical advective and dispersive heat flux, the total reference heat flux and FI. Noted 

that the FI is dimensionless. A reference temperature is included to calculate the mean vertical advection flux 

based on (Morrison et al., 2022), which is set as the mean value of the previous hour. 

Figure 4.5 shows the different components of the vertical heat flux and the FI within the ASL. 

The turbulent heat flux (including the SGS contribution) decreases with height, while the 



41 
 

dispersive flux increases with height. The results agree with Margairaz et al.'s (2020a) findings 

that the contribution of the dispersive component to the total heat flux increases from 10% to 

40% as the height increases from near surface to above 100 m. The mean vertical advection 

flux calculation in this study includes a reference potential temperature (Morrison et al., 2022). 

The mean vertical advection fluxes exhibit fluctuations in the lower levels, up to 45 m, before 

increasing with height. However, the mean vertical advection fluxes are several magnitudes 

smaller than the turbulent heat fluxes and the dispersive heat fluxes. This suggests that the 

mean vertical advection fluxes may be ignored in modelling efforts. For example, (Wanner et 

al., 2024) also show that properly modelling the dispersive flux is the key to closing the energy 

balance. 

The FI shows non-monotonicity across the heterogeneity scale and increases from s150 to 

s1200, reaching a maximum, then decreasing again at s2400. A similar result has been reported 

by (Zhou, Li and Li, 2019), who found that the FI decreases when the surface heterogeneity 

scale becomes larger than the boundary layer height. This may be due to the flows behaving 

like a homogeneous surface at scales below the heterogeneity scale, which minimizes the 

impact of the dispersive fluxes. Furthermore, case s50 exhibits a greater FI than s150. This is 

because case s50 has one grid cell size patch, so any adjustment of the surface fluxes from a 

transition is missing. 
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Figure 4.6: Performance of the FI prediction models for the bottom ten layers. (a) H08, (b) De 18, (c) Z19 (d) 

W22. The x-axis represents the FI calculated from LES data, and the y-axis displays FI estimated by the FI 

prediction models. Note that FI increases consistently with height. 

Figure 4.6 shows the performance of the four FI prediction models considered. The 

performance of H08 is relatively worse compared to the other models. This is because H08 is 

fitted with data obtained between 0.3 𝑧𝑧𝑖𝑖  to 0.5 𝑧𝑧𝑖𝑖 , which extends beyond the atmospheric 

surface layer (ASL) and limits its direct applicability to the ASL FI estimates. Similar 

conclusions have been drawn by Eder et al., (2014). Furthermore, if z/𝑧𝑧𝑖𝑖 is less than 0.01, (i.e., 

z = 17 m with 𝑧𝑧𝑖𝑖 = 1700 m), the value within the square root in H08 formula becomes negative, 

resulting in a singularity. Therefore, the data below 15m is excluded in Figure 4.6a. 

Nevertheless, in our opinion, the concept of H08 is useful for quantifying FI based on 

atmospheric stability and relative measurement height in the mixing layer. 

De18 produces results comparable to those obtained from the LES, even though it was 

originally developed from simulations over a homogeneous land surface. The results show a 
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slight overestimation of FI near the surface and an underestimation with increasing height. Z19, 

compared to De18, shows a similar performance in predicting the FI. In the first layer near the 

land surface (i.e. z = 5m), Z19 provides a negative imbalance, which is also reported by Zhou 

et al., (2019) (Figure. C2 in their paper). This can be explained by the fact that Z19 was 

constructed with a data range of 0.03 𝑧𝑧𝑖𝑖 to 0.1 𝑧𝑧𝑖𝑖, which is larger than 5 m. 

W22 performs best when the heterogeneity scale is well matched, such as s300 and s150. 

However, W22 tends to significantly overestimate the FI for simulations with a larger 

heterogeneity scale, resulting in unreasonable values (not shown in the figure). Consequently, 

directly applying W22 in the climate model presents a challenge, particularly for grid sizes at 

the several-kilometre scale. 

4.3.4. Quadrant Analysis 

The turbulent flux is mainly attributed to the contributions from the ejections (𝑤𝑤′ > 0, 𝜃𝜃′ > 0) 

and sweeps (𝑤𝑤′ < 0,𝜃𝜃′ < 0) (Högström and Bergström, 1996). Several studies indicate that 

the difference between the contributions from ejections and sweeps increases with atmospheric 

instability, leading to an increase in the FI (Gao et al., 2020; Liu, Gao and Katul, 2021). To 

investigate the potential correlation between FI and height, a quadrant analysis was conducted 

at different measurement heights. 
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Figure 4.7: Time fraction and flux contribution of ejections and sweeps for case s1200. Similar patterns are 

observed in other cases (not shown). 

As the height in the ASL increases from 5 m to 95 m, the time fraction of ejection (Figure 4.7a) 

decreases from a mean of 0.37 to 0.30. Meanwhile, the flux contribution of ejection (Figure 

4.7d) increases from a mean of 0.58 to 0.70, along with a higher standard deviation. This 

suggests that the ejections originate from the land surface and increase in intensity while 

becoming narrower with increasing height. In contrast, the time fraction of sweeps (Figure 

4.7b) fluctuates with increasing height, starting at 0.44 at 5 m, peaking at 0.50 at 35 m, and 

then decreasing to 0.43 at 95 m. The flux contribution of sweeps (Figure 4.7e) decreases with 

increasing height, indicating that the sweeps originate from the atmosphere and head towards 

the land surface. These findings are consistent with the work of (Li and Bou-Zeid, 2011) and 

(Gao et al., 2020).  

Another observation from Figure 4.7f is that the contribution difference between ejections and 

sweeps (∆𝑆𝑆) increases with height, correlating with the decrease in turbulent heat flux in Figure 

4.5. Liu et al., (2021) also reported comparable results based on the measurement from the EC 

tower, that the increased ∆𝑆𝑆  links to the reduced turbulent heat flux, which explains the 

increased FI with height. 
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4.4. Discussion 

The De18, Z19, and W22 show promising results for predicting FI. However, the barriers to 

directly applying FI prediction models in correcting EC measurements must be discussed. 

When revisiting the FI prediction models, it becomes clear that the boundary layer height (𝑧𝑧𝑖𝑖) 

is a critical parameter. However, 𝑧𝑧𝑖𝑖 is not always available from measurements (Mauder et al., 

2021). The thermodynamic and aerodynamic properties of the atmosphere can be obtained 

through various methods, such as Ceilometer, Radiosonde, Doppler Sodar, and profiling radar, 

as discussed in (Seibert et al., 2000). Moreover, these measurements are relatively expensive 

to install and maintain. Currently, only 28 stations are reported to have co-located atmospheric 

boundary layer measurements in the FLUXNET sites (Helbig et al., 2021). In addition, data 

from these stations may not be continued, and their distribution is generally concentrated in 

North America and Europe. 

The FI prediction models under consideration primarily target convective (i.e., unstable) 

boundary layer conditions. However, correcting EC data during neutral and stable conditions 

is important to achieve energy balance closure over extended periods. The relative FI remains 

significant during nocturnal periods, even if absolute values may be small (Franssen et al., 

2010). Here, the atmospheric stability parameters used in H08, De18, and W22 are inadequate 

because of the absence of a well-defined 𝑤𝑤∗ under stable conditions (Zhou, Li and Li, 2019).  

4.5. Summary and Conclusion 

Accurately estimating turbulent heat flux is a persistent challenge in Earth science. Numerous 

researches suggest that large-scale eddies significantly contribute to the flux imbalance (FI). 

This study aims to investigate FI arising from mesoscale transport in convective boundary layer 

conditions, particularly assessing the performance of selected FI prediction models from the 

literature.  

The dataset was generated using a large eddy simulation (ICON-LEM) coupled with a land 

surface model (TERRA-ML). A checkerboard pattern of wet-dry soil moisture was used to 

represent the two-dimensional heterogeneity of the land surface across a range of scales from 

50 meters to 2.4 kilometers. The model was set up with a spatial coverage of 4.8 × 4.8 km2 and 

a grid resolution of 50 meters. It assumed flat terrain and employed a double periodic boundary 

setting. Simulations were conducted over 8 hours with a time step of 0.5 seconds. The model 

was initialized with a constant incoming radiation of 700 𝑊𝑊 𝑚𝑚−2 at the top of the atmosphere. 
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Two distinct sub-mesoscale circulations were identified: thermally induced mesoscale 

circulation (TMC) and turbulent organized structure (TOS). TMC primarily affects 

atmospheric dynamics on larger heterogeneity scales, reflecting a clear updraft pattern that 

mirrors the configuration of the arid land surface. As the heterogeneity scale decreases, the 

relationship between updraft position and soil moisture pattern weakens, and TOS becomes the 

dominant structure in atmospheric dynamics. Additionally, the domain-averaged FI shows a 

non-linear correlation with the heterogeneity scales, which could be attributed to the presence 

of two distinct sub-mesoscale circulations. This finding is consistent with previous research 

suggesting an optimal heterogeneity scale for the formation of secondary circulations. 

Four selected FI prediction models were evaluated, including H08 (Huang, Lee and Patton, 

2008), De18 (De Roo et al., 2018), Z19 (Zhou, Li and Li, 2019), and W22 (Wanner, Calaf and 

Mauder, 2022). H08 showed a tendency to underestimate the FI, which can be attributed to its 

initial valid vertical height range of 0.3 𝑧𝑧𝑖𝑖 to 0.5 𝑧𝑧𝑖𝑖, while the data used in our analysis are 

within the above surface layer (ASL), approximately within 0.1 𝑧𝑧𝑖𝑖 . De18 and Z19 show a 

similar performance that can roughly capture the FI, with a slight underestimation as the 

measurement height increases. W22 agrees well with our LES data when the heterogeneity 

scale matches its simulation setting. The performance of the FI prediction model provides a 

potential in correcting EC measurements. 

A further observation derived from quadrant analysis is the notable discrepancy between the 

flux contributions from ejections and sweeps along the height. This difference correlates with 

a decrease in the turbulent heat flux and an increase in the FI. These findings emphasize the 

importance of considering the EC measurement height and atmospheric model's vertical grid 

size when studying the vertical variations of turbulent fluxes. 

4.6. Appendix 

4.6.1. Appendix 1: Scaling Parameters 

The scaling parameters used in this work are listed in Table 4.4. 

Table 4.4 Scaling Parameters 

Scaling parameters Symbols Equations 

Obukhov length 𝐿𝐿 𝐿𝐿 =
−𝑢𝑢∗3𝜃𝜃𝑣𝑣
𝑘𝑘 𝑔𝑔 𝑤𝑤′𝜃𝜃′
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von Kármán constant 𝜅𝜅 0.40 

Friction velocity 𝑢𝑢∗ 𝑢𝑢∗ = �
𝜏𝜏
𝜌𝜌
�
1
2

= �𝑢𝑢′𝑤𝑤′2 + 𝑣𝑣′𝑤𝑤′2�
1
4 

Convective velocity scale 𝑤𝑤∗ 𝑤𝑤∗ = �
𝑔𝑔 𝑧𝑧𝑖𝑖
𝜃𝜃𝑣𝑣���

(𝑤𝑤′𝜃𝜃′������)𝑠𝑠�

1
3
 

Characteristic temperature scale 𝜃𝜃∗ 𝜃𝜃∗ =
𝑤𝑤′𝜃𝜃′𝑠𝑠
𝑢𝑢∗

 

Large-eddy turnover time scale 𝑡𝑡∗ 
𝑡𝑡∗ = 𝑧𝑧𝑖𝑖
𝑤𝑤∗

 

Thermal heterogeneity parameter 𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟  𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟 = 𝑔𝑔 𝑙𝑙ℎ
𝑈𝑈2

∆𝑇𝑇
𝑇𝑇

, 𝑙𝑙ℎ is the heterogeneity 
scale 

Integral length scale of vertical velocity 𝑙𝑙𝑤𝑤 𝑙𝑙𝑤𝑤 = � 𝑅𝑅(𝑟𝑟)𝑑𝑑𝑟𝑟
∞

0
 

 

4.6.2. Appendix 2: Equivalent Homogeneous Simulation 

An equivalent homogeneous simulation was performed in this study but with a different 

domain-averaged soil moisture value. A sensitivity analysis of soil moisture to the domain-

averaged sensible heat flux, as shown in Figure 4.8, indicates that a value of 0.325 𝑖𝑖𝑚𝑚3𝑖𝑖𝑚𝑚−3 

is comparable to the heterogeneous case. The land surface model used in this study (TERRA-

ML) utilized a simple soil moisture loss function to calculate evapotranspiration (i.e., latent 

heat flux), as shown in Figure 4.9. In this model, evapotranspiration remains constant when 

soil moisture is low, increases constantly within the transitional zone, and becomes constant 

again when the soil is sufficiently wet. 
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Figure 4.8: Time-series of sensible heat flux at the land surface for different simulations. Simulation with 

homogeneous soil moisture (HO_SM) of 0.325 𝒄𝒄𝒎𝒎𝟑𝟑𝒄𝒄𝒎𝒎−𝟑𝟑 is suitable to represent as a comparable homogeneous 

case in this study. 

 

Figure 4.9: Sketch of the evapotranspiration calculated in TERRA-ML. 

4.6.3. Appendix 3: Statistical Homogeneous 

Figure 4.10 indicates that the differences in the kinetic energy spectrum between different 

simulations are largest at the lowest wavenumber. Specifically, simulations s2400 and s1200 

show significant differences compared to other cases. In the case of s600, these differences 

begin to decrease. For the s300 simulation, differences are still observable, particularly at 
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wavenumbers 2 and 3. However, for simulations s150 and s50, the differences from the 

homogeneous case are negligible, indicating that a statistically homogeneous state is reached. 

Furthermore, a point-to-point Pearson correlation coefficient is calculated between the land 

surface heat flux and the turbulent heat flux in the atmosphere at 45 m for the average of the 

last hour simulation. This is illustrated in Figure 4.11. The Pearson correlation coefficient 

demonstrates a decline in conjunction with a reduction in heterogeneity scale, exhibiting values 

of 0.74 for s2400, 0.62 for s1200, and 0.47 for s600. The coefficient for simulation s300 is 

0.27, which is higher than those for simulations s150 and s50, where values are less than 0.1 

and are similar to those observed in the homogeneous case. 

 

Figure 4.10: Kinetic energy spectrum for the last hour simulation at a height of 45 meters. The subfigure provides 

a zoomed-in view at the smallest wavenumber. 
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Figure 4.11: Point-to-point Pearson correlation coefficient between the land surface heat flux and the turbulent 

heat flux in the atmosphere at 45 m, averaged over the last hour of simulation. 
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Chapter 5 

5. An Alternative Way to Parameterizing the Nonlocal Scale Sensible Heat Flux 

Using the Flux Imbalance and K-theory Approach 

5.1. Introduction 

The accurate representation of heat flux is important in Earth System Models (ESMs), yet 

presents a significant challenge (Bauer, Thorpe and Brunet, 2015). Heat flux involves various 

processes, including surface energy and water allocation (Mauder et al., 2018; Lin, Li and 

Zhao, 2022), planetary boundary layer (PBL) development (Sullivan et al., 1998), entrainment 

penetration (VanZanten, Duynkerke and Cuijpers, 1999), as well as cloud formation and deep 

convection (Stevens, 2007; Hohenegger et al., 2009; Sedlar et al., 2022). The interactions 

between the atmosphere and the land surfaces occur across a wide range of spatial scales, from 

hundreds of kilometers to millimeters, and across various temporal scales, from seconds and 

minutes to days, seasons, and years (Stull, 1988; Klein, 2008). Given the impracticality of 

resolving all scales directly in atmospheric models, the unresolved physical processes are often 

described using subgrid-scale (SGS) parameterizations (Ament and Simmer, 2006; Edwards et 

al., 2020; Kuell and Bott, 2022). In numerical weather prediction (NWP) models, grid sizes 

are typically several kilometers and rely heavily on SGS parameterizations to account for 

unresolved processes, such as the heat flux (Niu et al., 2011; Bauer, Thorpe and Brunet, 2015; 

Zängl et al., 2015). Reducing grid sizes to sub-kilometer scales, and thus entering the gray zone 

(or terra incognita), poses significant challenges to these parameterizations, as turbulence is 

only partially resolved (Wyngaard, 2004). 

In ESMs, the heat flux is often described in the gradient diffusion approach, also known as K-

theory. This assumes that the flux is proportional to the gradient of the scalar of interest, as 

described in Eq. 5.1 for the sensible heat flux,  

𝐻𝐻 = −𝜌𝜌𝐶𝐶𝑝𝑝𝐾𝐾ℎ
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
,     (5.1) 

where 𝐻𝐻 (𝑊𝑊𝑚𝑚−2) is the sensible heat flux,  (𝑘𝑘𝑔𝑔 𝑚𝑚−3) is the air density, 𝐶𝐶𝑝𝑝 (𝐽𝐽 𝑘𝑘𝑔𝑔−1𝐾𝐾−1) is the 

specific heat capacity of air, 𝐾𝐾ℎ  (𝑚𝑚2𝑠𝑠−1 ) is the eddy diffusivity, 𝜃𝜃  (𝐾𝐾 ) is the potential 

temperature and 𝑧𝑧 (m) is the measurement height. 

The upward heat flux typically penetrates to around 80% of the PBL height (i.e. 0.8 𝑧𝑧𝑖𝑖), while 

the potential temperature gradient becomes negative at approximately 40% of the PBL height 
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(i.e. 0.4 𝑧𝑧𝑖𝑖), indicating a locally counter-gradient relationship associated with thermals and 

plumes (Pleim, 2007; B. Zhou et al., 2018). Thus, the flux profile in the boundary layer 

becomes the result of a roughly linear superposition of bottom-up (local) and top-down (non-

local) contributions (Wyngaard and Brost, 1984; Huang, Lee and Patton, 2008; Liu et al., 

2024). To represent the nonlocal transport contribution from top-down fluxes, it is often 

necessary to employ an additional counter-gradient term (𝛾𝛾𝜃𝜃), as described in Eq 5.2 (Deardorff 

1966; Deardorff 1972; Holtslag and Moeng 1991). 

𝐻𝐻 = −𝜌𝜌𝐶𝐶𝑝𝑝𝐾𝐾ℎ �
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
− 𝛾𝛾𝜃𝜃�.     (5.2) 

A variety of effects have been proposed to represent the counter-gradient term. For example, 

the counter-gradient term in the PBL scheme proposed by Holtslag and Moeng (1991) is related 

to the heat flux at the land surface (𝑤𝑤′𝜃𝜃′������𝑠𝑠) and is inversely proportional to both the boundary 

layer height ( 𝑧𝑧𝑖𝑖 ) and the convective velocity scale (𝑤𝑤∗ = ( 𝑔𝑔
𝜃𝜃𝑣𝑣
𝑧𝑧𝑧𝑧 (𝑤𝑤′𝜃𝜃′������)𝑠𝑠

1/3
, with 𝑔𝑔 =

9.81 𝑚𝑚𝑠𝑠−2 as the gravitational acceleration). 

An alternative method to account for the non-local mixing effect involves separating the 

updraft contribution from the surrounding environment using a conditional sampling approach. 

For instance, the mass flux model identifies updrafts as 𝑤𝑤(𝑥𝑥, 𝑎𝑎, 𝑧𝑧) > 𝑤𝑤𝑝𝑝(𝑧𝑧) , where 𝑝𝑝 

represents the top percentage of vertical wind speed, typically ranging from 1% to 10% 

(Siebesma, Soares and Teixeira, 2007; Li et al., 2018; Tan et al., 2018). The eddy diffusivity 

and mass flux (EDMF) schemes, given 

𝐻𝐻 = 𝜌𝜌𝐶𝐶𝑝𝑝 �−𝐾𝐾ℎ
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
+ 𝑀𝑀(𝜃𝜃𝑢𝑢 − 〈𝜃𝜃〉)�,    (5.3) 

where 𝜃𝜃𝑢𝑢 represents the potential temperature in the updraft zones, and <𝜃𝜃> is the horizontal 

averaged value. The mass flux model offers a more physical perspective on separating the local 

and nonlocal part of the heat flux compared to the counter-gradient term aforementioned and 

has been implemented in several operational ESMs, such as the NASA GEOS (Suselj et al., 

2021), among others. 

Describing heterogeneous land surfaces in ESMs remains challenging, particularly in terms of 

their impact on atmospheric structures and characteristics (Giorgi and Avissar, 1997; Bou-Zeid 

et al., 2020). Secondary circulations have been consistently observed over heterogeneous land 

surfaces in both measurements (Eder, De Roo, et al., 2015) and LES (Avissar and Schmidt, 

1998; Raasch and Harbusch, 2001) and are influenced by the heterogeneity structure (Bou-
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Zeid, Meneveau and Parlange, 2004; Bou-Zeid, Parlange and Meneveau, 2007; Han, Brdar and 

Kollet, 2019), scales (Patton, Sullivan and Moeng, 2005; van Heerwaarden, Mellado and De 

Lozar, 2014), gradients (Huang and Margulis, 2013), terrains (Rihani, Chow and R. M. 

Maxwell, 2015; Weinkaemmerer et al., 2023) and background winds (Avissar and Schmidt, 

1998; Kang and Lenschow, 2014; Eder, De Roo, et al., 2015; Zhang, Poll and Kollet, 2023). 

Land surface models (LSMs) often use a tile-based approach to represent heterogeneity, where 

the flux in each tile is calculated independently, and the pixel-scale value is determined as the 

tile area weighted arithmetic mean, without accounting for the interaction between tiles 

(Avissar et al., 1989; Lawrence et al., 2019). Machulskaya and Mironov (2018) propose that 

the inter-tile (co-)variance of scalar quantities at the land surface should be considered for the 

lower boundary. The incorporation of this term into ESMs (e.g. E3SMv1 single column mode) 

results in an increase in the variance of potential temperature and humidity in the atmospheric 

surface layer, accompanied by a slight increase in cloud cover (Huang et al., 2022). Similar 

outcomes were documented by Fowler et al. (2024) in the Community Earth System Model 

(CESM2). Nevertheless, the atmospheric response to land surface heterogeneity is less 

pronounced compared to a referenced LES case, primarily due to the absence of explicit 

representation of mesoscale secondary circulations (Fowler et al., 2024). 

Recent research shows that the nonlocal effects (e.g. secondary circulation) on the heat flux 

estimation can be quantified through the similarity functions, that is to say, the flux imbalance 

(FI, ratio of the nonlocal heat flux to the total reference heat flux) could be quantified through 

semi-empirical functions with scaling parameters (Huang, Lee and Patton, 2008; De Roo and 

Mauder, 2018a; Zhou, Li and Li, 2019; Wanner, Calaf and Mauder, 2022). These models 

exhibit a robust ability to perform under various conditions, both in the case of measurements 

(Mauder et al., 2021) and numerical simulations (Zhou, Sühring and Li, 2023). This study aims 

to address the research question: can the representation of heat fluxes in ESMs be improved by 

incorporating FI prediction models to account for the nonlocal effects? To answer this question, 

this study aims to propose an alternative approach that represents nonlocal processes using FI 

prediction models while utilizing the conventional K-theory approach for the local processes. 

Section 5.2 describes the flux imbalance and K-theory (FLIMK) scheme and introduces the 

numerical model and simulation setups. Section 5.3 presents the results of the FLIMK scheme 

in both LES and numerical weather prediction model (NWP). Finally, a summary and 

conclusion are offered in Section 5.4. 
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5.2. Methods 

5.2.1. Flux Imbalance and K-theory Approach 

The sensible heat flux in the atmospheric surface layer (ASL, roughly 10% of PBL height close 

to the surface) consists of the local and nonlocal parts, as shown in Figure 5.1. The local scale 

turbulent heat flux is typically described as the covariance of two scalar measurement 

fluctuations, especially those obtained using the eddy-covariance system (e.g. 𝑤𝑤′𝜃𝜃′������). In ESMs, 

however, the local scale flux is presented using K-theory as −𝐾𝐾ℎ
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
. The nonlocal processes 

include the total vertical advection flux (〈𝑤𝑤�〉〈�̅�𝜃〉), and the dispersive flux 〈𝛿𝛿𝑤𝑤�𝛿𝛿�̅�𝜃〉). In this 

paper, the definition of the flux imbalance follows Zhou et al., (2019), as the ratio of the 

nonlocal part to the total reference sensible heat flux at the land surface, given 

 𝐹𝐹𝐼𝐼 =  〈𝛿𝛿𝑤𝑤�𝛿𝛿𝜃𝜃
�〉+ 〈𝑤𝑤�〉〈𝜃𝜃�〉
〈𝐻𝐻�𝑟𝑟𝑟𝑟𝑓𝑓〉

= 1 −  〈𝑤𝑤
′𝜃𝜃′�������〉

〈𝐻𝐻�𝑟𝑟𝑟𝑟𝑓𝑓〉
.    (5.4) 

 
Figure 5.1: Graphical representation of the sensible heat flux. The local scale shows in red, and the nonlocal part 

shows in blue. Only the heat flux in the vertical direction is considered. 

The FI has received attention both in field measurements (Wilson et al., 2002; Barr et al., 2006; 

Franssen et al., 2010; Foken et al., 2011; Stoy et al., 2013; Paleri et al., 2022) and in the large-

eddy simulations (Huang, Lee and Patton, 2008; De Roo et al., 2018; Zhou, Li and Li, 2019; 

Wanner, Calaf and Mauder, 2022; Zhou, Sühring and Li, 2023), leading to several semi-

empirical functions being proposed to quantify the FI. In this study, the flux imbalance 

prediction model from De Roo et al., (2018) is selected, hereafter FLIMK_De18, shown in Eq. 

5.5, where 𝑢𝑢∗ (𝑚𝑚𝑠𝑠−1) is the friction velocity, 𝑤𝑤∗ (𝑚𝑚𝑠𝑠−1) is the vertical velocity scale, 𝑧𝑧 (𝑚𝑚) is 
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the measurement height, and 𝑧𝑧𝑖𝑖 (𝑚𝑚) is the boundary layer height. The FI may also be calculated 

based on the definition in Eq. 5.4, which is referred to as FLIMK_LES.  

𝐹𝐹𝐼𝐼 = �0.197 exp �−17.0 𝑢𝑢∗
𝑤𝑤∗
� + 0.156� �0.21 + 10.69 𝜕𝜕

𝜕𝜕𝑖𝑖
�.   (5.5) 

Based on the FI prediction model, a novel approach, the FLIMK scheme, is proposed to account 

for the nonlocal effect in the surface layer, as shown in Figure 5.2. Specifically, the sensible 

heat flux at the lowest atmospheric layer will be modified using the FI prediction model, as 

specified in Eq. 5.6. The derivation of Eq. 5.6 is presented in Appendix 4. 

𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠 =  −𝐾𝐾ℎ𝜕𝜕𝜃𝜃
�/𝜕𝜕𝜕𝜕

1−𝐹𝐹𝐼𝐼
.      (5.6) 

 

 
Figure 5.2: Scheme of the FLIMK, the nonlocal effect is described by the FI prediction models, where the lowest 

atmosphere layer is modified based on the FI. 

5.2.2. Model and Simulation Setup 

In this study, the FLIMK scheme is tested in both the idealized LES with prescribed sensible 

heat flux at the surface, and in a numerical weather prediction (NWP) setup using real test cases 

from the Atmospheric Radiation Measurement (ARM) campaign (Brown et al., 2002; Ďurán 

et al., 2021). For that, the Icosahedral Nonhydrostatic Weather and Climate Model (ICON) was 

selected, as ICON is the new generation of fully compressible atmospheric models, covering 
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all scales including the climate model, Numerical Weather Prediction (NWP), and Large-Eddy 

Simulation (LES) (Dipankar et al., 2015b; Zängl et al., 2015; Van Pham et al., 2020). 

A 3D sub-grid Smagorinsky scheme with Lilly’s stability correction is implemented in ICON 

to calculate the eddy diffusivity, see Eq 5.7 (Lilly, 1962; Smagorinsky, 1963). With 𝐶𝐶𝑠𝑠 as the 

Smagorinsky constant of 0.23, |𝑆𝑆| =  �1
2
�𝜕𝜕𝑢𝑢𝑖𝑖
𝜕𝜕𝑥𝑥𝑗𝑗

+ 𝜕𝜕𝑢𝑢𝑗𝑗
𝜕𝜕𝑥𝑥𝑖𝑖
�
2

 is the strain rate tensor, Δ =

(ΔxΔyΔz)1/3  is the filter width, and 𝑃𝑃𝑟𝑟𝑡𝑡  as the Prandtl number. Details of the physical 

parameterization of ICON is referred to the work of (Dipankar et al., 2015b; Zängl et al., 2015) 

and reference therein.  

𝐾𝐾ℎ = (𝐶𝐶𝑠𝑠Δ)2|𝑆𝑆|𝐶𝐶𝐵𝐵
1
𝜕𝜕𝑟𝑟𝑎𝑎

,     (5.7) 

In the LES, the land surface heterogeneity was configured with three stripes (Figure 5.3), with 

the middle stripe representing a sensible heat flux of 0.2 𝐾𝐾 𝑚𝑚𝑠𝑠−1 , and the side stripes 

representing 0.1 𝐾𝐾 𝑚𝑚𝑠𝑠−1. The domain, with double-periodic boundary conditions, covers an 

area of 19.2 × 19.2 km² and has a spatial resolution of 50 × 50 m². It extends vertically to 4.2 

km with a vertical grid size of 10 m, with a sponge layer set at the top 500 m of the model. The 

simulation lasted for 8 hours, and data from the final hour were used for analysis. It is worth 

noting that the FLIMK scheme is not run online; instead, it is evaluated by calculating a priori 

based on the LES output. 

 
Figure 5.3: Prescribed sensible heat flux in the LES. The middle strip has a larger sensible heat flux of 0.2 𝑲𝑲 𝒎𝒎𝒔𝒔−𝟏𝟏 

and the side stripes has a smaller value of 0.1 𝑲𝑲 𝒎𝒎𝒔𝒔−𝟏𝟏. 

In the NWP, forcing data were obtained from measurements conducted over the Atmospheric 

Radiation Measurement (ARM) program site in Oklahoma on 21 June 1997. Further details of 

the program can be found in Brown et al., (2002) and Lenderink et al., (2004), with the data 

available in Ďurán et al., (2021). Additionally, the performance of ICON-SCM has been 
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evaluated using a well-designed LES model (MicroHH), which yielded satisfactory results. 

The SCM configuration followed that of Ďurán et al., (2021), with an improved vertical grid 

size of 10m and the incorporation of the FLIMK scheme in an online simulation approach. 

5.3. Results and Discussions 

Section 5.3.1 presents the results of the LES, including cross-sections of the potential 

temperature anomaly, vertical winds, and horizontal winds. These demonstrate the formation 

of a well-defined secondary circulation structure. This section also highlights the FI observed 

when only local-scale effects (K-theory) are considered and the improvement achieved by the 

FLIMK scheme. Section 5.3.2 is devoted to the results of the NWP in the single-column mode, 

with particular emphasis on the enhanced representation of sensible heat flux in the lowest 

atmospheric layer and the vertical profile of potential temperature. Section 5.3.3 discusses the 

potential of using other FI prediction models and the numerical model convergence. 

5.3.1. Large Eddy Simulation 

Figure 5.4a shows the horizontal cross-section of the potential temperature anomaly at a height 

of 45 m. Figure 5.4d displays the vertical cross-sectional of the potential temperature anomaly, 

averaged along the y-direction. In the region with a higher sensible heat flux (see Figure 5.3), 

a greater potential temperature anomaly is observed in the lower part of the boundary layer, 

corresponding to a lower potential temperature anomaly at the top of the boundary layer. Figure 

5.4e depicts a pattern of the vertical velocity characterized by a narrow region of strong updraft, 

compensated by a broader area of weak downdraft. Similar patterns have been well presented 

in previous works (Salesky, Chamecki and Bou-Zeid, 2017; B. Zhou et al., 2018). Figure 5.4 

c and Figure 5.4f illustrate that horizontal winds (𝑈𝑈) converge (diverge) at the lower (upper) 

portion of the boundary layer, indicating a well-defined secondary circulation structure. 

Additionally, the horizontal wind induced by the secondary circulation can reach speeds 

exceeding 2 𝑚𝑚𝑠𝑠−1, consistent with findings reported in previous LES studies (Lee, Zhang and 

Klein, 2019; Zhang, Poll and Kollet, 2023). 
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Figure 5.4: Horizontal cross-sections of potential temperature anomaly at 45 m (a), vertical wind speed at 50 m 

(b), and horizontal wind speed at 45 m (c). Vertical cross-sections of potential temperature anomaly (d), vertical 

wind speed (e), and horizontal wind speed (f). 

A series of sub-regions of varying sizes, ranging from the grid scale (50 m) to larger scales of 

up to 9.6 km, are selected to investigate the effect of scale on the FI. Each sub-region is selected 

at a random location with 50 samples. The sensible heat flux at a height of 45 m is calculated 

using both the K-theory and the FLIMK and is then normalized to the prescribed sensible heat 

flux at the land surface, as shown in the boxplot in Figure 5.5. The underestimation of K-theory 

is consistent across all scales, with values ranging from approximately 12% to 16% 

(normalized heat flux of 0.84 to 0.88) for the majority of sub-regions and 15% for the entire 

area (i.e. 0.85). The mean variance of the normalized heat flux decreases with increasing size. 
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Figure 5.5: Normalized sensible heat flux at 45 m. The value of unit one (red dashed line) indicates no flux 

imbalance, while any value smaller than unit one represents an underestimation. 

The flux imbalance prediction model can be derived based on the definition of Eq 5.4 as 

FLIMK_LES or based on Eq 5.5 as FLIMK_De18. The underestimation of the sensible heat 

flux reduced from 15% to 8% (6%) for FLIMK_De18 (FLIMK_LES). It is crucial to highlight 

that the FLIMK does not lead to perfect closure of the fluxes. Firstly, the turbulent heat flux 

(𝑤𝑤′𝜃𝜃′������) is influenced by the sampling window size, whereby a larger window size leads to a 

larger heat flux value. Secondly, the eddy diffusivity (𝐾𝐾ℎ) is a variable that is dependent on 

height. A different value may be obtained despite the potential temperature gradients being 

subject to change. In order to circumvent the potential consequences of the SGS 

parameterization near the land surface, a height of 45 meters has been selected. 

5.3.2. Numerical Weather Prediction 

The temporal evolution of the sensible heat flux calculated from the K-theory and the FLIMK 

scheme using the ARM test case is shown in Figure 5.6a. The K-theory and the FLIMK scheme 

slightly overestimate the sensible heat flux before 4h because the convective boundary layer is 

not well-formed due to the weak surface sensible heat flux. In contrast, K-theory demonstrated 

a tendency to underestimate the sensible heat flux after 4 hours, with this underestimation 

gradually increasing with time to reach a maximum value of 0.018 𝐾𝐾 𝑚𝑚𝑠𝑠−1  (i.e. 16% 

underestimation) at about 7h. It should be noted that there is no guarantee that the maximum 

underestimation in absolute value and the maximum FI values (i.e. a ratio) will coincide since 

both are subject to change over time. 
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Figure 5.6: Temporal evolution of the sensible heat flux (a) and FI (b). 

The K-theory and FLIMK_De18 overestimate the heat flux after 10 hours, as shown in Figure 

5.6, with a negative value of FI, coinciding with a significant decrease in the prescribed sensible 

heat flux. One potential explanation is that the FI prediction model of De18 is proposed based 

on the convective boundary layer (CBL) conditions. In cases where the heat flux at the land 

surface is not sufficiently strong, the FI prediction model may be rendered inapplicable. 

Another possible reason is that the convective velocity scale (𝑤𝑤∗) used in the De18 is not well 

defined during the stable or nocturnal periods. It should be noted that there are other FI 

prediction models, which will be discussed in the following section. 
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Figure 5.7: Impact of the FLIMK scheme on the potential temperature profile. 

The discrepancy between the potential temperature calculated with and without the FLIMK 

schemes is shown in Figure 5.7. The potential temperature difference increased from 0.07 𝐾𝐾 to 

0.1 𝐾𝐾 from 6 h to 8 h in the lower part of the PBL, then decreased again from 0.1 𝐾𝐾 to 0.08 𝐾𝐾. 

This indicates that the model is convergent, as the increase in the sensible heat flux results in 

an increase in the boundary layer height, leading to a decrease in the FI based on De18 (i.e. 

negative feedback). 

At 6h, the impact of the FLIMK scheme on the heat flux at the entrainment zone is insignificant, 

and the discrepancy in potential temperature (𝜃𝜃𝐹𝐹𝐿𝐿𝐼𝐼𝐹𝐹𝐾𝐾 − 𝜃𝜃𝑅𝑅𝑛𝑛𝑠𝑠 in Figure 5.7) between the K-
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theory and the FLIMK scheme is nearly inconsequential at the top of the PBL. In contrast, at 8 

h and 10 h, there is a clear negative 𝜃𝜃𝐹𝐹𝐿𝐿𝐼𝐼𝐹𝐹𝐾𝐾 − 𝜃𝜃𝑅𝑅𝑛𝑛𝑠𝑠 at the top of PBL.  

5.3.3. Discussions 

5.3.3.1. The Flux Imbalance Prediction Model 

Numerous effects have been incorporated into PBL schemes to account for nonlocal processes. 

For instance, more than ten PBL schemes are available in the WRF models for research. 

However, the current PBL schemes lack an explicit representation of secondary circulations, 

which is a significant contributing factor to the comparatively weak response of the atmosphere 

to land surface heterogeneity in PBL schemes compared to LES (Fowler et al., 2024). For 

example, Waterman et al., (2024) proposed a two-column model that parameterized the subgrid 

surface heterogeneity-induced circulations with the difference in potential temperature 

between the two patches and the profiles of the potential temperature and air density. The model 

can qualitatively reproduce the patterns from LES. Nevertheless, further enhancements are 

required in the parameter-tuning process (Waterman et al., 2024). 

Rather than attempting to reproduce the mesoscale circulations in the sub-grid 

parameterization, this work aims to incorporate the effects of those circulations on calculating 

the heat flux. Thus, an alternative approach is proposed to enhance the sensible heat flux at the 

lowest atmospheric level. This approach is inspired by the observation that FI prediction 

models can qualitatively describe the effects of nonlocal processes on heat flux calculation. It 

is crucial to acknowledge that this study is concerned with representing sensible heat flux rather 

than developing a novel PBL scheme. Secondly, it is pertinent to highlight that alternative FI 

prediction models have been proposed in the literature. Table 5.1 lists a few examples for 

illustrative purposes, and the interested readers are directed to Zhang et al., (2024) for an 

evaluation work. 

Table 5.1: Available Flux Imbalance Prediction Models in the Literature. 

Notation Flux Imbalance Prediction Model Reference 

H08 〈𝐼𝐼〉 = �exp �4.2 − 16 
𝑢𝑢∗
𝑤𝑤∗
� + 2.1 � �1.1 − 8.0 �

𝑧𝑧
𝑧𝑧𝑖𝑖
− 0.38�

2
�
0.5

 (Huang et al. 2008) 

De18 〈𝐼𝐼〉 = �0197 exp �−17.0 
𝑢𝑢∗
𝑤𝑤∗
� + 0.156� �0.21 + 10.69

𝑧𝑧
𝑧𝑧𝑖𝑖
� (De Roo et al. 2018) 

Z19 〈𝐼𝐼〉 = 1 − �−1.46
𝑧𝑧
𝑧𝑧𝑖𝑖

+ 1.0� �−0.05
𝑧𝑧𝑖𝑖
𝐿𝐿
𝑙𝑙𝑤𝑤
𝑈𝑈 𝑇𝑇

+ 0.95� (Zhou et al. 2019) 
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W22 〈𝐼𝐼〉 = �𝑎𝑎 exp �𝑏𝑏
𝑢𝑢∗
𝑤𝑤∗
� + 𝑖𝑖� �20.05 

𝑧𝑧
𝑧𝑧𝑖𝑖

+ 0.157� �𝐻𝐻𝑝𝑝𝑎𝑎𝑟𝑟� (Wanner et al. 2022) 

 

The initial flux imbalance prediction model is that of Huang et al., (2008), which is suitable 

for calculating FI at heights between 0.3 𝑧𝑧𝑖𝑖 to 0.5 𝑧𝑧𝑖𝑖. The work of De Roo et al., (2018) and 

Zhou et al., (2019) is more appropriate for the lower range, below 0.1 𝑧𝑧𝑖𝑖. Furthermore, FI 

prediction models for latent heat flux are documented in the literature, including the one by De 

Roo et al., (2018). However, this study focuses only on the sensible heat flux. 

The subsequent phase of research will focus on the implementation of the FLIMK scheme, 

which will entail modifications to both sensible and latent heat fluxes. However, the question 

of whether to maintain the Bowen ratio in a consistent state and the issue of harmonizing FI 

prediction models remain open. A consistent body of evidence has reported discrepancies 

between heat and humidity (Lamaud and Irvine, 2006; Huang and Margulis, 2009). 

5.3.3.2. Numerical Model Convergence 

Modifying the sensible heat flux in the surface layer raises the question of whether the energy 

input to the model might be excessively increased, potentially leading to model instability or 

failure. The FLIMK scheme is similar to the conventional PBL scheme of Holtslag and Moeng 

(1991), but it uses the concept of the FI to incorporate nonlocal processes. The FLIMK scheme 

can be expressed as 𝐻𝐻 = −𝜌𝜌𝐶𝐶𝑝𝑝 �
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
+ 𝐹𝐹𝐼𝐼

1−𝐹𝐹𝐼𝐼
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
� based on Eq 5.6, that the 𝐹𝐹𝐼𝐼

1−𝐹𝐹𝐼𝐼
𝜕𝜕𝜃𝜃�

𝜕𝜕𝜕𝜕
 serves as the 

counter-gradient term. The revised sensible heat flux in the lower atmosphere through the 

FLIMK scheme gives rise to a modification in the potential temperature that propagates to a 

higher layer, as illustrated in Figure 5.7. However, an increase in boundary layer height has 

reduced FI, which has led to negative feedback. This is further supported by the fluctuations in 

the difference between the boundary layer height between the K-theory and the FLIMK 

scheme, as demonstrated in Figure 5.8. 
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Figure 5.8: Boundary layer height as a function of simulation time. 

 

5.4. Summary and Conclusions 

Parameterizing the effects of secondary circulations in Earth System Models (ESMs) is 

important yet challenging. Building on the demonstrated robustness of the flux imbalance (FI) 

prediction model in quantifying nonlocal processes in heat flux calculations, this study 

proposes a novel approach that employs the FI prediction model to explicitly describe the 

nonlocal processes induced by secondary circulations. This alternative approach, the Flux 

Imbalance and K-theory (FLIMK), combines the gradient diffusion approach (K-theory) for 

local processes and the FI prediction models for the nonlocal processes. 

Two different models were employed to evaluate FLIMK separately: a large eddy simulation 

(LES) using prescribed strip sensible heat fluxes, and a numerical weather prediction (NWP) 

model using field measurements from the Atmospheric Radiation Measurement campaign. The 

results demonstrate that FLIMK reduces the FI from approximately 15% (16%) to 6% (6.7%) 

for LES (NWP). The FLIMK scheme demonstrates a high level of performance across a range 

of scales, from 50 m to 9.6 km. Furthermore, the FLIMK scheme is numerically convergent. 

The boundary layer height rises as the sensible heat flux increases, reducing the FI through a 

negative feedback mechanism. 
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The proposed FLIMK scheme is not intended to replace existing Planetary Boundary Layer 

(PBL) schemes but to enhance the representation of surface layer heat fluxes. Due to its simple 

formulation, which requires only atmospheric stability (𝑢𝑢∗/𝑤𝑤∗) and relative height (𝑧𝑧/𝑧𝑧𝑖𝑖), the 

FLIMK scheme can be easily integrated with existing PBL schemes. This offers a potential 

pathway for model parameterization improvement. Our next step in future work will involve 

incorporating latent heat flux into the FLIMK scheme. 

5.5. Appendix 4 

This section presents the mathematical derivation of the flux imbalance and the K-theory 

approach (FLIMK). The definition of the flux imbalance (FI), as proposed by Zhou et al. 

(2019), is the ratio of the nonlocal processes (i.e., advection, 𝐴𝐴, and dispersive flux 𝐷𝐷) to the 

reference heat flux at the land surface (𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠), as illustrated in Eq. A-5.1. In the context of the 

assumption of a constant flux for the atmospheric surface layer, the reference heat flux can be 

defined as the sum of the local process (𝑤𝑤′𝜃𝜃′������, 𝑜𝑜𝑟𝑟 − 𝐾𝐾ℎ 𝜕𝜕�̅�𝜃/𝜕𝜕𝑧𝑧) and the nonlocal processes 

(𝐴𝐴 +  𝐷𝐷), see Eq. A-5.2a and A-5.2b. Consequently, the ratio of the local processes to the 

reference heat flux can be derived in A-5.3, and A-5.4 can be obtained by moving the 𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠 to 

the left-hand side of the equation. 

𝐹𝐹𝐼𝐼 =  𝐴𝐴+𝐷𝐷
𝐻𝐻�𝑟𝑟𝑟𝑟𝑓𝑓

,       (A-5.1) 

𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠 = 𝑤𝑤′𝜃𝜃′�������
𝑙𝑙𝑙𝑙𝑠𝑠𝑎𝑎𝑙𝑙

 +  𝐴𝐴 +  𝐷𝐷�����
𝑛𝑛𝑙𝑙𝑛𝑛𝑙𝑙𝑙𝑙𝑠𝑠𝑎𝑎𝑙𝑙

,     (A-5.2a) 

𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠  =  −𝐾𝐾ℎ𝜕𝜕�̅�𝜃/𝜕𝜕𝑧𝑧�������
𝑙𝑙𝑙𝑙𝑠𝑠𝑎𝑎𝑙𝑙

 +  𝐴𝐴 + 𝐷𝐷���
𝑛𝑛𝑙𝑙𝑛𝑛𝑙𝑙𝑙𝑙𝑠𝑠𝑎𝑎𝑙𝑙

,    (A-5.2b) 

1 −  𝐹𝐹𝐼𝐼 =  −𝐾𝐾ℎ𝜕𝜕𝜃𝜃
�/𝜕𝜕𝜕𝜕

𝐻𝐻�𝑟𝑟𝑟𝑟𝑓𝑓
,     (A-5.3) 

𝐻𝐻�𝑟𝑟𝑛𝑛𝑠𝑠  =  −𝐾𝐾ℎ𝜕𝜕𝜃𝜃
�/𝜕𝜕𝜕𝜕

1 − 𝐹𝐹𝐼𝐼
.      (A-5.4) 
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Chapter 6 

6. Conclusions and Outlooks 

6.1. Summary 

The growing reliance on Earth System Models (ESMs) for understanding and forecasting 

natural phenomena underscores the critical need for precise and accurate representations of the 

physical processes within these models. A significant challenge in atmospheric science is 

quantifying the mesoscale secondary circulations that often form over heterogeneous land 

surfaces. Secondary circulations have a profound impact on land surface-atmosphere 

interactions, as well as on the structure and characteristics of the atmosphere. An increasing 

body of research suggests that secondary circulations play a significant role in underestimating 

flux measurements, exemplified by the eddy covariance (EC) measurement and large eddy 

simulations (LES). The formation of secondary circulations has been studied under various 

conditions, and the impact of secondary circulations on flux estimation led to the development 

of flux imbalance (FI) prediction models. Nevertheless, the formation of the secondary 

circulation under ambient wind conditions requires further investigation, and the existing FI 

prediction models necessitate a comprehensive evaluation over more complex heterogeneous 

land surfaces. This PhD work addresses these gaps by investigating the influence of ambient 

winds on the formation and characteristics of secondary circulations, evaluating FI prediction 

models over two-dimensional heterogeneous land surfaces, and proposing a scheme to 

incorporate secondary circulation effects into ESMs. 

In Chapter 3, a series of LES were conducted over a flat river corridor setup, represented by a 

continuous heterogeneous soil moisture distribution, with saturation occurring in the middle of 

the region and progressively drier conditions towards the edges. Constant ambient winds with 

varying speeds from 0.5 𝑚𝑚𝑠𝑠−1  to 16 𝑚𝑚𝑠𝑠−1  were imposed across the domain, with wind 

directions ranging from perpendicular (cross-river wind) to parallel (parallel-river wind) and 

intermediate orientations (mixed wind). The findings indicate that secondary circulation is 

influenced by ambient wind speed and its relative orientation to the heterogeneity. Secondary 

circulation is destroyed when the cross-river wind speed exceeds the phase wind speed, which 

is approximately 2 𝑚𝑚𝑠𝑠−1 in our LES. Conversely, the secondary circulation structure persists 

even when parallel-river wind speed is as high as 16 𝑚𝑚𝑠𝑠−1. The peak value of the mesoscale 

vertical wind (i.e. phase wind) variance profile has been identified as an indicator of secondary 
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circulation strength through dimensional analysis. In addition, the secondary circulation 

strength positively correlates with the Bowen ratio, stability parameter, and thermal 

heterogeneity parameter. 

Chapter 4 is devoted to evaluating four FI prediction models over a two-dimensional 

checkerboard soil moisture heterogeneity, encompassing a range of scales from 50 m to 2.4 

km. The FI is defined as the ratio of the nonlocal processes (i.e. total vertical advection flux 

and dispersive flux) to the total reference heat flux. A positive value of the FI indicates an 

underestimation of the heat flux. FI prediction models are based on semi-empirical similarity 

functions through proper scaling parameters, including stability parameters (𝑢𝑢∗
𝑤𝑤∗

, note −𝑧𝑧𝑧𝑧/𝐿𝐿 =

−𝜅𝜅 𝑤𝑤∗
3

𝑢𝑢∗3
), measurement height (𝑧𝑧), boundary layer height (𝑧𝑧𝑖𝑖), horizontal wind speed (𝑈𝑈), and 

time average period (𝑇𝑇), among others. The results indicate that the heterogeneity scale affects 

the structure of secondary circulation. As the heterogeneity scale decreases, secondary 

circulation transitions from thermally induced secondary circulations to turbulent slow-moving 

organized structures. Despite these different secondary circulation patterns, the performance of 

the FI prediction models remains nearly unaffected, with FI being adequately captured in the 

atmospheric surface layer. Additionally, the quadrant analysis shows that the enhanced 

difference between the flux contribution between the ejections (𝑤𝑤′ > 0, 𝜃𝜃′ > 0) and the 

sweeps (𝑤𝑤′ < 0,  𝜃𝜃′ < 0) explains that the FI increased with the measurement height, further 

highlighting the importance of the height in the measurement and the vertical grid size in the 

ESMs. 

Chapter 5 proposes a nonlocal first-order turbulence closure scheme: flux imbalance and K-

theory approach (FLIMK). The FLIMK scheme accounts for the nonlocal processes using FI 

prediction models and local processes using K-theory. To test the FLIMK scheme, we used 

LES output as a priori, with the LES-prescribed sensible heat flux at the land surface as a 

reference. Subregions with different sizes, ranging from 50 m to 9.6 km, are selected to 

investigate the impact of heterogeneity scales on the performance of the FLIMK scheme. The 

results suggest that the underestimation (FI) of K-theory is consistent across all scales, with 

values ranging from approximately 12% to 16%. In comparison, the FLIMK scheme decreases 

the FI to approximately 6%. The FLIMK scheme is then implemented in a numerical weather 

prediction model (NWP) and tested in single-column mode using data from the Atmospheric 

Radiation Measurement campaign. A similar result is found that the FLIMK scheme decreased 

the flux imbalance from 16% to 6.7 % compared to the conventional K-theory.  
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6.2. Limitations 

One of the main limitations of this work is the focus on secondary circulation solely within 

well-developed unstable boundary conditions. The applicability of the FI prediction models is 

limited during nighttime, as they are inapplicable for either eddy covariance measurements or 

ESMs parameterizations under stable and neutral atmospheric conditions. To illustrate, the 

convective velocity scale, (𝑤𝑤∗  = � 𝑔𝑔
𝜃𝜃𝑣𝑣
𝑧𝑧𝑖𝑖𝑤𝑤′𝜃𝜃′�������

1/3
 ), is not well defined in the stable boundary 

layer when the turbulent heat flux (𝑤𝑤′𝜃𝜃′������) is negative. The atmospheric evolution during 

transitional periods (after sunrise or sunset) remains unclear because all LES simulation setups 

in this study are idealized with constant incoming radiation or prescribed heat fluxes. Thus, a 

precise point at which the FI prediction model should be initiated in the subgrid-scale 

parametrization in ESMs remains to be determined. As previously discussed by Frassen et al. 

(2010), the imbalance may be even more pronounced at night, though, with a smaller absolute 

value. The method proposed by Zhou et al., (2019), which is based on the auto-correlation 

function of the vertical velocity, appears to circumvent the issue of requiring a convective 

boundary layer. However, the vertical wind velocity at night is much smaller. Thus, this 

approach is unsuitable for parameterizing the subgrid-scale ESMs in the current form. 

A further limitation of this study is that it focuses on the impact of secondary circulation on the 

atmosphere in the surface layer. The impact of secondary circulation on the entrainment zone 

has been studied less. The turbulence generated by secondary circulation penetrates the 

entrainment zone to a greater depth in comparison to that generated by small-scale eddies, 

resulting in a greater entrainment flux and a slightly higher boundary layer height (𝑧𝑧𝑖𝑖 ). 

Nevertheless, the impact of secondary circulations on the free atmosphere above remains 

unclear. It has been documented that a well-developed secondary circulation system has been 

observed to enhance the liquid water pathways (Han et al.,2019) and facilitate the development 

of deep convection processes, which in turn result in precipitation events. LES conducted for 

this work is limited to several hours, and thus, the influence of secondary circulation on cloud 

formation was not studied either. 

A further limitation of this PhD work is the absence of a sensitivity analysis of the vertical grid 

resolution. Previous research indicates that a horizontal grid size of 50 m is sufficient to 

adequately resolve the energy-containing eddies (Sullivan and Patton, 2011). However, 
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research focusing on the optimal vertical grid size is limited. Chapter 4 indicates that the sub-

grid scale contribution to the heat flux is not negligible for layers adjacent to the land surface. 

It is often the case that data in this layer is neglected in the process, as has been previously 

discussed by Zhou et al., (2019), who discarded any data that is lower than Approximately 30 

m with zi ~ 1,000 m, which is equivalent to 0.03 zi in their work. In the work of De Roo et al., 

(2018), a nesting technique is applied to enhance the spatial resolution in the vertical direction 

while maintaining an acceptable computational burden. It would be interesting to determine 

which vertical grid size the Monin-Obukhov similarity theory (MOST) would remain valid. As 

Bou-Zeid (2020) has previously discussed, MOST can only be used to parameterize the land 

surface and atmosphere interaction when the first grid is higher than the blending height. 

Furthermore, the land cover will contribute to the blending height by modifying the roughness 

length. In the present study, however, only bare soil was considered. 

6.3. Outlook 

This doctoral dissertation examines the formation of the secondary circulation and assesses the 

feasibility of integrating the influence of secondary circulations on flux estimation through the 

FI prediction models within the ESMs subgrid-scale parameterization. As indicated in the 

preceding section, a longer simulation period with diurnal dynamics will allow for an 

investigation of the atmospheric structure's development during transitional periods, such as 

those occurring after sunrise or sunset, which enables research on the formation and dissolution 

of secondary circulations. Furthermore, research indicates that the spatial scales of heat fluxes 

vary throughout the seasons. Based on distributed tower networks and intensive airborne 

observations over a heterogeneous mid-latitude forested landscape in Northern Wisconsin, 

USA, Paleri et al., (2022) found significant mesoscale contribution during summer and autumn. 

Therefore, a year-long LES is recommended to facilitate further research into the diurnal and 

seasonal dynamics of the secondary circulations. Few studies have focused on long-duration 

simulations using LES. For example, Schalkwijk et al., (2016) conducted a one-year LES in 

2012 over the Cabauw site in the Netherlands, considering a homogeneous land surface. 

Research extending to heterogeneous surfaces will provide valuable contributions to the field. 

A potential avenue for ongoing research is the incorporation of tracers in LES. Similarly, as 

Huang et al., (2008) did, one may implement both the top-down and bottom-up diffusion (of 

gases) in LES. The top-down diffusion could be achieved with a non-zero flux at the mixed-

layer top and a zero at the surface. This approach will facilitate a comprehensive understanding 
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of the detailed contribution from the land surface and the entrainment to the FI. The focus can 

also be on examining the effects of the secondary circulation on the free atmosphere above. 

Moreover, introducing tracers will enable a more nuanced understanding of the distribution of 

relevant scalars, such as carbon dioxide. Without tracers, misclassifying carbon sinks as carbon 

sources or vice versa may result from underestimating or overestimating fluxes. 

As evidenced by the current LES study, the impact of subgrid-scale parameterization on the 

lowest level heat flux is notable. Therefore, an additional focus should be on understanding the 

role that the vertical grid size plays in the ESMs, especially within a height close to the land 

surface. Two possible recommendations can be made: firstly, using a nesting technology to 

increase the grid size, as demonstrated by Maronga et al., (2017), or secondly, using the direct 

numerical simulation (DNS), although this is only effective for relatively low Reynolds 

numbers of fluid due to the computational cost. 
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