
Chapter 7
Artificial Intelligence and Education:
Ethical Questions and Guidelines
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Abstract This chapter presents an overview of the relationship between Artificial
Intelligence (AI) and education. It discusses both perspectives: the use ofAI in educa-
tion (AIED) and the education about AI (EDAI, also labeled as AI literacy) which
combined is abbreviated as AI&ED. The AIED research has existed since the 1950s
but the broader focus on AI&ED and related ethical debates is just starting now due
to the new popularity in mass media and public. Thus, the ethical principles and
new questions in relation to AIED are the main focus of the analysis. The discussion
demonstrates that AI&ED requires a solid foundation in the core global values; that
is, human rights, democracy, and the rule of law. The main reason is that education
is a special sector with specific conditions. On the one hand, education is a human
right, and on the other hand, education is mandatory for school pupils. In addition,
education should strengthen and contribute to inclusion and equity, also in AI&ED.
Thus, the educational sector needs AI&ED regulations as well as careful consid-
erations and ethical reflections to guarantee human, democratic, and safe develop-
ments for our learners as well as for our future generations of society. It can be
concluded from our discussion that for sustainable and responsible AI&ED we have
to follow and realize three ethical imperatives: technology-independent, impact-
oriented, and society-focused. These ethical demands require holistic approaches
for the design, development, implementation, and evaluation of AI&ED to guarantee
positive impacts and benefits of AIED.
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7.1 Introduction

The concept of artificial intelligence (AI) is controversially discussed since the term
coincided with what is often credited to John McCarthy in the 1950s (Aiken &
Epstein, 2000; Chaka, 2022; Huang et al., 2023). AI has been introduced and used
in many branches and disciplines since the start of this millennium (Borenstein &
Howard, 2021). Due to the anticipated high impact caused by AI, many researchers
and initiatives have started to discuss and define transparent AI (Larsson & Heintz,
2020) and ethical AI (European Commission, 2022; HLEG on AI, 2019; Kazim &
Koshiyama, 2021; UNESCO, 2021), including debates about the ethics of ethical AI
(Hagendorff, 2020).

The relationship between AI and education (AI&ED) is broader than the simple
use ofAI in education (AIED) and covers also the education aboutAI (EDAI)which is
reflected in the overall abbreviation “AI&ED” combining both perspectives (Holmes
et al., 2023; Stracke et al., 2024b).

This chapter presents the results of our analysis and discussion of ethical questions
related to AI and education. In the following sections, we summarize the latest
research and developments related to AI&ED and the causing ethical questions with
a focus on the special case of education. In our analysis and discussion, we can
identify three ethical principles that we present as imperatives for future ethical
AI&ED.

7.2 AI & Education (AI&ED)

The use of AI in education (AIED) has been researched for more than forty years
related to various perspectives (Dillenbourg, 2016;Kent et al., 2022; Pinkwart, 2016),
mainly focusing on K-12 education (Hrastinski et al., 2019; Luckin et al., 2022) and
higher education (Crompton et al., 2020). The published research offers several
SLRs (Stracke et al., 2024c), some with special focus on AIED in K-12 education
(Crompton et al., 2022; Sanusi et al., 2022), on AIED in higher education (Zawacki-
Richter et al., 2019), and AIED for specific educational purposes (Kurdi et al., 2020;
Sottilare et al., 2018). Startingwith intelligent tutoring systems (ITS) several decades
ago (Corbett et al., 1997; Dermeval et al., 2018; du Boulay, 2016), diverse use cases
for AIED have been analyzed, such as feedback functions (Benotti et al., 2018)
and automatic grading (Luckin, 2017; Yang et al., 2019) next to the overall relation
between artificial and human intelligence (Baker, 2016). Finally, several international
agencies have discussed the potential of AIED for future sustainable education, e.g.,
UNESCO’s ‘AI in Education. Guidance for Policy-makers’ (Miao et al., 2021).

Several advantages andpromises are claimed forAI use in general and in education
more specifically, for example, by G20 (2023) and OECD (Vincent-Lancrin & van
der Vlies, 2020), such as

• Personalization through diversity and adapted pathways
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• Inclusiveness for special needs
• Individual support by AI Chatbots and intelligent tutor systems (ITS)
• Equal chances for all learners independent from human teachers
• Reduction of drop-outs
• Assessment of skills.

On the other hand, several disadvantages and serious problems are discussed for
AI use in general and in education (Bozkurt et al., 2023; Holmes et al., 2022), such
as:

• Biases and inequities due to non-representative data sources
• Anthropomorphism and dumb trust in AI
• Social scoring of learners and their comparisons among themselves andwith other

groups
• Lack of emotional, social, and collaborative aspects
• Traditional pedagogies, teaching, and sequencing
• Data theft and commercialization by pure revenue interests.

In AIED research, several systematic reviews have already analyzed several
aspects of the state-of-the-art related AI in education (such as Chen et al.,
2020; Crompton et al., 2022; Sanusi et al., 2022; Stracke et al., 2023, 2024c;
Zawacki-Richter et al., 2019).

7.3 Global Ethical Values and the Special Case
of Education

In ethics, we can distinguish between three main ethics approaches: metaethics,
normative ethics, and applied ethics (Kronqvist et al., 2022). Normative ethics
are often controversially discussed in politics relating moral principles to behavior
and how they are permeated through socio-cultural systems, both discursively and
systemically (Gewirth, 1960). The introduction and use of AI touch all three ethical
dimensions as AI does not only require new normative ethics as spreading discipline
but AI is also raising general questions about our human development and conditions
related to thinking, thought models, intelligence, and responsibility (Gabriel, 2020).
We can only state that AI systems are not intelligent and cannot become intelligent
due to their dependencies on human decisions and implementations but it requires
more discussion and argumentations that we cannot address here. However, we need
to reflect on the special case of education as a starting point for our analysis of
AI&ED.

In education, the learners are in a special situation, in particular in formal school
education withmandatory participation andmost of them are not of legal age. Educa-
tion is a human right (United Nations, 1948). It is focused on Sustainability Develop-
ment Goal No. 4 which requires special attention and efforts by the public authorities
(United Nations, 2015). SDG 4 demands to "ensure inclusive and equitable quality
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education and promote lifelong learning opportunities for all" (UnitedNations, 2015,
21). This includes that the special needs of all pupils have to be addressed which is
even more challenging for learners handicapped by brain malfunctions or damages.
Furthermore, all learners should have equitable chances for education. And SDG 4
asks for quality education which is defined through the ten targets and related indi-
cators in detail. Lifelong learning should be facilitated for all human beings which
extends the human right beyond formal school education. In addition, education as a
right andmandatory teaching and learning of young children is guaranteed, protected,
and defined through the UN Convention on the Rights of the Child (1990).

Finally, education is not a product like any other delivery but a promise and
learning process that cannot be predicted and pre-assessed (Stracke, 2019). On the
one hand, the provided teaching and achieved learning results are not predictable as
they depend onmany conditions and factors.On the other hand, teachers cannot force
pupils to learn but learners have always to build, develop, and improve knowledge,
skills, and competencies by themselves.

In summary, education is a fluid relationship between teachers and learners
and requires careful consideration and ethical reflections due to the importance
of learners’ personal development as well as for our future generations of society.

7.4 Ethical Questions Related to AI&ED

The ethical aspects and theories for AI&EDare currently under scrutiny and potential
regulations are just in development as the broad use ofAI in education came suddenly
despite the long AI development period before. Therefore, we are facing many open
ethical questions that we need to quickly answer as the AI development progress
is continuously increasing. Overall, five ethical principles are globally discussed in
AI ethics: transparency, justice and fairness, non-maleficence, responsibility, and
privacy (Jobin et al., 2019). And there are many more ethical issues related to AI
implementation and use in education than in other sectors (Holmes et al., 2022a).
Next, the “standard” ethical questions that are valid in all sectors including educa-
tion, the teaching and learning process, and settings are raising additional ethical
challenges. In principle, human beings should be aware of, recognize, and reflect on
any use of AI. Therefore, AI&ED has to address both, AIED as well as EDAI, next
to the special situation of education (Holmes et al., 2023; Stracke et al., 2024b).

International institutions and public authorities have already addressed AI&ED
and published their first policies (Council of Europe, 2023; European Commission,
2022; European Parliament, 2021; UNESCO Education & AI by Miao et al., 2021).
Their first analysis revealed ten ethical principles for AI&ED clustered into seven
topics (Nguyen et al., 2023).

In addition, the Special Rapporteur of the United Nations has underlined the
global right to privacy, in particular of children, in relation to AI recommending
legal regulation and certainty (Cannataci, 2021). However, global or regional legal
instruments are still lacking and only first attempts are on the way in some countries.
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The European Union started its first international initiative with the AI Act in the
year 2021. It is very much welcomed to launch the global debate but it lacks the
focus on education as a special sector as well as the foundation on the fundamental
values of human rights, democracy, and rule of law.

In the global AI&ED community, the discussion on ethics started early but it
was not broadening and continued (Aiken & Epstein, 2000). It took 20 years to see
community-driven proposals and frameworks again as well as the identify the need
for trustworthy and ethical AI&ED in general (Borenstein & Howard, 2021; Holmes
et al., 2022b, 2023; Stracke et al., 2023, 2024b) and in particular in K-12 education
(Akgun & Greenhow, 2021; Chounta et al., 2022).

Inclusive AI for learners with special needs requires even more sensitive and
careful implementation. The more learners need special attention and support, the
more the use of AI has to be carefully planned and designed to avoid problematic
situations and tasks that learners cannot overview or fulfill. It is the responsibility of
all involved stakeholders including AI&ED policymakers, public authorities, devel-
opers, and implementers of AI systems to address inclusiveness and to guarantee
appropriate AI&ED practices for all.

However, current research reveals that there are many occurring legal violations
and issues: “a recent report by Human Rights Watch (2022) reviewed 164 EdTech
products deployed across 49 countries, finding that 89% of them had monitored or
had the capacity to monitor students and harvest their personal data without consent,
aswell as tracking students across the internet and over time” (Lazarus et al., 2022, 7).
International regulations such as the started initiatives by the European Commission
and Council of Europe are urgently required to establish legal conditions and rules
next to demanded international ethical guidelines.

In summary, we can conclude that AI&ED should contribute to the global ethical
values guaranteeing, facilitating, and supporting human rights, democracy, and the
rule of law (Holmes et al., 2022a, 2023).Weneedmore debates related to ethical ques-
tions worldwide to increase awareness and consensus about our preferred AI&ED
future.

7.5 The Ethical Imperatives for AI and Education (AI&ED)

The analysis and discussion of the global values and ethical questions related to
AI&ED is leading us to three ethical imperatives for AI&ED as core recommenda-
tions:

1. Technology-independent
2. Impact-oriented
3. Society-focused.

These three ethical imperatives have to be considered in the discussions about
AIED as well as on EDAI as they are relevant and important for both perspectives
of AI&ED.
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The first ethical imperative demands technology-independent AI&ED which
means that there has to be a clear definition and decision of the intended learning
objectives before starting AIED and/or EDAI. The question of whether and how AI
should be implemented and used in education (AIED) or whether and how education
about AI (EDAI) should be designed and provided can only be answered based on
technology-independent goals (the learning objectives) that the planned education
(AIED or EDAI) should achieve (Stracke et al., 2024a). Technology should not be
used in education only because it is possible but always connected to specific learning
objectives that it should facilitate and foster (Stracke, 2018).

The second ethical imperative asks for impact-oriented AI&ED so that the effects
of using and teaching AI are considered from the beginning. In particular, learners
should get the opportunity and become aware of the potential short- and long-term
impacts of AI within AIED and through EDAI. That includes the future chances and
risks of using AI in general and opportunities for building and improving digital
competencies and AI literacy for all citizens and in particular for school pupils
(Bozkurt et al., 2023).

The third ethical imperative requires society-focused AI&ED to gain benefits
for all through global AI implementations and uses. Therefore, teachers, designers,
policymakers, and public authorities responsible for AI&EDhave to take into consid-
eration social and societal implications and effects to avoid AI abuse for individual
profits. Everybody should understand that AI use is always initiated and accounted
for by human beings and can and should be regulated by human decisions for the
best intentions and effects related to our society (Holmes et al., 2022a, 2023; Stracke
et al., 2024b).

These three ethical imperatives for AI&ED are simple but important conditions
and aspects for successful and trustworthy use and reflection of AI in education, both
as a means (AIED) as well as a topic (EDAI).

7.6 Conclusions

AI is causing many ethical questions. That is true in particular for the special sector
education that requires specific ethical considerations and cautions due to its status
as a global human right as well as mandatory participation for young children not of
legal age. Thus, ethical AIED has to fulfill more obligations and careful reflection
is needed before an appropriate and safe implementation meets learners’ needs. The
demand for ethical AIED guidelines and principles especially in school education
covers the avoidance of further digital divide and inclusiveness for all young pupils.
Our analysis and discussion of the current AIED and related research led to the
development of three ethical imperatives for AIED: AIED should be technology-
independent, impact-oriented, and society-focused to guarantee positive impacts and
benefits.

In this way, AIED can serve a sustainable society as a broad and ambitious objec-
tive for future AI developments and applications (Chen et al., 2020; Chounta et al.,
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2022; European Parliament, 2021; Miao et al., 2021). To achieve such a sustainable
society, it is not only necessary to facilitate education through AI, i.e., AIED, but
also to foster and improve education on AI, i.e., EDAI (Holmes & Tuomi, 2022;
Holmes et al., 2022a). We need educated students and citizens with digital compe-
tencies including AI literacy to understand, support, and realize the future of our
sustainable society (Holmes et al, 2022b; Stracke et al., 2022a, 2022b). Therefore,
we require both perspectives (AI&ED as the combination of AIED and EDAI) in
future implementations and research to foster ethical AI&ED and the fulfillment of
the three ethical AIED imperatives.
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