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Abstract 

 

Bacteria and bacteriophages are in a constant arms race to develop strategies to coexist. 
One adaptive defense system, which bacteria and archaea have developed against 
phages is the CRISPR-Cas (Clustered Regularly Interspaced Short Palindromic 
Repeats – CRISPR Associated proteins) system. Out of a variety of known CRISPR-Cas 
types, the type VI CRISPR effector protein Cas13a (Cas-associated 13a), composed of a 
recognition (REC) lobe and a nuclease (NUC) lobe, has unique properties. In contrast 
to the most prominent Cas protein representative Cas9, Cas13a binds and cleaves RNA 
and not DNA. In addition, it catalyzes the maturation of a precursor-CRISPR RNA 
(pre-crRNA) and the cleavage of the target RNA, which activates a unique sequence 
non-specific collateral RNA cleavage. This collateral cleavage was harnessed as nucleic 
acid detection tool, to detect viral RNA, causing human diseases. Further Cas13a has 
therapeutic applications for example in inhibiting cancer cell growth. 

Despite the high medical relevance and application, the underlying coordinating 
mechanism and its structure-dynamics-function relationship was not investigated. 
Structures from all functionally relevant complexes are described (apo, pre-crRNA 
bound, crRNA bound, and cr- and target RNA bound), but they origin from proteins of 
different organisms and contain different extends of truncation. Additionally, it is 
unknown how the structures relate to functional aspects of this system. Thus, to 
identify and follow conformational changes on the molecular level, information of all 
states from one organism are needed. 

In this work, mainly Pulsed Electron-Electron Double Resonance (PELDOR) 
spectroscopy was used to analyze conformational changes during the functional 
pathway of Cas13a. In the first part of this thesis, basic biochemical techniques were 
used to optimize the expression and purification approach for Cas13a from 
Leptotrichia buccalis (Lbu) and to optimize RNA cleavage assays in our laboratory. 
The second part of this thesis focuses on the development of active double labelled 
protein constructs, for PELDOR studies. A mutational analysis was used, to find 
replacements for three native cysteines, generating a protein construct that retained 
cleavage activity after spin labelling. The third part of the thesis focuses on validating 



 
 

IV 
 

the structures of LbuCas13a and following its conformational changes through the 
entire functional pathway.  

The PELDOR measurements showed a high flexibility in the apo state of the REC lobe. 
This flexibility was not described by any known structure or prediction. In contrast, the 
apo state of the NUC lobe is rigid, with the helical-2 domain being the exception. The 
REC and NUC lobes are flexible towards each other. The pre-crRNA bound structure 
is not known. We reveal this structure to match the crRNA bound state. The expected 
conformational changes from the experimentally known binary crRNA-bound complex 
to the experimentally known ternary complex were found to occur in frozen solution. 
Interestingly, by using a combination of PELDOR spectroscopy and AFM 
measurements, a previously unknown dimeric structure of the protein complex with 
cr- and target RNA was found. This structure is different than the structure observed 
in the asymmetric unit of the cr- and target RNA bound LbuCas13a. 

By summing up, for the first time, the entire functional cycle of the Cas13a protein from 
one organism is structurally and dynamically investigated and new details are added. 
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1.1 Viruses 
 

It is estimated that 1031 viruses exist on Earth, making them the most abundant and 
diverse organisms1. Viruses were discovered independently in 1915 and 1917 by 
Frederick Twort and Félix d'Hérelle, respectively, and it was very soon that d'Hérelle 
recognized a potential antibacterial property that could be exploited for human health 
e.g. wound treatment2. Viruses that only attack and replicate in bacteria and archaea 
are called bacteriophages, or just phages. However, the ability of phages to attack 
bacteria and alter the host genome can pose a serious threat to humans. Several, by 
nature non-dangerous bacterial strains as Escherichia, Salmonella, Staphylococcus, 
Streptococcus, or Vibrio can cause human death by acquiring phage genomes. This 
acquisition leads to the production of virulence factors such as specific enzymes or 
exotoxins3. In addition, there are many viruses that can directly infect human 
organisms. Some of the most infamous viruses threatening public health are influenza 
virus, Zika virus, coronaviruses, hepatitis B virus, hepatitis C virus, Ebola virus, human 
immunodeficiency virus (HIV), and dengue virus. Already the influenza virus, causing 
the commonly known seasonal influenza disease, is a respiratory infection that causes 
between 290,000 to 650,000 deaths per year4. The total number of infections with 
these eight viruses is estimated to be larger than 1.3 billion per year4–6, which means 
that about 16% of the world’s population is infected each year (approximate world 
population: 8 billion7).  

Table 1.1-1: Selection of viruses threatening public health. The genome type is abbreviated with 
+/- for positive or negative sense strands and ss for single stranded or ds for double stranded genomes. 
The infection numbers are given in global infections per year, except for the Zika virus, where the 
infection cases are shown for the European Union4–6. 

Virus Genome Infections per year 
Influenza virus (+/-) ssRNA 3-5 million 
Zika virus (+) ssRNA > 300 cases in EU 
Coronavirus (+) ssRNA 772 million in 2023 
Hepatitis B virus dsDNA/ssDNA 1.5 million 
Hepatitis C virus (+) ssRNA 1.5 million 
Ebola virus (-) ssRNA 170 cases in 2022 
HIV (+) ssRNA 1.3 million 
Dengue virus (+) ssRNA 390 million 

 

Interestingly, all these viruses are RNA viruses, with hepatitis B virus being the only 
exception (Table 1.1-1)8. It is therefore particularly important to find sensitive 
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detection strategies and effective treatments for viruses (especially RNA viruses). 
These strategies should additionally be easily adapted to different viral sequences since 
viruses rapidly change their genome9. One of the promising ways to do this is to study 
and understand how smaller organisms, such as bacteria, defeat viruses. These small 
organisms are in a constant arms race with phages, trying to evolve and gain an 
evolutionary advantage by declining the phage’s fitness (Red Queen Hypothesis) 
through the development of different defense systems10. Moreover, some prokaryotic 
defense systems are believed to be the ancestors of human defense systems and there 
are many parallels between them11. Many of the systems found in eukaryotes as cGAS-
STING12, argonautes13, or viperins14 have a prokaryotic analogue. Thus, the next 
Chapter will focus on how bacteria defend themselves against phages. 

 

1.2 Bacterial immune system 
 

The bacterial immune system, like the human immune system, is divided into two 
parts, the innate and the adaptive immune system. The innate immune system is the 
rapid, and pattern-based response of a cell against invaders. In contrast, the adaptive 
immune system is a response to specific pathogens, which takes longer since it needs 
to recognize the invader as an invader. Further, the adaptive immune system 
remembers previous infections, so that it can act faster in a second infection15. In 
general, the bacterial immune system varies widely within a cell colony. Each cell can 
encode multiple defense systems that differ from those of other cells in the same 
colony, which is the result of the co-evolutionary arms race between phages and 
bacteria16. Bacterial defense systems are found clustered on the genome in so-called 
defense islands, which are used to discover new anti-phage defense systems17. 
However, additionally to the variability of defense systems in a cell colony, there is also 
a temporal variability of defense systems. Defense systems can be horizontally 
transferred and lost in short time scales, making it a very dynamic system9. The 
following paragraphs will give a broad summary of the most studied antiphage defense 
systems (Figure 1.2-1). New defense systems are constantly added to this list, such as 
Gabija18, Shedu18, Zorya18, and Lamassu19. But since these mechanisms are yet 
unknown, they will not be covered in this summary.  
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Antiphage defense systems can act at each step of the infectious, lytic cycle of phages 
(Figure 1.2-1 a). During the first step of the infection cycle, phages recognize and dock 
to membrane proteins, lipopolysaccharides, or other cell-surface features. The phage 
attachment to the cell surface can be inhibited by diverse mechanisms, including phage 
receptor blocking, extracellular matrix production, production of competitive 
inhibitors, and modification of cell surface components (Figure 1.2-1 b)10,20. An 
example of phage receptor blocking can be found in Staphylococcus aureus that 
synthesizes the protein immunoglobulin G-binding protein A. This binds to 
immunoglobulin G on the cell surface, masking this receptor and leading to reduced 
viral adsorption21. Alternatively, some bacteria produce an extracellular matrix that 
acts as a physical barrier. For example, Pseudomonas spp. synthesizing alginates, 
which block phage adsorption. Interestingly, phages can overcome the alginate coat by 
synthesizing alginate lyases that degrade the coat20. The third strategy, to inhibit phage 
binding is the production of competitive inhibitors. These are molecules, which are 
present in the bacterial environment, and which block phage receptors by binding to 
them. One example is the iron transporter FhuA, present in E. coli. This is blocked by 
the molecule microcin J25, rendering the receptor unavailable for T1 and T5 phage 
binding22. Finally, the phage adsorption can also be reduced by mutating or deleting 
receptors, but this can have a negative impact on cellular fitness10.  

If these defense strategies can be overcome by the phage and it docks onto the cell 
surface, the injection and subsequent entering of the genome into the cell can be 
inhibited (Figure 1.2-1 c). This is done by superinfection exclusion systems (Sie), which 
are often membrane-anchored proteins10. The Sie systems differ depending on whether 
the bacteria are Gram-negative or Gram-positive, and instead of inhibiting the first 
phage genome injection, they inhibit subsequent phage infections. This system is 
unique, since it is controlled by a virus and since it requires a specific viral protein23. If 
the T4 phage, for example, attacks a Gram-negative bacterium, it releases proteins that 
digest the peptidoglycan layer (Figure 1.2-1 c). Then, the Sie imm (immunity to 
superinfection) and sp (spackle periplasmic) systems are injected. This prevents the 
injection by other T-even phages, such as T2, T4, T624. However, the mechanism is not 
fully understood. What is known is, that imm blocks the phage genome from entering 
and that sp prevents local peptidoglycan degradation24.  
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Figure 1.2-1: Overview of the most studied prokaryotic antiphage defense systems. These 
defense systems are organized according to the phage reproduction stage they act on. a, Explains the 
lytic phage cycle and b-j, show schematically how the respective defense systems work, which is 
explained in detail in the main text. 
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If the bacterial cell gets infected by a phage and the phage’s genome is in the cytosol, a 
cascade of cellular defense mechanisms can be activated. These cycles of defense 
mechanisms end with an altruistic cellular behavior culminating in cell death or with 
the degradation of the phage genome. The systems, that end with cell death are 
abortive infection (Figure 1.2-1 d), cyclic nucleotide signalling (Figure 1.2-1 e), toxin-
antitoxin systems (Figure 1.2-1 g), and some clustered regularly interspaced short 
palindromic repeats (CRISPR) CRISPR-associated (Cas) systems (Figure 1.2-1 h). 
Abortive infection (Abi) systems are well-studied defense systems that target specific 
mechanisms during the phage lytic cycle, such as replication, transcription, and 
translation20 (Figure 1.2-1 d). An example of an Abi system is the RexA-RexB system 
found in λ-lysogenic E. coli. This system has been important in understanding the life 
cycle and, more generally, the biology of the T4 phage. Upon phage infection, the 
complex between phage DNA and a phage protein activates RexA in the bacterial cell. 
Two activated RexA bind to the membrane protein RexB, which reduces ATP levels in 
the cell and depolarizes the bacterial membrane, leading to cell growth inhibition or 
cell death25–27. A special form of Abi systems is the cyclic oligonucleotide-based anti-
phage signalling system (CBASS, Figure 1.2-1 e), which is very similar to the cyclic 
GMP-AMP synthase (cGAS)-STING pathway that is part of the eukaryotic innate 
immune system. The phage is sensed by a cyclic-oligoadenylate synthase, which 
produces cyclic oligoadenylates, as cGMP-cAMP. These signalling molecules activate 
downstream genes such as phospholipases, which destabilize the cell membrane and 
lead to cell death, before phage replication is terminated12,28. A similar system often 
associated with Abi is the toxin-antitoxin system (Figure 1.2-1 g), which can be based 
on RNA-RNA (type I systems), protein-RNA (type III systems) or protein-protein 
(type II systems) interactions29. These systems consist of a toxin, which is produced by 
the cell, and its counterpart the antitoxin, which counteracts the toxin's function. The 
toxin can disrupt cellular processes such as translation, replication, and cell membrane 
destabilization. Usually, these systems are tightly regulated by promoter repression or 
specific transcriptional termination because even a small imbalance will cause the 
toxin to kill the bacterial cell20. Cell toxicity can also result from CRISPR-Cas systems 
(Figure 1.2-1 h), such as the Type VI system Cas13a, which is the subject of this thesis. 
Cas13a is an RNA-guided nuclease that can cleave phage RNA in a non-specific manner 
as a defense response. This means, that both phage and cellular RNA are cleaved, 
leading to a state of cell dormancy that eventually culminates in cell death30.  
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In contrast to the presented defense systems that lead to cell death, there are other 
defense systems that degrade the phage genome, including for example restriction 
modification (RM, Figure 1.2-1 f), argonaute proteins (Figure 1.2-1 i), chemical defense 
(Figure 1.2-1 j), and CRISPR-Cas (Figure 1.2-1 h). The RM systems are part of the 
innate immune system and recognize foreign DNA (Figure 1.2-1 f). They consist of two 
classes of enzymes, a restriction endonuclease that cleaves foreign DNA, and often a 
methyltransferase that methylates cellular DNA. This methylation protects the host 
genome from degradation by the restriction endonuclease. However, this system is not 
very specific and sometimes foreign DNA is also methylated and protected from 
degradation31. Argonaute systems differ conceptionally from RM systems in their 
recognition mechanisms. RM systems directly recognize modifications on the cellular 
DNA, whereas argonaute systems use RNA or DNA molecules for self, versus non-self-
discrimination32. Argonaute-RNA or argonaute-DNA complexes bind foreign 
oligonucleotides and degrade these either themselves or by recruiting other 
nucleases13,33 (Figure 1.2-1 i), inhibiting phage replication. As already mentioned for 
CBASS systems, argonaute systems also have a eukaryotic argonaute analogue, which 
preferentially targets RNA34. Another system, inhibiting phage replication is chemical 
defense (Figure 1.2-1 j). There, a small molecule is synthesized by an enzymatic 
pathway that inhibits phage replication. Recently, prokaryotic viperins were 
discovered, which are predicted to be ancestors of eukaryotic viperins14. The 
prokaryotic protein viperin converts CTP, GTP and UTP to their ddh variants. These 
lack the hydroxy group at the 3’ carbon of the ribose, which inhibits chain elongation 
once incorporated, therefore leading to the termination of phage RNA replication14. 
Interestingly, we make use of this principle in human treatments, such as treatment of 
the herpes virus. The most commonly used treatment is acyclovir, which is also a chain 
terminator, mimicking guanin35. In contrast to RM and argonaute systems, CRISPR-
Cas systems are part of the adaptive immune system and are RNA guided DNA or RNA 
nucleases (Figure 1.2-1 h). As this thesis focuses on a CRISPR-Cas system, the following 
Chapters will explain what CRISPR-Cas systems are, how they work and how they are 
classified. 
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1.3 CRISPR-Cas as adaptive immune system 
 

CRISPR-Cas systems are RNA-guided adaptive immune systems that confer phage 
resistance in bacteria and archaea36. These systems are one of the most prevalent 
antiphage systems and can be found in 50% of bacteria and 87% of archaea37. Although 
these systems differ in the proteins involved, the underlying mechanisms, and the 
general scheme of how phage immunity is acquired is the same38. The acquisition of 
phage resistance is divided into three main steps, adaptation, crRNA maturation and 
expression, and interference (Figure 1.3-1). Adaptation begins with the attack of a new 
RNA or DNA phage, injecting its genome into the cell, or by a mobile genetic element 
entering the cell. The adaptation machinery is often composed of the proteins Cas1 and 
Cas2, which incorporate small DNA sequences of the phage genome called 
protospacers, into the CRISPR array. This CRISPR array is part of the host genome. If 
the invading oligonucleotide is RNA, this RNA needs to be reverse transcribed prior 
incorporation into the CRISPR array39. In DNA-cleaving CRISPR-Cas systems, Cas1-
Cas2 choose specific foreign sequences to be incorporated, which is dependent on the 
protospacer adjacent motif (PAM). The PAM is a 3-5 bp long sequence that is not 
integrated into the protospacer, but it is crucial to distinguish foreign sequences from 
the host sequences40,41. This incorporation into the host genome ensures a heritable 
immunity42 and the incorporated spacers are typically sequences of 25-50 bp in 
lengths, but they can reach up to 72 bp43,44.  

The CRISPR array is part of the host genome and is composed of a leader sequence (L, 
brown in Figure 1.3-1), palindromic repeats (R, gray in Figure 1.3-1), and spacers (S in 
Figure 1.3-1) in a clustered fashion. The repeats are short sequences that are repeated 
and interspaced by spacer sequences. These spacers derive from previous infections 
and act as a cellular memory. Once the protospacer is incorporated into this memory, 
the CRISPR array is transcribed by cellular machinery and additionally one or more 
Cas nucleases are transcribed and translated. Generally, genes of Cas nucleases can be 
found in vicinity of the CRISPR array of the host genome, as defense island45. The 
transcription product of the CRISPR array is the precursor-crRNA (pre-crRNA), which 
is cleaved by Cas ribonucleases or host RNases into its monomeric units, the crRNAs46. 
These crRNAs are recruited by individual Cas proteins, or Cas protein complexes to 
form the surveillance complex. This surveillance complex can bind to the viral genome 
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through sequence complementarity of the crRNA and the viral RNA or DNA, when the 
phage attacks for a second time. Binding activates the nuclease, resulting in single-
strand or double-strand breaks and sometimes even to a collateral, sequence-
independent oligonucleotide cleavage. In DNA-cleaving CRISPR-Cas systems the Cas 
nuclease recognizes the PAM on the foreign sequence prior to cleavage. This prevents 
binding of the surveillance complex to the CRISPR array and degradation of the host 

genome.40 

  

It is worth noting that phages have evolved to counteract CRISPR-Cas systems with 
small proteins produced by the phage or encoded in the prophage and synthesized by 
the host cell. These small proteins are called anti-CRISPR (Acr) 47,48. There are several 
mechanisms by which Acrs can inhibit CRISPR-Cas systems. Acrs can bind to Cas 
proteins by mimicking DNA or RNA, such as AcrIIA449, or they can bind to the protein 
region that interacts with PAM, such as AcrVA150. Both mechanisms inhibit 
oligonucleotide cleavage. Some Acrs can induce dimer formation of Cas nucleases, such 
as AcrIIC3 and Cas9, which inhibits DNA binding51. Acrs have also been shown to have 
enzymatic activity as for example AcrVA1, which binds to the surveillance complex of 
Cas12a, altering the nuclease activity such to degrade crRNA50. 

Figure 1.3-1: General CRISPR-Cas immune mechanism. CRISPR-Cas immunity is divided 
into the adaptation, the crRNA maturation and expression, and the interference step. This 
mechanism is described in detail in the main text. 
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1.4 Class 1 CRISPR-Cas systems 
 

CRISPR Cas systems, are divided into two classes52,53 (Figure 1.4-1). Both have similar 
adaptation modules, which often consist of Cas1 and Cas2, but they differ in their 
effector complexes which drive crRNA maturation and interference. In class 1 systems, 
interference is carried out by several proteins acting as subunits of one effector 
complex54. In contrast, the effector complex of class 2 systems is composed of one 
multidomain protein52. These two classes are further subdivided into types based on 
the effector proteins involved. Class 1 consists of type I, III, and IV and represents up 
to 90% of naturally occurring CRISPR-Cas systems55. Class 1 nucleases cleave double-
stranded DNA (dsDNA), single-stranded DNA (ssDNA), and RNA. Some type III 
nucleases produce cyclic oligoadenylates (cOA) during RNA cleavage, which act as 
messenger molecules that initiate cellular responses56. All class 1 effector complexes, 
called cascades (CRISPR-associated complex for antiviral defense), have a seahorse-
like structure that wraps around the crRNA (Figure 1.5-1, left)55. 

Figure 1.4-1: Organization of CRISPR-Cas systems in 2 classes and 6 types. The genes that 
make up the adaptation, the crRNA maturation, and interference modules are showed as arrows. The 
genes that are only present in some subtypes are outlined with dashed lines and in RNA-targeting 
systems a reverse-transcriptase (RT) is recruited during adaptation. This figure was adapted from the 
review by Wang et al.57 
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1.5 Class 2 CRISPR-Cas systems 
 

Class 2 CRISPR-Cas systems are divided in type II, V, and VI and it is believed that 
these evolved later than class 1 systems, since the functions of class 1 Cascade is 
performed here by one multidomain-protein (Figure 1.5-1)55. The class 2 signature 
proteins of the type II, type V, and type VI CRISPR-Cas systems are Cas9, Cas12, and 
Cas13, respectively54 (Figure 1.5-1). These proteins are of particular interest for 
diagnostic and medical applications, such as genome engineering, as they are easier to 
deliver compared to multi-protein complexes of five or more proteins. Cas9 is the most 
studied Cas nuclease and has been extensively used to develop a genome editing tool58. 
DNA cleavage is performed by Cas9 via an HNH domain and a RuvC-like domain, each 
of which cleave a target DNA strand52. In addition to these two nuclease domains, Cas9 
also has a recognition (REC) lobe that binds to target DNA.59 Cas9 uses two RNA 
strands to recognize and cleave DNA, the crRNA and the trans-activating crRNA 
(tracrRNA), forming partially a duplex (Figure 1.5-1). For gene editing purposes, a 
fusion of crRNA and tracrRNA, called single-guide RNA (sgRNA), was developed. This 
facilitates targeting of specific sequences preceding the PAM 5′-NGG-3′ 52,60.  

 

Figure 1.5-1: Structures of different Cas nuclease-complexes with crRNA and targets. 
From left to right: Example of a class 1 type I cascade complex in comparison to structures of class 2 
Cas complexes. Type II and V systems target DNA, the target strand is highlighted in orange and the 
non-target strand in red. The crRNA is colored in blue. The target of type VI systems is RNA thus the 
orange oligonucleotide is the target RNA. The PDB IDs from left to right are, 6C6661, 4UN362, 5NFV63, 
and 5XWP64. 

 

Like Cas9, also Cas12 has a RuvC-like nuclease domain. However, the domain 
architecture and the cleavage mechanism are different. Cas12, which has one nuclease 
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domain, has to cleave one DNA strand after the other, whereas Cas9 cleaves both DNA 
strands simultaneously63. In general, the Cas12 family is highly diverse, including 
effector complexes that cleave ssDNA and dsDNA (Cas12f), or even complexes that 
show non-specific collateral DNA or RNA cleavage (e.g. Cas12g)65,66. The maturation 
of crRNA also varies between Cas12 and Cas9 systems. For example, Cas12a cleaves the 
pre-crRNA to form the crRNA by itself, while in type II systems, other nucleases are 
recruited, such as RNaseIII for crRNA maturation52. In type VI systems, the pre-crRNA 
cleavage is performed by a specific active site in Cas13. In general type V and type VI 
systems are very similar, they exert a collateral cleavage activity. This means, that both 
cleave RNA and DNA (for type V) or just RNA (type VI) in a sequence unspecific 
manner30,54. Type VI systems target exclusively RNA and cleave via two higher 
eukaryotes and procaryotes nucleotide (HEPN) binding domains67. The advantage of 
this RNA cleaving enzyme is, that it can provide immunity against RNA phages and 
against DNA phages, since also DNA phages produce RNA68–70. Interestingly, the 
sequence of the two HEPN domains in Cas13 are similar to the HEPN domains of Abi 
systems and it is likely, that the Cas13 HEPN domains have evolved from these Abi 
HEPN domains53. 

 

1.6 Cas13a as an RNA targeting CRISPR-Cas system 
 

Type VI CRISPR systems are categorized into 4 main subtypes, each with the respective 
signature protein Cas13a-d52. Additionally, the subtypes Cas13X and Cas13Y were 
recently discovered71. Cas13a, Cas13b, and Cas13c are approximately of the same 
protein size (1228-1118 amino acids), whereas the Cas13d variants are 20-30% smaller 
(928 amino acids)52,72. Independent of this, they all target ssRNA, catalyze pre-crRNA 
cleavage and target RNA cleavage52. In addition, they have collateral cleavage activities. 
Especially the collateral cleavage makes Cas13a a powerful tool for RNA detection, 
RNA knockdown, and therapeutics (Chapter 1.6.2). Before explaining how this tool can 
be exploited, the next Chapter will briefly explain how the immune response with 
Cas13a works, as Cas13a is the main character of this thesis. 
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1.6.1 CRISPR Cas13a immunity 
 

In general, the anti-phage response for Cas13a (Figure 1.6-1) is very similar to the 
CRISPR-Cas immune response shown in Figure 1.3-1. The adaptation of protospacers 
is done by a Cas1-Cas2 complex. But in type VI-A systems, Cas1 is expressed as a fusion 
protein with a reverse-transcriptase, that reverse transcribes viral RNA to DNA before 
incorporation into the CRISPR array39. Interestingly, Cas13a has no PAM preference. 
Some Cas13a variants recognize the protospacer flanking site (PFS) of the target RNA 
(for example Leptotrichia shahii (Lsh) Cas13a), other Cas13a variants don’t recognize 
any PAM or PFS motif (e.g. Leptotrichia wadei (Lwa) Cas13a)73. PFS and PAM are 
essentially both small sequences that are recognized by Cas enzymes for self, versus 
non-self-discrimination. But PAM is found on the target DNA, whereas PFS is found 
on the target RNA74. 

 

After transcription of the CRISPR-array, Cas13a binds to the transcription product, 
which is the pre-crRNA. The pre-crRNA is cleaved by Cas13a to form the crRNA. This 
cleavage is done in a divalent ion-independent manner in the whole Cas13a family72. 
Once the crRNA is formed, Cas13a remains bound to this RNA, forming the 

Figure 1.6-1: Schematic overview of the anti-phage response of Cas13a. RT means 
reverse-transcriptase. The overall mechanism is described in the main text. 
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surveillance complex75. Upon recognition of complementary, invading RNA, the 
surveillance complex binds and degrades this foreign RNA. Upon binding of the target 
RNA, a conformational change occurs, which brings both HEPN domains in vicinity, 
activating the unspecific collateral cleavage of RNA (non-target cleavage, see 
Chapter 1.6.4)64. This collateral cleavage can provide broader immunity against 
multiple viruses, infecting the cell contemporarily. Even though Cas13a systems show 
an unspecific cleavage, they do have a nucleotide cleavage preference. LbuCas13a and 
LshCas13a prefer RNA cleavage at U76, whereas Cas13a from Lwa and Lba prefer AU 
and AC77.  

It was shown that the collateral cleavage activity targets not only foreign, viral RNA, 
but that Cas13a cleaves also bacterial RNA and has a bias towards cellular tRNA. This 
tRNA cleavage negatively affects translation of cellular proteins, leading to cell 
dormancy30,78. 

 

1.6.2 Applications of Cas13a 
 

The Cas protein that has been exploited the most for genome editing, transcriptional 
regulation, and medical application is by far Cas9, which is reviewed somewhere else79. 
However, also Cas13a, was applied as a diagnostic and as a therapeutical tool for 
infamous diseases caused by RNA viruses, which is reviewed in the next paragraphs. 

Based on the collateral cleavage activity of Cas13a, a method for nucleic acid detection 
was developed, called Specific High-Sensitivity Enzymatic Reporter Unlocking 
(SHERLOCK)80. In this paper-based test, the nucleic acids are pre-amplified. An RNA 
sequence containing a fluorophore and a quencher in vicinity is added to the reaction 
mixture. If Cas13a with the corresponding crRNA is added and it does not detect the 
target RNA strand, no fluorescence is seen. If Cas13a with the corresponding crRNA 
detects the target, it activates the collateral cleavage of the fluorophore-quencher 
labelled RNA. The fluorophore and quencher are no longer in close proximity and 
fluorescence can be detected. It was found that RNA and DNA can be detected in vitro 
and in vivo with attomolar sensitivity. This platform was shown to work for Zika and 
Dengue virus detection, on mutated cell-free tumor DNA and on distinguishing 
pathogenic bacteria from non-pathogenic bacteria. SHERLOCK’s sensitivity and 
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applicability was further improved by simultaneously searching for several pathogenic 
nucleic acids in one reaction, by combining Cas13 with the Type III ribonuclease Csm6, 
and by a lateral flow readout, similar to SARS-CoV2 (Severe acute respiratory 
syndrome coronavirus type 2) tests77. In this improved assay, Cas13a cleaves RNA, 
when the RNA sequence of interest is detected, forming 2’,3’-cyclic phosphates. These 
are recognized by Csm6, leading to an additional non-specific RNA cleavage and 
resulting in signal amplification77. Instead of using fluorophore and quencher, for 
which specific fluorescence detection equipment is needed, FAM and biotin are used. 
This enables detection on a lateral-flow readout with antibodies. SHERLOCK was 
clinically validated by establishing a detection assay of SARS-CoV-2 RNA in throat-
swap samples81 and was also used in Nigeria and Sierra Leone to detect the Ebola virus 
and Lassa virus on-site82.  

Further, Cas13a was used to detect specific exosomal miRNAs that are biomarkers in 
breast cancer patients83. Apart from the detection of cancer biomarkers, Cas13a was 
also used to stop cancer growth. It was shown that treatment with Cas13a led to 
apoptosis and cell growth inhibition in human cancer cells, leaving healthy human cell 
growth unaffected. Since tumor growth in mice was also inhibited, Cas13a is an 
interesting system for novel cancer gene therapy approaches84. Also glioma cell growth, 
which are cerebral tumor cells, has been addressed by Cas13a leading to the inhibition 
of intracranial tumors in mice85.  

Another example of potential Cas13a usage are respiratory diseases. As mentioned 
above, SARS-CoV-2 was successfully detected by SHERLOCK in throat-swap 
samples81, but it can also be used to treat it. It was shown that Cas13a degraded 
influenza virus in lung tissues of mice and that it reduced SARS-CoV-2 replication and 
mitigate infections and infection symptoms86.  

In summary, these applications show the massive potential of the CRISPR-Cas13 
system for RNA detection and treatment of human diseases caused by RNA. In the next 
Chapter the molecular and structural basis of Cas13a will be discussed, which is the 
foundation of the proteins function. Further also structurally and mechanistically 
unknown features on the molecular level will be targeted. 
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1.6.3 Structural similarities in the Cas13a protein family 
 

This Chapter deals with the structural features of Cas13a proteins. Special emphasis 
will be placed on Cas13a from Leptotrichia buccalis (LbuCas13a), as this it is the 
protein studied in this thesis. 

Cas13a proteins have a bilobed architecture consisting of the recognition (REC) lobe 
and the nuclease (NUC) lobe (Figure 1.6-2). 

 

Figure 1.6-2: Domain architecture of different Cas13a proteins. NTD and CTD are the N-
terminal and C-terminal domains, respectively87–93. The abbreviations for the organisms are: 
Leptotrichia buccalis (Lbu), Leptotrichia shahii (Lsh), Thermoclostridium caenicola (Tcc), Listeria 
seeligeri (Lse), Rhodobacter capsulatus (Rc), Lachnospiraceae bacterium (Lba). 

Throughout the Cas13a protein family, the REC lobe consists of the same two domains, 
the N-terminal domain (NTD) and the helical-1 domain. In contrast, the NUC lobe 
domain architecture slightly varies. The NUC lobe in most organisms shown here 
(Figure 1.6-2) consists of the HEPN1-I, helical-2, HEPN1-II, Linker, and HEPN2 
domains. In LbaCas13a the linker domain is exchanged by a helical-3 domain, while in 
RcCas13a the linker domain is exchanged by a helical-3 domain and a C-terminal 
domain is added. Structures of Cas13a from all organisms are known in apo and in 
different RNA bound states (Figure 1.6-3). But no complete pathway from apo to the 
cr-and target RNA bound complex is structurally described. Beginning with the apo 
state of Cas13a, two structures have been solved. One from LshCas13a and the second 
from TccCas13a and both structures are lacking the NTD. For the pre-crRNA bound 
complex only the structure of LbaCas13a is known, in which the pre-crRNA is 2 nt 
longer than the crRNA that was resolved in the corresponding crRNA-bound 
structure89. Interestingly, if both known complexes of LbaCas13a are aligned, no 
structural change is visible in the protein. The Cas13a complex with the most 
experimentally solved structures is the crRNA bound complex. Only the structure of 
the crRNA bound TccCas13a is unknown.  
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Figure 1.6-3: Experimental structures of the Cas13a family. Notes are inserted next to those 
structures that were truncated or miss a larger number of amino acids87–93. The crRNA is colored in 
brown and the target RNA in orange. 
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Generally, all crRNA bound structures are similar. The hairpin of the crRNA, the 
crRNA repeat, is bound in the REC lobe, while the crRNA spacer is bound to the NUC 
lobe and is more solvent exposed than the crRNA repeat. Interestingly in Lba, Lbu, 
Lsh, and TccCas13a there are certain regions in the crRNA spacer that are not resolved. 
In Lbu and LshCas13a these regions comprise 9 and 6 nt, respectively. In LbuCas13a 
these are nucleotides 47-52 (Figure 1.6-4 a, shown as dotted line). Generally, this 
region is called seed region. These nucleotides in Lbu and LshCas13a are not resolved 
in the structure of the binary complex but make extensive contacts with the protein in 
the ternary complex87,93. It is supposed that the seed region is the first part of the 
crRNA that binds the target RNA, upon which the A-form-like duplex (Figure 1.6-4 b) 
is formed from the seed region on. 

 

 

Figure 1.6-4: Structural change of bound crRNA in LbuCas13a. a, Binary complex (PDB ID: 
5XWY) with an insert showing the crRNA structure. The seed region is schematically drawn as dashed 
line. b, Ternary complex (PDB ID: 5XWP) with an insert showing the crRNA-target RNA duplex.  

Only two structures are known for the ternary cr- and target RNA bound complex, 
which are from Lbu and Lsh. As briefly described before, an A-form-like duplex is 
formed between the crRNA and the target RNA in both structures (Figure 1.6-4). When 
focusing on the crRNA in LbuCas13a (Figure 1.6-4) it can be seen that some parts 
undergo substantial conformational changes during ternary complex formation. The 
crRNA hairpin at the 3′ region, which is the CRISPR repeat, shows no conformational 
change upon target RNA binding. In contrast, the 5′ region of the crRNA, which is the 
CRISPR spacer, needs to undergo a substantial conformational change to enable 
duplex formation with the target RNA (Figure 1.6-4). On the protein side, the REC lobe 
does not undergo a conformational change in LbuCas13a. But the conformation of the 
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helical-2 domain (light blue domain in Figure 1.6-4) and, to a lesser extent, the linker 
domain, change. The helical-2 domain rotates towards the linker domain to allow 
channel formation, which is needed for the cr- & target RNA duplex. This 
conformational change is in-line with the conformational change seen for LshCas13a 
from the crRNA bound to the cr-and target RNA bound complex93. Additionally, both 
HEPN domains get closer together upon target RNA binding (see Chapter 1.6.4), to 
activate the active site in LbuCas13a for target RNA cleavage. 

 

1.6.4 RNA cleavage in LbuCas13a 
 

Cas13a catalyzes two cleavage reactions, the pre-crRNA and the target RNA cleavage 
and the extend of knowledge of both is different. This Chapter summarizes what is 
mechanistically known about RNA cleavage in Cas13a, especially focusing on 
LbuCas13a. 

Generally, the active site of pre-crRNA cleavage varies in Cas13 proteins from different 
organisms94. In LshCas13a, the pre-crRNA cleavage is catalyzed by the active site 
consisting of R438 and K441 in the helical-1 domain of the REC lobe93. However, in 
LbuCas13a it is not exactly known where the pre-crRNA cleavage site is. There it was 
shown that residues in the helical-1 domain lower pre-crRNA cleavage activity72,75,76,94. 
However, also the NUC lobe modulates pre-crRNA cleavage in LbuCas13a76. There is 
evidence that R1079 in the HEPN-2 domain is required for cleavage75. In previous 
studies the mutation R1079A abolished pre-crRNA cleavage activity, by retaining 
binding of pre-crRNA75. Furthermore, this mutation does not affect target RNA 
binding and cleavage. Specifically, the pre-crRNA is cleaved five nucleotides upstream 
of the hairpin repeat sequence and, interestingly, the cleavage rate can be modulated 
by the hairpin sequence. Changing the length of the hairpin stem or the hairpin loop 
attenuates RNA cleavage, while inversion of the hairpin sequence leads to a strong 
reduction of pre-crRNA cleavage75. The mechanism of pre-crRNA cleavage was 
revealed by the crystal structure of LbaCas13a. There the 5'-end of the pre-crRNA is 
positioned in such a way that a nucleophilic attack can occur by the 2'-OH group of the 
ribose on the phosphate, generating a 2'-3'-cyclic phosphate as a classic acid-base 
reaction product89. The cleavage was shown to be metal-ion independent and the 
postulated mechanism is shown in Figure 1.6-575.  
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Figure 1.6-5: Postulated mechanism of RNA cleavage89. 

Unlike pre-crRNA cleavage, the target RNA cleavage is divalent metal-ion dependent 
and it is approximately 80 times faster than pre-crRNA cleavage75. The target RNA 
cleavage site in Cas13a proteins is generally known. Cleavage occurs at both HEPN 
domains via one R-X4-6-H motif in each domain94. In LbuCas13a this cleavage site is 
composed of R472 and H477 in the HEPN1 domain and R1048 and H1053 in the 
HEPN2 domain (Figure 1.6-6 a, b). Mutation of one of the two R-X4-H motifs to alanine 
abolishes target RNA cleavage, while retaining pre-crRNA cleavage activity and pre-
crRNA, crRNA, and target RNA binding75.  

In LbuCas13a the target RNA is only cleaved when the complementary crRNA is bound. 
Once the target RNA binds to the crRNA bound complex, the target RNA is cleaved, 
and a collateral cleavage is activated, leading to a cleavage of non-target RNA in a 
sequence-independent manner. It is postulated that the target and non-target RNA 
cleavages are performed by the same active site since the cleavage rates are very 
similar.  

Knowing the active site of target and non-target RNA cleavage, allows to rationalize 
why the target RNA needs to bind to the complex to activate cleavage and why collateral 
cleavage per se happens. Upon binding of target RNA, the conformation of the protein 
changes so that residue H477 is turned around towards the HEPN-2 domain (Figure 
1.6-6 a, b). In addition, the two HEPN domains move closer together, resulting in an 
activated cleavage site. By this, the binding of the target RNA is triggering the 
conformational change that alters the geometry of both arginine and histidine residues 
important for cleavage (Figure 1.6-6 a, b). Looking at the overall position of the active 
site in the protein (Figure 1.6-6 c) it is seen that this part is lying in a cleft between the 
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HEPN1 and HEPN2 domains. The two domains are shielding this active site to some 
extent, but it is solvent exposed. This solvent exposure of the cleavage site explains why 
also non-target RNA strands are degraded once target RNA cleavage is activated.  

 

  

Figure 1.6-6: Comparison of the target RNA cleavage site in the binary and ternary 
complex. a, Close-up views of the HEPN1 and HEPN2 domains from the cryo-EM structure of the 
binary complex of LbuCas13a (PDB ID 5XWY)87 are shown in blue and grey, respectively. The residues 
composing the target cleavage site are highlighted in pink and the respective residue is shown at the 
sides. Two residues were mutated to alanine to inhibit target RNA cleavage. b, Same as in a, but for the 
ternary complex of LbuCas13a (PDB ID 5XWP)87. c, Surface representation of the ternary complex, 
rotated by 90°. The magenta area highlights the active site for target RNA cleavage, which is solvent 
exposed. The crRNA is colored in brown and the target RNA in orange. 
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1.6.5 Unknown aspects of LbuCas13a 
 

As mentioned above, structures of LbuCas13a in the crRNA bound and in the cr- and 
target RNA bound states were solved via cryo-EM and X-ray crystallography, 
respectively. However, important conformations on the functional pathway are still 
unknown, such as the conformational changes of domains from apo to pre-crRNA 
bound and to crRNA bound complex. This is especially valid for the REC lobe. The only 
structures of the apo and pre-crRNA bound complexes that exist lack the NTD. This 
makes it difficult to mechanistically understand the initial RNA binding step. 
Generally, structures are missing in the functional pathways of all other Cas13a 

proteins (Figure 1.6-3) as well. This makes it difficult to understand the full process of 
how Cas13a works. Moreover, more than half of the known structures are truncated, 
missing over 100 amino acids or even entire domains at the N- or C- terminus. This 
makes it even more difficult to understand the conformational changes, that underlie 
the proteins’ function. The missing structures can be predicted by AlphaFold2 (Chapter 
1.7.3), launched in 202195 and AlphaFold3 launched in 202496. However, structures 
predicted with AF2 and AF3 cannot explain the dynamics of the protein, which will be 
covered in the next Chapter. Other methods are therefore needed to determine the 
missing structures and to detect and follow the conformational changes that Cas13a 
undergoes upon RNA addition, providing information on the dynamics of the protein. 

 

1.7 Methods for structure determination of biomacromolecules 
 

First, a general distinction needs to be made between the structure and the dynamics 
of biomolecules, e.g. proteins. A protein’s structure is only a snapshot of one specific 
conformation on the conformational landscape97. The conformational landscape of a 
protein consists of many different maxima and minima, each with its free energy. Each 
point on this energy surface represents a distinct protein conformation. In solution, 
several points on this surface and several local minima can be populated, since the 
energy barriers (maxima) between these minima may be small. This leads to proteins 
switching between these local minima, which means that these are switching between 
different conformations. This is what dynamics describe. Protein dynamics are time 
dependent fluctuations of atomic coordinates leading to different conformations of 
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proteins. This process includes rotation of atomic bonds and rotations of entire 
domains, but it does not include cleavage and formation of bonds between atoms98.  

Several methods have been developed to determine structures of proteins, 
oligonucleotides, and their complexes. Some of these methods can only describe one 
structure, others can also describe to some extend the dynamics of a system, which will 
be discussed separately for each method.  

Focusing on the structure, a distinction is usually made between methods yielding 
atomic high-resolution structures of biomolecules including X-ray crystallography, 
cryo-electron microscopy (cryo-EM), and nuclear magnetic resonance (NMR), and 
methods yielding coarse-grained structural information, for example atomic force 
microscopy (AFM), small-angle X-ray or neutron scattering (SAXS/SANS), Förster 
resonance energy transfer (FRET), cross-linking mass spectrometry (XL-MS), selective 
2’ hydroxyl acylation analyzed by primer extension (SHAPE), and electron 
paramagnetic resonance (EPR) pulsed dipolar spectroscopy (PDS)99. Each one of these 
methods has advantages and limitations. Integrative structural biology is the approach 
to combine the strengths of multiple experimental and computational methods to 
develop structural and dynamic models of the biomolecule of interest99. The following 
Chapters will briefly describe the mentioned methods as their ‘classical’ and most 
popular experimental setups.  

 

1.7.1 Methods for atomic high-resolution structure determination 
 

The most common techniques used for protein structure determination at atomic-
resolution are X-ray crystallography, cryo-electron microscopy (cryo-EM), and nuclear 
magnetic resonance (NMR), making up 98.5% of the experimentally determined 
structures (Figure 1.7-1). Most of the deposited structures were solved with X-ray 
crystallography. One advantage of X-ray crystallography is that it has no size 
limitations regarding the biomolecule and that this technique often provides high 
resolution structures. However, it is strongly limited in describing protein dynamics, 
since the proteins are in a crystalline state. 
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Figure 1.7-1: Diagram showing the composition of known experimental structures in the 
protein data bank (PDB). 84% of the experimental structures are solved by X-ray crystallography, 
9% by cryo-EM, 6.5% by NMR, and 1.5% by other methods. Data source: Research Collaboratory for 
Structural Bioinformatics Protein Data Bank (PDB), www.rcsb.org, accessed on the 27.03.2024. 

 

Another limiting factor is the crystallization step, which is a trial-and-error process 
based on large screenings, and which can get very difficult, if not impossible for e.g. 
membrane proteins, very flexible proteins, and intrinsically disordered proteins 
(IDP)100. Due to this, proteins are often truncated, to delete flexible regions and 
facilitate crystallization. However, these regions can be important for the proteins 
function. For nucleic acids, the crystal preparation is also challenging since they have 
structurally a high electrostatic repulsion that origins from the phosphate backbone. 
One method to overcome this is co-crystallization with proteins101. If the biomolecule 
successfully crystallizes, the next challenge is to get crystals that are diffracting with 
high resolution, which can be very tedious. Also, the structures that are solved with X-
ray crystallography represent low-lying energy states on the conformational landscape 
of the protein, leading to crystal packing effects or other artefacts, which are not 
necessarily features important for the proteins function100. Even in the case of collected 
high-resolution data, X-ray crystallography is faced with the so-called phase problem, 
to reconstitute an experimental electron density. Each diffraction spot contains three 
parameters, the wavelength, the amplitude, and the phase. The wavelength is known 
by the wavelength of X-ray diffraction source, which is not altered by diffraction on a 
crystal. The amplitude is known by the intensity of the spots in the diffraction image. 
But a direct determination of the phase is not possible102. Methods to overcome this 
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are molecular replacement, single isomorphous replacement or multiple anomalous 
dispersion102,103. More recently, through the development of AlphaFold2 (AF2, and 
AF3), also computational structure prediction with high accuracy has become 
available, facilitating the solution of the phase problem by molecular replacement95.  

Cryo-EM is a complementary technique to X-ray crystallography, which has 
experienced main developments in the last decades. Initially this technique was used 
for studying viruses and tissues that were stained with heavy atoms (negative stain 
cryo-EM). In the 1980s and 1990s, metal grids were developed and a new method of 
flash-freezing proteins with liquid ethane, being the first part of the so-called 
resolution revolution104. Secondly, in the early 2000s, Henderson, Agard and others 
led the resolution revolution by working on new digital direct electron detectors that 
were first available in 2012104,105. These new detectors enabled beam-induced motion 
correction, leading to resolution enhancement106. At the same time, the third part of 
the resolution revolution was happening with the development of software able to 
model a 3D protein structure out of 2D images. These three key innovations made cryo-
EM a method for biomolecular structure determination with atomic resolution, 
resolving big complexes as the ribosome107 and transcription assemblies108. Unlike X-
ray crystallography, cryo-EM takes a snapshot of the protein in solution, at the freezing 
temperature. This enables to resolve flexibility and multiple conformations of a 
biomolecule in one sample. Another strength of cryo-EM is the small amount of 
biomolecule needed, since single particles are resolved105. As a disadvantage, this 
technique has size limitations of the biomolecule, the lower edge being around 
40 kDa109. Additionally, the sample needs to be vitrified and is measured at cryogenic 
temperatures109. Furthermore, as in X-ray crystallography, very flexible protein 
regions will not be resolved because the conformations will average out by stacking and 
summarizing the single particles109. One exciting development of cryo-EM is cryo-
electron tomography (cryo-ET), enabling 3D reconstitutions of single proteins, but also 
entire cells110. This is interesting, since several conformations of biomolecules can be 
resolved in their native environment (in-cellulo), such as the ribosome111. 

One of the strengths of in-solution NMR is that it can analyze conformational dynamics 
at room temperature. The idea behind structure determination via solution NMR is to 
obtain a set of parameters as dihedral angles and distances between atoms. These are 
used as restraints to build a 3D model of the biomolecule112. For structural modeling, 
the Nuclear Overhauser Effect (NOE), the residual dipolar couplings (RDC), and the 
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paramagnetic relaxation enhancement (PRE) are commonly used. NOE is a 
magnetization transfer process of spins, coupled through space that provides short-
range distances (≤6 Å) and J-couplings, which depend on the dihedral angles112,113. 
RDC relies on the dipolar coupling between nuclei and provides information about the 
relative orientation of the inter-nuclei vectors in biomolecule114. In contrast, PRE relies 
on the dipolar interaction between a paramagnetic center and a nucleus. The classic 
PRE therefore relies on the insertion of paramagnetic centers, as spin labels and can 
provide distance constraints between the paramagnetic center and the nuclei of up to 
20-30 Å114. NMR can further be used to track conformational changes in a time-
dependent manner115. In addition, solution NMR can be very helpful to determine and 
confirm secondary structures of RNA sequences. Here, the imino-protons in the base 
pairs are used, to detect double stranded regions116,117. Newer advances show, that 
through isotope enrichment also protein structures in a cellular environment can be 
solved118. However, even though great improvements have been made, the major 
disadvantage of solution NMR is the size restriction of biomolecules to approximately 
<70 kDa119 for classical NMR. Through advanced NMR techniques as Methyl TROSY, 
structures of 100 kDa proteins can principally be solved120. For larger systems, as 
protein-protein complexes, solid state NMR (ssNMR) can be used. The advantage of 
ssNMR is that it has no size limitation on the biomolecule and that methods as isotope 
labelling121 can be used to simplify the ssNMR spectrum122. Especially for membrane 
proteins, ssNMR became a powerful tool for conformational characterization, since 
these are often not soluble in aqueous solutions, difficult to crystallize and have a high 
molecular weight when considering their membrane mimetic systems123. Recently, 
even a membrane protein structure in E. coli cellular inner membrane was solved124, 
highlighting the power of ssNMR for structure biology. 

 

1.7.2  Coarse-grained methods for structure determination 
 

For X-ray crystallography and cryo-EM the sample is crystallized or vitrified, 
respectively, which does not necessarily resemble the native-like liquid state. 
Additionally, both methods are limited in resolving flexible regions and distinct 
conformations of a biomolecule. While this is the power of NMR, which can be 
measured in liquid solutions, solution NMR is restricted to small biomolecules.  
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Thus, a combination of these methods with low-resolution coarse-grained methods has 
been shown to be very helpful125. Integrative structure biology via coarse-grained 
methods is the tool of choice and can help to unveil a protein’s structure and dynamics. 
These methods include but are not limited to AFM, SAXS/SANS, XL-MS, SHAPE, 
FRET, and EPR PDS.  

One coarse-grained method is AFM, which measures low-resolution topological 
images in the submolecular to subcellular range126. Typically, the molecule is held in 
place on a surface during the measurement by electrostatic interactions between the 
molecule and the surface127. The measurement is made by scanning over the surface 
with a cantilever, equipped with a tip. This tip is in contact with the surface and 
topological changes e.g. through a biomolecule, result in a height adjustment of the 
cantilever and tip. This contact mode, can be performed in liquid solution, and can 
resolve processes in realtime126. The lateral resolution of AFM images is about 0.5-1 nm 
and the vertical resolution is 0.1-0.2 nm128. AFM can be used for example to 
characterize protein structures and shapes, to analyze protein-nucleic acid complexes, 
observe biomolecular assemblies and aggregation, and analyze ligand-induced 
changes129,130. The main drawbacks are, that the biomolecule must be immobilized on 
the surface, the error of the biomolecular size depends on the size of tip, and 
mechanical effects and interactions between the molecule and the tip may occur131,132. 

SAXS and SANS are two complementary techniques that characterize the overall size 
and shape of a biomolecule through X-ray scattering of electrons or neutron scattering 
of nuclei100. During a SAXS experiment the sample is irradiated by an X-ray beam and 
the scattered radiation at small angles is detected133. SAXS is measured on samples 
with resolutions between 1 nm and 1000 nm134. Main advantages of this technique are 
that the sample does not need to be vitrified, crystallized or fixed onto a surface. 
However, an X-ray or neutron radiation source is needed, which is generated for 
example at synchrotron beamlines. Often SAXS is combined with size exclusion 
chromatography (SEC-SAXS). This has the advantage to remove aggregates and 
oligomers prior SAXS, and by this to measure just the scattering contribution of the 
biomolecule of interest134. For integrative structure prediction SAXS helps to restrict 
the conformational space of the biomolecule of interest and is powerful when 
combined to other techniques as for example PDS EPR125. 

XL-MS (also called CL-MS) is used to investigate the structure and dynamics of 
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 biomolecules but also to investigate protein-protein interactions135 and protein-RNA 
interactions.136 The idea is to add a reagent to the biomolecules that covalently 
crosslinks functional groups of the amino acid side chains, followed by enzymatic 
digestion. Since these crosslinkers have a specific length, this length is used as a 
constraint together with the position of the amino acid residues, that have been 
crosslinked. By crosslinking several amino acid residues with different crosslinker 
lengths, diverse constraints can be measured that enables a 3D structure modeling of 
the protein or of protein-protein or protein-RNA interfaces. The strength of XL-MS is 
that also low-affinity interacting partners and transient interaction partners can be 
trapped and analyzed135. However, the analysis of the obtained fragments can be 
challenging135. 

A method that is used for secondary RNA structure determination at single nucleotide 
resolution is SHAPE137. Unpaired nucleotides adopt more conformations, which 
increase the nucleophilicity, compared to base-paired nucleotides. This can be 
exploited, by adding electrophiles, which react faster with the 2’OH of the ribose 
belonging to an unpaired nucleotide, than with one of a base-paired nucleotide137. 
Importantly, this reaction is mostly independent on the type of RNA base138. After this 
chemical modification of RNA, radiolabeled complementary DNA (cDNA) is annealed 
to the RNA of interest and a reverse transcription is performed137. The reverse 
transcriptase stops when the RNA modification or a stable RNA structure is 
encountered and the obtained cDNAs are separated by high-resolution gel 
electrophoresis. Upon comparison with control reactions, a secondary structure model 
of an RNA strand can be developed. 

FRET measures the non-radiative energy transfer between two fluorophores in 
dependence of their proximity. In contrast to the other coarse-grained methods for 
structure determination, classical FRET relies on the introduction of two spectrally 
different fluorophores, a donor and an acceptor that are attached to the biomolecule 
via flexible linkers139. Both fluorophores are dipolarly coupled and the emission 
spectrum of the donor and the excitation spectrum of the acceptor overlap140. Upon 
excitation of the donor, a non-radiative energy transfer to the acceptor occurs. From 
the efficiency of the energy transfer, the FRET efficiency, an interdye distance can be 
calculated with 
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1
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Where r is the interdye distance and R0 is the distance at which the FRET efficiency 
equals 50%, also called Förster radius141. R0 is calculated for each fluorophore pair 
individually and the distance that is measured by FRET is strongly dependent on the 
Förster radius, thus on the fluorophore pair used. The optimal distance for a FRET 
measurement is around the Förster radius, because of the high FRET energy changes 
with respect to the distance in this regime119. In addition to the interdye distance, the 
FRET efficiency also depends on the spectral overlap of the dye pair, and their relative 
orientation119,142:  

𝑅%& =	
0.529𝜅'𝜙(𝐽(𝜆)

𝑁)𝑛*
 (2) 

Here, 𝜅' is the orientation factor, 𝜙( is the quantum yield of the donor,	𝐽(𝜆) is the 

spectral overlap of the donor emission spectrum and acceptor excitation spectrum, NA 
is the Avogadro number, and n is the refractive index of the medium142. The orientation 

factor 𝜅' is one large uncertainty in FRET efficiencies. This factor describes the 

orientation of the acceptor and donor dipole to each other. Usually it is set to 2/3, but 
this is strictly only valid for free-rotating fluorophores in solution140. The highest 
orientation factor value is 4, which is reached by a collinear arrangement140. By a 
parallel orientation of both fluorophores a value of 1 is reached140. Since the orientation 

factor scales with 𝑅%&, this would lead to a distance change of 26% between a collinear 
and a parallel label arrangement, which is quite significant140. If the dipoles are 
oriented in a perpendicular fashion, the orientation factor becomes 0140. So, the 
orientation parameter is a significant uncertainty in FRET measurements. Sometimes, 
the orientation parameter can be estimated through anisotropy measurements, which 
describe the orientational freedom of fluorophores attached to a molecule in their 
excited states, but this is not always possible143. Besides the orientation factor, the 
FRET efficiency sometimes needs to be adjusted by setup-dependent parameters119.  

Furthermore, another drawback of FRET is the size of most fluorophores with flexible 
linkers. The probability of structure perturbation is higher for large labels, compared 
to PDS EPR spin labels, which are usually smaller (Figure 1.8-4)144,145. Further, through 
their long and flexible linkers, fluorophores can also adopt preferred orientations, 
which artificially change the distance measured by FRET119,140. This means that it is 
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 more difficult to transfer the interdye distance to the distance of the protein regions 
undergoing conformational changes119. Generally, a distance error of ± 5 Å is 
commonly estimated for FRET119. 

The strengths of classic FRET measurements are that they can be performed in solution 
with mobile146 or immobilized147 molecules, in vitro147 or in cells148 with ångström 
precision149. Other strengths of FRET are the sensitivity to distances between 
2.5-10 nm, the ability to resolve also dynamic properties of molecules and molecular 
complexes (as also NMR, PDS EPR and others), and the low sample amount needed150. 
In addition, FRET can also detect transition states and very rare events, which is 
similar to XL-MS150. Further, FRET detects only fluorophores in the biomolecules, 
hence there is no size restriction of the biomolecule itself, in contrast to solution NMR, 
and finally one single molecule can be analyzed through smFRET150.  

 

1.7.3  AlphaFold2 and 3 – A method to predict protein structures 
 

As mentioned before, the release of AF2 in 2021 initiated a revolution in structural 
biology, allowing to get a predicted structure for every known protein151. Because AF2 
and AF3 structures were calculated and used in this thesis the following Chapter is 
dedicated to briefly describe what AF2 is and how it roughly works95. Additionally, the 
differences between AF2 and AF3 are briefly discussed. Even though exclusively AF 
was used, it is still worth mentioning that also other models for structure prediction 
have been developed, such as RoseTTaFold152.  

AF2 is an evolutionary-based computational approach that predicts 3D structures of 
proteins and protein complexes (in its multimer variant153) on the basis of the proteins 
amino acid sequence, with experimental accuracy95. It uses a neuronal network that 
was trained with constraints including physical, evolutionary and geometric 
constraints from known protein structures95. An AF2 calculation starts with the input, 
being the amino acid sequence of the protein under study. A multiple sequence 
alignment (MSA) is generated containing various sequences that are similar to the 
input sequence, but not identical. This is done to detect parts in the protein sequence 
that are more likely to be mutated during evolution and to detect possible correlations 
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 between these. At the same time, AF2 generates the first structure of the protein of 
interest, by comparing protein structures in databases as the PDB to the unknown 
protein. This representation is the so-called pair-representation. Once these two pieces 
of information are ready, they are used as input for the neuronal network called 
Evoformer. The Evoformer refines the pair representation based on the MSA and the 
MSA based on the pair representation, which is done in several cycles. Lastly, the 
output of the Evoformer, being an improved MSA and an improved pair 
representation, is put into the structure module. The structure module, also a neuronal 
network, constructs the final 3D structure95.  

Besides the structure of the protein, AF2 also calculates two scores, the predicted 
aligned error value (PAE) and the per-residue accuracy/confidence score of the 
structure, called the predicted local distance difference test (pLDDT). The PAE is a 2D 
matrix that shows the error of each amino acid position with respect to a second amino 
acid at a second position. If for example the PAE is very low between two amino acids 
in two different protein domains, then the domains are predicted to have a defined 
position and orientation toward each other. If the PAE between two residues is high, 
the relative position is insufficiently described and should be interpreted with 
caution154. The second value is the pLDDT, which is a common metric used for protein 
structure prediction154. It uses high values of 100-70 for protein regions that are well 
predicted and low values of 70-0 for regions with low accuracy154. It was shown that 
low pLDDT values can indicate disordered protein regions155. In the human proteome 
it was hypothesized, that 37 – 50% of the proteins include disordered residues and it 
was shown that these greatly correspond to regions with a low pLDDT156,157. However, 
AF2 overestimates disorder in protein sequences155. In addition, low pLDDTs can also 
origin from protein regions with folded domains, that are badly described by AF2 due 
to the lack of co-evolutionary information, or can origin from protein hinge 
regions158,159. In contrast, a high pLDDT score can indicate protein regions, that are 
misfolded in apo and folded when bound to a binding partner. It was shown, that AF2 
predictions sometimes correspond to a bound structure and not the apo structure160,161. 
What this essentially indicates is, that pLDDTs are very difficult to interpret and that 
other methods, as molecular dynamics (MD) simulations can become a very insightful 
addition to the AF2 structure prediction. In addition, the AF2 prediction can also be 
used as an input for MD simulations. 
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AF2 opened a new path of integrative structure biology, when combined with classic 
experimental techniques. As briefly mentioned before, AF2 structures are used for 
molecular replacement in X-ray crystallography, as input for MD simulations and in 
general as starting point for protein structure determination162. Further, AF2 can 
predict structural effects when mutations are inserted in a protein163,164 and can 
generate contact maps between proteins, that can be experimentally used to design 
mutations, that disrupt these interfaces159. However, AF2 results need careful 
evaluation. What AF2 is unable to predict are ligand-bound states, as RNA bound 
states and in general binding partners. It also cannot predict conformational 
ensembles by default, even though there are first attempts to do so165,166.  

In contrast to AF2, AF396 can predict structures with binding partners as ions, small 
molecules and oligonucleotides. Further AF3 can implement several residues with 
post-translational modifications into the prediction of protein structures. One main 
difference between AF2 and AF3 is that the code of AF3 is not accessible for research. 
An AF3 server167 was launched, where researchers can upload sequences of interest for 
structure prediction. The prediction is easy to perform and fast. As in the AF2 
multimer, oligomeric structures can also be predicted with AF3 but with higher 
accuracy. This higher accuracy is achieved for example by replacing the Evoformer with 
a simpler Pairformer module, which reduces the amount of MSA processing. In 
addition, the structure module is replaced by a diffusion module, which directly 
predicts atom coordinates, and the training sets were adjusted. Regarding accuracy, 
protein structure predictions were tested against a test set of proteins and protein 
complexes. It is worth noting that even though the accuracy of apo protein structure 
prediction was found to be 86.9% for AF3 (85.5% for AF2.3 multimer), the accuracy of 
complexes can be very low (Table 1.7-1). Especially protein-RNA complexes have a very 
low mean accuracy of 39.4%. This is still more accurate than RoseTTAFold2NA168 
(19%), but also these structures need careful evaluation. Since AF3 was released during 
the writing process of this thesis, it is unclear if and to which extend conformational 
ensembles can be calculated.  
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Table 1.7-1 Mean accuracy of AlphaFold396. 

prediction of mean accuracy [%] 
protein monomers 86.9 

protein-protein 76.6 
protein-dsDNA 64.8 

protein-RNA 39.4 
protein-small ligands 76.4 - 93.2 

RNA 54.5 
 

Despite AF3 revolutionizing protein structure predictions, no information about the 
dynamic behavior of proteins is given. There, Molecular Dynamics (MD) simulations 
can be applied as an additional theoretical method. MD simulations generate a time 
series of protein conformations by solving Newton’s equations of motion for every 
atom in the biomolecule for each time step. These conformations are typically 
simulated over a time frame of nano- to microseconds169,170, but also time scales over 
microseconds have been achieved171. A movie is generated from these single 
conformations called a trajectory. Conveniently, AF3 structure predictions, as well as 
experimental structures can be used as starting points of these simulations. Despite 
dynamic information about the protein conformational ensemble, also thermodynamic 
properties can be obtained, as free energies and entropies171. 

 

1.8 EPR spectroscopy 
 

In the following Chapters the focus is set on EPR spectroscopy as method for structure-
function elucidation in biomolecules. This gives basic knowledge to understand and 
interpret the measurements performed in this thesis. For in depth understanding of 
the theory behind EPR spectroscopy and the underlying spin physics, the reader is 
referred to the following literature172–178. 

Electron paramagnetic resonance (EPR) or electron spin resonance (ESR) 
spectroscopy is a physical method to detect and characterize paramagnetic species. It 
is the best resolved and sensitive method used on paramagnetic centers177. EPR can be 
applied on biomolecules in vitro in liquid179 or in frozen solution125,180, in 
membranes181, and in cells182,183. Measurements are typically performed at micromolar 
concentrations184, but also dilutions up to nanomolar concentrations182,185,186 have 
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been reached. Since paramagnetic centers often need to be inserted into a biomolecule 
and since in EPR electron spins are selectively targeted, EPR has no size restriction 
regarding the biomolecule187,188. Similar to FRET, EPR can resolve conformational 
changes by distance measurements that can be done via continuous wave (cw)-EPR189 
or via pulsed EPR177. The distance range that can be measured with cw-EPR is up to 
2.5 nm190 and the distance range that can be measured with pulsed EPR is typically 
1.5–8 nm119,184. But, upon full deuteration of the protein, also longer distances of 16 nm 
have been resolved with pulsed EPR 191,192. Further, PDS EPR resolves conformational 
distributions by performing ensemble measurements with ångström precision. Time 
resolution in the milli and microsecond regime can be achieved through additional set 
ups, as freeze-quench techniques193,194 and microsecond freeze-hyperquenching 
(MHQ)195. But also the nanosecond time regime is accessible through transient EPR 
techniques196. These techniques enable to give time-dependent insights, and to follow 
conformational changes and ligand binding events. 

 

1.8.1  cw-EPR spectroscopy 
 

The object of study in EPR spectroscopy is the electron, which has an angular 

momentum called spin 𝑠. The length of this vector is 

|𝑠| = ħ;𝑠(𝑠 + 1) (3) 

, where the spin quantum number s is given by s=₁⁄₂ and ħ is the Planck’s constant 

divided by 2p197. The spin vector has three components, sx, sy, and sz. The electron is a 

small magnet and its magnetic moment µe is aligned with the spin vector but has the 

opposite direction due to the negative charge177. 

𝜇+====⃗ = 	−𝑔+
𝑒

2𝑚+
𝑠 (4) 

The magnetic moment of the electron depends on the elementary charge e, the resting 
mass of the electron me, and the g-factor of the free electron, being 2.0023198. The g-
factor is similar to the chemical shift in NMR and defines the position of the absorption 
signal in EPR, which depends e.g. on the ligands and coordination symmetry177: 

𝑔 =
ℎ𝜐
𝜇,𝐵%

= (7.144775 × 10-')
𝜐
𝐵%
	[𝑀𝐻𝑧/𝑚𝑇] (5) 



 
EPR spectroscopy 

35 
 

If a magnetic field B0 is externally applied, the spin vector aligns with the external field 
either in the same direction, parallel, or in the opposite direction, antiparallel to B0. So, 

the z-component of µe and s can be written as: 

𝜇+,/ = −𝑔+𝜇,𝑚0 (6) 

𝑠/ = 𝑚0ħ (7) 

Here, µB is the Bohr magneton198. This introduces the second quantum number, 

besides s, which is the magnetic quantum number ms. Since the sz component is 
known, sx and sy cannot be determined (Heisenberg’s uncertainty principle). The 
magnetic quantum number ms can take values of +₁⁄₂ and -₁⁄₂ for s=₁⁄₂, or, more 
generally: 

𝑚0 =	−𝑠,−𝑠 + 1,… ,+𝑠 (8) 

𝑀 = 2𝑠 + 1 (9) 

M is the multiplicity, which describes the nature of a spin state, e.g. doublet state (M=2) 
for s=₁⁄₂, triplet state (M=3) for s=1199. 

The energy E of the magnetic moment oriented along the z-axis is given by198: 

𝐸 = −𝜇+,/𝐵% = 𝑔+𝜇,𝑚0𝐵% (10) 

Without an external magnetic field, both electron states (ms=+₁⁄₂ and ms=	-₁⁄₂) are 
degenerate. But upon applying an external magnetic field B0, both states are split into 
two states with different energies, called Zeemann splitting (Figure 1.8-1 a). The 
interaction between the electron magnetic moment and B0 is called Zeemann 
interaction200. Consequently, the energies of the two spin states are: 

𝐸
1!23

4
'
= +

1
2𝑔+𝜇,𝐵% (11) 

𝐸
1!"-

4
'
= −

1
2𝑔+𝜇,𝐵% (12) 

And the energy difference between both states, which is the resonance condition, is: 

∆𝐸 = 𝑔+𝜇,𝐵% = ℎ𝜐 (13) 

In general, in an EPR sample, more spins are occupying the lower energy state, being 
the ms=-₁⁄₂ state. There, the occupation numbers are given by the Boltzmann 
distribution: 

𝑁1!234/'

𝑁1!2-4/'
= 𝑒

-6#
7$ = 𝑒

-8#9$,%
7$  (14) 
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N are the occupation numbers of the respective spin state, T denotes the temperature 
and k is the Boltzmann constant200. Interestingly, the ratio of the occupation numbers 
at T=298 K and B0=3000 G is 0.9986. As a comparison, in NMR it is 0.99999, which 
means that the lower state is populated more in EPR than it is in NMR197. 

To acquire a cw-EPR spectrum, an external magnetic field is applied to the 
paramagnetic sample, the energy states are split, and a continuous microwave is 
additionally applied. In addition to the Zeeman effect for electrons, also the nuclear 
spins undergo a nuclear-Zeeman splitting. So, in analogy to the spin quantum 

numbers, the nuclear quantum numbers are 𝐼, the nuclear spin and mI, the 
corresponding magnetic quantum number. In EPR a transition occurs when just an 
electron is flipped, which means that the selection rules can be summed up by201:  

∆𝑚0 = ±1	𝑎𝑛𝑑	∆𝑚: = 0 (15) 

The magnetic moment of the electron spin can interact with the magnetic moment of 
a nearby nuclear spin I, if it is greater than zero. This interaction is referred to as the 
hyperfine interaction. The hyperfine coupling leads to the splitting of the EPR signal 
into 

𝑀 = 2𝐼 + 1  (16) 

lines, where M is the multiplicity. For Nitroxide radicals as MTSL, the naturally 
occurring isotope 14N has a nuclear spin I =1, consequently a multiplicity of 3 (Figure 
1.8-1 d-f). This means that the EPR spectrum of a nitroxide has three lines. 
Additionally, MTSL has carbon atoms, where the isotope 13C has a nuclear spin I=1/2, 
leading to an additional doublet signal. However, because of the low natural abundance 
of 13C, this doublet is often not detected173. The extent of this splitting is described by 
the isotropic coupling constant Aiso, which is dependent on the magnetic moment of 
the nucleus and the spin density at the nucleus, hence the spin density in the s-orbital, 
since it is the only orbital having spin density at the nucleus. The hyperfine splitting 
can give information about the environment of the electron and about the different 
nuclei that are coupled to this electron201.  

For the detection of cw-EPR spectra, usually, the magnetic field is swept, and the 
microwave frequency is kept fixed at the resonator frequency. To increase sensitivity, 
a second smaller modulated magnetic field is applied to the sample, which enables 
lock-in detection and the detection of the first derivative of the absorption signal 
(Figure 1.8-1 c and f).173 
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Figure 1.8-1 Schematic energy level diagrams without and with electron-Zeeman 
interaction and hyperfine interaction. a, For a spin ½ system and an increasing external magnetic 
field, the two degenerate electron spin states increasingly split into two energetically different states. b, 
When the resonance condition is fulfilled, an absorption line is generated. c, The spectrum that is 
measured is the first derivative of the absorption spectrum in b197. d, Schematic energy diagram of a 
s=½, I=1 system under consideration of the electron-Zeeman interaction (light blue) and the hyperfine 
interaction (dark blue)202. e, The three transitions highlighted in d are shown as an absorption curve. f, 
Analogously to c, the first derivative of e is measured as cw-EPR spectrum. The spectrum is centered 
around the g-factor. 

 

When describing a paramagnetic center in the solid phase, the g anisotropy needs to 
be considered. For biological samples PELDOR time traces are often acquired in the 
solid phase, at cryogenic temperatures at e.g. 50 K. In a liquid solution, the radical 
rotates faster than the EPR scale and it has no preferred orientation to the outer 
magnetic field173. But in a frozen solution, in crystals or solids, the radicals have a fixed 
orientation in an outer magnetic field, resulting in EPR spectra broadening. Also the 
increase of viscosity leads to anisotropic behavior, as well as the attachment of a spin 
label to a biomolecule, due to the decreased rotating motion (Figure 1.8-2)172,173. 
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Figure 1.8-2: Exemplary X-band cw-EPR spectra of a, the nitroxide spin label MTSL in liquid 
solution at room temperature, and b, MTSL bound to LbuCas13a at room temperature. 

 

These orientation dependent anisotropic contributions to the EPR spectra can origin 
from g anisotropy, hyperfine anisotropy, and dipolar and exchange coupling of 
multiple electrons173. If an EPR spectrum has an anisotropic behavior, the g-factor 
becomes a g-tensor with 3x3 values, where the diagonal elements correspond to the 
gxx, gyy, and gzz factors. Analogously, also Aiso becomes an A-tensor with Axx, Ayy, and 
Azz values as diagonal173. 

For biochemical purpose, the different shapes of EPR spectra are used to detect and 
quantify the successful attachment of a spin label to a biomolecule, since the area of 
the absorption signal is proportional to the number of spins. Further it is used to study 
the dynamic properties of a biomolecule, e.g. the motion or flexibility changes of a 
certain protein site upon external changes as ligand binding, and to measure distances 
up to 2.5 nm190,172.  

 

1.8.2  Pulsed dipolar spectroscopy 
 

Pulsed EPR techniques can be divided into several groups. The most widely used ones 
are the hyperfine spectroscopy, and the dipolar spectroscopy. Hyperfine spectroscopy 
focuses on the interaction between electrons and nuclei, while dipolar spectroscopy 
focuses on interactions between electrons203. The information obtained through 
hyperfine spectroscopy regards the electronic and spatial structure of a single 
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paramagnetic center and its environment. The paramagnetic center can be transient or 
stable e.g. metal centers in proteins. Pulsed dipolar spectroscopy (PDS) techniques 
enable the measurement of distances between commonly 1.5 nm to 10 nm191,203. PDS 

measures the dipolar coupling 𝜔;; between two paramagnetic centers, which is given 
by 

𝜔;; = 𝜔;;% (1 − 3𝑐𝑜𝑠'𝜃) (17) 

𝜔;;% =
𝜇%𝜇,'𝑔)𝑔,
4𝜋ℏ𝑟),<

 
(18) 

, where 𝜔;; is the dipolar splitting, 𝜇% is the permeability of the vacuum,	𝑔)𝑔, 	are the 

g-factors of spins A and B, ℏ is the Planck constant divided by 2𝜋, 𝑟), is the interspin 

distance, and 𝜃 is the angle between the magnetic field B0 and the distance vector 𝑟), 
(Figure 1.8-3c)203,204. Equation (18) shows that the dipolar coupling is inverse 

proportional to the interspin distance	𝑟),< . If the dipolar interaction is strong, meaning 
that the distance between those spins is small, then the EPR line splitting can already 
be seen in cw-EPR205.  

In general, PDS techniques include single frequency and double frequency techniques. 
In single frequency techniques one microwave frequency is used to excite two different 
spins, whereas double frequency techniques use two different frequencies to address 
each spin individually206. The most common single frequency techniques are double 
quantum coherence (DQC)207, single frequency technique for refocusing dipolar 
couplings (SIFTER)208, and relaxation-induced dipolar modulation enhancement 
(RIDME)209. Whereas the most common double frequency technique is pulsed 
electron-electron double resonance (PELDOR), also known as double electron-
electron resonance (DEER)210. 

 

1.8.2.1 PELDOR 
 

In general, PELDOR is a pulsed double frequency EPR technique, that enables to 
separate and measure experimentally the dipolar frequency. From the dipolar 
frequency, the interspin distance is determined according to Equation (18). The initial 
three pulse PELDOR sequence was developed in the early 1980s211,212 and was further 
developed by introducing the dead time-free four pulse PELDOR210, which is the pulse 
sequence used in this thesis (Figure 1.8-3, right).  
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In the four-pulse PELDOR experiment a Hahn echo sequence %=
'
− 𝜏4 − 𝜋( is applied 

at the observer frequency. This generates a Hahn echo of maximal intensity after the 

time interval of 𝜏4(Figure 1.8-3, right). If a =
'
 pulse is applied, the magnetization is 

rotated to the x-y-plane and dephases in the x-y-plane. After the time 𝜏4, a 𝜋 pulse is 
applied, which leads to inversion of the spin packets for 180°. After the same time 

interval 𝜏4the spin packets refocus, and an echo is formed. 

 

Figure 1.8-3: Four-pulse PELDOR experiment. left, Schematic representation of the distance 
vector between spin A (blue) and spin B (yellow), the magnetic field B0, and the angle 𝜽 between both 
spins213. right, pulse sequence214 with the observer frequency (blue) acting on spin A and the pump 
frequency (yellow) acting on spin B. During the experiment, the area of the refocused echo is measured 
in dependence of the time between the Hahn echo and the pump pulse, generating the time trace on the 
bottom. This oscillates with the dipolar frequency. The detailed description of the pulse sequence is in 
the main text. 

In the PELDOR sequence (Figure 1.8-3), after the Hahn echo and after the delay of 𝜏', 

an additional 𝜋-Pulse is applied. This generates a refocused echo after the delay time 

𝜏'. Between the second and third observer pulses (both 𝜋-pulses) an additional 𝜋-pulse 
is applied to the spin B packet at the pump frequency. This flips spin B for 180°. The 
integral of the refocused echo is acquired in dependence of the time, between the first 
Hahn echo and the pump pulse (Figure 1.8-3). This generates the time trace, which 
oscillates with the dipolar frequency.  

Generally, a distinction can be made between physical methods that measure 
ensembles, e.g. PELDOR, and those measuring single molecules, e.g. FRET. In the 
context of investigating the dynamics of a system, single molecule measurements 
describe the dynamics on one single molecule. While ensemble measurements describe 
the dynamics of a system by looking at many molecules contemporarily, describing the 
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homogeneity or heterogeneity of a set of molecules. In PELDOR a set of spin pairs in a 
set of biomolecules are measured at the same time and the PELDOR signal is divided 
into an intramolecular part, originating from a spin pair in one molecule, and an 
intermolecular part, originating from spin pairs of two different biomolecules in 
vicinity. The intramolecular dipolar part of the PELDOR signal, being the echo 
amplitude, is given by the product of each electron-electron coupling: 

𝑉>?@AB(𝑡) =a(1 − 𝜆>b1 − cosb𝜔),,>𝑡ff)
>

 (19) 

with 𝜆> being the fraction of inverted spins by the pump pulse, and 𝜔),,> the dipolar 

coupling214. As a result, PELDOR spectroscopy does not measure a single distance, but 
an entire distribution of distances in the sample. In a biochemical context, PELDOR 
spectroscopy enables to measure the most probable distance between two spin labels 
in a biomolecule and enables to get information about the flexibility of the labelled 
regions. A narrow distance distribution means that the spin labelled protein regions 
are rigid towards each other and a wide distance distribution means that the spin 
labelled protein regions are flexible toward each other. The width of a distance 
distribution is also dependent on the spin label, since spin labels with a long linker 
have a higher rotational freedom than spin labels with a short linker. Hence the 
distance distribution of a spin label with a long linker is wider than a spin label with a 
short linker (Chapter 1.8.4). 

The signal of the time trace does not only include the component from intramolecular 
spin contributions, but also from intermolecular contributions, meaning, from spins in 
neighboring biomolecules214.  

𝑉(𝑡) = 𝑉>?@AB(𝑡)𝑉>?@+A(𝑡) (20) 

The higher the concentration of the biomolecule gets, the greater is the intermolecular 
component214,215. 

𝑉>?@+A(𝑡) = 𝑉@2%exp j	 −
𝑐𝑡𝜆

1.0027𝑚𝑚𝑜𝑙𝐿-4𝜇𝑠m 
(21) 

Here, 𝜆 is the fraction of inverted spins, c is the spin label concentration, and the 

constant 1.0027𝑚𝑚𝑜𝑙𝐿-4𝜇𝑠 = 9√3ℏ/(2𝜋𝑔)𝑔,𝜇%𝜇,'𝑁)), where 𝑁) is the Avogradro 
constant. For samples, in which the distribution of biomolecules is homogeneous, 

𝑉>?@+A(𝑡) simplifies to the stretched exponential function216:  



 
Introduction 

42 
 

𝑉>?@+A(𝑡) = exp	(−𝑘;+C𝑡( <⁄ ) (22) 

D is the dimensionality or fractal dimension, being 3 for a homogeneous sample in a 
three-dimensional solution and 2 for systems in a two-dimensional space as lipid 

bilayers and 𝑘;+C is the decay rate constant. From this equation the local spin 
concentration can be determined by a semi-logarithmic plot 217: 

𝑉>?@+A(𝑡) = exp	(−𝜆𝑘%𝑐𝑡( <⁄ ) (23) 

From the slope: 

𝑘-4 = 1.0027
10<

𝜆𝑐  
(24) 

c is the molar concentration and usually the fraction of inverted spins 𝜆 at Q-band is 
0.2-0.35217, depending on the pump pulse length. To reliably separate the 
intramolecular from the intermolecular signal component it is favorable to measure 
the PELDOR time trace such that the modulation is fully damped, however this is not 
always experimentally achievable215.  

Since PELDOR and FRET are very similar distance measurements they are briefly 
compared in the next paragraph. 

 

1.8.3 Comparison of PELDOR and smFRET 
 

Both techniques enable distance measurements. As stated above, PELDOR resolves 
distance distributions in the regime of 1.5-10 nm and up to 16 nm for deuterated 
proteins191. For smFRET the distance range is around 3-8 nm119. A distance error of 
± 5 Å is commonly estimated for FRET, which is slightly larger than for PELDOR, being 
around ± 3.5 Å119. A major difference between both techniques is that smFRET is a 
single molecule measurement and PELDOR an ensemble measurement. As described 
before, smFRET investigates the dynamics of a system by observing one single 
molecule in a time-dependent manner. In contrast, PELDOR investigates the dynamics 
of a system by observing a greater number of molecules at the same time, as a snapshot. 
Hence, PELDOR is mostly measured in frozen solution at 50 K to get a snapshot of the 
biomolecules in solution. In principle it is also possible to measure PELDOR in 
aqueous solution, but this requires specific labels as trityls and large or immobilized 
biomolecules218. A smFRET experiment is usually performed at room temperature to 
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measure the dynamics in real time. It can be performed at cell-culture conditions and 
time resolution is easily achieved down to micro- and nanoseconds. For PELDOR, 
freeze quench techniques exist that have achieved microseconds resolution but often 
with demanding handling195. The amount of the sample needed for a PELDOR 
measurement is 60 µL with typical concentrations around 10-50 µM (corresponding to 
0.6-3 nmol spins), but also measurements up to 10 nM186 have been done. For 
smFRET, only 100-400 µL of a 15-100 pM protein solution is needed (corresponding 
to 0.0015-0.04 pmol)119. Regarding measurement times, a PELDOR measurement can 
take from an hour to up to days, while smFRET measurements on diffusing molecules 
take on average 30-60 min and on immobilized molecules minutes to hours119. 
smFRET is mostly done with two different labels, while for PELDOR just one type is 
needed. This makes the sample preparation and data analysis easier. 

In PELDOR sometimes different cryoprotectants can lead to different distance 
distributions and conformations, for example due to interactions between the 
biomolecule and the cryoprotectant. On the other side, the fluorophore labels in 
smFRET are larger, compared to spin labels and have long linkers (Figure 1.8-4). These 
linkers permit the fluorophore to interact with the surface of the biomolecule. 
Sometimes fluorophores have preferred orientations and stick on the protein surface, 
which then can compromise the distance measurement119. 

 

1.8.4 Spin labelling of proteins for EPR studies 
 

The prerequisite for EPR on biomolecules is that they need to contain paramagnetic 
centers. Some proteins inherently incorporate metal ions as cofactors, such as Fe3+ 219 
or Cu2+220. Some other proteins undergo transient paramagnetic states due to radical 
transfer, as the tyrosyl radical221. But many other proteins are diamagnetic and EPR 
silent222. For those proteins paramagnetic centers can be introduced for example 
through diamagnetic to paramagnetic metal ion exchange223,224, where Mg2+ is 
replaced by Mn2+. This technique is also convenient when studying oligonucleotides, 
in which Mg2+ is often bound as a cofactor and is important for folding225,226. Since 
many proteins do not bind metal ions, one of the most common technique for spin label 
incorporation is site-directed spin labelling (SDSL)227. SDSL is a combination of site-
specific mutagenesis on the DNA level, in which a specific chemical moiety is 
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introduced into the protein, and a labelling reaction, in which the label carries a second 
chemical moiety orthogonal to the one on the protein228.  

In the context of SDSL the paramagnetic labels can consist of metal complexes with 
e.g. Cu2+  229–231 or Gd3+  232–234 or they can consist of stable radicals as nitroxides235–237 
or trityls182,238–240 (Figure 1.8-4 b-d). 

 

 

Figure 1.8-4: Chemical structures of selected labels used for smFRET and EPR. a, Alexa 
Fluor 647 is a common label used for smFRET241. b, The trityl spin label SLIM182. c, DOTA-Gd242. d, 
The nitroxide spin label MTSL. c, and d form disulfide bonds upon cysteine labelling and all four labels 
are attached to the protein via cysteines. 

 

Nitroxides are stable radicals, in which the electron spin density is mostly delocalized 
on the N-O bond, with around 60% at the oxygen and about 40% of spin localization 
at the nitrogen243. The stability of these radical species origins from sterical shielding 
through e.g. methyl- or ethyl- groups. The larger the shielding, the higher the radical 
stability in reducing conditions244. Even though nitroxides are stable radicals and well 
suited for in-vitro EPR studies, they are not suited for in-cell measurements because 
they are quickly reduced under cellular conditions. The nitroxide core is attached to a 
linker and to a bioconjugation group. In the context of SDSL, the bioconjugation 
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groups on the label and on the protein, and therefore the labelling reaction, can vary 
widely (Figure 1.8-5).  

 

Figure 1.8-5: Selection of labelling reactions for protein and oligonucleotide spin labelling 
with nitroxides. The linker region between the protein and the label is highlighted in blue. a, Labelling 
reaction of a cysteine residue with MTSL in which a disulfide-bond is created245. b, Labelling reaction of 
a cysteine residue with the spin label maleimido-proxyl246. c, Labelling reaction of copper and 
nitrilotriacetic acid with the protein containing a double-histidine motif229.d, Labelling reaction of the 
unnatural amino acid p-acetyl-L-phenylalanine with the nitroxide label HO-4120247. e, Labelling 
reaction of p-azido-L-phenylalanine with alkyne-proxyl243. f, Labelling reaction of 5-ethynyl-2'-
deoxyuridine with a gem-diethyl isoindoline nitroxide bearing an azide moiety. R1 and R2 denote the 
continuing RNA chain244. 

 

The target moiety at the protein is often a cysteine residue237,239, but also other targets, 
such as histidines231 for copper labelling and unnatural amino acids like para-acetyl-
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L-phenylalanine247 or para-ethynyl-L-phenylalanine248 are used (Figure 1.8-5). 
However, the spin labelling strategy that is used the most in diamagnetic proteins is 
cysteine labelling with MTSL (Figure 1.8-5 a). The R1 side chain, which is the reaction 
product, has been shown to be tolerated at various protein sites and various proteins172. 
The labelling reaction itself, as well as the work-up after the reaction are easily 
performed with high labelling efficiencies, and the reaction is very robust, if no 
reducing agents are present. Under reducing conditions, such as the presence of TCEP, 
DTT or reducing conditions in cell, disulfide bonds are reversible and are easily 
reduced236. Nitroxides generally have short lifetimes in the range of minutes to hours, 
since they are easily reduced to hydroxylamines236 and in these cases trityls show much 
longer lifetimes182. The linkage of the maleimido-proxyl spin label with a maleimide as 
bioconjugation group is more stable than the disulfide bond245 (Figure 1.8-5 b). The 
labelling reaction is equally easy to perform, compared to MTSL, but the pH of the 
labelling reaction is crucial for site specific labelling, since maleimides also react with 
amines. Therefore, the labelling reactions should be performed around pH7, where 
maleimides react 1000-times faster with sulfhydryls, than amines249.  

Even though cysteines are rare in proteins (0.5-2.26%)250, the labelling via cysteines 
requires a protein without native cysteines on the protein’s surface, to allow freedom 
in the choice of labelling sites. This can be difficult to achieve for proteins with many 
cysteines and for proteins including functionally relevant cysteines. Copper-NTA 
labelling (Figure 1.8-5 c) and unnatural amino acids (Figure 1.8-5 d, e) overcome this 
issue. For copper-NTA labelling, two histidines are incorporated into the protein via 
mutagenesis. These are placed into the amino acid sequence in such a way that they 
are separated by four amino acids in an α-helix or two amino acids in a β-sheet229,231. 
This ensures that the geometrical requirement for copper-complex formation is 
fulfilled. Another advantage of this labelling method is the reduced rotational freedom 
or the radical with respect to the Cα atom of the labelled amino acid residue. This is 
favorable, since it reduces conformational distributions seen in the PELDOR distance 
distributions, which could cover distance distributions that origin from protein 
movements.  

The insertion of unnatural amino acids is more difficult from a biochemical 
perspective. The unnatural amino acid is encoded on the DNA basis via a stop codon. 
For this, usually the amber codon (UAG) is used, which is rarely present in bacterial 
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genes251. By supplying the bacteria with a plasmid containing a complementary set of 
tRNA and aminoacyl-tRNA synthetase, the stop codon is recognized as the codon of 
the unnatural amino acid252–254. However, since truncation products are formed, 
consequently the protein yields are lower, and often the expression of the protein of 
interest needs to be adapted. Once the protein is isolated, unnatural amino acids 
containing a unique functional group can be selectively labelled e.g. via copper-I 
catalyzed azide-alkyne cycloaddition, also known as click-chemistry (Figure 1.8-5 e)243. 
Click chemistry is also used for spin labelling of RNA (Figure 1.8-5 f) on unnatural 
nucleotides184,244.
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1.9  Aim of this thesis 
 

Cas13a has applications in medical therapies and diagnostics80,83,85. Since it is an 
exclusive RNA nuclease it can also have potential important roles in the future for 
defeating RNA viruses.  

During the functional pathway, Cas13a undergoes a multiple-step RNA-binding and 
RNA cleaving process with several distinct conformational states. Structures of all 
complexes on the functional pathway are known, but they origin from Cas13a proteins 
of different organisms. Further, these available structures are only snapshots of the 
functional pathway, but no information about the protein’s dynamics as a biomolecular 
machinery is available. To study conformational changes and the dynamics of this 
protein from one organism, we chose Cas13a from Leptotrichia buccalis for two main 
reasons. Firstly, two structures of this protein have been solved that are not truncated. 
Secondly, the number of cysteines was important. LbuCas13a has three native cysteines 
(C293, C348, and C1141), whereas LbaCas13a, where also two experimental structures 
were solved, has 12 cysteines. Since spin labelling via cysteines was chosen for this 
thesis, it is beneficial that the protein has little or no native cysteines.  

While for LbuCas13a experimental structures of the crRNA bound and the cr- and 
target RNA bound complexes are known, the apo state and the pre-crRNA bound state 
are unknown. Consequently, a whole picture of conformational changes that this 
protein undergoes is missing and mechanistic insights are not fully understood, such 
as how the apo protein recognizes the pre-crRNA and crRNA. Further, it is unknown 
if there are potential intermediate states between the apo, pre-crRNA bound, crRNA 
bound, and cr- and target RNA bound states. Intermediate states could also be formed 
during the cleavage of pre-crRNA and target RNA. Additionally, it is unknown if the 
ternary complex dimerizes in solution, as seen in the asymmetric unit of the crystal 
structure of LbuCas13a, or if this phenomenon is due to crystal packing effects. 

This is what is investigated in this thesis, mainly by means of PELDOR spectroscopy. 
For this, in a first part, the wildtype protein, as well as the RNA sequences need to be 
produced and labelled in an efficient and reproducible way. So, the first part of the 
thesis will focus on the development of basic biochemical techniques for our 
laboratory, such as a robust protein expression and protein purification protocol and 
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the generation of RNA strands via in vitro transcription. To guarantee functional 
integrity of all subsequently used Cas13a variants, the pre-crRNA and target RNA 
cleavage assays as functionality assays were optimized. The second part deals with the 
preparation and optimization of Cas13a for PELDOR spectroscopy measurements. For 
this, a labelling strategy was developed, which is finally based on a generated cysteine-
free Cas13a construct. The last part will focus on conformational changes Cas13a 
undergoes from the apo to the cr- and target RNA bound state and on mechanistic 
insights obtained mainly by PELDOR spectroscopy.  

Summing up, the aim of the thesis is to understand how Cas13a binds, and cleaves 
RNA, to investigate possible intermediate states, and to resolve conformational 
changes that enable the proteins’ function. 
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Chapter 2 
 

 

Biochemical preparation of the LbuCas13a 
system 

2  
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This Chapter describes the first steps to establish the LbuCas13a system in our 
laboratory. The protein expression and purification, the in vitro transcription of pre-
crRNA, and the pre-crRNA and target RNA cleavage assays will be covered here. The 
expression and purification of LbuCas13a as well as pre-crRNA and target RNA 
cleavage assays were done by others before75,87. However, the expression and 
purification of LbuCas13a, as described there, did not work in our laboratory. Also, the 
pre-crRNA and target RNA cleavage assays were optimized for our laboratory. 
Regarding the in vitro transcription of RNA, an existing protocol in our laboratory was 
used and optimized for this system. The optimizations of these procedures will be 
discussed in this Chapter. 

 

2.1 Expression and purification of wildtype LbuCas13a 
 

2.1.1 First expression and purification tests using Rosetta (DE3) cells 
 

The following Chapter describes how a robust and reproducible expression and 
purification protocol for wt LbuCas13a was established.  

The plasmid, containing the E. coli codon optimized LbuCas13a gene was purchased 
from Addgene (Materials Section 6.5) and contains an ampicillin resistance, a T7 
promoter, and the downstream fusion gene of LbuCas13a. LbuCas13a is expressed as a 
fusion protein containing an N-terminal hexa-His tag, followed by a maltose binding 
protein (MBP), and a tobacco etch virus (TEV) protease cleavage site. The hexa-His tag 
is used for protein purification via Ni2+ affinity chromatography (Ni-AC)255, the MBP 
tag is often used to increase protein solubility256, and the TEV cleavage site257 is used 
during protein purification to cleave off the hexa-His and MBP tags, leaving only the 
protein of interest.  

The plasmid was transformed into E. coli Rosetta (DE3), since these cells were also 
used by East-Seletsky et al.75. The first goal was to determine the best expression 
conditions in our laboratory. For this, expression tests were performed in small 
volumes of 25 mL and the expression temperature, expression time, and the inductor 
(Isopropyl-β-D-1-thiogalactopyranoside, IPTG) concentration were varied. The cells 
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were grown in LB medium and SDS-PAGE samples were collected for protein detection 
through an SDS-PAGE and a western blot, which is shown in Figure 2.1-1.  

 

Figure 2.1-1: Expression tests of wt LbuCas13a in E. coli Rosetta (DE3). Two 10% SDS-PAGEs 
are shown on top, with the same samples after western blotting at the bottom. Three expression 
temperatures were tested, 16°C, 26°C, and 37°C. In addition, also three IPTG concentration were tested, 
0.1 mM, 0.5 mM, and 1 mM. M denotes the marker, preI is the abbreviation for the samples taken before 
induction agent was added. Western blots were prepared with an anti-His antibody. 

The molecular weight of LbuCas13a including tags is 183 kDa, which fits to the band at 
around 180 kDa. This protein seems to be overexpressed, upon addition of inductor 
and it can be clearly seen in the western blot with an anti-His antibody, that this band 
is composed of a His-tagged protein. Already the samples taken before induction show 
a small protein band, indicating a weak leaky expression, which is literature known258 
for T7 promoters. The most prominent target protein bands in the western blots and 
in the SDS-PAGEs are those, that are induced at 37°C for 2h and for 16h. However, also 
bands located below the expected protein band in the western blots increase. Since 
these are His-tagged proteins, it is very likely that these are truncated LbuCas13a 
proteins, that could have been degraded by proteases. Further, for the samples taken 
at 37°C, also the sample loading pockets are stained. This could be an indication that a 
substantial amount of the protein is insoluble e.g. because of misfolding. The degree of 
pocket staining is decreased when lowering the temperature to 26°C with incubation 
time of 16 h and it is further decreased at 16°C and 16 h incubation time. These 
observations fit to what is reported in literature259. By comparing the western blot 
samples taken at 16°C and 26°C after 16 h and 25 h, the protein amount decreases from 
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16 h to 25 h. In summary, it seems that an induction at 16°C and for 16 h is the most 
promising expression condition.  

The first test expressions were performed in LB medium. To see if more nutrients in 
the medium resulted in a higher protein yield and to test if the expression is scalable 
to 1 L cultures, the expressions were repeated with 1 L LB and 1 L 2YT media. These 
expressions were done at 37°C and at 16°C to validate the results seen in the SDS-
PAGEs and western blots in Figure 2.1-1. SDS-PAGE samples were collected, and the 
resulting SDS-PAGE is shown in Figure 2.1-2 a.  

 

Figure 2.1-2: Expression tests and purification tests of wildtype LbuCas13a. All SDS-PAGE 
gels shown are 10% polyacrylamide gels. a, Expression tests were performed in E. coli Rosetta (DE3) 
cells with different expression media. M denotes the marker and preI denotes the samples taken before 
induction. b, SDS-PAGE of the purification via benchtop Ni-AC beads. Pre and post induction samples 
(preI, postI) are showed, as well as the nickel bead flowthrough, the beads wash, and the elution steps. 
The elution was done three times with 10 mM, two times with 100 mM, once with 150 mM, once with 
250 mM and once with 1M imidazole in the binding buffer. c, SDS-PAGEs of the purification with a 
benchtop amylose beads column.  

The expression levels of LbuCas13a in nutrient rich 2YT and LB media at 37°C are very 
similar. By comparing the expression levels at 16°C, the protein band at about 180 kDa 
seems to be slightly larger in the sample taken from the expression in LB medium. 
These tests were repeated several times (data not shown) and pellets from both, 2YT 
and LB cultures at 16°C were used for first purification tests. To determine if protein 
can be isolated from one-liter cultures with different purification methods, one LB 
culture was purified via Ni-AC and one 2YT culture was purified via amylose bead 
purification. The results of both purifications are shown in Figure 2.1-2 b and c, 
respectively. The purification via Ni-AC on a benchtop column (Figure 2.1-2 b) shows, 
that the protein was successfully expressed and that the protein band at 180 kDa is 
present in the flowthrough but not in the elution. It seems, as if the protein did not 
bind to the Ni-column. However, the His-tag is present and in principle accessible for 
binding, which was seen in the western blot showed before (Figure 2.1-1). In addition, 
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the entire Cas13a gene with fusion tags was sequenced and showed an intact and 
correct DNA sequence (data not shown). So, one can assume that the protein is intact. 
Unfortunately, also the purification via a benchtop column containing amylose beads 
was not successful (Figure 2.1-2 c). Here the protein is visible in the soluble cell lysate 
(supernatant) as well as in the cell pellet, indicating non-soluble and maybe misfolded 
protein that could come from inclusion bodies. The protein band in the flowthrough 
seems to be equally large as the one in the supernatant and no band is visible in the 
wash and in the elution steps. This means, that also here the protein did not bind to 
the beads. The band in the elution sample of the amylose purification seen below 
35 kDa is the TEV protease (27 kDa260), which was used to cleave Cas13a from the tags 
and from the beads (Methods Section 7.2.4). 

Next, a purification with a HisTrap FF 5 mL column on a chromatography system was 
tested by using a cell pellet from a 3L LB culture. Both, the Ni-beads on a benchtop 
column and the column material of a HisTrap FF column consist of agarose. So, the 
material is the same, but the main difference is the pressure and flow rate that is used 
for sample loading and elution, which is higher on the HisTrap FF column. 

The pellet was lysed as described in the Methods Chapter 7.2.4. The cell lysate was 
directly loaded onto the HisTrap column after centrifugation and washed with binding 
buffer containing 5 mM imidazole. The elution was done stepwise, by 2 column 
volumes (CV) of binding buffer containing 10 mM imidazole and 2 CV binding buffer 
supplemented with 50 mM imidazole. Then, a linear gradient was set from 50 mM to 
1 M imidazole with a total volume of 60 mL and SDS-PAGE samples were collected 
(Figure 2.1-3 a). A band at around 180 kDa is seen in the SDS-PAGE samples from the 
linear gradient of the elution, which means that the protein did bind to the HisTrap 
column and that it can be eluted. In addition, the removal of various other proteins is 
achieved through the first elution step with 50 mM imidazole. Compared to the 
purifications shown above, the protein has bound to the HisTrap column for the first 
time and led to a significant improvement in protein isolation. After concentration and 
TEV cleavage at room temperature for 90 min, a reverse Ni-AC was performed (Figure 
2.1-3 b). After sample loading, the column is washed with 1 CV of binding buffer and 
everything that was bound to the column was eluted with binding buffer supplemented 
with 1 M imidazole. Since the His- and MBP tag was cleaved, the protein should weight 
139 kDa and should not bind to the Ni-column anymore. Thus, it should be present in 
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the flowthrough, which is what is also seen in the SDS-PAGE gel (Figure 2.1-3 b). 
Finally, the protein flowthrough was concentrated (Figure 2.1-3 c).  

Upscaling of the protein purification to a cell lysate obtained from 6 L LB main culture 
worked as the purification of 3 L LB main culture. After the reverse HisTrap, the 
protein containing fractions were pooled, concentrated, and loaded onto a gel filtration 
(GF, size exclusion chromatography, SEC) column (Superdex 200 10/300). The SDS-
PAGE samples of the SEC fractions are shown in Figure 2.1-3 d. The up scaling of the 
main cultures from 3 L to 6 L led to an increased protein yield, which was expected. 
However, the GF fractions show that also the impurities increased. Since protein 
degradation products were seen in western blots of cell culture samples (Figure 2.1-1), 
protease inhibitor tablets were added in another protein expression and purification 
trial. The result of this expression and purification is shown in Figure 2.1-3 e. 

 

Figure 2.1-3: Protein purification optimizations using the HisTrap column on a 
chromatography system. 10% SDS-PAGE gels of different purifications are shown. a, SDS-PAGE of 
samples taken from the protein purification with a HisTrap column (3L main culture). b, SDS-PAGE of 
samples taken from the reverse Ni-AC on a chromatography system. This is the same purification as in 
a. c, SDS-PAGE of the concentrated protein is showed, from the same purification as in a and b. d, SDS-
PAGE of a purification in which cells from 6 1L main cultures are used. The protein as well as the 
impurities increased, showed by SDS-PAGE samples collected from gel filtration. e, SDS-PAGE of a 
different purification. For this purification, protease inhibitor tablets were used during cell lysis and 
cells collected from 5 x 1 L main cultures were used.  

The expression and purification protocols were not modified, despite only 5 L of main 
culture was used and that protease inhibitor tablets were added to the cell 
resuspension, prior to cell lysis. The SDS-PAGE samples of the SEC fractions show that 
the impurities diminished. It is noted, that since the amount of loaded protein is not 
the same in Figure 2.1-3 d and e, only the relative intensities of the bands originating 
from impurities and the ones originating from Cas13a, at around 130 kDa, in one SDS-
PAGE gel should be compared. So, the usage of protease inhibitor tablets improved 
protein isolation quality. 
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2.1.2 Expression and purification tests using BL21 AI cells 
 

During several protein expression trials, which are not shown here, a non-reproducible 
cell behavior was noticed. The E. coli Rosetta (DE3) cells usually take 2 to 3 h to grow 
to an optical density (OD600) of 0.8 - 1. However, in these trials, the cells sometimes 
took 5 to 6 hours to grow at 37°C and 180 rpm. In addition, the expression quality of 
the wt LbuCas13a varied. In some cases, no protein was expressed, and in other cases 
the protein was expressed as shown in the SDS-PAGE gels above. Since LbuCas13a has 
a collateral cleavage activity, maybe the leaky expression identified in the western blot 
caused cell toxicity. Another explanation could be the size of LbuCas13a. It was shown 
for the 158 kDa recombinant Cas9 protein that the protein expression levels in E. coli 
Rosetta (DE3) cells are lower than the ones in BL21 cells. This seems to be partly 
related to the low level of Cas9 mRNA transcription due to the long Cas9 mRNA 
sequence, which effects transcription rates261. This could be also valid for Cas13a, being 
expressed as a 183 kDa protein. Consequently, expression tests have been performed 
with various E. coli cell types available in our laboratory, including Rosetta (DE3), XL1 
Blue, C43 (DE1), MC10 61, and Bl21 AI (Figure 2.1-4 a). BL21 AI cells were 
recommended from Dr. Christophe Rouillon (Institut Pasteur, Paris, personal 
communication) since he worked on another Cas13a construct and had positive results. 
BL21 AI is an L-arabinose induced cell line specifically developed to minimize leaky 
expression. L-arabinose induces production of T7 RNA polymerase, and its amount 
can be adjusted to control mRNA transcription. This can be useful when expressing 
toxic proteins. In addition, some proteases are deleted, compared to BL21 (DE3), 
which could be beneficial for decreasing the amount of partially degraded Cas13a262. 
The expression tests were done in 50 mL main cultures supplemented with ampicillin 
and additionally chloramphenicol for Rosetta (DE3). Cells were grown at 37°C and 
induced during log-phase at 16°C with 0.5 mM IPTG, except for BL21 AI cells that are 
additionally induced with 0.5% L-arabinose.  

The different E. coli strains showed a different behavior already before induction of 
protein expression (Figure 2.1-4 a). The strains MC10 61, C43, and BL21 AI showed the 
least leaky expression of the protein. XL1 blue expresses the protein to a higher degree 
and Rosetta 1 and Rosetta 2, and BL21 show even more protein expression. Rosetta 1 
and Rosetta 2 are the same Rosetta cells, but from different batches. Rosetta 1 cells 
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were taken from a glycerol stock from the -80°C freezer. For Rosetta 2, the protein gene 
containing plasmid was freshly transformed into a new batch of Rosetta cells, plated 
onto an agar plate and one colony was picked for this test expression. Interestingly, 
Rosetta 1, Rosetta 2, and XL1 blue reached log-phase after 2.5 h, 3 h and 3 h, 
respectively, while all other cell strains were 30 min faster. It is noted here, that 
obviously different cell amounts are pipetted into the same main culture volume, since 
the precultures had different optical densities. But the preculture of C43, and both 
Rosetta precultures had the same optical density (2.9) when added to the main culture. 
So, over all it seems that Rosetta cells need a longer time to reach the log-phase. The 
SDS-PAGE samples taken after 5 h post-induction (Figure 2.1-4 a, left) already show 
that Rosetta 1, Rosetta 2, BL21 AI, and BL21 cell strains produce a higher amount of 
LbuCas13a than the other cell strains. This stays the same when looking at the SDS-
PAGE samples taken after 16 h post induction (Figure 2.1-4 a, right). It seems that the 
LbuCas13a overexpression is slightly larger in BL21 AI cells than in all other cell 
strains.  

 

Figure 2.1-4: Test expressions of LbuCas13a by variation of cell strains and inductor 
concentration. 10% SDS-PAGE gels are shown in this figure. a, SDS-PAGE gels of protein expression 
with different cell strains are shown before inductor addition, after 5 h and after 16 h that the inductor 
was added. b, SDS-PAGE gel of test expressions performed with BL21 AI cells and with different 
L-arabinose amounts, depicted in %. The IPTG concentration was held constant at 0.5 mM. The black 
arrow highlights the protein band of LbuCas13a, and the red arrow highlights the band that is supposed 
to be degradation product. 

 

In a separate experiment, the concentration of L-arabinose as inductor for BL21 AI 
cells was tested and the results are shown in Figure 2.1-4 b. The expression was 
performed under the same conditions as the one in Figure 2.1-4 a. The L-arabinose 
concentration was varied by retaining an IPTG concentration of 0.5 mM. Already 
0.005% L-arabinose shows successful expression of the protein (Figure 2.1-4 b, black 
arrow). This band increases when 0.01% L-arabinose was added and increases slightly 
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more upon addition of 0.05% L-arabinose. From 0.05% to 0.5% L-arabinose the 
amount of protein is very similar. Contemporarily to the increase of the desired protein 
band, also another protein band increases in intensity, highlighted by a red arrow. This 
could be degradation product of the desired protein. Therefore, 0.05% L-arabinose was 
used for further expressions as it provided a trade-off between the largest amount of 
LbuCas13a and the lowest amount of degraded protein.  

The protein expression in BL21 AI cells was scaled up to 6 x 1 L main cultures and the 
protein was purified as described before via Ni-AC, reverse Ni-AC and size exclusion 
chromatography. The only difference is that in addition to protease inhibitor tablets, 
also 250 µL of a 100 mM PMSF solution (PMSF dissolved in isopropanol) was added 
to the cell resuspension, as an additional protease inhibitor. The size exclusion 
chromatogram and the corresponding SDS-PAGE samples of the size exclusion are 
shown in Figure 2.1-5. Two monodispersed peaks can be seen in the size exclusion 
chromatogram at an elution volume of around 50 mL and 72 mL. But absorption of 
small proteins and degradation products are seen after 72 mL. The corresponding SDS-
PAGE gel shows that the yellow region consists of various proteins, the brown region 
also consists of other proteins but includes LbuCas13a, the blue region consists of 
almost only LbuCas13a, and the light blue region seems to be composed of protein 
impurities. The main chromatogram peak at around 72 mL was concentrated and 
stored at -80°C. In general, the protein purification with BL21 AI as expression cells 
improved the quality of the final protein as well as the yield, being 4 mg.  

 

Figure 2.1-5: Purification results of LbuCas13a in BL21 AI cells, and with PMSF. a, 
Chromatogram of the size exclusion (HiLoad 200 16/600). The absorption at 280 nm is measured and 
the colored bars correspond to the bars in b. b, SDS-PAGE gel of samples from the size exclusion 
chromatography. GF load denotes the sample that has been taken from the protein that was loaded onto 
the size exclusion column. 
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2.1.3 Protein identification via LC-MS 
 

To prove that the SDS-PAGE band at around 130 kDa is LbuCas13a, a protein mass 
identification was done by the Mass-Spectrometry facility of the University of Bonn. 
For this, an SDS-PAGE was performed of a sample from the purification shown in 
Figure 2.1-5. The protein band at 130 kDa was cut and given to the facility. The protein 
is extracted from the gel by the department and after trypsin digestion, the protein 
fragments are analyzed by liquid chromatography-mass spectrometry (LC-MS). The 
protein fragments that were identified are highlighted in green with respect to the 
protein sequence (Appendix, Figure 8.1-1). The result shows a coverage of 44% and an 

abundancy of 1.9 × 109 for Cas13a and by this, confirming the presence of the protein. 
A positive feature is that the identified sequence fragments are equally distributed 
through the protein sequence, which indicates that the purified protein is intact and 
that it is likely that no protein parts are missing. 

 

2.1.4  Improvement of protein purification using a heparin column 
 

One of the goals is, to purify an intact protein that binds the pre-crRNA and crRNA and 
cleaves the pre-crRNA and target RNA. To ensure that these processes occur, it is very 
important that the protein is not bound to cellular RNAs. Therefore, a heparin column 
was added to the protein purification protocol, after the reverse Ni-AC. Heparin is an 
RNA competitor263 on which RNA and DNA binding proteins can bind to. Through 
heparin binding, proteins should lose cellular oligonucleotides that can be bound to 
them. The chromatograms and SDS-PAGE gels of the purification through heparin and 
size exclusion are shown in Figure 2.1-6. During heparin-AC, an unexpected peak is 
seen at 70 mL elution volume, when the run switches from the column washing step, 
to the elution step with fractionation. This can happen in some chromatography runs 
and it is likely to be caused by a failure of the UV-detection system, or by air in the 
chromatography system (see in Figure 2.1-7 b for an example of a typical 
chromatogram of a heparin run). Despite the unusual chromatogram shape, a small 
peak around an elution volume of 85 mL is seen. The SDS-PAGE gel shows that this 
peak is LbuCas13a. Most protein impurities remained in the flowthrough and in the 
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wash step, after sample loading. In contrast to these impurities, LbuCas13a binds to 
heparin, hence to the column, and is eluted upon increasing concentration of NaCl in 
the elution buffer (high salt buffer). Therefore, in addition to removing cellular RNA, 
the use of a heparin column also greatly improved the purity of the protein solution. At 
this stage, the Cas13a fraction is almost free of protein impurities and after size 
exclusion (Figure 2.1-6 b) no proteins are detectable in the SDS-PAGE gel, besides 
LbuCas13a. In addition of removing impurities it was tested whether oligonucleotides 
are bound to LbuCas13a during expression and purification and whether these 
oligonucleotides are removed by the heparin column. For this the flowthrough and the 
wash of the heparin column were both separately concentrated in a vacuum 
concentrator. Additionally, a proteinase K digestion was done with 85 µg of an 
LbuCas13a batch, purified with heparin column, and by incubating 85 µg of an 
LbuCas13a batch purified without heparin column. This should digest LbuCas13a and 
other proteins and release possible bound oligonucleotides. The samples were then 
loaded onto an agarose gel, the result is shown in Figure 2.1-6 c. 

 

Figure 2.1-6: Protein purification of wt LbuCas13a with a heparin-AC. a, Chromatogram and 
SDS-PAGE gel of the heparin column run. The blue curves in the chromatograms show the absorption 
at 280 nm and the red curves the absorption at 254 nm. b, Chromatogram and SDS-PAGE gel of the 
size exclusion chromatography. The colored bars in the chromatogram highlight the eluted fractions 
that correspond to the samples that are highlighted by the same-colored bars in the SDS-PAGE gel. c, 
Result of an agarose gel electrophoresis, showing the difference between LbuCas13a purified with a 
heparin column (H) and without a heparin column. The DNA ladder in base pairs is showed for 
reference.  
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Oligonucleotides of varying sizes were detected as bands in the agarose gel samples of 
the flowthrough and in the wash of the heparin column run. Interestingly, the sample 
containing proteinase K digested LbuCas13a, which was not purified with the heparin 
column, showed a bright band. This band corresponds to oligonucleotides with similar 
sizes to the oligonucleotides in the flowthrough of the heparin column. In contrast, no 
oligonucleotide bands could be detected in the sample containing proteinase K 
digested LbuCas13a, previously purified with the heparin column. This indicates that 
heparin, as RNA competitor, has bound to the RNA binding pocket of LbuCas13a and 
that the bound RNA has been removed. The heparin column was therefore added to 
the protein purification protocol.  

To sum this Section up, the results of the final optimized expression and purification 
procedure of LbuCas13a will be briefly described.  

The chromatograms and the corresponding SDS-PAGE gels of the optimized 
purification procedure are shown in Figure 2.1-7 and the detailed optimized protocol 
for protein expression and purification is found in the Methods Sections 7.2.5 and 
7.2.6. The expression of LbuCas13a was done in 1 L main cultures and in BL21 AI cells. 
After those cells reached the log-phase, they were induced with L-arabinose and IPTG. 
After incubation at 16°C for 16 h, the cells were harvested by centrifugation and either 
directly resuspended in cell lysis buffer or stored at -80°C. For protein purification, the 
cell lysis buffer (binding buffer) was freshly supplemented with PMSF and protease 
inhibitor tablets. After cell lysis the mixture was centrifugated to remove cell 
membranes, inclusion bodies, and insoluble cellular components. The SDS-PAGE 
sample of the pellet (Figure 2.1-7 a) showed a protein band at around 180 kDa, which 
corresponds to LbuCas13a. This is an indication that maybe insoluble, aggregated 
protein or inclusion bodies were still formed and that maybe the expression 
temperature could have been lowered, to diminish this formation. However, no further 
expression tests have been done since the yield seemed to be sufficient, which was 
observed in the SDS-PAGE samples of the Ni-AC elution. There, a prominent band at 
180 kDa was observed. The eluted fractions from the Ni-AC were concentrated using a 
centrifugal concentrator, and TEV cleavage was performed by diluting the sample with 
low salt buffer and incubating with TEV protease at RT for 2 h. The concentration and 
dilution steps are particularly important, since imidazole was used in the Ni-AC 
buffers. The TEV protease precipitates when exposed to high imidazole concentrations, 
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which could lead to incomplete cleavage of the protein tags. After TEV cleavage, the 
second Ni-AC was skipped. Instead, the protein mixture was directly loaded onto a 
heparin-AC column (Figure 2.1-7 b). The reason for skipping the reverse Ni-AC is, that 
the TEV protease and other proteins are directly removed by the heparin-AC as well, 
which is nicely seen in the flowthrough fraction in the SDS-PAGE gel. The band at 
around 40 kDa corresponds to the 46 kDa bis MBP- and hexa-His-tag and the band 
appearing between 25 and 35 kDa corresponds to the TEV protease.  

 

 

Figure 2.1-7: Optimized expression and purification protocol results for wt LbuCas13a. a, 
Chromatogram and SDS-PAGE gel of the Ni-AC. b, Chromatogram and SDS-PAGE gel of the heparin-
AC. The SDS-PAGE sample denoted as concentrated, is composed of the concentrated fractions of the 
heparin column elution and is the sample that was loaded onto the size exclusion column. c, 
Chromatogram and SDS-PAGE gel of the size exclusion, with the HiLoad 200 16/600 column. The final 
concentrated protein is highlighted, and the SDS-PAGE fractions are marked with colored bars that 
correspond to the colored bars in the chromatogram. The blue curves show the absorption at 280 nm 
and the red curves the absorption at 254 nm. 
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The eluted protein fractions of the heparin-AC that correspond to the elution volumes 
70-150 mL were concentrated in a centrifugal concentrator and loaded onto the size 
exclusion column (HiLoad 200 16/600). The reason for using the HiLoad 200 instead 
of the Superdex 200, as it was done before, is the enhanced peak separation (Figure 
2.1-7 c). The chromatogram peak with the highest intensity corresponds to LbuCas13a. 
The fractions of this peak were concentrated with a centrifugal concentrator and as it 
can be seen from the SDS-PAGE gel of the concentrated protein (Figure 2.1-7 c), a 
purified LbuCas13a was obtained. This protein was flash-frozen in liquid nitrogen and 
stored at -80°C for long-term storage. 

 

2.2 Transcription of pre-crRNA for protein activity assays 
 

Two tests need to be done with purified LbuCas13a to determine if it is active, a pre-
crRNA cleavage assay and a target RNA cleavage assay. For this, the pre-crRNA, the 
crRNA, and the target RNA is needed. Instead of buying these RNA strands, an in vitro 
transcription procedure was performed. To test, if the yields of an in vitro transcription 
(IVT) are sufficient and if in general this procedure can be done in our laboratories, the 
pre-crRNA was chosen as a test-product to be transcribed.  

First, for IVT, a DNA template is needed. The pre-crRNA sequence was purchased from 
Eurofins (as a DNA, hence pre-crDNA), embedded in a pEX-A128 vector with 
ampicillin resistance. This plasmid was constructed such, to have a T7 RNA polymerase 
promoter at the 5' end and an XbaI restriction site at the 3' end of the pre-crDNA 
sequence. The XbaI restriction site is not necessarily needed, since large transcription 
products are removed by urea-PAGE. A transcription terminator sequence was not 
included, since T7 transcription can also be terminated via polymerase “run off”, where 
the T7 RNA polymerase falls off when arriving at the end of the DNA sequence264. 
Generally, the IVT procedure is divided into three steps, amplification, transcription, 
and purification via PAGE. To start with the amplification, a standard PCR was 
performed by using DNA primers that bind at both ends of the desired pre-crDNA 
sequence. To remove the polymerase, an ethanol precipitation was performed. In the 
second step, an IVT was conducted by dissolving the DNA pellet and pipetting the 
transcription mixture composed of a TRIS buffer, NTPs, MgCl2, DTT, T7 RNA 
polymerase, RNAsin, and ddH2O. After incubation of the transcription reaction 



 
Transcription of pre-crRNA for protein activity assays 

65 
 

overnight, at 37°C the purification step was started. For this, the RNA was precipitated 
with ethanol and an urea PAGE was run with samples containing the transcription 
products. The urea gel was covered with transparent foil and the successfully generated 
transcription product was visualized with an UV-lamp (Figure 2.2-1 a). The bands, 
containing the transcription product were cut out with a sterile scalpel, which is 
highlighted as red squares in Figure 2.2-1 a. The prominent bands at the bottom of the 
picture are the residual NTPs that have not been used by the T7 RNA polymerase. The 
blue mark on the right is a loading dye, which was used as an indicator of how far the 
urea gel has run. The purification was continued by electroelution, performed in the 
Laboratories of Prof. G. Mayer (LIMES Institute, University of Bonn) and terminated 
by a last ethanol precipitation. The pre-crRNA was dissolved in ddH2O and stored at -
20°C. The amount of RNA that was transcribed from 150 µL PCR reactions was 155.9 
pmol. 

 

Figure 2.2-1: In vitro transcription of pre-crRNA and analysis of XbaI restriction. a, Image 
of the urea PAGE after in vitro transcription (IVT). The pre-crRNA bands that were cut out are 
highlighted with red squares. The prominent bands on the bottom derive from NTPs. b, Agarose gels of 
transcription reactions without (left) and with (right) XbaI restriction.  

 

To test, if the XbaI restriction leads to an increased yield of the transcription product, 
the transcription procedure was repeated in our laboratory in absence and in presence 
of XbaI. Three PCR reactions were performed and were split into two reaction tubes. 
Samples of 5 µL were collected after each step for a visualization in an agarose gel. The 
result is shown in Figure 2.2-1 b. The sample containing the PCR product shows two 
bands, one at the top, at around 3000 bp and the other at the bottom, corresponding 
to a short DNA sequence < 100 bp. The lower band is the short, double stranded 
amplified PCR product and the band on top can be attributed to the plasmid that is 
used as the template. The DNA in the sample without XbaI, was precipitated and the 
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result is seen in the next lane of the same gel (labelled with pre IVT). As expected, the 
plasmid and the short PCR product have been precipitated. The sample collected after 
XbaI restriction and DNA precipitation looks the same as the one without XbaI 
restriction. This makes sense, since the plasmid is linearized through XbaI and the 
plasmid’s size is not altered. The difference between without and with XbaI becomes 
visible in the samples after IVT. The sample containing the IVT product that was not 
treated with XbaI shows, additionally to an amplified, bright band on the bottom of the 
gel, many reaction products with varying lengths. In contrast, the sample which was 
treated with XbaI has only two bands in the agarose gel, a first, light band coming from 
the plasmid and a bright band from amplified pre-crRNA. In addition, by comparing 
the transcription products, the pre-crRNA band from the sample treated with XbaI is 
slightly larger than the one that was not treated with XbaI. The intensity of the pre-
crRNA transcription product decreases after precipitation even though the sample 
volume is decreased, which is an indication that the precipitation procedure was not 
quantitative. The sample that was collected after removal of the DNA templates 
through DNase I is shown in the last lane of the agarose gel. The band of the pre-crRNA 
transcription product with XbaI restriction seems to contain more homogeneously 
sized RNA, than the product which was not treated with XbaI. The agarose band of the 
latter is more blurred towards larger sizes, than the other transcription product. The 
overall amount of RNA increases slightly with incubation of XbaI. Maybe this could 
result from the fact that the T7 RNA polymerase takes longer to transcribe long RNA 
sequences, present in the transcription reaction without XbaI incubation. 

 

Figure 2.2-2: Results of IVT performed in our laboratory, with XbaI restriction. a, Urea-
PAGE imaging with an UV lamp. The bands that are attributed to pre-crRNA are highlighted with red 
squares. These are cut out for passive elution. b, Agarose gel of samples to follow the RNA generation 
procedure. 
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Thus, the XbaI incubation was added to the transcription protocol and the 
transcription was repeated with 4 PCR amplification reactions and with XbaI 
restriction. The results of the agarose gel and the urea-PAGE of all transcription 
reactions are shown in Figure 2.2-2 and are very similar to those showed above. The 
urea-PAGE bands of the transcription products were cut out and, combined with the 
reactions from Figure 2.2-1 purified via passive elution. Passive elution was used 
instead of electroelution, because we have no access to an electroelution chamber in 
our laboratories. But in principle also this method of RNA extraction from a PAGE gel 
should work. For this, the gel slices were crushed and incubated at 65°C and 1000 rpm 
in a NaOAc solution. This should enable the RNA to get into the liquid phase. After 
repeating the elution a second time, the suspensions were filtered, and the RNA 
precipitated to obtain a pellet. The pellet was resuspended in ddH2O.  

From 7 PCR reactions, 2.37 nmol pre-crRNA was obtained, which is about 338 pmol 
pre-crRNA per PCR reaction. It should be noted that the yields can vary from different 
PCR reactions. However, compared to the first attempt, the yield was increased, and 
the transcription optimized through XbaI restriction.  

To sum this Section up, pre-crRNA can be transcribed in our laboratories with 
sufficient yields for cleavage assays. The passive elution of RNA works, but it is difficult 
to attribute the increased RNA yield in our laboratory compared to the laboratory of 
Prof. Mayer to a specific step during the generation of pre-crRNA. Especially the lack 
of agarose samples collected from the first transcription makes this attribution 
difficult. 

 

2.3 Establishing pre-crRNA cleavage assays 
 

LbuCas13a was successfully expressed and purified, and the pre-crRNA was 
successfully transcribed. The next Chapters deal with the establishment of functional 
assays for LbuCas13a. 

Functionality assays are highly important, especially when the aim is to obtain 
structural information since the structure and the function of proteins are strongly 
linked to each other. Cleavage assays were developed to test if LbuCas13a is active, as 
reported in literature75,87. 
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The general idea of the experiment was to incubate the pre-crRNA with the protein. 
Subsequently, the protein should be incubated with proteinase K, to quench the 
reaction and simultaneously release possible bound RNA from the protein. The 
detection of cleavage products should be done by urea-PAGE, as done for ITV products. 
When looking into the literature, it seemed that the ratio between the pre-crRNA and 
the protein would not make a significant difference. In Liu et al.87 a 1.25 molar excess 
of pre-crRNA was used, whereas in East-Seletsky et al.76 a 100 fold molar excess of the 
protein was used. The approach of East-Seletsky et al. includes a radioactively labelled 
RNA while the approach used in Liu et al. was more similar to what was aimed for this 
thesis. Further, the same cleavage buffer was used for this thesis, which has also been 
used by Liu et al.87. 

The first attempt for a cleavage assay was to use a 2.5-fold excess of protein (50 pmol) 
to pre-crRNA (20 pmol). The reason of choosing 20 pmol RNA is, that this amount can 
be easily detected by ethidium bromide staining. The result is shown in Figure 2.3-1 a. 
The pre-crRNA is a 58 nt sequence, while the crRNA is 51 nt long. However, this does 
not exactly fit to the bands of the marker (M), being an ultra-low range DNA ladder. 
RNA can adopt different secondary structures leading to different running behaviors 
in a native and denaturing PAGE. Since this gel contains urea it should denature 
secondary and tertiary structures, but this is not always the case, as it was shown by 
Hegg et al.265. Ternary structures have also been detected during target RNA cleavage 
assays (Figure 2.4-1). Thus, in this case, the DNA ladder is an instrument to compare 
bands from different gels, rather to attribute absolute sizes to an RNA strand. In Figure 
2.3-1 a, the in-vitro transcribed pre-crRNA, and crRNA was loaded as a negative 
control and a positive control, respectively. The pre-crRNA shows two bands at around 
75 nt. It remains elusive, if the second, lower band origins from a different secondary 
structure or from a different sequence. The pre-crRNA that has been incubated with 
the wildtype is partially cut to form an RNA sequence that matches the running 
behavior of the crRNA positive control. Hence, the wildtype is active and cleaves pre-
crRNA to form the crRNA. This result was promising, however it was not reliably 
reproducible, as shown in Figure 2.3-1b.  

Further experiments were performed to test if this inconsistency could result from an 
unfavorable protein-RNA-ratio or from wrong buffer conditions. Firstly, the protein 
ratio was increased to 100:1 protein to pre-crRNA, matching the ratio used by East- 
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Seletsky et al.76. The result is shown in Figure 2.3-1 c. Although the bands for this 
reaction show cleavage, the bands smear upon increasing the protein amount in the 
cleavage reactions. Samples of the cleavage reactions were taken to test for protein 
degradation during cleavage reactions (Figure 2.3-1 c), which could be the reason for 
inconsistent cleavage efficiencies. Even though the SDS-PAGE was overloaded, most 
of the protein seems to be intact. Some other protein bands appear at lower molecular 
weights, but these are neglectable impurities that are visible because of the very high 
sample concentration. 

 

 

Figure 2.3-1: Development of pre-crRNA cleavage assays. a, Cleavage assay with wt Cas13a. b, 
Repetition of cleavage assay shown in a. c, left, Cleavage assay with wt Cas13a at different protein to 
pre-crRNA ratios. right, 10% SDS-PAGE gel of samples collected after the cleavage assay shown left. d, 
Cleavage assays with wt Cas13a different buffer conditions. e, Buffer conditions that were used for the 
cleavage assays in d. GF-buffer denotes the gel filtration buffer and C-buffer is the cleavage buffer. f, 
Cleavage assays with wt Cas13a without TCEP. 

 

Secondly, different buffer conditions were tested (Figure 2.3-1 d, e), in which salt 
concentrations and buffer components were varied. For most reactions, buffer 
components did not change cleavage efficiency. However, the protein seems to be 
inactive in the cleavage reaction set up containing only GF buffer (Figure 2.3-1 d, lane 
4, labelled with 1). This buffer contained a high salt content and TCEP. To test, if TCEP 
had a negative influence on RNA cleavage, two cleavage reactions were performed with 
the same buffer components but with and without TCEP (Figure 2.3-1 d, e, second gel 
in d, lanes labelled with 7 and 8). As it is shown in the cleavage reactions 7 and 8 in 
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Figure 2.3-1 d, TCEP has no influence on the cleavage rate, but the bands of the reaction 
with TCEP smear more than the ones without. Thus, other cleavage assays were set up 
without TCEP (Figure 2.3-1 f left). However, also there was a high inconsistency, with 
sometimes more or less smeary bands. Additionally, when the cleavage assay was 
repeated (Figure 2.3-1 f, right), the wt protein was inactive, which is the second 
inconsistency. 

 

Figure 2.3-2: Influence of tRNA in pre-crRNA cleavage assays. The assays in the top row were 
performed with wt LbuCas13a and the ones on the bottom with the E926R1 A462R1 construct, which 
lacks all three native cysteines. The descriptions on the top are also valid for the assays on the bottom. 
The protein: pre-crRNA ratio is given in pmol and the tRNA concentration is given in µg/mL, if it was 
added to the mixture. a, First cleavage assays with and without tRNA. The concentration of tRNA is 
given in the description. Additionally, the protein:pre-crRNA ratio was varied. b, Cleavage assays 
performed without tRNA and by varying the protein:pre-crRNA ratio. c, Same cleavage assays as in b, 
but with 10 µg/mL tRNA in each cleavage reaction. 

 

Among other components, East-Seletsky et al.75 used total yeast tRNA in the cleavage 
reactions, maybe to reduce unspecific binding of RNA to the protein, which could cause 
the inconsistencies, seen in our cleavage assays. Thus, the first component that was 
analyzed to optimize this assay is the addition of tRNA. For this, 10 and 100 µg/mL 
tRNA was used in the cleavage reactions. Secondly, pre-crRNA was purchased to 
investigate its effect on the cleavage behavior, in comparison to self-transcribed RNA. 
The third variation that has been made was to further adjust the ratio of protein to pre-
crRNA. If unspecific RNA binding occurs, this behavior should decrease upon shifting 
the protein:pre-crRNA ratio from 50:20 to 16:20, instead of 100:1, as done above 
(Figure 2.3-1 c). In addition to changes in the cleavage reactions, also a technical 
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change during PAGE preparation was introduced. The urea PAGE was performed with 
large glass plates (200 x 205 mm) instead of small ones (100 x 100 mm), which should 
result in an enhanced separation of RNA bands. The results are shown in Figure 
2.3-2 a. During the optimization of pre-crRNA cleavage assays, different double-
cysteine constructs of LbuCas13a were generated and labelled for subsequent PELDOR 
measurements (Chapter 3.4, 3.5, and 4). Thus, to test the influence of tRNA and pre-
crRNA ratio on labelled constructs, the same cleavage assay was performed with the 
E926R1 A462R1 construct, which lacks the three native cysteines C293A C348V 
C1141A (Chapter 3.2.2, Figure 2.3-2 a, bottom). Interestingly, for this labelled 
construct, the protein:pre-crRNA ratio and the tRNA has an impact on the cleavage 
efficiency. The lower the protein amount and the more tRNA is added, the higher is the 
cleavage product band. To investigate this further, four cleavage assays were 
performed. Two of them with the wt and the other two with the E926R1 A462R1 
construct. One set of cleavage assays was done without and one set with tRNA. Here 
an amount of 10 µg/mL was chosen, since this tRNA band is not as prominent as in the 
samples containing 100 µg/mL. The second reason for choosing 10 µg/mL is, that 
there is not much difference regarding cleavage efficiency between the samples of 
16:20 containing 10 µg/mL and 100 µg/mL (Figure 2.3-2 a). The cleavage reactions 
were set up with varying the protein:pre-crRNA ratio from 10:20, to 40:20, and the 
results are shown in Figure 2.3-2 b, c. 

As it is nicely seen in the cleavage assays of the wt protein (top row in Figure 2.3-2 b 
and c), the protein:pre-crRNA ratio and tRNA have no impact on the cleavage 
efficiency. In contrast, by gradually increasing the amount of the E926R1 A462R1 
construct in the reaction, a gradual decrease in cleavage is observed. The intensity of 
the upper band, corresponding to the pre-crRNA, increases while the lower crRNA-
band decreases. This trend is also seen in the cleavage assay supplemented with tRNA, 
but to a lower degree. By comparing each reaction in the construct-based assays in 
Figure 2.3-2 b and c, it is noted that upon addition of tRNA the protein is more active 
than without tRNA. These observations indicate that the pre-crRNA non-specifically 
binds to Cas13a. 

Further cleavage assays were performed with 16 pmol protein and 20 pmol pre-crRNA, 
with 10 µg/mL tRNA. The reasons for choosing this ratio were mainly, practical 
reasons. By pipetting 16 pmol of protein, usually 0.1-0.3 µL were pipetted from protein 
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stocks. Upon further decreasing the protein amount, the pipetting error would increase 
and pipetting errors due to dilutions would occur. The second reason was, that there is 
not much difference in the cleavage reaction efficiencies of the reactions containing a 
protein amount of 24 pmol to 10 pmol. 

The last change that was made in the pre-crRNA cleavage assay protocol was the 
addition of 50 mM L-glutamic acid and 50 mM of L-arginine to the cleavage buffer. It 
was observed during PELDOR sample preparations that the protein precipitates and 
forms amorphous structures (Chapter 3.6). This precipitation could be decreased and 
sometimes prevented by the addition of these two amino acids. Therefore, these amino 
acids have been added to the cleavage buffer to ensure consistency of the functional 
assays with the PELDOR sample preparation, from which structural information will 
be derived. The testing of the amino acid combinations was based on literature266 and 
was performed by Catrin Allar (PhD student, University of Bonn). 

 

2.4 Development of target RNA cleavage assays 
 

Since LbuCas13a catalyzes two cleavage reactions, also the target cleavage needed to 
be tested. The same approach as for the pre-crRNA cleavage assay was used, consisting 
of a cleavage reaction followed by proteinase K incubation and visualization of RNA via 
ethidium bromide staining of a large (200 x 205 mm) 20% urea PAGE. Different ratios 
of target RNA, crRNA and protein were tested, but since this optimization was done by 
Catrin Allar, it is omitted here. Instead, the final target RNA cleavage assay protocol is 
discussed. 

As described in East-Seletsky et al.75, after crRNA annealing, a molar ratio of 2:1 
protein (40 pmol) to crRNA (20 pmol) was used to form the binary complex (Methods 
Chapter 7.4.7). Then, 20 pmol target RNA was added and the reaction was performed 
in the cleavage buffer with L-arginine and L-glutamic acid by omitting tRNA, since 
East-Seletsky et al.75 did not use tRNA in their cleavage buffer. The results are shown 
in Figure 2.4-1. For this assay, wt Cas13a and the double cysteine construct S660C 
E926C, which lacks all three native cysteines, were used. In addition to this 
660/756active construct, also the pre-crRNA cutting deficient 660/756dpecr and target 
RNA cutting deficient 660/756dtarget constructs were tested regarding their target RNA 
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cleavage activity. As briefly described in the introduction (Chapter 1.6.5), there are 
literature known mutations that inhibit pre-crRNA and target RNA cleavage. The pre-
crRNA cleavage is inhibited by R1079A, while target RNA cleavage is inhibited by 
R1048A H1053A. Thus, the dprecr construct should not cleave the pre-crRNA while 
retaining target RNA cleavage. The dtarget construct should not degrade target RNA, 
while retaining pre-crRNA cleavage. 

Both, the crRNA and the target RNA alone produced sharp bands. Interestingly, when 
the crRNA and target RNA were mixed and incubated for 1 h at 37°C they formed 
secondary or tertiary structures which resulted in a blurred band approximately 
between 50-100 bp. This band is also formed in the other reactions, when crRNA and 
target RNA are both included. In the reactions, in which the protein is active, no target 
RNA band was seen, since the target RNA is degraded, and since these small fragments 
were presumably too short to be visualized.  

 

Figure 2.4-1: Target RNA cleavage assay of wt Cas13a and double cysteine construct S660C 
E926C. The crRNA, target RNA, and the annealed cr- and target RNA together are loaded as negative 
control. wt- denotes a reaction that was performed with the wt and crRNA, lacking target RNA and wt+ 
denotes a cleavage reaction containing crRNA, target RNA and the wt as positive control. Active, dprecr, 
and dtarget shows cleavage reactions that were performed with the active double cysteine construct 
660/926, the pre-crRNA cleavage deficient construct containing R1079A, and the target RNA deficient 
construct containing R1048A H11053A, respectively. 

 

As expected, wt, 660/756active, and 660/756dpecr lack a band that corresponds to the 
target RNA. Thus, these constructs degrade target RNA and are active. In contrast the 
sample of 660/756dtarget, which should not cleave target RNA, contains a band that 
corresponds to the target RNA hence this protein construct is inactive regarding target 
RNA cleavage. Interestingly, the secondary and ternary structures of cr- and target 
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RNA were strongly reduced in the reaction containing the wt protein (denoted as wt+). 
This could be an indication that the wt is more active than the other constructs and 
that the crRNA and target RNA are degraded to a higher extend.  

 

2.5 Discussion and Conclusion 
 

In this Chapter, biochemical techniques for LbuCas13a were established, ranging from 
protein synthesis and protein handling procedures to RNA handling and the 
establishment of functionality assays. 

Different protein expression tests were performed with different cell lines and with 
variation of temperature and inductor to find the best protein expression conditions. 
BL21 AI cells were found to yield high protein expression levels, with no leaky 
expression in a reproducible fashion. In contrast to Rosetta, where cell growth to log-
phase took 2 – 6 h, BL21 AI cells showed a consistent growth behavior by reaching log-
phase after 2 h. Additionally, as also seen for Cas9 expression rates261, the Cas13a 
expression rates in BL21AI were higher than the ones in Rosetta. This is an indication, 
that maybe the underlying principle is the same, and that Cas13a mRNA transcription 
rates are lower in Rosetta, leading to lower expression rates. The protein amount and 
protein quality were significantly increased by expression in BL21 AI. However, one 
possibility to further optimize protein yields would be to lower the temperature during 
protein expression, which could diminish inclusion body formation and maximize the 
amount of protein in the soluble fraction after cell lysis. Since the protein is already 
expressed at a low temperature of 16°C, also cells specifically developed for low 
temperature expression, as Arctic Express E. coli, could be tried out. 

During successful LbuCas13a purification the heparin column turned out to be the key 
step for a high-quality LbuCas13a isolation. Most importantly, oligonucleotides that 
have been bound to LbuCas13a during expression and purification were successfully 
removed by this heparin column. This is of essential importance for functionality 
assays and for consequent structural analysis. To perform functionality assays as 
cleavage assays, pre-crRNA was successfully transcribed in-vitro. However, the yields 
were small. It was seen that the ethanol precipitation of RNA during IVT was not 
quantitative, maybe other precipitation procedures, such as with isopropanol267, could 
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have been tested. Another disadvantage of ethanol precipitation is, that despite 
 

precipitating small RNA sequences, it may also precipitate proteins267. So, an 
improvement could be to perform a phenol-chlorophorm extraction prior 
precipitation.  

During cleavage assays it was seen, that bought pre-crRNA was cleaved to a higher 
degree than the IVT pre-crRNA. This could have several reasons, of which one is the 
3′-end inhomogeneity of the transcript. Most commonly, transcribed RNA has a single 
A extension264,which could have an influence on cleavage behavior. However, it is 
difficult to tell if this has an influence since the additional A at the 3′-end is 8 
nucleotides away from the cleavage site. Since the yields of the pre-crRNA from IVT 
were small and since the bought pre-crRNA was working well, the focus was set on the 
preparation of protein constructs that could have been used for PELDOR spectroscopy 
(see next Chapter) and only the bought pre-crRNA was used for cleavage assays. 

Both, the pre-crRNA cleavage, and the target RNA cleavage were successfully 
established and rely on the visualization with ethidium bromide. The staining works 
well but is not quantitative and depends on the secondary structure and the length of 
oligonucleotides in which ethidium bromide intercalates. Thus, only the intensity of 
bands containing the same RNA sequence can be compared. One additional 
disadvantage of performing the target cleavage assay as described above is lack of 
visualization of cleaved target RNA. However, ethidium bromide was the best choice 
in our laboratory, since we already had a suitable detection setup and since we did not 
want to characterize the specific, quantitative activity of each protein mutation or RNA 
mutation. Instead, we sticked to qualitatively determine if a protein construct has a 
drastically reduced cleavage activity or if this activity is similar to the one of the wt 
protein. 
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Development of active, double labelled 
LbuCas13a constructs 

3  
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3.1 Spin Labelling of wildtype LbuCas13a 
 

As mentioned above, LbuCas13a has three native cysteines, 293C, 348C, and 1141C. 
One common method for protein labelling is via cysteines. This labelling procedure 
requires a protein without native cysteines on the protein’s surface, to allow complete 
freedom in the choice of labelling sites. By looking at the AF3 structure prediction of 
apo LbuCas13a (Figure 3.1-1) it can be hypothesized that only C348 is not solvent 
accessible. This is supported by the calculation of solvent accessibility through pyMOL, 
on the basis of the apo AF3 prediction, the pre-crRNA bound AF3 prediction, the 
crRNA bound cryo-EM structure, and the cr- and target RNA bound crystal structure 
(Table 3.1-1).  

 

 
Figure 3.1-1: Surface accessibility of native cysteines. a, Domain architecture of LbuCas13a. b, 
Surface representations of LbuCas13a from two perspectives (rotated by 90°). Native cysteines are 
shown in magenta. c, Same representation as in b (right), but with a semi-transparent surface showing 
the locations of C293 and C348. 

 

Depending on the structure on which the calculation is based, C1141 seems to have the 
highest solvent accessibility, of 5-12% and it is clearly visible on the protein surface 
(Figure 3.1-1 b, left). C293 is visible on the protein surface (Figure 3.1-1 b, right) but it 
is buried in a cleft, which leads to a lowered solvent accessibility of 2-3%. C348 cannot 
be seen on the surface and was calculated to have a solvent accessibility of 0-3%, 
meaning that it is very unlikely that C348 is going to be labelled (location of C348 can 
be seen in Figure 3.1-1 c). Even though a certain degree of solvent accessibility is 
predicted, generally this degree is very small for each of the three cysteines. So, maybe 
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none of these native cysteines are labelled, or to a very low extend. This would be 
favorable, since no, or minimal native cysteine replacements via mutagenesis would be 
required. However, it is difficult to draw reliable conclusions since each in-silico 
determination is done on a single static protein structure that doesn’t account for 
different protein conformations, local dynamics, and rearrangements of residues or 
loops. These factors could increase or decrease solvent accessibility and by this, 
increase or decrease cysteine availability for an unwanted labelling reaction. 

 

Table 3.1-1: Solvent accessibility of native cysteines. The solvent accessibility of native cysteines 
was determined with pyMOL, based on the AF3 predictions, or on known structures, as indicated in 
brackets.  

Structure C293 C348 C1141 
apo (AF3) 3% 0% 7% 
pre-crRNA bound (AF3) 3% 2% 7% 
crRNA bound (PDB-ID: 5XWY) 2% 0% 12% 
crRNA- & target RNA bound (PDB-ID: 5XWP) 3% 1% 5% 

 

To experimentally determine if one or more native cysteines are solvent exposed and 
by this, available for the labelling reaction, the apo wt LbuCas13a construct was 
labelled with cysteine-reactive MTSL (structure and labelling reaction shown in Figure 
1.8-5 a). The cw-EPR spectrum is shown in Figure 3.1-2 and the labelling procedure is 
described in Methods Chapter 7.3.1. 

 

 
 

Figure 3.1-2: cw-EPR spectrum of the wt LbuCas13a with MTSL. The protein concentration 
was 50 µM, spin concentration of 103 µM was determined via spin count against an internal standard, 
and the spectrum was acquired with 156 scans. 
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The cw-EPR spectrum of apo wt LbuCas13a shows a labelling efficiency of over 200% 
indicating that at least two native cysteines are labelled. The conclusion that can be 
drawn from this spectrum is that the wt LbuCas13a is labelled and that all three native 
cysteines need to be replaced. 

 

3.2 Searching for replacements of the three native cysteines  
 

3.2.1 Functional importance of native cysteines  
 

It is not straight-forward to decide which amino acid should be used to replace the 
three native cysteines. This depends on the structure of the protein and the local 
surroundings of the amino acid positions. A bulky amino acid can perturb the proteins 
structure because of the enlarged space it requires. A charged amino acid could be the 
choice for protein regions that are on the protein surface and pointing towards the 
solvent, but these would be a bad choice for an amino acid buried in the protein, 
surrounded by hydrophobic amino acid side chains. Since all three cysteines are rather 
buried, alanine was chosen as replacement, because of its small size. Additionally, 
serine was chosen as a second option, since serine only differs by the oxygen in the 
alcohol group that replaces sulfur of the thiol in cysteine (Figure 3.2-1 a). Thus, serine 
can form hydrogen bonds with surrounding interaction partners, as it is also done by 
cysteine, lowering structural perturbations.  

The purification of C293A C348A C1141A, from this point on called cysfree-A construct, 
worked well. This is seen in the size exclusion chromatogram (Figure 3.2-1 b) and SDS-
PAGE analysis (Figure 3.2-1 c). After spin labelling with MTSL this protein construct 
was subjected to cw-EPR spectroscopy and to a cleavage assay, to test for unspecific 
labelling and to test for pre-crRNA cleavage activity, respectively. Regarding the cw-
EPR spectrum, no EPR signal is visible, highlighting that no unspecific spin labelling 
occurred (Figure 3.2-1 d). 
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Figure 3.2-1: Analysis of the cysteine-free alanine construct C293A C348A C1141A. a, 
Structures of cysteine, alanine and serine. b, Size exclusion chromatogram of the protein purification 
with a SD200 10/300 column. The blue curve shows the absorption at 280 nm and the red curve the 
absorption at 254 nm. The yellow bar indicates the region from which samples were taken for SDS-PAGE 
analysis shown in c. c, SDS-PAGE of the size exclusion shown in b and of the final concentrated protein. 
d, cw-EPR spectrum of the protein construct after labelling procedure (100 scans). e, pre-crRNA 
cleavage assay of this protein construct with the wt protein as comparison. This construct was not 
labelled with MTSL. 

 

By analyzing the pre-crRNA cleavage activity of the unlabelled cysfree-A construct 
(Figure 3.2-1 c) it becomes evident, that in the lane consisting of a cleavage reaction 
with cysfree-A protein only the pre-crRNA band is visible. This means that the cleavage 
activity of this construct is almost completely abolished. In contrast the reaction 
containing wt LbuCas13a shows two bands corresponding to the pre-crRNA and the 
crRNA, the latter being the more intense band. In summary, the cysfree-A construct is 
not active and cannot be used for structural studies. 

As a second attempt, the cysfree-S construct was cloned, containing the mutations 
C293S, C348S, and C1141S. The results of the purification and the cleavage assay are 
shown in Figure 3.2-2. The purification yield was 6.2 mg for 6 L LB culture and a 
HiLoad200 16/600 column was used. The chromatogram shows one distinct peak at 
an elution volume of 70 mL (Figure 3.2-2 a). 
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Figure 3.2-2: Analysis of the cysteine free construct C293S C348S C1141S. a, Chromatogram 
of the size exclusion during protein purification with a HiLoad200 16/600. The blue curve shows the 
absorption at 280 nm and the red curve the absorption at 254 nm. The colored bars indicate the regions 
from which samples were taken for SDS-PAGE, shown in b. b, SDS-PAGE of the same purification as in 
a. GF load denotes the sample taken from the protein solution loaded onto the size exclusion column. c, 
pre-crRNA cleavage assay of this protein construct with the wt protein as comparison.  

 

As seen in the SDS-PAGE, the peak consists of the desired protein (Figure 3.2-2 b). 
However, as the cysfree-A construct, also the cysfree-S construct has a drastically 
reduced activity regarding pre-crRNA cleavage (Figure 3.2-2 c). Thus, even though the 
three cysteines were replaced by serine, which should preserve hydrogen bonding, it 
has a drastic effect on the protein activity.  

To determine if one specific cysteine is functionally relevant or all three, each cysteine-
to-alanine combination was cloned, expressed, and purified. These six constructs are 
C293A, C348A, C1141A, C293A C348A, C349A C1141A, and C293A C1141A (Figure 
3.2-3). As seen from the SDS-PAGEs in Figure 3.2-3 a-f, each protein construct was 
purified with a high degree of purity and then subjected to a pre-crRNA cleavage assay 
(Figure 3.2-3 g). The single cysteine-to-alanine protein constructs C293A and C1141A 
were similarly active compared to the wt protein. In contrast, C348A presented a 
reduced cleavage activity. This trend was also visible in the double cysteine-to-alanine 
constructs. The pre-crRNA cleavage activity of C293A C1141A, in which C348 is still 
present, was equal to the one of the wt. In contrast, the activity of C348A C1141A was 
lower than the one of the wt and the activity of C293A C348A was even lower. This 
indicates that C348 is involved in efficient pre-crRNA cleavage and that the 
combination of C293A and C348A has an additional negative impact on pre-crRNA 
cleavage. 
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Figure 3.2-3: Purification results of different LbuCas13a constructs and their pre-crRNA 
cleavage behavior. The chromatograms of the last purification step with the SDS-PAGE of the eluted 
protein are shown for each construct. a, The chromatogram of the heparin column of C293A and the 
SDS-PAGE of a sample taken from the main peak is shown. It was not possible to run a size exclusion, 
due to pressure issues with the size exclusion column. b-f, Size exclusion chromatograms and SDS-
PAGEs of the main peak in the chromatograms are shown from different protein construct, as denoted 
on top of each figure section. g, pre-crRNA cleavage assay of the protein constructs shown in a-f. 
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However, it is unknown if C348 and C293 are directly involved in pre-crRNA cleavage, 
e.g. through direct contacts to the pre-crRNA or through involvement in bond cleavage. 
Further it is unknown if the exchange to alanine leads to structural changes that could 
explain this decreased cleavage activity. Structural changes can occur for example due 
to the loss of interactions between amino acids. So, to investigate if the native cysteines 
are involved in hydrogen bonds or non-covalent interactions, a Ligplot268 analysis was 
performed. Ligplot detects non-covalent interactions in experimental structures from 
the PDB and generates an interaction map of the residue of interest (Figure 3.2-4 b-d).  

 

Figure 3.2-4: Structural Ligplot268 analysis of the three native cysteines. a, cryo-EM 
structure of the binary LbuCas13a-crRNA complex. The insert highlights the region in which C348 is 
located. C348 is colored in pink, while interaction partner V166 is colored red. The 3’ end of the crRNA 
hairpin is highlighted by a red arrow. b, Ligplot interaction diagram for C348. Hydrogen bonds are 
shown with dashed green lines between the atoms. Hydrophobic interactions are shown as red rays. c, 
Ligplot interaction diagram for C293. The color coding is the same as in b. d, Ligplot interaction diagram 
for C1141. The color coding is the same as b. 
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As it can be seen, C293 and C1141 (Figure 3.2-4 c and d) are not involved in any 
hydrogen bonds. This fits to their spatial position in the protein, since both are more 
solvent exposed than C348 (Table 3.1-1, and Figure 3.1-1). In contrast, C348 is involved 
in hydrogen bonding to the amino acid residues V166 and Y344. This could be an 
explanation why mutations at this position lead to a drastic reduction of cleavage 
activity. In addition, C348 is in the helical-1 domain of the REC lobe, directly between 
the interface of the REC lobe and NUC lobe (HEPN1 and HEPN2 domains), at the 
closed backbone region of the protein. As described above, the specific active site for 
pre-crRNA cleavage is unknown. The 3’-end of the crRNA, where cleavage happens, is 
also located in between the REC and NUC lobe (Figure 3.2-4 a). Thus, the mutation of 
C348 could lead to a loss of hydrogen bonds and consequently to a perturbed structure 
in this protein region, which inhibits pre-crRNA cleavage. But since no experimental 
structure is known, this is only a hypothesis. 

In summary, the drastic decrease in activity of the cysfree construct originates mostly 
from C348A and to a smaller degree from C293. C1141A has little to no influence on 
the pre-crRNA cleavage.  

 

3.2.2 Development of a cysteine-free active protein construct 
 

On the path of developing a cysteine-free LbuCas13a construct, it is a valuable 
information that C348A is mostly responsible for a decreased cleavage activity. By 
substituting C293A and C1141A the pre-crRNA cleavage efficiency was retained. Thus, 
the next step was to find an adequate amino acid exchange for C348A. One method to 
look for an amino acid for C348 exchange, which does not decrease cleavage activity, 
is to test every natural amino acid. That would include primer design, cloning, 
expression, purification, and cleavage assays of 19 constructs containing one of the 19 
different natural amino acids each (excluding selenocysteine). The other approach is 
to use a tool called PoPMuSiC269 embedded in the dezyme server270. This tool predicts 
the thermodynamic stability changes in a protein structure when single site mutations 
are performed in-silico. The thermodynamic function that is used for this is the folding 

free energy change, ∆∆𝐺. A negative sign of ∆∆𝐺 corresponds to a stabilization of a 
protein structure, when a mutation is performed. Consequently, a positive sign 
indicates a destabilization of the protein’s structure upon single point mutation.  
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∆∆𝐺	was calculated for all 19 natural amino acid exchanges for C348. These 
calculations were done for each of the two experimentally known structures, being the 
binary complex and the ternary complex. The results are shown in Table 3.2-1. 

 

Table 3.2-1: Determination of possible stabilizing amino acid mutations for C348. 
Stabilizing and destabilizing single mutations with their folding free energy change. The amino acids 
that were used to exchange C348 are highlighted in green. 

  ternary complex binary complex  
amino 
acid 

DDG of mutation 
[kcal/mol] 

DDG of mutation 
[kcal/mol]  

ALA 1.24 1.33  
VAL 0.61 1.05  
LEU 0.78 0.85  
ILE 0.65 0.83  
PHE 0.81 0.71  
TYR 0.74 0.54  
TRP 0.72 0.9  
MET 1 0.89  
SER 1.85 1.69  
THR 1.74 1.6  
PRO 3.04 2.91  
ASN 2.84 2.46  
GLN 2.13 2.21  
ASP 3.07 2.87  
GLU 2.75 2.85  
HIS 1.9 1.46  
LYS 2.66 2.61  
ARG 1.89 1.61  
GLY 2.78 2.4  

 

Generally, each mutation of C348 is destabilizing the protein structure. The calculated 

∆∆𝐺	of a mutation is dependent on the input structure, which is seen by the difference 

between ∆∆𝐺 of a specific amino acid replacement in the binary versus the ternary 

complex. This difference is mostly 2-28%. The exception is valine, where ∆∆𝐺 from the 

binary complex and ternary complex differs by 72%. Thus, these ∆∆𝐺 values should be 
seen as a general trend, rather than absolute values. Nevertheless, the two amino acids 
valine and tyrosine were predicted to be less destabilizing than the other amino acids 

in the ternary and binary complex, respectively. In addition to this ∆∆𝐺 analysis, a 
sequence comparison of the position 348 was made with the two Cas13a proteins that 
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are phylogenetically most similar to LbuCas13a, being LshCas13a and LwaCas13a. 
Surprisingly the sequence alignment showed that C348 corresponds to a tyrosine in 
LwaCas13a, which was also suggested by dezyme to be less destabilizing in the binary 
complex of LbuCas13a. In LshCas13a, leucine corresponds to C348.  

Thus, C348 was mutated to tyrosine, valine, and leucine, to test for an active cysteine-
free LbuCas13a construct. The size exclusion chromatograms, the corresponding SDS-
PAGE gels, the pre-crRNA cleavage assay results, and the target cleavage assay results 
are shown in Figure 3.2-5. 

 

 

Figure 3.2-5: Purification results and cleavage assays of the three C348X constructs, 
designed with dezyme270 and phylogenetic analysis. The chromatograms of the size exclusion 
run with an SDS-PAGE sample of the main peak are shown from a, C293A C348V C1141A, b, C293A 
C348L C1141A, and c, C293A C348Y C1141A. The blue curve shows the absorption at 280 nm and the 
red curve the absorption at 254 nm. d, pre-crRNA cleavage assay of the constructs shown in a-c. e, 
Target cleavage assay of C293A C348V C1141A, with a labelled and target cleavage deficient construct 
(dtarget, 756lab) as comparison. wt- denotes a reaction that was performed with the wt and crRNA, 
lacking target RNA and wt+ denotes a cleavage reaction containing crRNA, target RNA and the wt as 
positive control. 

 

The protein constructs were successfully isolated (Figure 3.2-5 a-c). All three cysteine-
free construct are active regarding pre-crRNA cleavage (Figure 3.2-5 d). However, two 
constructs, C293A C348L C1141A and C293A C348Y C1141A, showed decreased 
cleavage, in comparison to the wt Cas13a. In contrast, the construct C293A C348V 
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C1141A had a similar cleavage activity as the wt protein. In addition to the pre-crRNA 
cleavage activity, also the target RNA cleavage activity was tested for the C293A C348V 
C1141A construct, to determine whether the target RNA cleavage is retained (Figure 
3.2-5 e). Indeed, also in this assay, the valine construct behaved as the wt Cas13a, with 
a very similar cleavage pattern. For comparison, an additional construct is shown, 
which is target RNA cleaving deficient and was spin labelled at the position 756 with 
MTSL. The target RNA is nicely visible in the cleavage assay of this dtarget construct, 
in contrast to the wt and to the C293A C348V C1141A construct.  

In summary, two of the three native cysteines, C293 and C348, modulate the pre-
crRNA cleavage activity of LbuCas13a. Upon mutation to alanine, it was found that 
especially C348A drastically reduced pre-crRNA cleavage. Also, the replacement with 
serine, which should retain possible hydrogen bonding in the protein structure, 
showed strongly reduced pre-crRNA cleavage. The software PoPMuSiC (dezyme) was 
used in combination with phylogenetic analysis to determine three possible amino 
acids that were tested for position 348. Out of these three, one combination was found 
to yield a cysteine free, active LbuCas13a, which is C293A C348V C1141A. The activities 
regarding pre-crRNA and target RNA cleavage were similar to the wt LbuCas13a. From 
this point on, this construct is called cysfree-V. 

 

3.3 Development of a labelled LbuCas13a construct via unnatural 
amino acids 

 

A second approach was tested, to achieve a labelled protein for PELDOR 
measurements. This approach consisted of expressing LbuCas13a with an unnatural 
amino acid. Since the unnatural amino acid bears a functional group orthogonal to the 
one at the spin label (Figure 1.8-5 d, e), there is no need for cysteine replacement. The 
general method to express a protein with an unnatural amino acid (UAA) is to use a 
stop codon as the codon for the UAA. Commonly, the amber codon (UAC) is used, 
which is almost absent in bacterial cells and by this has a low influence to expressions 
of other proteins271. This amber codon is recognized by an aminoacyl-tRNA synthetase 
(aaRS) with the corresponding tRNA. Consequently, the aaRS incorporates the UAA 
into the amino acid chain. However, if the tRNA is not present in required amounts, 
the amber codon can be read as a stop codon, leading to a truncated protein construct.  
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Truncated proteins are mostly inevitable. Thus, it is favourable to have C-terminal 
affinity tags, which enable to purify only the desired full-length protein. Several cloning 
steps were made to apply this method to LbuCas13a. The p2CT-His-MBP plasmid, 
containing the LbuCas13a gene had an N-terminal His-MBP-TEV end, followed by the 
Cas13a gene. The plasmid was modified to have the following scheme: MBP-TEV 
cleavage site-Cas13a-TEV cleavage site-His, thus a C-terminal TEV cleavage site and 
His6-tag. The primers used for cloning are found in the Materials Section, Table 6.5-3. 
This cloning should ideally lead to total remotion of truncated protein constructs 
during Ni-AC since truncated products are lacking a His6-tag.  

Once the plasmid was modified, it was co-transformed into BL21 AI cells, with one of 
three plasmids, being pAcF/pUltra, pAcF/pEVOL, and pAzF/pEVOL (Chapter 7.1.3). 
These plasmids encode an aminoacyl-tRNA synthetase (aaRS) and the corresponding 
tRNA for incorporation of acetylphenylalanine (AcF) or azidophenylalanine (AzF). 
This tRNA-aaRS pair is constructed such that the tRNA is amino-acylated only by the 
cognate aaRS and not by any other cellular aaRS. This ensures a high incorporation 
rate. 

Expression tests were performed with all three Cas13a-UAA constructs, without amber 
codon, to test if the UAA in the media influences expression of Cas13a. The procedure 
is similar to the expression tests without UAA (Chapter 2.1.2 and 7.2.5). The main 
cultures were set up with the corresponding antibiotics and after 2.5 h at 37°C, 
different amounts of UAA were added to the main cultures. The temperature was 
reduced to 16°C prior induction and SDS-PAGE samples of the main cultures were 
taken before and after 2 h, 6 h, and 16 h post induction. The results are shown in Figure 
3.3-1. Generally, all three BL21AI cell cultures overexpress Cas13a, which is the band 
between 130 kDa and 180k Da. The amount of Cas13a increases with increasing 
incubation time after induction. When comparing the last three lanes in each of the 
gels, corresponding to an incubation time of 16 h after induction, it can be seen that 
the amount of Cas13a increases with increasing UAA concentration for pAcF/pUltra 
and pAcF/pEVOL. In contrast, the biggest LbuCas13a band for pAzF/pEVOL was 
achieved with 0.05% pAzF. 
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Figure 3.3-1: SDS-PAGE gels of expression tests for UAA incorporation. Samples were taken 
from the main culture prior addition of the respective UAA (pre-UAA). After dividing the main cultures 
into three flasks, samples were taken before (preI) and after induction. The numbers 0.01, 0.05, and 
0.15 indicate the mass percentage of UAA that was added to each flask. These tests were done with three 
different aaRS-tRNA containing plasmids, being a, pAcF/pUltra b, pAcF/pEVOL, and c, pAzF/pEVOL. 

 

Another observation, maybe the most important one is, that the greatest protein 
amount, thus the biggest LbuCas13a band is obtained with pAcF/pEVOL, an 
incubation time of 16 h and a pAcF amount of 0.15%. However, the expression tests 
were performed on a construct without the amber codon. Thus, an amber codon was 
cloned into the Cas13a gene at amino acid position E32. This position was chosen with 
a difference distance map as described in Chapter 3.4. Since E32 is close to the N-
terminus of LbuCas13a, it is a suitable candidate to test the purification of the protein 
and to see whether truncation products are removed during HisTrap affinity 
chromatography or whether a size exclusion is needed to eliminate the truncated 
proteins. The expression and purification of LbuCas13a-E32Amb was performed with 
pAcF/pEVOL as described in Methods Chapter 7.2.8. The results of this expression are 
shown in Figure 3.3-2. The induction of protein expression worked well, as a band at 
around 180 kDa appeared. However, this band is less intense, when compared to the 
one in the test expressions (Figure 3.3-1 b). The protein amount of full length 
LbuCas13a in the elution of the HisTrap affinity chromatography is also small. 
Additionally, to the band at around 180 kDa, a very prominent band between 
40kDa and 55 kDa appeared (marked with a black arrow, Figure 3.3-1 a). This fits to 
the truncation product, consisting of MBP, TEV cleavage site, and the first 31 amino 
acids of Cas13a. If this is indeed the truncation product, this should decrease in size 
upon incubation with TEV, which is observed in Figure 3.3-2 b. 
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Figure 3.3-2: Purification and cleavage assay of LbuCas13a E32Amb. a, Chromatogram of the 
HisTrap affinity chromatography with the respective SDS-PAGE gel. preI and postI denote the samples 
that were collected from the main cultures prior and after induction, respectively. The black arrow 
highlights the protein band consisting of truncated MBP-Cas13a. b, Protein elution part of the 
chromatogram of the heparin affinity chromatography with the corresponding SDS-PAGE gel. c, 
Chromatogram of the size exclusion chromatography with the corresponding SDS-PAGE gel and an 
image of the pre-crRNA cleavage assay. The blue arrow highlights a protein band in the SDS-PAGE gel 
that supposedly origins from degradation of LbuCas13a E32Amb. The pre-crRNA cleavage assay was 
performed with the wt Cas13a and the E32Amb construct. The blue curves in the chromatograms show 
the absorption at 280 nm and the red curves the absorption at 254 nm. 

 

During the heparin affinity chromatography, the full-length protein was eluted with 
impurities from small size (25-35 kDa) proteins. However, these were fully removed by 
size exclusion (Figure 3.3-2 c). But the protein yield was so low that almost no peak 
was seen in the heparin affinity chromatography and in the size exclusion 
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chromatography (Figure 3.3-2 c). The SDS-PAGE after size exclusion shows one 
protein band, directly below the one of the desired protein, being copurified with 
Cas13a (marked with a blue arrow in Figure 3.3-2 c). This band is absent for the first 
part of the purification and appears after TEV cleavage. The TEV cleavage of this 
construct was performed over night at 6°C and this band could be a degradation 
product. Thus, it can be assumed that maybe the insertion of an UAA at this specific 
position destabilizes the protein and makes it more prone to degradation. 
Nevertheless, a pre-crRNA cleavage assay was performed with this protein construct 
(Figure 3.3-2 c). It is important to note here, that this cleavage assay was performed 
before all assay optimization steps. The assay was done with a small urea gel, without 
L-arginine and L-glutamic acid, without tRNA, and with self-transcribed pre-crRNA. 
However, the wt, as well as the E32Amb constructs are both active. Because of the non-
optimal experimental setup, it is difficult to determine if E32Amb is more or less active 
than the wt.  

During the establishment of the expression and purification with UAA, a cysteine-free 
and active construct was developed (Chapter 3.2.2). This last method is the preferred 
one since the protein yield is much higher than the one with UAA.  

 

3.4 Selection of suitable labelling sites 
 

As mentioned above (Chapter 3.3), the position E32 was chosen as a labelling site. This 
position was not arbitrarily chosen, and this Chapter will describe how suitable 
labelling positions were specifically chosen for LbuCas13a. 

But first, general considerations should be made about what a suitable labelling 
position is. First, a suitable labelling position is solvent exposed, since it yields higher 
labelling efficiencies. A buried labelling site might be not accessible for the label. 
Additionally, a labelling at a buried site can perturb the local protein structure through 
clashes with the protein. Second, a suitable labelling position is located in a rigid 
secondary structure element as an α-helix or a β-sheet. This is favorable since the 
distance distributions between two spin labels are narrower when the spin labelling 
sites are rigid. Third, the spin label position should be in a protein region that does not 
abolish protein function or folding. Four, a spin label pair should yield a measurable 
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distance that resides in the PELDOR regime of commonly 1.5 nm to 8 nm191,203. The 
distance distributions between two spin labels, acquired without and with ligand, 
should ideally not overlap and enable to track conformational changes.  

For LbuCas13a, the last consideration was tackled first. Since two experimental 
structures were known (at that time AlphaFold was not available), the mtsslSuite 
server272,273 was used to calculate a so-called difference distance map (DDM, Figure 
3.4-1 a). This map is a three-dimensional map in which the x- and y- axis consist of the 
amino acids of two conformations of the same protein. For Cas13a, the x-axis consists 
of the number of amino acid residues in the binary complex, bound to crRNA, and the 
y-axis consists of the amino acid residues in the ternary complex, bound to cr- and 
target RNA. The third dimension is colored and describes the difference of the inter-
spin distance between two spin label positions in two different protein structures. The 
lighter the color, the larger is the distance difference between two residues in two 
different structures. The gray areas in a DDM originate from residues that are not 
resolved in one specific structure, so their coordinates are unknown. The advantage of 
this representation is, that all distances, that are not in the PELDOR regime can be 
sorted out. Additionally, those residues that reside in a flexible loop, can also be sorted 
out manually, leaving residues in rigid secondary structure elements. The resulting 
modified DDM is shown in Figure 3.4-1 b. From this DDM, protein regions can be 
picked that present a big difference distance change (light colors) and that origin from 
residues in rigid protein regions. Once these are picked, the location on the protein is 
checked manually, regarding solvent accessibility. Lastly, the spin label location is 
checked for RNA binding contacts and for active sites, in which the RNA is cleaved. If 
one of these two features are valid, the labelling position is excluded. 

Since one goal of this thesis is to get an overview of the domain movements that 
LbuCas13a undergoes, it is favorable to look into the domain movements of the two 
known structures (Figure 3.4-2 a). Already from the DDM of LbuCas13a it can be noted 
that the first 360-380 amino acids apparently do not change their position, since the 
difference in interspin distance is low (blue box in Figure 3.4-1 a). This region coincides 
with the REC lobe. Further, the REC lobe, seems to have a fixed position with respect 
to the last 250-300 amino acids of the protein, which corresponds to the linker and 
HEPN2 domains (orange boxes in Figure 3.4-1 a). 
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Figure 3.4-1: Difference distance maps (DDM) of LbuCas13a. a, DDM. The gray areas are 
residues that are not resolved in one of the two experimental structures. The blue, yellow and brown 
rectangles highlight protein regions in which the interspin distance changes only marginally in both 
structures. b, Same DDM as in a. Additionally, all flexible loop areas were deleted manually, resulting 
in more gray areas. All regions that are left consist of rigid secondary structure elements, such as α-
helices or a β-sheets. The scale bar in b is also valid for a.1 

 

Lastly, a third region with no distance changes can be determined that consists of the 
linker and HEPN2 domains, which seem to undergo no conformational change 
between the two known structures (brown box in Figure 3.4-1 a). This indicates that 
these regions could move in a rigid body fashion. To investigate the conformational 
change of the binary and ternary complex in more detail, a histogram representation 
was done (Figure 3.4-2 b). Here, the structures of the binary and ternary complex were 
aligned with pymol and the Cα displacements of each residue are plotted against the 
number of the respective residue. The Cα displacements are determined by calculating 
the vector length of the Cα atom of a specific amino acid in the binary structure and the 
same Cα atom of the amino acid in the ternary structure. This distance difference is 
plotted in (Figure 3.4-2 b). 

 
1 The DDM was only calculated to visualize the conformational change of the experimental binary and 
ternary complex of LbuCas13a, since AlphaFold2 (and AF3) were not available at that time. Further it is 
important to point out, that the DDMs were calculated with the distance distributions, hence with the 
in-silico MTSL-labelled protein, and not with the Cα-displacements. 
 
 



 
Selection of suitable labelling sites 

95 
 

 

Figure 3.4-2: Cα displacements between the binary and ternary complex. a, cryo-EM and X-
ray crystallographic structures of the binary and ternary complex, respectively. b, Displacement 
representation. Displacements were calculated after alignment of both structures. The color coding of 
the domains is the same as used before. 

 

In this representation it becomes even more visible that the REC lobe, consisting of the 
NTD and helical-1 domain, as well as the HEPN2 domain seem not to change their 
position during target RNA addition. The movements that occur, happen mostly in the 
HEPN1, helical-2, and to a lower extend in the linker domain. This makes sense, since 
these are the regions that need to move to enable formation of the helix between the 
crRNA and the target RNA. A second observation is, that the extend of the intrinsic Cα 
atom displacement in the NTD, helical-1, HEPN1, Linker or HEPN2 domain is very 
similar. Thus, the path length that the Cα atoms undergo in one domain is very similar. 
Even though the angle and direction of each Cα atom is omitted in this analysis, this is 
a hint, that the movements that occur could origin from translational rigid-body 
movements of entire domains, since a rotation of single domains would lead to 
different Cα atom path lengths. This also means, that maybe the helical-2 domain 
undergoes a rotational movement, since there the path lengths of the Cα atoms are very 
different. 

Since most of the domains seem to move as whole and each to a different extend, spin 
labels should be placed into each domain. This ensures, that each part of the protein 
will be sufficiently described by distance measurements. The helical-2 domain should 
be labelled at least twice, since its movement seems to be more complicated. 
Additionally, the HEPN2 domain is the only domain that will not be labelled. The 
reasons for this are first, the movements in this domain seem to be small (Figure 3.4-2). 
Second, and most importantly, there is evidence that this domain is important for pre-
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crRNA cleavage and for target RNA degradation75. Hence, this domain is functionally 
very important and should not be labelled to avoid perturbations.  

For LbuCas13a more than 50 combinations of labelling positions yielded distances in 
the PELDOR regime. These were restricted to 20 based on their solvent accessibility. 
Out of these 20, 7 combinations were picked, depending on the overlap of the distance 
distributions of the binary and ternary complex. These 7 were 32/624 measuring the 
distance between the REC and NUC lobe, 660/756, 756/926, 660/926, 462/660, 
462/756 and 462/926, measuring distances within the NUC lobe (Figure 3.4-3). 
Additionally, four combinations of labelling positions were chosen to investigate the 
movements in the REC lobe (Figure 3.4-3 green distance measurements), which were 
138/222, 63/138, 138/190, and 190/222. Further, three combinations were chosen to 
investigate the movements of the REC and NUC lobe to each other (Figure 3.4-3 gray 
distance measurements), 190/756, 190/926, and 138/926. In total, from these 14 
different spin labelling site combinations, 11 constructs were obtained that were 
functionally active. These were used for PELDOR distance measurements (Chapter 4). 

 

Figure 3.4-3: Spin label positions chosen for PELDOR measurements. The domain 
architecture of LbuCas13a is shown on top with selected labelling positions. The spin label combinations 
that are tested for distance measurements are shown below, as bars. The green label combinations lead 
to distance measurements within the REC lobe, the blue combinations to distance measurements within 
the NUC lobe, and the grey combinations to measurements between the REC and NUC lobe. The spin 
label combination 32/624 resulted in an instable construct and was discarded (Chapter 3.5). Also 
462/660 and 462/756 were discarded since these resulted to be inactive regarding RNA cleavage 
(Chapter 3.5). All discarded constructs are highlighted by red brackets. 
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3.5 Preparation of active double labelled protein constructs 
 

As described above, several suitable labelling positions were found. The first construct 
that was cloned, expressed and purified contained E32 and E624 as labelling positions. 
However, no protein could be purified. As seen in the SDS-PAGE gel sample after cell 
induction, in Figure 3.5-1, the protein was overexpressed. But in comparison to other 
purifications (e.g. Figure 2.1-7 a), the expression rate seems to be lower. Additionally, 
it seems that the protein is either not stable, or that it is expressed in inclusion bodies. 
This is difficult to distinguish, since the SDS-PAGE sample of the cell pellet is very 
blurred. What can be seen is, that almost no protein is present in the supernatant, in 
the elution of the nickel affinity chromatography and in the elution of the heparin 
affinity chromatography (Figure 3.5-1). 

 

Figure 3.5-1: Purification of the Cas13a construct E32C E624C. a, SDS-PAGE gel with samples 
from the nickel affinity chromatography. b, SDS-PAGE gel with samples from the heparin affinity 
chromatography. The arrow on the right highlights the protein band, which can be barely seen. 

 

After this result, the focus was set on other spin labelling positions to test whether the 
low protein stability was caused by this specific protein construct. Therefore, three 
cysfree-V constructs were cloned, being A462C S660C (462/660), S660C T756C 
(660/756), and S660C E926C (660/926). These were expressed and purified, and the 
results of the size exclusion and the corresponding SDS-PAGE gels are shown in Figure 
3.5-2. As seen in Figure 3.5-2 a-c, all three purifications were successful. So, the 
reduced protein stability of 32/624 (Figure 3.5-1) was probably caused by the 
mutations at positions 32 and 624. Additionally, the three new protein constructs show 
no other substantial impurities in their respective SDS-PAGE samples. The protein 
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construct with the highest yield was chosen for MTSL labelling tests, which was the 
462/660 construct.  

 

Figure 3.5-2: Purification results of the protein constructs 462/600, 550/756, and 
660/926. The chromatogram on the left belongs to the size exclusion run with a HiLoad 200 16/600 
column. The corresponding SDS-PAGE gel of the concentrated protein (conc) or of the main peak is 
shown on the right. The constructs shown are in a, 462/660, in b, 660/756, and in c, 660/926. The 
blue curves show the absorption at 280 nm and the red curves the absorption at 254 nm. 

 

Different labelling procedures were tested, in which the temperature and the length of 
protein-MTSL incubation was varied. Generally, the spin labelling procedure consisted 
of a 30 min incubation of the protein with TCEP, to reduce existing disulfide bridges 
between cysteines. TCEP was removed by a PD10-gravity column and the protein was 
eluted into a falcon containing a 20-fold molar excess of MTSL per cysteine. The 
incubation was done for 2 h at RT, for 16 h at RT, and for 16 h at 4°C. After incubation, 
excess MTSL was removed via a PD-10 gravity column, followed by protein 
concentration through a centrifugal concentrator with an MWCO of 100.000 kDa. The 
results of all three labelling tests are shown in Figure 3.5-3. In general, all three cw-
EPR spectra show immobile spin label and the labelling efficiencies, calculated from a 
spin count, are very similar. Maybe small amounts of free spin label are present in the 
samples incubated for 2 h at RT and for 16 h at 4°C. This results in small indentations 
in the spectrum, highlighted with arrows in Figure 3.5-3 a.  
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Figure 3.5-3: cw-EPR spectra of different labelling trials with the 462/660 construct. 
Labelling is performed with an incubation of a, 2 h at RT. b, 16 h at 4°C. c, 16 h at RT. The labelling 
tests were performed without L-arginine and L-glutamic acid. 

 

But the amount of free spin label is so small that it can be neglected. The labelling test 
that yielded the highest spin labelling efficiency is the one performed over night for 
16 h at 4°C. This method was used for further cw-EPR measurements. Additionally, to 
fit the background, the sweep width of the cw-EPR spectrum was increased. The 
addition of the amino acids L-arginine and L-glutamic acid (see Chapter 3.6) during 
labelling, in combination with the new labelling procedure resulted in a labelling 
efficiency of 90% (Figure 3.5-4). The constructs 462/660, 660/756, and 660/926 were 
labelled with the optimized protocol, using an incubation of 16 h and 4°C. As seen in 
Figure 3.5-4, the labelling efficiency was 90-100%. Additionally, the labelled protein 
constructs were subjected to a pre-crRNA and a target RNA cleavage assay. The 
labelled 462/660 construct is active regarding the pre-crRNA cleavage, even though 
the cleavage seems to be reduced, compared to the wt. Additionally, the target cleavage 
seems to be drastically reduced (Figure 3.5-4 a). Thus, this construct was excluded 
from further experiments.  

In the cw-EPR spectrum of the labelled 660/756 construct, free spin label is still 
present. Labelling trials were performed in which the protein solution was purified 
twice via PD10, but the amount of free spin label could not be decreased (data not 
shown). However, the amount of free spin label did not inhibit pre-crRNA and target 
RNA cleavage (Figure 3.5-4 b). But during PELDOR sample preparations it was found 
that this construct fully precipitated, as soon as pre-crRNA or crRNA was added, 
indicating a reduced protein stability in-vitro. It was decided not to use this construct 
for PELDOR measurements with RNA. 
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Figure 3.5-4: cw-EPR spectra, pre-crRNA, and target RNA cleavage assays of MTSL-
labelled constructs. The spectra and the cleavage assays were performed with L-arginine and L-
glutamic acid. The spin labelling efficiency is given for each spectrum individually, on top. This data is 
shown for the protein constructs labelled at positions a, 462/600, b, 600/756, and c, 600/926. 

 

The third labelled construct, finally, seemed to almost behave as the wt. No free spin 
label can be seen in the cw-EPR spectrum, the pre-crRNA cleavage activity is only 
slightly reduced compared to the wt, and the target RNA seems to be fully cleaved 
(Figure 3.5-4 c).  
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In summary, a labelling procedure was established, and the final protocol is described 
in the Methods Chapter 7.3.1. This protocol was applied to all protein constructs, 
showed in Figure 3.4-3. Each of these constructs will be introduced and explained in 
Chapter 4. 

As seen in this Chapter, double cysteine mutations or labelling can lead to inactive 
protein constructs regarding pre-crRNA or target RNA cleavage. Other constructs can 
become instable, resulting in protein precipitation. The topic of the last part of this 
Chapter will be how to minimize precipitation. 

 

3.6 Minimizing amorphous structure formation during RNA addition  
 

All PELDOR measurements of the apo protein constructs were set up with a 
concentration of 50 µM protein. But during the preparation of the first PELDOR 
samples with crRNA it was noticed that upon addition of RNA, the solution became 
very viscous and turbid. It was hypothesized that the protein or/and the RNA 
precipitated. Upon lowering the protein concentration to 15 µM this phenomenon still 
occurred, but to a lower extend, depending on the double cysteine construct that was 
used. In the context of Catrin Allar’s master thesis, it should be tested what this 
precipitant could be and PELDOR was measured of a protein construct that showed a 
more pronounced precipitation, which was the double labelled 462/756 construct 
(Figure 3.6-1 a, b). In later studies this construct resulted to be inactive. However, it 
was shown that the precipitation could be mostly attributed to labelled protein. Since 
the distance distribution of the apo and the crRNA bound complex are very similar, it 
was difficult to determine which of both states predominantly precipitated (Figure 
3.6-1 a). To avoid the formation of a turbid solution, several additives were tested, these 
were tRNA, trehalose and amino acids (data in Figure 3.6-1 and Figure 3.6-2 are 
recorded by Catrin, data shown in Figure 3.6-3 were recorded by me). First, total yeast 
tRNA was added. Since tRNA decreased unspecific RNA binding in cleavage assays 
(Chapter 2.3), this may help to reduce macroscopic aggregation during PELDOR 
sample preparation. But the opposite happened (Figure 3.6-1 b). 
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Figure 3.6-1: Investigation of PELDOR sample precipitation. PELDOR time traces and 
distance distributions of a, labelled 462/756 construct. Precipitation occurred during sample 
preparation, the precipitant and the soluble fraction were measured separately. The predictions of 
distance distributions on the basis of the AF3 prediction and on the experimental structure of the binary 
crRNA-bound complex are shown as colored areas. The 95% confidence intervals are drawn as shaded 
areas in the same color of the distance distributions that it belongs to. b, apo 462/756 with and without 
tRNA. The time trace analysis with backgrounds is shown in the Appendix in Figure 8.3-1. All distance 
distributions were calculated using CDA. 

Addition of tRNA increased turbidity, leading to a shorter phase memory time Tm and 
consequently to a shorter measurable PELDOR time trace. The reason for this is that 
the environment of the spin label in aggregated proteins is not deuterated, compared 
to the non-aggregated protein in deuterated solvent, leading to a shorter phase 
memory time Tm192. However, the distance distribution for the apo 462/756 construct 
with and without tRNA are very similar and the impact of this turbidity on the distance 
distributions is low. This is not the case for the crRNA bound PELDOR measurements 
with and without tRNA of the 190/756 construct (Figure 3.6-2 a).  

 

Figure 3.6-2: Investigation of tRNA and trehalose to reduce precipitation. PELDOR time 
traces and distance distributions of a, labelled 190/756 construct with crRNA. As in Figure 3.6-1, the 
influence of tRNA was tested. The signal to noise ratio of time trace of the sample with tRNA was so low 
that no distance distribution could be calculated. b, Labelled 190/756 construct in its apo and crRNA 
bound states, with and without trehalose. The time traces of the samples with trehalose are shifted on 
the y-axis by 0.1. The predictions of distance distributions on the basis of the AF3 prediction and on the 
experimental structure of the binary crRNA-bound complex are shown as colored areas. The 95% 
confidence intervals are drawn as shaded areas in the same color of the distance distributions that it 
belongs to. The time trace analysis with backgrounds is shown in the Appendix in Figure 8.3-1. All 
distance distributions were calculated using CDA. 
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The distance distribution belonging to the sample without tRNA presents a most 
probable distance, which fits to the predicted distribution from the binary complex 
(blue shaded area in Figure 3.6-2 a). The signal to noise ratio of time trace belonging 
the sample with tRNA is too low for the analysis with ComparativeDeerAnalyzer (CDA) 
and the time trace shows no oscillations. This could be an indication that the protein 
almost entirely precipitated and that generally the proteins’ structure is perturbed.  

The second additive that has been tested was trehalose. Trehalose is produced in 
unicellular organisms when cellular stress levels rise. It is used by cells to prevent 
protein degradation, it stabilizes proteins preventing aggregation, and it was used for 
cryopreservation274. Thus, it was hoped that this would help, especially in combination 
with d8-glycerol as an additional cryoprotectant. Two samples of the 190/756 construct 
containing trehalose were prepared with and without crRNA (Figure 3.6-2 b). By 
comparing the apo samples with and without trehalose first, it can be noted that the 
most probable distances in the distributions are similar. The two peaks are more 
defined in the sample without trehalose and broader in the sample with trehalose. This 
could be an indication that the protein adopts more and different conformations with 
trehalose than without trehalose. However, the time trace with trehalose is 
significantly shorter than without trehalose, which has an effect on the reliability of the 
distance distribution. The crRNA bound sample without trehalose shows one distinct 
peak, with a most probable distance at 6.9 nm (brown trace, Figure 3.6-2 b). This 
distance fits to the predicted distance on the basis of the experimental structure of the 
binary complex. As for the samples without RNA, the time trace length of the construct 
with crRNA and trehalose is 2 µs shorter than the one without trehalose. The time trace 
of the crRNA bound construct with trehalose is too short to observe any possible 
oscillations and the resulting distance distribution with a peak at around 8 nm should 
not be interpreted. What can be said at this point is, that trehalose did not increase 
protein solubility and that it has an impact on protein conformation. 

The third test was to use a different cryoprotectant. It was shown that cryoprotectants 
can have an impact on the protein’s conformation119 and that different cryoprotectants 
should be tested since these can have an impact on weak protein-protein interactions 
and on the proteins state during the freezing process214. For this thesis, d8-glycerol was 
initially used during sample preparation since it was also present in the buffers for 
protein purification. But d4-ethylene glycol (d-EG) is also a common cryoprotectant. 
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The comparison of using different cryo-protectants is shown in Figure 3.6-3 a. 

 

Figure 3.6-3: Influence of different cryoprotectants and amino acids on the formation of 
precipitants during PELDOR sample preparation. PELDOR time traces and distance 
distributions of a, the labelled 660/926 construct in its active and dtarget form, with and without 
crRNA. The influence of d4-ethylene glycol (DEG) is analyzed. b, The labelled, cleavage active 138/222 
construct with and without the amino acids L-glutamic acid and L-arginine (AA). The time traces of the 
samples with AA are shifted on the y-axis by 0.1. The predictions of distance distributions on the basis 
of the AF3 prediction and on the experimental structure of the binary crRNA-bound complex are shown 
as colored areas. The 95% confidence intervals are drawn as shaded areas in the same color of the 
distance distributions that it belongs to. The time trace analysis with backgrounds is shown in the 
Appendix in Figure 8.3-1. All distance distributions were calculated using CDA. 

 

Two different constructs are shown in Figure 3.6-3 a, the active and the target RNA 
cleavage deficient dtarget form of 660/926. The dtarget modifications (R1048A 
H1053A) should have no impact on the structure compared to the active form. 
However, only experimental structures of the dtarget construct are known and no 
structure of the active form of LbuCas13a is available. Our data suggest, at least for the 
region of this double labelled construct, that the structures are very similar (brown and 
black curves with the blue shaded area in Figure 3.6-3 a). Both show the same most 
probable distance of 6.1 nm, and the conformational flexibility (the width of the 
distance distribution) is also very similar. Upon addition of crRNA to the active 
construct, the most probable distance is slightly shifted to shorter distances and a 
shoulder appears at 5.4 nm. The sample of the dtarget construct with crRNA and d-EG 
(blue time trace, in Figure 3.6-3 a) showed a much faster Tm, hence only a shorter time 
trace could be measured. This is explained by the formation of a significantly more 
turbid solution, than the crRNA sample without d-EG and with d8-glycerol. Despite of 
a deterioration of the turbidity, the distance distribution between both spin labels is 
different. The most probable distance is shifted to longer distances and the background 
validation led to distance peaks that almost completely vanished. Additionally, the time 
trace is similar to an exponential decay. Taken together, this is an indication that the 
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distance distribution should rather be interpreted as a broad distribution, that no clear 
distance between spin labels can be measured, and that the structure of the protein is 
altered. 

The fourth and last additives tested, were the amino acid combination L-glutamic acid 
and L-arginine (AA), in a 1:1 ratio. Golovanov et al.266 found out that the addition of 
50 mM of both amino acids to the protein buffer can decrease the formation of 
precipitant and aggregation and increase protein stability. Additionally, the long-term 
protein stability was increased and they stated that protein-protein and protein-RNA 
interactions were not adversely affected by the presence of these amino acids266. To 
test, if these additives have a positive impact on Cas13a stability, the double labelled 
construct used for this was the active 138/222 construct (Figure 3.6-3 b). Both apo 
samples, with and without AA showed a time trace without oscillations and a very 
broad distance distribution. When the crRNA was added to the samples with and 
without AA, the sample with AA remained almost transparent, while the sample 
without AA became turbid. After centrifugation to deposit the precipitation, also the 
sample with AA contained some precipitant on the bottom of the reaction tube, but to 
a smaller degree than the sample without AA addition. Therefore, AA addition 
drastically increased solubility. The distance distributions of both samples containing 
crRNA show the same peak at 3.8 nm. In contrast to the other parameters tested 
before, the apo and the crRNA bound samples with and without AA lead to the same 
result. This was also the case for other double labelled protein constructs (data not 
shown). 

After this positive result, both amino acids were added to the cleavage buffer for 
cleavage assays, to the PELDOR buffer for PELDOR sample preparation, and to the 
cw-EPR buffer, for protein labelling. It is noted that no protein precipitation was 
observed during cleavage assays, during AFM measurements (Chapter 4.4.2) and 
during any other experiments in which pre-crRNA, crRNA and/or target RNA was 
added to the protein. The only exception was PELDOR sample preparation, in which 
sometimes minor precipitations occurred. This is presumably due to the micromolar 
protein and RNA concentration. Since these were minor precipitations, they were 
tolerated and the same buffer composition was used for all experiments, for 
comparable experimental conditions. 
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3.7 Discussion and Conclusion 
 

This Chapter describes how double labelled LbuCas13a constructs were obtained that 
retained pre-crRNA and target RNA cleavage activity and that could be used for 
structural and dynamic studies via PELDOR spectroscopy. 

The wt LbuCas13a was labelled with MTSL, and it was seen that the native cysteines 
were labelled, despite their low solvent accessibility. The cysteines were exchanged 
with alanine and serine, but the cleavage of both protein constructs was almost 
completely abolished. Upon mutational analysis it was found that C348 was 
particularly important for pre-crRNA cleavage. The mutation C348A in combination 
with C293A further reduced pre-crRNA cleavage. So far it is unclear why and how these 
amino acids are important for pre-crRNA cleavage. Through an interaction diagram 
analysis with Ligplot it was seen that C348 forms hydrogen bonds with other residues. 
This could be a first indication, that this cysteine stabilizes the proteins’ active 
structure. It would be interesting to determine the structure of this construct, to 
potentially determine where the pre-crRNA cleavage site exactly is and to develop a 
protein construct that even enhances the pre-crRNA cleavage activity. 

To develop a cysteine-free protein construct that remains active, C348 was mutated to 
valine, tyrosine, and lysine. Out of these, the valine modified construct retained pre-
crRNA cleavage activity. The program used for this is dezyme, which provides 
information on protein stability based on the proteins’ structure. Even though this 
approach worked, the ΔΔG values that are given should be carefully used. They provide 
rough indications of the influence of a specific amino acid at a specific position. But 
dezyme does not account for the flexibility of the proteins’ structure, for the different 
buffer conditions (pH, viscosity etc.), and it does not include homology comparisons 
and evolutionary information. Further, dezyme does not include information on an 
active site or a ligand binding site. Taking e.g. an active site, often the amino acids that 
make up this site are not the amino acids that are the most stable at these positions269. 
Thus, dezyme is a useful tool but the results should be evaluated with care and need to 
be experimentally tested. 

During the preparation of the active cysteine-free construct C293A C348V C1141A, 
another approach was tested, which was the insertion of unnatural amino acids. The 
E32Amb construct was successfully expressed and purified, but with small protein 
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yields compared to the protein without UAA. A pre-crRNA cleavage assay confirmed 
this construct to be active. Thus, the expression and purification of LbuCas13a with 
UAA was successfully established as a second option for generating a protein construct 
that can be used for PELDOR measurements. Since an active cysteine-free construct 
was successfully found, which did not require amber codon suppression and which was 
purified in higher yields, the labelling via UAA was not further pursued.  

Different labelling positions were chosen for double labelled constructs. However, the 
insertion of two new cysteines needs careful experimental evaluation. Some double 
cysteine constructs showed a decrease in stability (E32C E624C), which led to full 
protein degradation during purification. Other double cysteine constructs were stable 
but became inactive regarding pre-crRNA or target RNA cleavage. This shows how 
important activity tests are and that the integrity of the proteins needs to be validated. 
Out of the double cysteine constructs tested, there were several that were stable and 
active. These were successfully used for structural studies with PELDOR spectroscopy, 
discussed in the following Chapter.  

During PELDOR sample preparation with crRNA it was seen that the labelled protein 
precipitated, probably mainly because of the high protein and RNA concentrations. To 
overcome this issue, several additives were tested. These were total yeast tRNA, 
trehalose, D-EG as cryoprotectant, and L-arginine and L-glutamic acid. It was found 
that the first three additives did not reduce precipitation. But addition of L-arginine 
and L-glutamic acid substantially reduced protein precipitation and, depending on the 
protein construct, completely inhibited precipitation. Furthermore, the PELDOR data 
suggested that the addition of these amino acids did not change the proteins’ structure 
or the distribution of protein conformations. 
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The previous Chapters lay the biochemical foundation for the subsequent 
measurements. As mentioned above, it is important to analyze each protein construct 
separately regarding its purification, its spin labelling, and its pre-crRNA and target 
RNA cleavage activity. For each protein construct that will be shown in the following 
Chapter, the last step of the purification, the SDS-PAGE sample of the concentrated 
protein construct, the cw-EPR spectrum, and one of the three replicates of the pre-
crRNA and target RNA cleavage assays can be found in the Appendix. All PELDOR 
samples that are used from this point on were prepared with buffers containing L-
arginine and L-glutamic acid.  

 

4.1 Recognition lobe 
 

4.1.1 The REC lobe changes its conformation and rigidifies upon RNA 
binding 

 

LbuCas13a is composed of the recognition lobe (REC lobe) and the nuclease lobe (NUC 
lobe). Only two experimental structures of Cas13a are available, the crRNA bound 
structure and the cr- and target RNA bound structure. Additionally, to these structures, 
the AF3 predictions of the apo and the pre-crRNA bound complex were calculated and 
the results are shown in Figure 4.1-1. 

 

Figure 4.1-1: Molecular architecture of LbuCas13a conformations. a, Domain architecture of 
LbuCas13a with labelling sites highlighted at the bottom. b, Conformational pathway with predicted and 
experimental structures87. 



 
Recognition lobe 

111 
 

When looking at experimental and at predicted structures of the various states of 
LbuCas13a, the REC lobe does not change its conformation from the apo, via the pre-
crRNA-bound, crRNA-bound, and the cr- and target RNA bound complex, suggesting 
a rigid REC lobe. In contrast, from the known structures of other Cas13a proteins 
(Figure 1.6-3), it can be noted that in four structures, parts or the complete NTD in the 
REC lobe are missing. These construct modifications can be an indication of an 
increased flexibility in the REC lobe, since both used methods for structure 
determination, X-ray crystallography and cryo-EM, work best with rigid proteins. 
Thus, the questions arise, if the REC lobe in solution is rigid or flexible, how the 
conformation of the REC lobe changes throughout the functional pathway, and how 
structurally RNA binding works. 

To answer the first two questions, the REC lobe structure was investigated with 
PELDOR spectroscopy in each state, the apo, the pre-crRNA, the crRNA and the cr- 
and target RNA bound states. To inhibit cleavage of the pre-crRNA and to trap the 
protein in a pre-crRNA bound state during data acquisition, a double labelled dprecr 
construct containing R1079A was cloned. To inhibit cleavage of the target RNA and to 
trap the cr- and target RNA bound complex, a double labelled dtarget construct 
containing R2048A H1053A was cloned (see Chapter 1.6.5). Biochemical validation 
data is found in the Appendix 8.2.1. 

 

Figure 4.1-2: AF3 structure of LbuCas13a with focus on the REC lobe. The full AF3 structure 
of apo LbuCas13a with label rotamers in magenta at positions 138 and 222 are shown on the left. The 
REC lobe consisting of NTD (light green) and helical-1 domain (olive green) is shown from the top 
view. The label rotamers are highlighted in magenta and the β-sheets that could act as a hinge region 
between both domains are highlighted by a blue oval. 
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By looking at the structural connection between the NTD and helical-1 domain (Figure 
4.1-2) it was noted that two β-sheets in between of both domains could act as a hinge 
region, leading to a seashell-like opening and closing motion. Thus, a construct was 
designed to detect if a closed, an open or even multiple REC lobe states can be 
observed. The labelling positions that were chosen for this were L138 and K222, which 
are located in the NTD and in the helical-1 domain, respectively (Figure 4.1-2). 

The PELDOR results of 138/222active
apo  (Figure 4.1-3, top), show a very broad distance 

distribution without a defined distance between both spin labels. This indicates that 
the protein region studied here seems to be very flexible and that the protein does not 
adopt a preferred conformation in this protein region. In fact, it adopts a variety of 
conformations in frozen solution, that are more or less equally probable. AF3 predicts 
a structure with an interspin distance of around 3.9 nm (Figure 4.1-3, top, magenta 
distribution). Together with many other conformations, this conformation is also 
present in the experimental distribution. Generally, an enhanced flexibility could 
explain why the NTD was partially or completely truncated in the apo structures that 
were experimentally solved from homolog Cas13a proteins, presumably to facilitate 
crystallization. Additionally, this flexibility fits to what is known from other Cas 
nucleases, as Cas12a, where a high extend of conformational flexibility between the 
helical domain and the RuvC domain was seen in cryo-EM275. Through crRNA 
addition, a conformational change is driven in Cas12a, leading to a more compact 
structure275. This is also the case for Cas13a, the protein dynamics drastically change 
upon addition of the pre-crRNA to the dprecr construct. In contrast to the time trace 

of 138/222active
apo , the one of 138/222dprecr

pre-crRNA shows well defined oscillations, an 

indication of a narrow distance distribution. The distance distribution of 

138/222dprecr
pre-crRNA has a single, most probable distance at 3.8 nm, which fits well to the 

AF3 prediction of the pre-crRNA bound complex. Interestingly, this conformation 
seems to be similar to the one of the apo AF3 prediction. As discussed in Chapter 1.7.3, 
AF2 predictions sometimes correspond to the bound structure and not to the apo 
structure, which is a known AF2 feature160,161. Our results indicate that this could also 
be valid for AF3.  

As a next step, we added the crRNA to the apo protein and measured PELDOR, shown 

in the third measurement. The most probable distance of 138/222active
crRNA remains at 
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3.8 nm, indicating no structural rearrangements. Also, upon addition of target RNA, 

the most probable distance of 138/222dtarget
cr-target	RNA does not change. Both PELDOR 

distance distributions of 138/222active
crRNA and 138/222dtarget

cr-target	RNA fit to the predicted ones 

based on the experimental structures. It is worth mentioning that the peaks at 1-3 nm 
and 5 nm in the distance distributions analyzed with Tkh, vanish when analyzed with 
CDA. But the background of the time traces fitted by CDA is different (see Appendix, 
Figure 8.3-2). This suggests that these smaller peaks could origin from the background. 

 

Figure 4.1-3: PELDOR results for the protein constructs labelled at 138/222. From top to 
bottom measurements are shown from the apo state of the active double labelled protein construct, the 
dprecr construct with pre-crRNA, the active construct with crRNA, and the dtarget construct with cr- 
and target RNA. The PELDOR time trace and the distance distributions are shown for each construct. 
The time traces include the fits that were done with the software DeerAnalysis276, through Tikhonov 
regularization (Tkh) or through the ComparativeDeerAnalyzer (CDA)214. The distance distributions on 
the right contain the 95% confidence interval as shaded area in the same color as the distribution, and 
the colored bars on the bottom, which describe the reliability of the distribution in the respective region 
(green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models, the binary cryo-EM 
structure, and the ternary X-ray crystallographic structure are shown as shaded distributions. 

Taken together, the PELDOR data show that the REC lobe is very flexible, when no 
RNA is bound. Once the pre-crRNA binds to LbuCas13a, the conformation of this 
protein region strongly rigidifies into one conformation. This conformation does not 
change anymore through the entire functional pathway. This fits to the known crRNA 
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bound cryo-EM and to the cr- and target RNA bound crystal structure, as seen from 
the predicted distributions (Figure 4.1-3, blue and purple shaded distributions). 

 

4.1.2 REC lobe flexibility 
 

From the PELDOR measurement of 138/222active
apo , the question arises, where the 

enhanced flexibility of the REC lobe origins. One possible reason for the flexibility of 

138/222active
apo  could be a rigid body movement of the NTD and the helical-1 domain 

towards each other. Another possibility could be an enhanced flexibility due to 
intrinsically disordered protein (IDP) domains or regions, that become ordered once 
the pre-crRNA binds. 

To investigate the origin of the flexibility, three additional double labelled REC lobe 
constructs were designed (Figure 4.1-4). Two of them include two labelling positions 
in one domain, to address the intrinsic domain flexibility. These are 63/138, where 
both positions are located in the NTD and 190/222, where both positions are located 
in the helical-1 domain. The third construct was labelled at the positions 138/190. 
These two positions are located as near as possible to the two β-sheets, which 
potentially act as a hinge region (Figure 4.1-4). This strategic placement of the spin 
labels enables to examine the flexibility of this hinge region part only, minimizing the 
influence of both domains. The biochemical validation of these constructs is shown in 
the Appendix in Figure 8.2-2. In contrast to the flexibility between the NTD and 
helical-1 domain shown above (Figure 4.1-3 and Figure 4.1-4 b), the NTD only distance 
distribution with spin labels at positions 63 and 138 is very narrow. The experimental 
distance of 3.8 nm fits to the AF3 prediction with a slightly longer distance of 4.1 nm. 

In contrast to the rigid NTD, the distance distribution of the 190/222active
apo  construct, in 

which both spin labels are located in the helical-1 domain, is broad. However, the 

broadness of this distribution is not as prominent as in the 138/222active
apo  construct. The 

most probable distance of the distribution based on the AF3 prediction fits to the most 
probable distance of the experiment. Structurally, the dynamic behavior of the helical-1 
domain could origin from the kink in this domain (Figure 4.1-5 a, red dashed line). But 
the dynamics of just that kink alone (Figure 4.1-4 d) are not explaining the enhanced 

flexibility seen in 138/222active
apo  (Figure 4.1-4 b).  



 
Recognition lobe 

115 
 

 

Figure 4.1-4: Investigation of the domain flexibility in the REC lobe. a, REC lobe of the apo 
AF3 prediction, with MTSL rotamer clouds in magenta. The light green domain is the NTD and the olive-
green domain is the helical-1 domain. The arrows indicate flexibility between two protein regions and a 
bar denotes rigidity between two protein regions. b-e, Time traces and distance distributions of different 
double labelled protein constructs. All were analyzed with CDA. The distance distributions on the right 
contain the 95% confidence interval as shaded area in gray and the colored bars on the bottom, which 
describe the reliability of the distribution in the respective region (green: reliable distribution, yellow: 
width and mean are reliable, orange: mean reliable, red: not reliable). The predictions of the distance 
distributions based on AF3 model are shown as shaded distributions. 
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Consequently, to investigate if the initially observed REC lobe flexibility between 
138/222 additionally originates from the possible hinge region between the NTD and 

helical-1 domain a fourth construct was measured, 138/190active
apo . The PELDOR 

measurement of this construct shows a broad distance distribution. The most probable 
distance of the experimental data fits to the most probable distance of the AF3 
prediction. This measurement confirms a second degree of flexibility, that probably 
comes from the hinge region between both REC lobe domains, suggesting an opening 
and closing motion (Figure 4.1-5 b). 

 

 

Figure 4.1-5: Possible domain movements in the REC lobe. The shown structure is the REC 
lobe of the AF3 structure of apo LbuCas13a. The spin labels are shown as magenta rotamer clouds. a, 
Possible kink region in the NTD is highlighted as a red dashed line. The two regions that may act as rigid 
bodies are marked with blue circles. b, Possible hinge region in the REC lobe, between the NTD and 
helical-1 domain, marked with a red, dashed line. The two protein regions, which could act as rigid 
bodies are highlighted with orange circles. 

 

Both identified dynamic behaviors of first, the helical-1 domain through the 

190/222active
apo  construct, and second between helical-1 and NTD through the 

138/190active
apo  construct together explain the enhanced flexibility seen in the 

measurements of 138/222active
apo . The labelling positions 138 and 222 are connected via 

both hinge and kink regions, resulting in a very broad distance distribution, with no 
preferred distance. 
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4.1.3 Summary REC lobe 
 

In contrast to the suggestion from the predicted and experimental structures, the 
PELDOR measurements indicate the NTD to be rigid and the helical-1 domain to be 
flexible. As shown by different spin label combinations, this flexibility presumably 
origins from a hinge and a kink region inside the REC lobe. The PELDOR 
measurements also suggest that it is unlikely that the protein has intrinsically 
disordered regions in the REC lobe. The PELDOR measurement in the NTD 

(63/138active
apo ) yielded a well-defined distance distribution, indicating a rigid and 

defined structure. The measurements performed at the interface of NTD and helical-1 

(138/190active
apo ) and in the helical-1 domain (190/222active

apo ) both show a broad distance 

distribution, but the most probable distance fits to the AF3 predictions. This wouldn’t 
be expected from intrinsically disordered proteins and suggests a flexible but 
structured protein region. Moreover, the per residue confidence scores (pLDDT) of the 
AF3 prediction of the REC lobe are high (mostly over 70). A low pLDDT can suggest a 
high structural variability and can be related to IDPs. However, at least AF2 
overestimates disorder159,277, which is an additional indication for the unlikeliness of 
intrinsically disordered regions in this protein. Since AF3 was published during the 
writing process of this thesis it is unknown, if also AF3 overestimates disorder. 

The apo state, being very flexible and adopting a great variety of conformations, fits to 
what is known from other Cas-nucleases as Cas12a49. Upon addition of pre-crRNA to 
LbuCas13a, the REC lobe rigidifies and locks into one conformation. This conformation 
stays the same throughout the functional pathway up to the ternary complex. 

 

4.2 Nuclease lobe 
 

To test whether the NUC lobe also presents a high degree of flexibility in the 
structurally unknown apo state and whether it undergoes conformational changes, 
three double cysteine constructs were generated. These constructs contain labelling 
positions in different domains of the NUC lobe. The first one is 756/926, where the 
labelling positions are located in the HEPN1-II and linker domains, respectively. The 
second construct is 462/926, investigating the movements between the HEPN1-I and 
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the linker domains. The last construct is 660/926, investigating the helical-2 and the 
linker domains. In doing so, each domain in the NUC lobe is represented, except of the 
HEPN2 domain. This domain is essential for the proteins’ function, thus perturbations 
that could origin from spin labelling are avoided.  

 

4.2.1 Nuclease lobe is already preorganized in apo 
 

For the NUC lobe, three double labelled constructs were designed such that the 
distance distribution of the crRNA and cr-and target RNA bound structures should 
change, based on the known structures. The constructs are 756/926 (spin labelled in 
the HEPN1-II and linker domains), 462/926 (spin labelled in the HEPN1-I and linker 
domains), and 660/926 (spin labelled in the helical-2 and linker domains). The 
PELDOR data of the apo state of these constructs are shown in Figure 4.2-1. 

Beginning with the labelled 756/926active
apo construct (Figure 4.2-1), the distance 

distribution shows a defined peak with a most probable distance of 6.9 nm, which is a 
significant difference compared to the flexibility between the REC lobe domains. The 
AF3 prediction with a most probable distance of 7.8 nm does not fit perfectly. 

The second construct, 462/926active
apo , in which the spin labels are located in the 

HEPN1-I and linker domains, adopts one most probable conformation with an 
interspin distance of 7.4 nm (Figure 4.2-1, middle). This is an indication that this 
specific protein region is preorganized already without RNA, as also the HEPN1-II and 
linker domains shown in Figure 4.2-1, top. The AF3 prediction with a most probable 

distance of 7.8 nm fits better to the experimental data, then the one of 756/926active
apo . 

Interestingly, the measurement of the 660/926active
apo construct reveals a bimodal 

distance distribution with two most probable distances at 5.7 nm and 6.7 nm (Figure 
4.2-1, bottom). 
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Figure 4.2-1: PELDOR results for the apo protein constructs labelled in the NUC lobe. The 
AF3 structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer 
clouds. From top to bottom measurements are shown from the apo state of the active double labelled 
protein constructs 756/926, 462/926, and 660/926. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through Tikhonov regularization (Tkh) or the ComparativeDeerAnalyzer 
(CDA)214. The distance distributions on the right contain the 95% confidence interval as shaded area in 
the same color as the distribution, and the colored bars on the bottom, which describe the reliability of 
the distribution in the respective region (green: reliable distribution, yellow: width and mean are 
reliable, orange: mean reliable, red: not reliable). The predictions of the distance distributions based on 
apo AF3 model, are shown as magenta shaded distributions. 

All three NUC lobe constructs presented, 462/926active
apo , 756/926active

apo , and 660/926active
apo  

share the labelling position 926. But a bimodal distribution in the apo state is only 

observed for the construct 660/926active
apo , indicating that the bimodality most probably 

origins from the position 660 in the helical-2 domain. To validate this, we additionally 

created the construct 660/756active
apo , where the labels are located in the helical-2 and 

HEPN1-II domains (Figure 4.2-2).  
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Figure 4.2-2 PELDOR result for the protein construct labelled at 660/756. The AF3 structure 
of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds at the 
positions 660 and 756. The measurement shown is from the apo state of the active double labelled 
protein construct. The time trace includes the fits that were done with the software DeerAnalysis276, 
through Tikhonov regularization. The distance distribution on the right contains the 95% confidence 
interval as shaded area in the same color as the distribution, and the colored bars on the bottom, which 
describe the reliability of the distribution in the respective region (green: reliable distribution, yellow: 
width and mean are reliable, orange: mean reliable, red: not reliable). The prediction of the distance 
distributions based on AF3 model of LbuCas13a is shown as shaded distributions. 

 

It can be seen, that also the 660/756active
apo construct shows a broad distance distribution 

with a bimodality (Figure 4.2-2). This bimodality is not as prominent as for 

660/926active
apo  (Figure 4.2-1, bottom), but a clear most probable distance at 3.4 nm and 

a shoulder at 4.3 nm are visible. This bimodality can arise from two different protein 
conformations or from label conformers. Generally, it is difficult to distinguish this, 
and a detailed discussion is done in Chapter 4.2.3.  

Focusing on the distance distributions based on the AF3 prediction of the 660/926active
apo  

construct (magenta shaded area, Figure 4.2-1, bottom) and of the 660/756active
apo  

construct, no bimodality can be seen. In addition, the most probable distance of this 
AF3 prediction is laying in between of both most probable distances measured by 
PELDOR spectroscopy. This indicates that the Cas13a protein is more dynamic than 
predicted.  
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4.2.2 NUC lobe undergoes conformational changes upon RNA addition 
 

The three constructs shown above (Chapter 4.2.1) were used to determine if 
conformational changes occur upon RNA addition, as suggested by the known cryo-

EM and crystal structures. Beginning again with the 756/926active
apo construct, it was 

already seen above (Figure 4.2-1,), that the AF3 prediction does not fit perfectly.  

 

Figure 4.2-3: PELDOR results for the protein constructs labelled at 756/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 756 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance distributions 
on the right contain the 95% confidence interval as shaded area in the same color as the distribution, 
and the colored bars on the bottom, which describe the reliability of the distribution in the respective 
region (green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models, the binary cryo-EM 
structure, and the ternary X-ray crystallographic structure are shown as shaded distributions. The 
asterisks in the distance distributions highlight the peak that could origin from dimerization, 
investigated in Chapter 4.4.  
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But interestingly this predicted distribution fits to the closed, RNA bound state, seen 
in the experimental cryo-EM structure of the binary complex with crRNA (blue shaded 
area in Figure 4.2-3). When the pre-crRNA is added to the dprecr construct, 

756/926dprecr
pre-crRNA, the most probable distance does not change (orange distribution in 

Figure 4.2-3). But the distance distribution slightly narrows, meaning that the protein 
structure rigidifies. The most probable distance does also not change upon crRNA 
addition to the active construct (blue distribution in Figure 4.2-3). Interestingly, also 
the AF3 predictions of the apo, and the pre-crRNA bound structures, as well as their 
distance prediction based on the experimental crRNA bound structure are very similar, 
with mean distances at 6.8 - 6.9 nm. In contrast to these three measurements, the 
addition of target RNA to the dtarget construct leads to a significant structural change. 
The most probable distance is shifted to shorter distances of 0.7 nm, which fits to the 
predictions based on the experimental X-ray and cryo-EM structures (blue and purple 
shaded area in Figure 4.2-3). Target RNA binding leads to an opening of the structure 
to accommodate the crRNA-target RNA helix, which brings both labelling position 
closer to each other.  

Importantly, a second peak is seen at larger distances in the distance distributions of 

the pre-crRNA bound complex 756/926dprecr
pre-crRNA	and the cr- and target RNA bound 

complex 756/926dtarget
cr-target RNA (marked with an asterisk in Figure 4.2-3). This peak is 

investigated further below in Chapter 4.4.  

The second labelling position combination that was investigated was 462/926. This 
label combination should yield information about the flexibility and conformation of 
the HEPN1-I and linker domains. The label combinations 756/926 and 462/926 are 
likely to yield similar distance distributions, since both labelling positions, 462 and 
756, are spatially in the same region.  

As described above, also this region of the protein, between HEPN1-I and linker 
domains is preorganized, since the distance distribution is narrow and monomodal 
with a most probable distance of 7.4 nm (black distribution in Figure 4.2-4). This is 
also the case for the HEPN1-II and linker domains shown in Figure 4.2-3 (black 
distribution). 
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Figure 4.2-4: PELDOR results for the protein constructs labelled at 462/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 462 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance distributions 
on the right contain the 95% confidence interval as shaded area in the same color as the distribution, 
and the colored bars on the bottom, which describe the reliability of the distribution in the respective 
region (green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models, the binary cryo-EM 
structure, and the ternary X-ray crystallographic structure are shown as shaded distributions.  

 

When the pre-crRNA was added to the dprecr construct the most probable distance 
stayed at 7.4 nm and no structural rearrangement is detected (orange distribution in 

Figure 4.2-4). This is also valid for the 462/926active
crRNA measurement (blue distribution 

in Figure 4.2-4). It is difficult to determine if the crRNA has bound to the protein, since 
no distance change from the apo to the crRNA bound complex is observed. However, 
isothermal titration calorimetry (ITC) was performed with various constructs,  
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including 756/926. These measurements confirmed crRNA binding, and the KD did not 
change upon mutations and spin labelling compared to the wt LbuCas13a. These 
measurements were performed by Joshua Lee Wort (data not shown). The predicted 
distance distribution based on the AF3 prediction of the pre-crRNA bound complex fits 
nicely to the PELDOR distance distribution, while the prediction based on the crRNA 
bound cryo-EM structure is slightly off (blue shaded distribution Figure 4.2-4). The 

predicted distributions for both, the 756/926active
crRNA and the 462/926active

crRNAconstructs, 

predict the most probable distance to be slightly larger. One reason for this could be 
label conformers or the different RNA sequence used for both experimental structures. 
This is discussed in Chapter 4.2.4. From the crRNA to the cr- and target RNA bound 
state, the distance shifts to shorter distances, as also predicted by the experimentally 
known structure. 

 

4.2.3 Conformational selection of the helical-2 domain 
 

The third measurement set that was performed with labelling positions exclusively in 
the NUC lobe is with the 660/926 construct. The labelling position 660 is in the 
helical-2 domain and the labelling position 926 in the linker domain. The helical-2 
domain is of special interest, since it undergoes the largest conformational change 
when going from the binary crRNA bound to the ternary cr- and target RNA bound 
complex, as seen in the displacement plot in Figure 3.4-2. Also, in the predicted AF3 
structures from the apo to the pre-crRNA bound state (Figure 4.1-1), the helical-2 
domain is predicted to undergo a conformational change that rotates this domain 
towards the HEPN1 domain. But from pre-crRNA bound to the crRNA bound complex 
this domain seems to stay in the same conformation. 

As described above, the apo measurement of the 660/926 construct reveals a bimodal 
distance distribution with two most probable distances at 5.7 nm and 6.7 nm (black 
distribution in Figure 4.2-5). This bimodality origins from the position 660 in the 
helical-2 domain (Chapter 4.2.1). Focusing on the AF3 prediction of the 

660/926active
apo construct (magenta shaded area in Figure 4.2-5), no bimodality can be 

seen. The most probable distance of this AF3 prediction is laying in between of both 
most probable distances measured by PELDOR spectroscopy, as if AF3 has predicted 
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an intermediate-like state. The origin of the bimodality seen in the PELDOR 
experiments is unknown. It can come from two different protein conformations or 
from label conformers, which is difficult to distinguish. Upon addition of pre-crRNA, 
the conformational equilibrium is shifted to the first peak at 5.7 nm (orange 

distribution in Figure 4.2-5). Also, a technical replicate of the 660/926dprecr
pre-crRNA 

measurement showed the same shift (Appendix, Figure 8.3-7). The AF3 prediction for 

660/926dprecr
pre-crRNA fits to our experimental data, but again, AF3 cannot reproduce the 

dynamics of the protein. Additionally, AF3 can also not reproduce the conformational 
change between apo, and pre-crRNA bound states, that are visible in the PELDOR 
measurements. The conformational shift seen through the addition of pre-crRNA 
continues upon crRNA addition. A monomodal distribution is obtained for 

660/926active
crRNA, with a most probable distance at 5.7 nm (blue distribution in Figure 

4.2-5), which is slightly off with respect to the prediction based on the cryo-EM 
structure (blue shaded distribution). Thus, both conformations underlying both 
distance peaks, seen in the apo distance distribution can be converted into each other 
through the addition of RNA. However, upon target RNA addition, the distribution of 

660/926dtarget
cr-target	RNA is shifted to shorter distances, in line with the prediction of the 

ternary complex (purple shared distribution).  

Regarding the first peak at 5.7 nm, it can be hypothesized that this protein 
conformation under apo and pre-crRNA bound conditions resembles the one from the 
binary, crRNA bound complex, since the most probable distance is the same in both. 
However, the second peak can’t be explained by comparison of the AF3 prediction, and 
the main question here is if this conformation origins from the protein or from label 
conformers. Known experimental structures as well as previous studies give no 
indication that other conformations could be adopted. Since no experimental apo 
structure of LbuCas13a exists, it should be tested, if the structure of the 
phylogenetically similar apo LshCas13a would help to understand this bimodal 
structure-feature.  
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Figure 4.2-5: PELDOR results for the protein constructs labelled at 660/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 660 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through Tikhonov regularization and the ComparativeDeerAnalyzer (CDA)214. 
The distance distributions on the right contain the 95% confidence interval as shaded area in the same 
color as the distribution, and the colored bars on the bottom, which describe the reliability of the 
distribution in the respective region (green: reliable distribution, yellow: width and mean are reliable, 
orange: mean reliable, red: not reliable). The predictions of the distance distributions based on AF3 
models of LbuCas13a and LshCas13a, the X-ray crystallographic structure from apo LshCas13a (PDB: 
5WTJ)88, the binary cryo-EM structure of LbuCas13a, and the ternary X-ray crystallographic structure 
of LbuCas13a are shown as shaded distributions. 

 

Careful structural evaluation was done to in-silico spin label LshCas13a at comparable 
positions, as in LbuCas13a. The resulting labelling positions for S660 and T756 in 
LbuCas13a are K756 and R1158 in LshCas13a, respectively. The predicted distance 
distributions from the AF3 prediction and from the apo LshCas13a crystal structure of 
756/1158 are shown as yellow and green shaded areas in Figure 4.2-5, respectively. The 
apo LshCas13a distribution based on the AF3 prediction yields a similar distribution 
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compared to the one from apo LbuCas13a. In contrast, the distribution based on the 
crystal structure of LshCas13a predicts a much longer distance.  

To determine the differences between the AF3 prediction of LbuCas13a and the 
LshCas13a crystal structure, both structures were aligned (with an RMSD of 16.9, 
Figure 4.2-6 a). The main structural differences between the AF3 prediction of 
LbuCas13a and the LshCas13a crystal structure are in the helical-2 domain (blue 
domains in Figure 4.2-6 a). It can be noted, as simplified by the ellipsoids in Figure 
4.2-6 a, that the helical-2 domains of both complexes are rotated. Even though the 
sequence identity between both is only 23% (calculated with Expasy278), the secondary 
structure elements are remarkably similar. As shown in the insert in Figure 4.2-6 a, the 
helices in the first structure can easily be attributed to the helices in the second 
structure. Interestingly, also the helical-2 domains in the LshCas13a crystal structure 
and in the apo AF3 LshCas13a structure are rotated (Figure 4.2-6 b). Here the 
sequences are identical, and the rotated helical-2 conformations can’t result from 
different amino acid sequences. 

Taken together, it seems that the helical-2 domain is rotated in a rigid-body-fashion, 
when the AF3 prediction of LbuCas13a and the LshCas13a crystal structure are 
compared. Thus, it is hypothesized that it is this rotation that is seen in apo LbuCas13a, 
which leads to two different, distinct conformations, detected by PELDOR 
spectroscopy. The movement suggested for the apo state would also fit to the 
movement observed in the helical-2 domain between the crRNA bound and the cr- and 
target RNA bound conformations (Figure 4.2-6 c and d). There the helical-2 domain 
undergoes the same rigid-body movement. In contrast, the linker domain (Figure 
4.2-6 d) in which the labelling position 926 is located, undergoes only small 
conformational changes.  

When looking at the PELDOR data for the whole functional pathway, the most 
probable interspin distance decreases from a large distance at 6.7 nm and a smaller 
distance at 5.8 nm of the apo protein, via the 5.8 nm distance in the pre-crRNA and 
crRNA bound complexes, to finally the ternary complex with the shortest distance at 
5.3 nm (Figure 4.2-5). The domain movement on which the distance change is based 
on is nicely seen, when comparing the elliptic shapes from the apo LshCas13a crystal 
structure in Figure 4.2-5 a (light blue domain), via the crRNA bound LbuCas13a in 
Figure 4.2-5 c (light purple domain), to the cr- and target RNA bound LbuCas13a in 
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Figure 4.2-5 c (light blue domain). There, structurally the domain seems to gradually 
rotate towards the linker domain. 

 

 

Figure 4.2-6: Helical-2 domain conformations. a, The Lsh apo crystal structure (PDB:5WTJ) is 
aligned with the apo LbuCas13a AF3 prediction. The helical-2 domains are highlighted in different 
shades of blue. The domain positions are schematically highlighted with ellipsoids. The insert on the 
right shows the protein region in the helical-2 domain in which the labelling position 660 (in Lbu, and 
756 in Lsh) resides. Both label positions are highlighted in magenta and the rotation of this helix in both 
structures is shown with an arrow. b, The LshCas13a AF3 apo structure is aligned with the LshCas13a 
apo crystal structure (PDB: 5WTJ). The helical-2 domains are highlighted in different shades of blue. 
The domain positions are schematically highlighted with ellipsoids. Same insert as in a. c, The crRNA 
bound (PDB: 5XWY) and the cr- and target RNA bound (PDB: 5XWP) structures of LbuCas13a are 
shown aligned. The helical-2 domains are colored in different shades of blue and the domain positions 
and movements from the binary to the ternary structure are schematically drawn as ellipsoids and 
marked with arrows. The insert shows the location of the labelling position S660. d, Same structures 
and alignment is shown as in c, but rotated by 90°, towards the left. Now, the linker domain is shown in 
the insert, focusing on the labelling position E926. The movement of the helix, in which the labelling 
position E926 is located is depicted by a blue arrow. 

 

This indicates, again, that the bimodality seen in our PELDOR data (Figure 4.2-5) 
origins mainly from a rigid-body movement of the helical-2 domain adopting two 
preferred orientations in apo in frozen solution. The first conformation resembles the 



 
Nuclease lobe 

129 
 

closed crRNA bound state and the second conformation, with a larger interspin-
distance, shows a more open conformation in which the helical-2 domain is rotated 
towards the linker and HEPN-1 domain. 

 

4.2.4 Conformational changes with different RNA sequences  
 

All three measured distributions shown above, in which the crRNA was added (blue 
distributions for 756/926 in Figure 4.2-3, 462/926 in Figure 4.2-4, and 660/926 in 
Figure 4.2-5) show a slight discrepancy, when compared to the predicted distance 
distribution of the complex (blue shaded distributions). This prediction was based on 
the cryo-EM structure obtained by Liu et al.87 in which a different crRNA sequence was 
used. Additionally, the crRNA and target RNA bound complex obtained by X-ray 
crystallography was also solved by Liu et al.87, with different cr- and target RNA 
sequences than those used in the measurements showed in this thesis. All RNA 
containing measurements that were done for this thesis contained RNA sequences 
adapted from East-Seletsky et al.75 Thus, PELDOR measurements were repeated with 
the same RNA sequences as used by Liu et al., to determine whether the discrepancies 
between the PELDOR measurements and the experimental structure originate from 
different crRNA sequences. Even though the PELDOR measurements of the ternary 
cr- and target RNA complexes are in very nice agreement with the predictions from the 
structures, also the conformation of the ternary complex was tested to determine 
whether it is changed upon addition of different cr- and target RNA sequences. The 
different crRNA and target RNA sequences are shown in Figure 4.2-7. 

 The repeat of both crRNA sequences is identical, which makes sense, since this is the 
crRNA region that is recognized by the REC lobe of Cas13a. But the spacer of both 
crRNA sequences is different (blue sequence in Figure 4.2-7), with a longer sequence 
used by Liu et al.87. Consequently, the target RNA sequences (orange sequences in 
Figure 4.2-7, bottom sequence) are also different and the one used by Liu et al. is 
longer. The longer sequences lead to a larger hybridization area between the target 
RNA and the crRNA spacer.  
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Figure 4.2-7: Comparison of RNA sequences. a, RNA sequences adapted from East-Seletsky et 
al.75 and used for PELDOR studies. The crRNA is shown in brown and blue, on top. Target RNA is shown 
in orange, on the bottom. The region in which crRNA and target RNA hybridize is highlighted by blue 
bonds. b, RNA sequences used for crystallization in Liu et al.87 The color code and representation is the 
same as in a. The crRNA region that differs between a and b is colored in blue. 

 

In addition to the measurements shown in Figure 4.2-4 with RNA sequences adapted 
from East-Seletsky et al., PELDOR measurements with the 462/926 construct 
containing the RNA sequences from Liu et al. were performed. This specific construct 
was chosen, since it has a monomodal distance distribution and since a conformational 

change between the 462/926active
crRNA and 462/926dtarget

cr-target	RNA should be observed. A 

comparison of both used RNA sequences is shown in Figure 4.2-8. Beginning with the 

binary complex 462/926active
crRNA (time traces and distance distributions on top of Figure 

4.2-8), it can be seen that no difference was observed. The most probable distance for 
both crRNA bound complexes is 7.4 nm and the same distribution width was obtained. 
The conclusion that can be drawn here is that a different spacer sequence does not 
seem to alter the proteins conformation, at least in the region in which the spin labels 
are located. The same is also valid for the comparison between the ternary complexes 
with different RNA sequences (time traces and distributions on the bottom in Figure 
4.2-8). The most probable distance for both, the measurement with RNA sequences 
from Liu et al. and from East-Seletsky et al., is at 7 nm. This indicates that the different 
cr- and target RNA sequences tested here do not have an influence on the conformation 
of the ternary complex.  
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Figure 4.2-8: Influence of different crRNA and target RNA sequences on the protein 
conformation. The AF3 structure of apo LbuCas13a is shown with two orientations on top, with 
magenta MTSL rotamer clouds at the positions 462 and 926. The 462/926 construct was measured with 
the RNA sequences shown in Figure 4.2-7. The active protein construct was used for the measurement 
with crRNA and the dtarget construct for the measurement including cr- and target RNA. The PELDOR 
time trace and the distance distributions are shown for each construct. The time traces include the fits 
that were done with the software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The 
distance distributions on the right contain the 95% confidence interval as shaded area in the same color 
as the distribution, and the colored bars on the bottom, which describe the reliability of the distribution 
in the respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
reliable, red: not reliable). The reliability bars shown here are the ones for the measurements with the 
RNA sequences from Liu et al.87 The reliability bars from the measurements done with the RNA 
sequences from East-Seletsky et al. can be found in Figure 4.2-4.The predictions of the distance 
distributions based on the binary cryo-EM structure of LbuCas13a, and the ternary X-ray 
crystallographic structure of LbuCas13a are shown as shaded distributions. 

 

Taken together, the measurements performed with the RNA sequences of Liu et al. 
show that potential discrepancies between the experimental structures of the binary 
and ternary complexes and the PELDOR measurements are most likely not caused by 
a different RNA sequence. Other reasons might be different experimental conditions 
as buffers and freezing methods, which can result in slightly different arrangements of 
the helix containing the spin label at position 926. This is discussed in detail in the 
Discussion in Chapter 4.5. 
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4.2.5 Summary NUC lobe 
 

In contrast to the REC lobe of the protein, the NUC lobe seems to be preorganized in 
the apo state. Interestingly, the NUC lobe adopts one conformation, which does not 
change upon pre-crRNA and crRNA addition. 

However, there is one exception, which is the helical-2 domain. This domain adopts 
two conformations in the apo state. One of these conformations is identified as the one 
of the crRNA-bound structure. The other conformation is presumably formed through 
a rotation of the helical-2 domain, as shown by comparison with homolog Cas13a 
protein structures. We hypothesize that it is the same rotation also seen in the 
conformational change between the crRNA bound and the cr- and target RNA bound 
complex. Upon pre-crRNA and crRNA addition a conformational selection of the first 
peak is seen, attributed to the crRNA bound state. 

For all crRNA-supplemented samples, discrepancies were seen when the experimental 
distributions were compared to the predicted ones based on the crRNA-bound cryo-
EM structure. By repeating the PELDOR experiments with the same crRNA sequence 
as used for the cryo-EM structure, identical results were obtained. Additionally, also 
when comparing the ternary complexes formed with different crRNA and target RNA, 
no difference in protein conformation is observed. This indicates that the different 
RNA sequences yield the same protein conformation in frozen solution and that the 
discrepancies most likely come from experimental conditions, as discussed in 
Chapter 4.5.  

 

4.3 Orientation of REC and NUC lobe towards each other 
 

In the PELDOR measurements shown above, the REC lobe and the NUC lobe were 
investigated separately regarding their conformations, conformational changes, and 
dynamics (Chapters 4.1 and 4.2). The next step is to determine if and how the two lobes 
change their respective orientation towards each other upon RNA binding. As before, 
the apo state as well as the RNA bound complexes were investigated.  
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4.3.1 pre-crRNA bound complex adopts the same conformation as the 
crRNA bound complex 

 

To analyze the conformational changes that occur between the two lobes, two double 
cysteine constructs were designed, with one label in the REC lobe and the other one in 
the NUC lobe. Additionally, emphasis is placed on the pre-crRNA bound complex. The 
experimental structure of the pre-crRNA bound complex is unknown. However, the 
previous PELDOR measurements suggest that the pre-crRNA bound, and the crRNA 
bound complex adopt the same conformation. The labelling positions that were chosen 
for REC-NUC investigations are 190/756 (Figure 4.3-1) and 190/926 (Figure 4.3-2). 
The position 190 is in the helical-1 domain, the position 756 in the HEPN1-II domain, 
and the position 926 in the linker domain. These two double cysteine constructs enable 
to measure the distance distributions from the helical-1 domain to one side of the NUC 
lobe (near to the protein backbone, position 756, see Figure 4.3-1) and from the 
helical-1 domain to the other side of the NUC lobe (position 926, see Figure 4.3-2). 
These two label combinations were chosen because of their different structural 
features. The labelled domains of the construct 190/926 should undergo a 
conformational change, leading to a shift of the distance distribution of about 0.3 nm 
from the crRNA-bound to the cr- and target RNA bound state (as predicted based on 
the experimental structures). In contrast, the distance distribution of the 190/756 
construct should not change between the cr-RNA and the cr- and target RNA bound 
structures. 

Generally, 190/756 (Figure 4.3-1) and 190/926 (Figure 4.3-2) show very similar 
behaviors. The apo distance distributions of 190/756 (black distribution, Figure 4.3-1) 
and 190/926 (black distribution, Figure 4.3-2) are both broad. From the studies shown 
in Figure 4.1-4, it was seen that under apo conditions the distance distribution of 
138/190 is broad, and that the distribution of 63/138 is narrow. Consequently, 
presumably the labelling position 190 is in a flexible region and the distributions of 
new constructs 190/756 and 190/926 are expected to also show a high flexibility. In 
contrast, the PELDOR measurement of the 756/926 construct showed that the protein 
conformation in apo between positions 756 and 926 is rigid (Figure 4.2-3). The 
predicted distance distribution based on the apo AF3 structure fits into the middle of 
the experimental distribution, but obviously it doesn’t reflect the flexibility seen in the 
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PELDOR measurement. This confirms the helical-1 domain being flexible. 

Upon pre-crRNA addition, the distributions of 190/756dprecr
pre-crRNA (orange distribution, 

Figure 4.3-1) and 190/926dprecr
pre-crRNA (orange distribution, Figure 4.3-2) become 

narrower, hence the protein structure rigidifies. The most probable distance of the 
190/756 construct is 6.9 nm (Figure 4.3-1) and the one of the 190/926 construct is 
7.2 nm (Figure 4.3-2). 

 

Figure 4.3-1: PELDOR results for the protein constructs labelled at 190/756. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 190 and 756. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through Tikhonov regularization and the ComparativeDeerAnalyzer (CDA)214. 
The distance distributions on the right contain the 95% confidence interval as shaded area in the same 
color as the distribution, and the colored bars on the bottom, which describe the reliability of the 
distribution in the respective region (green: reliable distribution, yellow: width and mean are reliable, 
orange: mean reliable, red: not reliable). The predictions of the distance distributions based on AF3 
models of LbuCas13a, the binary cryo-EM structure of LbuCas13a, and the ternary X-ray 
crystallographic structure of LbuCas13a are shown as shaded distributions. 
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The predictions of the distance distributions based on the AF3 pre-crRNA bound 
complex fit nicely to the experimental data for both constructs, the PELDOR data 
supports the right conformation predicted by AF3. The distributions of the pre-crRNA 
bound, and the crRNA bound states of both, 190/756 and 190/926, show no 
conformational change when the crRNA is added to the active construct (blue 
distributions). Again, the experimental distributions fit nicely to the prediction based 
on the known cryo-EM structure (blue shaded distribution). Taken together, neither 
the PELDOR data nor the distance distributions based on AF3 predictions or 
experimental structures showed a conformational change upon binding, supporting 
the hypothesis that the pre-crRNA bound and the crRNA bound complexes adopt the 
same conformation.  

The same is true for the fourth measurement with cr- and target RNA. Upon target 
RNA addition, no conformational change can be observed for 190/756 (purple 
distribution, Figure 4.3-1) and 190/926 (purple distribution, Figure 4.3-2) compared 
to the pre-crRNA and crRNA bound state. Interestingly, the ternary complex seems to 
be more rigid than the pre-crRNA bound, and the crRNA bound states, as seen by a 
sharper distance distribution. 

Also, for 190/756dtarget
cr-target	RNA the experimental distribution fits nicely to the one based 

on the ternary complex crystal structure (purple shaded distribution). Generally, it 
seems that the protein conformation in frozen solution changes from the pre-crRNA 
bound to the cr- and target RNA bound only in the horizontal direction (in the REC 
and in the NUC lobe, Chapters 4.1, 4.2) and not vertically between the REC and NUC 
lobe. 
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Figure 4.3-2: PELDOR results for the protein constructs labelled at 190/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 190 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance distributions 
on the right contain the 95% confidence interval as shaded area in the same color as the distribution, 
and the colored bars on the bottom, which describe the reliability of the distribution in the respective 
region (green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models of LbuCas13a, the binary 
cryo-EM structure of LbuCas13a, and the ternary X-ray crystallographic structure of LbuCas13a are 
shown as shaded distributions.  

 
As described above, the helical-1 domain is flexible towards the NUC lobe. To test, if 
also the NTD is flexible towards the NUC lobe, the labelling position 138 and 926 were 
chosen. This construct was created during the master thesis of Tim Mevs (University 
of Bonn)279. In depth functional studies can be found in this master thesis. It can be 
hypothesized from previous studies in Figure 4.1-4 that the position 138 is principally 
rigid, since the distance distribution of 63/138 is narrow. Same counts for the 
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measurement of the 756/926 construct, the protein conformation in apo between 
positions 756 and 926 is rigid (Figure 4.2-3).  

 

 

Figure 4.3-3: PELDOR results for the protein constructs labelled at 138/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 138 and 926. The PELDOR time trace and distribution are shown from the apo state of 
the active double labelled protein construct. The time traces includes the fit that was done with the 
software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance distribution on 
the right contains the 95% confidence interval as shaded area in the same color as the distribution, and 
the colored bars on the bottom, which describe the reliability of the distribution in the respective region 
(green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The prediction of the distance distribution based on AF3 model of LbuCas13a, is shown as 
magenta shaded distribution. Data recorded by Tim Mevs 279. 

 

However, when looking at the distribution of the 138/926 construct (Figure 4.3-3), a 
broad distribution is observed. This is a strong indication that the NTD, even though it 
is intrinsically rigid (see data in Figure 4.1-4), is very flexible with respect to the NUC 
lobe or that the protein conformation is wide open. This behavior is very similar to the 
one observed for the helical-1 domain. 

 

4.3.2  REC and NUC lobe summary 
 

Concluding it can be summarized, that in apo, the two REC lobe domains are 
confirmed to be flexible. Additionally, to an intrinsic opening and closing motion with 
a kinking of the REC lobe (as hypothesized in Chapter 4.1), it is unclear if both REC 
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lobe domains move in the direction of the NUC lobe. This would mean that a second 
hinge region is present in the protein backbone, between the REC and NUC lobe, which 
open and closes both lobes toward each other. This will be further discussed in 
Chapters 4.4.2 and 4.5. 

The pre-crRNA bound complex seems to adopt the same conformation as the crRNA 
bound complex. The protein conformations from the pre-crRNA bound state, via the 
crRNA bound state to the cr- and target RNA bound state seem to stay the same 
between the REC and NUC lobe and no conformational change was detected. The 
known structures of the binary and ternary complexes fit to the PELDOR data 
presented. 

 

4.4 Dimerization of LbuCas13a 
 

In the distance distributions of the NUC lobe construct 756/926dprecr
pre-crRNA (orange 

distribution, Figure 4.2-3) and 756/926dtarget
cr-target	RNA (purple distribution, Figure 4.2-3) a 

second peak at larger distances was observed. These peaks at longer distances could 
origin from protein oligomerization, which will be investigated in the following 
Chapter.  

Generally, methods to test for oligomerization are for example analytical size exclusion 
chromatography or native PAGE. During the purification of proteins, it can happen 
that peaks at lower elution volumes are detected during SEC runs, which could 
originate from oligomers. Leila Tokic tried in her bachelor thesis, to establish an 
analytical size exclusion routine of the wt LbuCas13a but failed (data shown in 280). 
Additionally, the detection of oligomers via native PAGE was not suitable. LbuCas13a 
has an isoelectric point of 9.1, which is higher than the pH of the gel, this led to the 
protein not running through the PAGE gel (data shown in 280). 

Another method that could help to determine the presence of oligomers is to spin label 
the protein with only one spin label. Since peaks have been identified in the PELDOR 
measurements of the 756/926 construct, two new constructs were prepared bearing 
only 756R1 or only 926R1. If the protein oligomerizes and if the distance between the 
spin labels is in the PELDOR regime, a defined distance should be detected. 
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Additionally, to these PELDOR experiments, atomic force microscopy (AFM) can yield 
the desired information, if the protein is big enough that it can be visualized on a 
surface and if the protein is successfully attached onto the surface. The advantage by 
using AFM is, that no spin labelled protein is needed and that the wt LbuCas13a can be 
used with the respective dprecr and dtarget mutations.  

This Chapter will deal with the oligomerization of LbuCas13a, and how we determined 
the formation of dimeric structures through PELDOR and AFM. The AFM data were 
acquired by Daniel Keppner, group of Michael Famulok (University of Bonn).  

 

4.4.1 A defined dimer is formed upon ternary complex formation 
 

The initial hint, that LbuCas13a possibly forms a dimeric structure came from the 
crystal structure of the ternary complex, solved by Liu et al.87. The asymmetric unit of 
the measured crystal contained two proteins with a crRNA and a target RNA strand 
bound to each of them (Figure 4.4-1 a). Interestingly, the 5’-end of the target RNA that 
is bound to the first protein (Figure 4.4-1 a, orange RNA strand) inserts into a protein 
cleft of the second protein (Figure 4.4-1 a, insert). This cleft is the target cleavage site 
and suggests a target RNA-protein interaction driving this dimerization. However, the 
dimer has not been seen in solution yet and it remained unclear if this is a 
crystallization artefact. Thus, this dimeric structure was labelled in-silico with MTSL 
at the positions 756 and 926 to predict if the intermolecular distances are in the 
PELDOR range and if it can be potentially verified with PELDOR measurements 
(Figure 4.4-1 b).  

As seen in Figure 4.4-1 b, most of the intermolecular distance distributions are in the 
detectable PELDOR regime of up to 10 nm. So, for the experiments, the dprecr and 
dtarget single cysteine constructs 756 and 926 were mutated, expressed, purified and 
labelled (Appendix, Figure 8.2-9 for biochemical validation). These dprecr and dtarget 
single cysteine constructs were measured by PELDOR spectroscopy in their apo, pre-
crRNA bound, and crRNA bound states. 
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Figure 4.4-1: Dimer formation based on the crystal structure. a, Asymmetric unit of the crystal 
structure of the ternary LbuCas13a complex (PDB: 5xwp). The insert highlights the 5’-end of the target 
RNA, in orange that is inserted and bound in the active site of the second protein complex. The brown 
RNA strand is the crRNA. b, Dimer structure with spin label at positions 756 and 926. The predicted 
corresponding intra and intermolecular distance distributions are shown on the right. 

 

The apo time traces (Figure 4.4-2 a, b) show no modulation depth and no oscillations, 
these are only straight decaying curves. This indicates that only monomers are present 
in the solution. A similar result is obtained when pre-crRNA is added to the single 
labelled dprecr constructs (Figure 4.4-2 c). The 926 construct shows no oscillations 
and no modulation depth. The 756 construct presents a small modulation depth but 
without visible oscillations. However, the signal to noise ratio is low and no CDA or 
Tikhonov analysis could be performed. When the crRNA is added to the dtarget 
construct, the modulation depth increases to 25% and 20% for the 756 and 926 
constructs, respectively. 

The maximal modulation depth that can be obtained with our experimental setup in a 
4-pulse PELDOR experiment is 35%184. By taking a previously determined spin 
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labelling efficiency of 100% for the 926 construct and 94% for the 756 construct into 
account (Figure 8.2-9), and by taking a statistic analysis of the sample composition 
into account, the amount of dimer can be calculated to about 57% for the 926 construct 
and to about 79% for the 756 construct. 

 

Figure 4.4-2: PELDOR spectroscopic measurements of single labelled 756 and 926 
constructs. For visualization all time traces are shown with a y-axis offset of 0.1. a, time traces of apo 
dtarget constructs. b, Time traces of apo dprecr constructs. c, Time traces of pre-crRNA bound dprecr 
constructs. d, Time traces of dtarget constructs with crRNA including their fit in red that was done with 
the software DeerAnalysis276, through Tikhonov regularization. e, Distance distribution of the black time 
trace shown in d. The distance distribution contains the 95% confidence interval as shaded area in the 
same color as the distribution, and the colored bars on the bottom, which describe the reliability of the 
distribution in the respective region (green: reliable distribution, yellow: width and mean are reliable, 
orange: mean reliable, red: not reliable). f, Distance distribution of the yellow/beige time trace shown 
in d. The representation is the same as in e. 

 

However, even though the amount of dimer is high, no defined distance is obtained 
after CDA analysis (Figure 4.4-2 f). Therefore, it is most likely that the dimeric or 
oligomeric structures formed are based on unspecific interactions forming unspecific 
oligomers or forming highly flexible oligomers.  

When both dtarget single cysteine constructs were used to form their ternary 
complexes with cr- and target RNA a completely different picture is seen (Figure 
4.4-3). The PELDOR measurements of the ternary complexes of the single cysteine 
constructs 756 and 926 (Figure 4.4-3, first two rows on top), show modulation depths 
of 24.5% and 25%, respectively. This corresponds to 78% and 71% dimer, by 
considering the labelling efficiencies (Figure 8.2-9).  
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Figure 4.4-3: PELDOR results of the ternary complex with single labelled constructs 756 
and 926. Time traces (left) and distance distributions (right) are shown for different constructs. From 
top to bottom, the dtarget constructs 756 and 926 are shown first, with crRNA and target RNA bound to 
them. The third row shows the data for a 1:1 mixture of the dtarget 756 and 926 constructs in apo (black) 
and with crRNA and target RNA (blue). The last row shows the dtarget double cysteine construct 
756/926, also seen in Figure 4.2-3. The fit of the respective time traces was done with the software 
DeerAnalysis276, through Tikhonov regularization (Tkh) or the ComparativeDeerAnalyzer (CDA)214. The 
distance distributions contain the 95% confidence interval as shaded area in the same color as the 
distribution, and the colored bars on the bottom, which describe the reliability of the distribution in the 
respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
reliable, red: not reliable). The predicted distributions are shown as shaded areas and are the same as in 
Figure 4.4-1 b. 

 

However, the major difference between the PELDOR measurements of the crRNA 
bound complexes (Figure 4.4-2) and the cr- and target RNA bound complexes are the 
oscillations seen in the time traces, resulting in defined distances seen in the 
distributions (Figure 4.4-3). The most probable distances are 6.6 nm and 7 nm for the 
756 and 926 constructs, respectively. Interestingly, these distance distributions do not 
fit to the corresponding predicted distributions based on the dimer seen in the crystal 
structure (Figure 4.4-3, purple shaded distribution, on the bottom).  

With these first two measurements using 756 and 926 constructs separately, only the 
distances between 756-756 or 926-926 can be measured. Thus, a mixture with a 1:1 
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ratio of the dtarget 756 construct and the dtarget 926 construct was prepared to 
measure also hetero-distances between the positions 756 and 926. The result is shown 
in the third measurement set in Figure 4.4-3.  

The apo measurement of the 1:1 mixed construct shows no modulation depth (black 
curve). Hence, under these conditions, no dimer is formed. The experimental distance 
distribution of the 1:1 mixed sample with cr- and target RNA (Figure 4.4-3, third row) 
shows one monomodal distance distribution with a most probable distance at 7 nm, 
which fits to one predicted distance distribution (light blue shaded distribution). The 
expectations were that both distributions of 756-756 (Figure 4.4-3, top) and 926-926 
(Figure 4.4-3, second row) should be seen with additional peaks for the cross distances 
between 756-926. But since this distribution lies entirely in the orange reliability 
interval, only the mean distance is reliable. The acquired time trace length seems to be 
too short to reliably detect several distances and shoulders that are maybe underlying 
the monomodal distance distribution. The distance difference between the most 
probable distances of 756-756 and 926-926 may additionally be too small for the time 
trace length acquired, to separate these when the dtarget constructs 756 and 926 are 
mixed.  

Since the interspin distances of the single cysteine construct didn’t match to the 
predicted distribution based on the crystal structure (Figure 4.4-3, bottom, purple 
shaded area), this dimeric state from the crystal structure is most likely not present in 
solution under PELDOR conditions.  

Interestingly, the distance distributions of the single cysteine constructs do not match 
to the second (smaller) peak in the already previously described distance distribution 
of 756-926 (Figure 4.2-3 purple distribution, bottom, Figure 4.4-3, bottom). 
Furthermore, a second, smaller peak was also seen in the pre-crRNA bound PELDOR 
sample of 756/926 (Figure 4.2-3), which cannot be reproduced by the single cysteine 
PELDOR measurements with pre-crRNA (Figure 4.4-2 c). Thus, the question remains 
how the structure looks like that caused the second peaks in the 756/926 distance 
distributions. This will be covered in Chapter 4.4.3. 
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4.4.2 Validation of dimeric Cas13a with AFM 
 

The PELDOR time traces shown above are acquired from solutions containing a 
protein concentration of 15 µM. Since this concentration is rather high, there is a high 
possibility for aggregation artefacts. To exclude that the dimerization seen in our 
PELDOR data origins from the high concentration, atomic force microscopy was used 
as a second orthogonal method.  

As already described above, one advantage of AFM, compared to PELDOR 
spectroscopy is that no spin labelled protein is needed. This allows the use of the wt 
Cas13a, as well as Cas13a constructs bearing just the mutation R1079A, for pre-crRNA 
cleavage inhibition, and the mutations R1048A H1053A, for target RNA cleavage 
inhibition. These constructs contained all three native cysteines that were removed for 
selective spin labelling for PELDOR sample preparation. The second advantage of AFM 
is that the concentration used is in the picomolar range, which is significantly lower 
than the concentration in PELDOR samples. 

Thus, several AFM measurements without and with RNA were performed and 
exemplary results are shown in Figure 4.4-4. In total, three AFM measurements were 
done, which are found in the Appendix in Figure 8.4-1. Generally, the AFM images are 
dominated by monomers in the samples of apo wt LbuCas13a, pre-crRNA bound 
dprecr LbuCas13a, and crRNA bound wt LbuCas13a, while the sample containing the 
cr- and target RNA bound dtarget LbuCas13a is dominated by dimers. The average 
amount of dimer with the standard deviation and the comparison to PELDOR 
spectroscopy is given in Table 4.4-1. 

Table 4.4-1: Comparison between dimer amount in AFM and PELDOR. 

Cas13a-complex AFM [%] PELDOR [%] 

apo 7.2 ± 4 0 

pre-crRNA bound 9.6 ± 0.7 35.3 ± 7.4 

crRNA bound 8.7 ± 1 76.7 ±10.7 

cr- and target RNA bound 60 ± 13.5 63.8 ± 5.7 
 

Interestingly, the dimer amount in apo experiments and in the experiments with the 
ternary complex with AFM and PELDOR fits quite well. This indicates that indeed 
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almost no dimer is formed in solution when no RNA is added to LbuCas13a and that 
LbuCas13a predominantly adopts a dimeric structure when the ternary complex with 
cr- and target RNA is formed. In the PELDOR measurements we additionally see that 
the dimer has a specific and defined conformation. 

 However, the AFM and the PELDOR data of the complexes with pre-crRNA and 
crRNA are not in agreement. The AFM data of the pre-crRNA bound, and crRNA bound 
complexes show 9.6% and 8.7% dimer, while the PELDOR data suggest 35.3% and 
76.7% dimer, respectively. This is an indication that the dimerization seen in PELDOR 
for the pre-crRNA bound complex and the crRNA bound complex are both 
concentration-driven and almost not present when analyzed with AFM. Additionally, 
as a second indication for this dimer to be an artefact or unspecific is that a very broad, 
undefined distribution is yielded for the crRNA bound complex in the PELDOR 
measurements (Figure 4.4-2 d-f) and no defined distribution for the pre-crRNA bound 
complexes could be obtained. So, these dimers are likely formed through unspecific 
interactions, without defined structure.  

A second analysis that can be done with the AFM images is a shape analysis of 
LbuCas13a. Even though the resolution is too low to determine single domains in the 
protein structures, the overall shape of the protein is clearly visible (Figure 4.4-4, 
enlarged proteins on the left of each AFM images). Interestingly, it seems that the 
shape of monomeric particles changes upon RNA addition. Beginning with the 
enlarged images of the apo AFM measurement in Figure 4.4-4 a, it seems that these 
belong to two different monomeric orientations. In the lower red image, two dots can 
be seen, which could belong to the two protein lobes. This would fit to our PELDOR 
data, showing that these two lobes are flexible with respect to each other, and it 
strengthens the hypothesis of an additional hinge region between both lobes that leads 
to a wide-open structure (Chapter 4.3). The enlarged image on top shows a more 
compact conformation. Since a more intense signal was recorded (brighter color), this 
is potentially a different orientation of LbuCas13a. In AFM the height has a high 
resolution of 0.1-0.2 nm128, thus it is likely that the first picture is showing Cas13a from 
the top (looking directly onto the REC lobe, NUC lobe is underneath) and the second 
picture is showing Cas13a from a side view, in which the two lobes are shown.  
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Figure 4.4-4: Exemplary AFM images of each LbuCas13a state. AFM images acquired from a, 
wt LbuCas13a without RNA. b, dprecr construct of wt LbuCas13a with pre-crRNA. c, wt LbuCas13a with 
crRNA. d, dtarget construct of wt LbuCas13a with cr- and target RNA. Blue circles highlight dimers and 
red circles highlight monomers. The inserts on the left of each AFM image show two monomer structures 
and one dimer structure in the same color coding. e, enlarged monomer particle from a (left), overlay of 
the particle shown on the left with the apo AF3 structure prediction of LbuCas13a (middle). This AF3 
prediction was used to rotate the REC and NUC lobe away from each other, to open a cleft between both. 
This modified structure is shown on the right, as an overlay to the same recorded particle. 

This enlarged image from the side-view of Cas13a, from Figure 4.4-4 a was overlayed 
with the AF3 predicted structure (Figure 4.4-4 e). Interestingly, when the AF3 
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structure is just adjusted in size, to fit the intensities seen in AFM, one can already see 
that the proportions of the particle fit to the AF3 prediction. However, by using the 
information obtained by PELDOR spectroscopy, the protein structure fits even better 
(Figure 4.4-4 e, right). To obtain this modified structure, the REC lobes was manually 
rotated by using PyMOL, since this lobe is flexible in apo (see measurements in Figure 
4.3-1, Figure 4.3-2, and Figure 4.3-3, black distributions). This modified AF3 
prediction was further used as an input structure for MtsslWizard, to test if this 
conformation is present in our PELDOR measurements. The distance distributions 
were predicted, based on this modified structure, for the three PELDOR constructs 

targeting the REC and NUC lobe flexibility. These constructs were 190/756active
apo (Figure 

4.3-1), 138/926active
apo  (Figure 4.3-3), and 190/756active

apo  (Figure 4.3-2), covered in 

Chapter 4.3. The results are showed in Figure 4.4-5. Interestingly, all distance 
distributions based on the modified AF3 model are shifted to larger distances, 
compared to the distributions based on the original AF3 model. Further, these 
modified distributions fit better to the measured PELDOR distributions, then those 
based on the original AF3 model. Thus, among a great variety of conformations, that 
the protein adopts in the apo state, the modified AF3 conformation could be one of 
these conformations and maybe one of the more predominant ones.  

For the AFM images of the pre-crRNA and crRNA bound samples (Figure 4.4-4 b and 
c, red circles) there are proteins that seem to be globular and others that seem to be 
more open (in both, the more globular protein is shown enlarged on top and the more 
open is shown below). This could also be an indication, that the protein is present in 
apo and bound to pre-crRNA under the protein and RNA concentrations used in AFM 
samples. In contrast, most proteins to which the cr- and target RNA were added show 
an even more globular form. This is in line with our PELDOR measurements, showing 
that generally the apo protein is the most flexible and that it rigidifies upon RNA 
addition. 
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Figure 4.4-5: Comparison of the distance distributions based on the AF3 prediction and 
the manually modified AF3 prediction. The AF3 structure of apo LbuCas13a is shown on top, with 
magenta MTSL rotamer clouds at different labelling positions. The PELDOR time traces and 
distributions are shown from the apo state of the active double labelled protein constructs. The time 
traces include the fit that was done with the software DeerAnalysis276, through the 
ComparativeDeerAnalyzer (CDA)214. The distance distribution on the right contains the 95% confidence 
interval as shaded area in the same color as the distribution, and the colored bars on the bottom, which 
describe the reliability of the distribution in the respective region (green: reliable distribution, yellow: 
width and mean are reliable, orange: mean reliable, red: not reliable). The prediction of the distance 
distribution based on AF3 model of LbuCas13a, is shown as magenta shaded distribution and the 
prediction based on the modified AF3 model is shown as blue shaded distribution. 

 

4.4.3 Possible dimer conformation 
 

4.4.3.1 Predicting the dimeric structure with mtsslDock 
 

In the Chapters above, PELDOR data indicated a defined oligomeric structure formed 
by the ternary LbuCas13a complex with cr- and target RNA. It was hypothesized that 
this could be a dimer, which was confirmed by AFM. However, the question remains 
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how this dimeric structure looks like, since the PELDOR distance distributions of the 
single cysteine constructs do not fit to the dimer seen in the crystal structure (Figure 
4.4-3).  

To develop a structural hypothesis the mtsslDock implementation in mtsslSuite273 was 
used. The idea there is to use PELDOR distance distributions as distance constraints, 
to build a structural model. The input, used for the docking runs, is the most probable 
distance of the respective distance distribution and the width of the distribution (the 
standard deviation). Upon running the docking, one of the two rigid bodies is held fix, 
here one of the two Cas13a proteins, while the second rigid body is rotated and 
translated such, to yield the best fit to the PELDOR data. One aspect, that is important 
to highlight is that the number of constraints, being two, is very small to develop a 
reliable structure model. Thus, the docking that was done here should be rather 
considered as a hint of how the dimeric structure could look like. 

In the first docking run, the distance constraints of the single cysteine constructs 756 
and 926 were used. The output of this run is shown in Figure 4.4-6. The output of the 
mtsslDock are 20 different structures and interestingly all of them are very similar 
(Figure 4.4-6 a). The interspin distance results of the docking run, as shown in Figure 
4.4-6 b as single lines, fit nicely to the most probable distance of the input distributions 
(shaded distributions, Figure 4.4-6 b). 

Interestingly, when comparing the structure shown in Figure 4.4-6 c, and the dimeric 
structure from X-ray crystallography, depicted in Figure 4.4-1 a and c, it can be noted 
that they present substantial differences. The X-ray structure seems to be driven by 
RNA-protein interactions, while the structure predicted by mtsslDock seems to be 
driven by protein-protein interactions. Additionally, in contrast to an almost vertical 
arrangement in the X-ray structure, the proteins in the docked structure are aligned in 
a parallel fashion. 
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Figure 4.4-6: Docking run for dimer structure prediction. a, One docking run results with 20 
different potential dimer structures. These were aligned using pymol. b, The distance constraints that 
were fitted during the docking run, shown as single lines are compared to the input constraints of the 
intermolecular distance distributions from the labelling positions 756-756 and 926-926. c, One of the 
20 docking output structure is shown with the same color coding as in Figure 3.4-3. d, The dimer 
structure shown in c was labelled in-silico and all intermolecular distance distributions were predicted 
with the mtsslSuite between the spin labelling positions 756 and 926. 

 

In Chapter 4.4.1, it was described that a second, smaller peak was seen in the crRNA 
and target RNA bound PELDOR sample of 756-926 (Figure 4.2-3), which cannot be 
fully reproduced by the single cysteine PELDOR measurements with crRNA and target 
RNA (Figure 4.4-3). If the structure from mtsslDock is the structure present in 
solution, it could maybe explain this second peak in our distance distributions. Thus, 
the dimer was in-silico labelled at the positions used for PELDOR spectroscopy and 
the intermolecular distance distributions were predicted (Figure 4.4-6 d) to 
understand why a second smaller peak is only visible in the distribution of 756/926. 
The results show that for some double labelled constructs, the intermolecular 
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distributions predicted, based on the docked dimer (Figure 4.4-6 b), do not fit to the 
experimental PELDOR distributions, as for the construct 660/926, or 138/222. The 
dark green distributions above 10 nm cannot be resolved in our PELDOR 
measurements. For other constructs, as 190/756, 190/926, and 462/926, one or two 
out of four distributions are in the region of the most experimental probable distance, 
hence it is difficult to detect these in PELDOR and to separate the intra- from the 
intermolecular distributions. Interestingly, in the construct 756/926, three out of four 
intermolecular distributions yield the same most probable distance in the region of the 
second smaller peak. It does not fit perfectly, but for example preferred label 
conformations or slightly different protein conformations in solution could yield a 
slight shift in the distance distributions. Since three out of four distributions yield the 
same most probable distance, the probability is higher that a distance distribution is 
detected in this region.  

 

4.4.3.2  Analyzing the dimerization with AlphaFold 3  
 

Recently, AF3 was published96,167, which can predict the structure of protein-RNA 
complexes. Additionally, the algorithm was improved regarding multimeric 
predictions. Thus, a computation was run with two LbuCas13a proteins, two crRNA 
strands and two target RNA strands to determine if the AF3 calculation would predict 
RNA bound protein dimers. All five outputs are shown in Figure 4.4-7 a. What can be 
directly seen from the five models is that a dimer is predicted with interaction surfaces 
formed by protein-protein interactions. The 5 models can be grouped into three 
categories. The first is a parallel orientation of both proteins (model 4), which is similar 
to the result of the mtsslDock run but rotated (Figure 4.4-6). The second category 
shows an anti-parallel conformation of both proteins (model 0 and model 1). The third 
category predicts the two proteins to be tilted to each other (model 2 and model 3). 
Additionally, the RNA duplex in these two tilted models is distorted with an incomplete 
Franklin-Watson-Crick base pairing of the crRNA and target RNA at the 3’ end of the 
target RNA, towards the crRNA hairpin. It is difficult to determine if this “distorted” 
protein-RNA structure is biologically relevant and if it is present in solution, especially 
considering that the average accuracy of AF3 for protein-RNA complexes is 39.4% 
(Table 1.7-1)96. 
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Figure 4.4-7: AF3 run predicting dimeric structures. a, Output structures from AF3 
calculations. The nomenclature is the same as used in AF3 with model 0 being the most probable model 
and model 4 the least probable. b, Each protein in each AF3 model was labelled at the positions 756 and 
926 and the predicted intra- and intermolecular distance distributions were predicted with the 
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mtsslWizard (shaded distributions). The experimental distance distribution from PELDOR data is 
shown on top with the predicted distance distributions from the crystal structure of the ternary complex 
(PDB: 5xwp). The experimental distance distributions contain the 95% confidence interval as shaded 
area in the same color as the distribution, and the colored bars on the bottom, which describe the 
reliability of the distribution in the respective region (green: reliable distribution, yellow: width and 
mean are reliable, orange: mean reliable, red: not reliable).  

 

All 5 AF3 models were in-silico labelled at the positions 756 and 926 to determine, if 
those structures fit better to the structure seen in the PELDOR measurements, than 
the structure from mtsslDock. The results are shown in Figure 4.4-7 b. The three 
experimental distributions are shown on top, with the predictions of the 
intermolecular distributions as shaded areas, based on the crystal structure (Figure 
4.4-1). Upon comparison of the predicted distributions based on AF3 models with the 
experimental distributions, it becomes clear that models 2 and 3 fit the best. Despite 
the distorted RNA duplex, apparently those two models present the best fit concerning 
the protein structure in the dimer structure. 

However, when the predicted distributions based on AF3 model 3 (Figure 4.4-7) are 
compared to the result from the mtsslDock (Figure 4.4-6), the latter method seems to 
give the best fit. 

 

4.5 Discussion  
 

In this Chapter, PELDOR spectroscopy was used to characterize all apo and RNA 
bound states and the conformational changes, which LbuCas13a undergoes. 

For the first time, our PELDOR data revealed that the REC lobe of LbuCas13a 
undergoes substantial changes and that it was found to be very flexible in apo. This 
enhanced flexibility probably explains why no apo structure of Cas13a from any 
organism is known in which parts of the REC lobe are not truncated. Because of the 
flexibility, also the AF3 model does not represent the soluble state of LbuCas13a in a 
sufficient manner, because it can only predict static structures and is unable to predict 
dynamic behavior of proteins96.  

The REC lobe rigidifies upon binding of the pre-crRNA to one conformation that stays 
the same upon crRNA, and cr- and target RNA addition (Figure 4.1-3). Interestingly, 
the predicted distances from 138/222 with RNA, based on the AF3 model, are the same 
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as for the apo protein. It is known for AF2 that it predicts ligand bound structures of 
apo proteins160,161. Evidence is shown in this thesis that also AF3 has the same tendency 
(Figure 4.1-3, Figure 4.3-1, and Figure 4.3-2). 

As described above, the flexible REC lobe recognizes RNA in the first steps of the 
functional pathway of Cas13a. However, it remains elusive what the biological function 
of this flexibility is. One hypothesis is that the protein tries to compensate for different 
RNA structures. RNA is a highly dynamic and flexible molecule, which can adopt many 
conformations. The pre-crRNA and crRNA repeats form a stable hairpin structure, 
which is recognized and bound by the REC lobe184,281. But the spacer should be very 
flexible. Thus, one hypothesis is that Cas13a searches potential RNA ligands by offering 
the maximum number of conformations and to account for the variety of RNA 
conformations that can be bound. Additionally, the PELDOR measurements between 
the REC and NUC lobe (Figure 4.3-1, Figure 4.3-2, and Figure 4.3-3) showed that these 
lobes are flexible towards each other. Interestingly, especially in the AFM data of the 
wt apo protein (Figure 4.4-4 a, second red circular insert on the left) many particles 
are seen that are composed of two densities. These two dots could resemble the REC 
and NUC lobe of Cas13a being in a wide-open conformation, as seen by the overlap of 
the protein structure (Figure 4.4-4 e), which would support the idea of an increased 
accessibility of the RNA binding pocket. 

Once the crRNA or pre-crRNA is detected and bound, the REC lobe is pushed into the 
immobilized RNA-bound conformation. This observation is again supported by the 
solved experimental structures, in which the main contacts between the REC and NUC 
lobe are mediated by the RNA sequences and less by direct domain-domain 
interactions. East-Seletsky et al.75 showed that the inversion of the pre-crRNA hairpin 
sequence led to severe reduction of pre-crRNA cleavage. However, the deletion of one 
base pair in the hairpin led to a lower reduction in pre-crRNA cleavage, which may be 
an indication that LbuCas13a can cope with smaller conformational changes in the 
hairpin and maybe also in the spacer. 

Interestingly, for Cas12a, which is the type V effector protein cleaving DNA, a similar 
behavior was seen. Its REC lobe is flexible in the apo state275,282 and adopts distinct 
structures with RNA. In addition it was shown by Nguyen et al.283 in a study of 23 
Cas12a orthologs that these exhibit a strong adaptation behavior to different canonical 
and non-canonical crRNA sequences, which fits to the hypothesis for Cas13a. 
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 A second possible explanation for the flexibility seen in the REC lobe of Cas13a is that 
this flexibility can enhance spacer acquisition. At least for Cas9 it was shown that its 
apo variant enhances spacer acquisition and that crRNA and tracrRNA act as 
attenuator for spacer acquisition (unpublished results). Thus, it would be interesting 
to test if Cas13a interacts with the adaptation machinery Cas1 and Cas2 from Lbu. 

In contrast to the REC lobe, the NUC lobe is already preorganized without RNA. The 
conformational changes that were seen from the cryo-EM structure with crRNA to the 
crystal structure with crRNA and target RNA were also observed in the PELDOR 
measurements in frozen solution. However, in contrast to the experimental structures 
with RNA, it was found that the helical-2 domain adopts two different conformations 
in the apo state. The first conformation can be attributed to the pre-crRNA and crRNA 
bound structure and the second conformation to a rotated and slightly more open 
conformation, as found in LshCas13a. When analyzing all PELDOR data of crRNA and 
pre-crRNA bound complexes it becomes evident that LbuCas13a adopts the same 
conformation when bound to the pre-crRNA and the crRNA. This is in-line with other 
Cas nucleases, as Cas12a282, where the same trend was observed. However, since no 
complete structure of Cas13a bound to pre-crRNA exists, especially the conformation 
of the pre-crRNA in this complex remained elusive. 

It was observed that the distance distributions of the crRNA bound complexes did not 
perfectly fit to the cryo-EM structure. Since two different crRNA sequences were used, 
the influence of the crRNA sequence on the structure of LbuCas13a was tested, which 
yielded the same LbuCas13a structure in frozen solution. Also, the ternary complexes 
with different cr- and target RNA sequences led to the same distance distributions. 
Thus, it is hypothesized that the structural differences seen between the distributions 
from PELDOR spectroscopy, and the predicted distributions based on the 
experimental crRNA bound structure can result from several different experimental 
conditions. Firstly, the buffers used for cryo-EM and PELDOR were different. The 
cryo-EM structure was solved with purified protein in 20 mM Tris-HCl, pH 7.5, and 
100 mM NaCl64, while the buffer for PELDOR measurements contained 20 mM 
HEPES (pH 7.2), 5 mM MgCl, 40 mM KCl, and 40 mM of L-glutamic acid and L-
arginine. It may be that the higher salt concentrations and the amino acids in the 
PELDOR buffer led to the stabilization of different conformations. For RNA it is known 
that Mg2+-ions are very important for RNAs folding284,285. Recently it was found for 
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Cas12a, for which target cleavage is Mg2+ dependent, that it’s specificity is highly 
dependent on the Mg2+ concentration286. It is unknown if the different specificities at 
different Mg2+ concentrations originate from structural differences of the protein, but 
the importance of Mg2+ becomes evident. The target cleavage of LbuCas13a is also Mg2+ 
dependent and in contrast to the buffer conditions during structure determination with 
cryo-EM, Mg2+ ions were added to the buffer used for PELDOR spectroscopy.  

The second difference between the experimental conditions in cryo-EM and PELDOR 
spectroscopy is the glassing agent/cryoprotectant and the freezing method. In 
PELDOR spectroscopy, deuterated glycerol was used as cryoprotectant and it is known 
that different cryoprotectants can influence protein conformations119,214. The 
cryoprotectant is needed to form a frozen vitrified solution, when the sample is flash-
frozen in liquid nitrogen. For cryo-EM the sample sizes are smaller, and the freezing is 
much faster than for PELDOR, hence, no glassing agent is needed287. However, in cryo-
EM, proteins at the air-water interface on the cryo-EM grid can cause difficulties. 
There, the protein can adopt preferred orientations, can undergo conformational 
changes or can even be structurally damaged, influencing the final protein structure288. 
In addition to experimental conditions, local rearrangements in the experimental 
structure can be a possible explanation for the observed discrepancy. When certain 
residues in a protein are more flexible than others, this flexibility could lead to a lower 
local resolution. In all three measurements (blue distributions for 756/926 in Figure 
4.2-3, 462/926 in Figure 4.2-4, and 660/926 in Figure 4.2-5) the position 926 is 
present. By manually checking the electron density in this region, (EMBD: EMD-6777) 
it was seen that the labelling position 926 is nicely resolved and the local resolution is 
sufficient to structurally describe this part of the protein. This means that local 
rearrangements at this position are unlikely to be the reason for the observed 
discrepancy. Thus, different buffers and different freezing methods could explain the 
slight differences in the protein conformations.  

During PELDOR measurements of the 756/926 construct (Figure 4.2-3) a second peak 
was observed for the pre-crRNA bound and the cr-and target RNA bound structure. 
Initially, these peaks were thought to be formed by a dimer. The measurements of the 
ternary single labelled protein constructs (Figure 4.4-3) revealed a defined dimeric 
structure, but this distance distribution does not fit to the distance of the smaller peak 
seen in 756/926. Thus, it remains elusive where the second peak in the labelled 
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756/926 construct origins from. One possibility is that the spin labels form interactions 
with the protein surface and that two preferred orientations are adapted, leading to a 
bimodal distance distribution. Another possibility could be conformational changes in 
the protein leading to different label conformations. However, the smaller peak is only 
seen in those protein complexes, that undergo RNA cleavage. Thus, this peak could 
also origin from a second protein conformation, important for RNA cleavage. This is 
additionally likely, since this thesis shows that the conformation of the pre-crRNA 
bound state and of the crRNA bound states are very similar, if not identical. If this 
smaller peak origins from spin label conformations, these conformations should also 
be visible in the cr-RNA bound complex. But to finally attribute this smaller peak, 
further measurements are needed. 

AFM images were acquired to validate the formation of a dimer with crRNA and target 
RNA. Even though most of the particles could be successfully grouped into monomers 
or dimers, it is difficult to determine specific conformations of the detected proteins. 
In Figure 4.4-4 a, as an example, two monomer particles are shown enlarged on the 
left (contoured in red). The second particle is divided into two parts. These two parts 
can either be the REC and NUC lobe, or the two REC lobe domains from the top. Since 
the particle in the first insert is brighter, hence its height is larger, it is likely that the 
view of the second insert is a side view and that the two dots belong to the REC and 
NUC lobes. To validate which orientation the protein has adopted on the surface, one 
method would be to measure the particle size. However, the lateral particle size heavily 
depends on the tip of the cantilever. During the measurements shown above and in the 
Appendix (Figure 4.4-4 and Figure 8.4-1) the old tips were sometimes replaced by a 
new one, which resulted in smaller particle sizes and makes the size determination 
inaccurate. Interestingly, the two dots in the second enlarged AFM image in Figure 
4.4-4 a would fit to the hypothesis of a hinge region, which opens and closes a cleft 
between the REC and NUC lobes. When looking closely into the AF3 prediction of apo 
LbuCas13a, both REC lobe domains undergo almost no interaction with the NUC lobe. 
There are α-helices in the NTD that can interact with the helical-2 domain, but 
generally no strong interaction can be seen. This interaction can also explain why two 
conformations of the helical-2 domains are adopted by LbuCas13a (Chapter 4.2.3, 
Figure 4.2-5 and Figure 4.2-6). The first one equaling the crRNA bound state, which is 
the open state, with almost no helical-2 – NTD contact. The second one would be a 
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state in which the helical-2 domain rotates closer to the NTD to stabilize the closed 
conformation.  

When the number of dimers in AFM images were compared to the amount from 
PELDOR (Table 4.4-1), a discrepancy is observed for the pre-crRNA bound and the 
crRNA bound complexes. As for the discrepancies seen in the distance distributions of 
the cryo-EM and crystal structure, the final buffer used for AFM is different than the 
one used for PELDOR spectroscopy. AFM images are acquired at room temperature, 
with immobilized particles on the surface, while PELDOR samples were measured at 
50K, in frozen solution. In addition, the concentration of the PELDOR samples, being 
in the µM regime, is significantly higher than the protein concentration during 
acquisition of AFM images, being in the pM regime. Interestingly, these differences are 
valid for all four states, the apo state, the pre-crRNA, the crRNA, and the cr- and target 
RNA bond states. But only the pre-crRNA and crRNA bound states show this 
discrepancy. Thus, maybe the increased amount of aggregation is a complex-specific 
artefact that originates from buffer compositions, freezing method and a high 
concentration. 

The dimer identified in AFM images was tried to model in-silico by using mtsslDock. 
For this, the PELDOR constraints of the single labelled protein constructs were used 
as input. But generally, these two constraints are too few to determine a reliable dimer 
structure. Another study 272 has shown that the correct protein structure was calculated 
only when 6 or more constraints were used. Interestingly, the structure predictions 
calculated by AF3 (Figure 4.4-7) have a worse fit to the PELDOR data. However, these 
AF3 predictions were calculated in an unbiased manner, in contrast to the mtsslDock 
prediction that is based on the input constraints. Even though the AF3 predictions 
show different dimer structures with interaction surfaces, they are calculated with a 
low average accuracy of 36.4% (Table 1.7-1)96. One possibility to work towards a 
reliable dimer structure would be a combination between adding more distance 
constraints to the mtsslDock computations and to perform a combination of 
mutational and conservation analyses on potential interaction surfaces. Most of the 
interaction surfaces of the AF3 predicted dimer models are composed of both helical-
2 domains. Thus, one possibility is to try to disrupt this interaction surface by point 
mutations on the helical-2 domain surface. Further, information about the overall 
shape of the dimer could be yielded through SAXS, which could be additionally used 
as a constraint for mtsslDock125.
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5 Summary and Conclusion 
 

The first result Chapter of this thesis deals with the establishment of basic biochemical 
techniques for handling LbuCas13a. These ranged from protein expression and 
purification, RNA transcription and the development of reproducible cleavage assays. 
For protein expression, E. coli BL21 AI cells were identified as most suitable because 
they showed reproducible protein expression with high yields. In the purification of 
LbuCas13a, the heparin column was showed to be of essential importance. The heparin 
column ensured high-quality LbuCas13a isolation and, more importantly, removed 
oligonucleotides that were bound to LbuCas13a during expression and purification. 
Functionality assays, consisting of pre-crRNA cleavage assays and target RNA cleavage 
assays were successfully established. Here addition of tRNA in pre-crRNA cleavage 
assays was found to increase cleavage, presumably by decreasing non-specific 
interactions between the protein and the pre-crRNA. 

The second part of this thesis focused on the development of active, double labelled 
LbuCas13a constructs. It was seen that the three native cysteines in wildtype 
LbuCas13a were labelled, despite their low solvent accessibility. These cysteines were 
replaced by alanine and serine, but this resulted in an almost complete loss of the 
proteins cleavage activity. Through a stepwise mutational analysis, it was found out 
that the cysteine C348 was particularly important for pre-crRNA cleavage, maybe due 
to the stabilization of the protein’s active structure. A cysteine-free construct, C293A 
C348V C1141A was found with the software dezyme and with protein homology 
analysis, which retained pre-crRNA and target RNA cleavage activity. Upon further 
exchange of two amino acids to cysteines at different domains in LbuCas13a, several 
active double labelled LbuCas13a constructs were obtained for structural investigation 
via PELDOR spectroscopy. 

During PELDOR sample preparations with RNA, protein precipitation was observed. 
Out of different additives, a combination of 50 mM L-glutamic acid and 50 mM L-
arginine was found to minimize or completely inhibit protein and RNA precipitation. 
These amino acids were used as supplements for all buffers related to experiments as 
PELDOR measurements and cleavage assays. 
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The last Chapter of this thesis is focused on structural and dynamic insights of 
LbuCas13a. New mechanistic aspects of LbuCas13a were added to the known 
mechanistic scheme shown in Figure 4.1-1 and the result is shown in Figure 5-1.  

 

Figure 5-1: Hypothesized mechanism for LbuCas13a with predicted and experimental 
structures. 

 

Beginning with the REC lobe of LbuCas13a, it was found that it is very flexible in its 
apo state. Upon analysis of each REC lobe domain individually it was seen that the 
NTD is rigid and that the helical-1 domain is intrinsically flexible. The high extend of 
protein flexibility most likely origins from a hinge region between both REC lobe 
domains, causing an opening-and-closing motion like a seashell, and a kinking region 
in the helical-1 domain. Thus, the apo REC lobe adopts many conformations and upon 
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addition of RNA, the two REC lobe domains close at the hinge region and additionally, 
the kink region closes, locking the RNA into place. Upon pre-crRNA and crRNA 
binding, the REC lobe drastically rigidifies and adopts one specific conformation that 
remains the same throughout the conformational pathway.  

In contrast, the NUC lobe is preorganized already in apo and adopts one conformation, 
one exception being the helical-2 domain. The helical-2 domain adopts two distinct 
conformations in apo, which could be attributed to the structure of the binary complex 
and to a structure in which the helical-2 domain is rotated towards the REC lobe. A 
similar rotation of this domain was observed in the apo crystal structure and AF3 
prediction of LshCas13a. This rotational motion is the same as the one observed in the 
helical-2 domain between the binary and ternary complexes of LbuCas13a.  

The PELDOR data in which one spin label is located in the REC lobe and the second 
spin label in the NUC lobe, showed that both lobes are flexible towards each other in 
apo. As also valid for the REC lobe alone, upon RNA addition it was seen that the REC 
and NUC lobes rigidify.  

By considering all PELDOR measurements, it was seen for the unknown pre-crRNA 
bound complex that it adopts a very similar conformation as the crRNA bound complex 
in frozen solution. The crRNA bound complex is confirmed to be similar to the 
experimental cryo-EM structure. The distance changes that are expected from the 
crRNA bound binary complex to the cr- and target RNA bound ternary complex are 
also seen in frozen solution. The ternary complex itself was also confirmed.  

Interestingly, a dimer of the ternary complex is formed. This dimer was not observed 
for apo, pre-crRNA and crRNA bound complexes and was confirmed to be a dimer 
through AFM measurements. A structural model was tried to be developed with 
PELDOR constraints for mtsslDock and with AF3. However, the in-solution structure 
remains elusive and further experiments need to be done to reliably determine this 
structure. 
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 Materials and Methods 
 

This Chapter describes all the materials and methods used during the preparation of 
this thesis. Several methods have been optimized, such as protein expression and 
purification. For these methods and for the according solution or buffer compositions, 
only the optimized protocols are described, unless otherwise noted. 

 

6 Materials 
 

6.1 Consumables 
 

Table 6.1-1: Chemicals. 

Chemicals Manufacturer / Supplier 
Acrylamide (Rotiphorese Gel 30) Carl Roth 
Acrylamide with Urea (Rotiphorese 
Sequenziergelkonzentrat, 25%) Carl Roth 
Agar  AppliChem 
Agarose Carl Roth 
Ampicillin, sodium salt Carl Roth 
APS (Ammonium peroxydisulfate) Carl Roth 
Boric Acid Chemsolute / Th. Geyer 
Coomassie Brilliant Blue R-250 Carl Roth 
D2O Deutero GmbH 
dNTPs New England Biolabs 
EDTA Carl Roth 
Ethanol Fisher Scientific 
Ethidiumbromide AppliChem 
Glycerol  VWR Chemicals 
Glycerol D8 Merck KGaA 
HEPES Carl Roth 
Imidazole Carl Roth 
IPTG(Isopropyl-β-D-1-thiogalactopyranoside) Carl Roth 
KCl Carl Roth 
L(+)-arabinose Carl Roth 
L-arginine Carl Roth 
L-glutamic acid Carl Roth 
MgCl2 Carl Roth 
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NaCl Carl Roth 
NaOAc Carl Roth 
PMSF Carl Roth 
SDS, 20% solution AppliChem 
TCEP Carl Roth 
TEMED Carl Roth 
Tris Carl Roth 
Tris-base Carl Roth 
Trypton Carl Roth 
Yeast extract Carl Roth 
β-Mercaptoethanol 
TMB solution 

AppliChem 
Pierce 

 

Table 6.1-2: Labels. 

Labels Manufacturer / 
Supplier 

MTSSL (1-Oxyl-2,2,5,5-tetramethyl-3-pyrroline-3-methyl) 
methanethiosulfonate) Sigma-Aldrich 

SLIM (short-linked maleimide) self-made 
3-maleimid-proxyl Sigma-Aldrich 

 

Table 6.1-3: Enzymes and enzyme buffers. 

Enzymes and Supplements Manufacturer / Supplier 
Pfu Polymerase Thermo Fisher Scientific 
Rxn buffer (supplied with Pfu)  
Q5 Polymerase Thermo Fisher Scientific 
5x Reaction buffer (buffer supplied with Q5)  
DpnI New England Biolabs 
Tango buffer (supplied with DpnI)  
XbaI Thermo Fisher Scientific 
10x Fast Digest buffer (FD) Thermo Fisher Scientific 
TEV protease self-made 
T7 RNA polymerase Thermo Fisher Scientific 
T7-reaction buffer (supplied with T7)  
Ribolock Thermo Fisher Scientific 
DNAse1 Thermo Fisher Scientific 
10x DNAse buffer (supplied with DNAse1)  
Proteinase K Thermo Fisher Scientific 
Yeast total tRNA Thermo Fisher Scientific 

 

Table 6.1-4: Further material and consumables. 

Material Usage Manufacturer/Supplier 
X-band tube cw-EPR Spectroscopy Wilmad-LabGlass 
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X-band capillary, 10 µL cw-EPR Spectroscopy Hirschmann Laborgeräte 
Q-band tube PELDOR Spectroscopy Wilmad-LabGlass 
Vivaspin Concentrator Protein purification  Sartorius 
Amicon Ultra Concentrator Protein purification Merck  
Millipore Membrane Filter, 
0.22µm pore size 

Buffer filtration Merck  

GeneJET Plasmid Miniprep 
Kit 

DNA extraction Thermo Fisher Scientific 

GeneJET PCR Purification 
Kit 
Mica surface  
Ultra short cantilevers high-
speed AFM  

DNA purification 
 
AFM 
AFM 

Thermo Fisher Scientific 
 
75 mm x 25 mm, 15mm V-3 
Nanoworld 

 

6.2 Solutions, buffers, and gels 
 

All solutions, buffers, and gel compositions were prepared by using double deionized 
water from a Millipore MilliQ-direct water purification system. All buffers are filtered 
through a 0.22 µm disposable filter or syringe filter (Merck, Table 6.1-4) and degassed. 
In the following Table only the optimized buffers are included. 

Table 6.2-1: Compositions of buffers and solutions. 

Buffers and 
Solutions 

Usage Composition 

Binding  Cas13a 
purification 

50 mM Tris-Cl (pH7), 500 mM NaCl, 1 mM 
TCEP, 10 mM Imidazole, 2.5% Glycerol 

Elution  Cas13a 
purification 

50 mM Tris-Cl (pH7), 500 mM NaCl, 1 mM 
TCEP, 1 M Imidazole, 2.5% Glycerol 

Gel Filtration 
(GF) 

Cas13a 
purification 

50 mM Tris-Cl (pH7), 500 mM NaCl, 1 mM 
TCEP, 2.5% Glycerol 

High Salt Cas13a 
purification 

50 mM Tris-Cl (pH7), 250 mM NaCl, 1 mM 
TCEP, 2.5% Glycerol 

Low Salt Cas13a 
purification 

50 mM Tris-Cl (pH7), 100 mM NaCl, 1 mM 
TCEP, 2.5% Glycerol 

cw  Cas13a labelling 
20 mM HEPES (pH7.2), 5 mM MgCl2, 50 mM 
KCl, 2.5% Glycerol, 50 mM L-Glutamic Acid, 
50 mM L-Arginine 

PELDOR  
Cas13a PELDOR 
sample 
preparation 

20 mM HEPES (pH7.2), 5 mM MgCl2, 50 mM 
KCl, 50 mM L-Glutamic Acid, 50 mM L-Arginine 
in D2O 

Cleavage 
Buffer  

Cas13a cleavage 
assays 

20 mM HEPES (pH 7), 50 mM KCl, 5 mM 
MgCl2, 50 mM L-Glutamic Acid, 50 mM L-
Arginine 
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Sample Buffer 
(4x) SDS-PAGE  240 mM Tris (pH8.3), 40% Glycerol, 8% SDS, 

5% β-Mercaptoethanol, 0.04% Bromphenol blue 
SDS Running 
Buffer SDS-PAGE 25 mM Tris (pH 8.3), 192 mM Glycine, 2% SDS 

Coomassie 
Staining 
Solution 

SDS-PAGE 2.5g/L Coomassie R250, 450 mL/L Methanol, 
100 mL/L Glacial Acetic Acid 

TAE Buffer 
(50x) Agarose Gel 2M Tris-HCl, 0.5 M EDTA, 5.71% Glacial Acetic 

Acid 
Agarose Gel 
Sample Buffer 
(6x) 

Agarose Gel 1 M Tris-HCl, 0.5 M EDTA, 60% Glycerol, 0.03% 
Xylencyanol, 0.03% Bromphenol blue 

TBE Buffer 
(10x) 

Urea-PAGE 
Running Buffer 

890 mM Tris-Cl, 890 mM Boric Acid, 20 mM 
EDTA 

Transfer 
Buffer Western Blot 25 mM Tris-HCl (pH8.3-8.5), 192 mM Glycin, 

0.05% SDS 

TBST Buffer Western Blot 50 mM Tris-HCl (pH7.5), 150 mM NaCl, 0.1% 
Tween 20 

Blocking 
Solution Western Blot 5% milk powder in TBST Buffer 

  

AFM Buffer AFM 
10 mM Tris-Cl, 50 mM NaCl, 10 mM MgCl2, pH 
7.5 
 

 

Table 6.2-2: Compositions of various gels for analysis of proteins and oligonucleotides. 

Gel Usage Composition 

Stacking 
Gel 

SDS-PAGE 0.17 mL/mL 30% Acrylamide mix, 0.13mL /mL 1 M 
Tris (pH 6.8), 10% SDS, 10% Ammonium persulfate, 
0.1% TEMED 

10% SDS-
Gel 

SDS-PAGE 0.33 mL/mL 30% Acrylamide mix, 0.25mL /mL 1.5 
M Tris (pH 6.8), 10% SDS, 10% Ammonium 
persulfate, 0.4% TEMED 

20% Urea-
Gel 

RNA Cleavage 
Assay 

0.8mL/mL 25%Acrylamide in 8.3 M Urea, 0.1mL 
/mL 8.3 M Urea, 0.1 mL /mL 8.3M Urea in 10x TBE 
Buffer, 10% APS, 0.5% TEMED 

1% Agarose 
Gel 

Agarose Gel 1% Agarose in 1x TAE Buffer 
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6.3 Media 
Table 6.3-1: Media composition. 

Medium Composition 

LB 10 g/L Tryptone, 5 g/L Yeast extract, 10 g/L NaCl, pH7 

2YT 16 g/L Tryptone, 10 g/L Yeast extract, 5 g/L NaCl, pH7 

 

6.4  Bacterial strains 
Table 6.4-1: Bacterial strains. 

Bacterial Strains Usage 
DH5alpha Transformation 
BL21 AI Cas13a Expression 
BL21 (DE3) Expression Tests 
MC1061 Expression Tests 
XL1 Blue Expression Tests 
Rosetta Expression Tests 
C43 (DE3) Expression Tests 

 

6.5 Plasmids and oligonucleotides 
Table 6.5-1: Plasmids and their features. 

Plasmids Features Origin Usage 

p2CT-His-MBP  
N-terminal MBP- and His6-
Tag, TEV cleavage site, 
Ampicillin Resistance, Lac 
Promoter 

Addgene 
plasmid 
#83482, J. 
Doudna Lab 

Cas13a 
Expression 

pEX-A128 Ampicillin Resistance Eurofins pre-crRNA 
transcription 

pUltraCNF/pAcF 
(pEx1) 

Spectinomycin Resistance, 
Lac Promoter 

Peter Schulz, 
Scripps research 
institute 

Cas13a 
Expression 
with UAA 

pEvolAcF/pAcF 
(pEx2) 

Chloramphenicol 
Resistance, pBAD Promoter 

pEvolAzF/pAzF 
(pEx5) 

Chloramphenicol 
Resistance, pBAD Promoter 

    
The RNA strands were purchased either at Metabion international AG or at Biomers 
GmbH. 
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Table 6.5-2: RNA sequences. 

Name RNA Sequence Origin 
pre-crRNA GGA UUU AGA CCA CCC CAA AAA UGA AGG 

GGA CUA AAA CAG GGG CAG AGA UGA UGA 
CCC U 

Adapted from East-
Seletsky et al. 2016 

crRNA GGC CAC CCC AAA AAU GAA GGG GAC UAA 
AAC ACA AAC AUG AUC UGG GUC AUC 

East-Seletsky et al. 
2016 

target RNA GAA GAU GAC CCA GAU CAU GUU UGA GAC 
CU 

Adapted from East-
Seletsky et al. 2016 

crRNAcrystal GGACCACCCCAAAAAUGAAG 
GGGACUAAAACACAAAUCUAUCUGAAUAAACU 
CUUCUUC 

Liu et al. 2017 

target 
RNAcrystal 

GGAAGA AGAGUUUAUUCAGAUAGAUUUGUC Liu et al. 2017 

 

The primers used for mutagenesis were designed using the software Geneious and 
purchased either at Eurofins Scientific, or Microsynth AG. 

 

Table 6.5-3: DNA primer sequences for QC-PCR or standard amplification PCR. 

Primer Sequence 
LbuCas13a 
C293A 

GAAGAGTTGAACGACAAGAACATCAAATACGCGTTTGCACATTTCG 
CAGCAACTGACTCATTTCGATTTCCACGAAATGTGCAAACGCG 

LbuCas13a 
C348A 

CTGTTAAACAAACTTGACACGTACGTCCGTAATGCAGGAAAGTATA
ATT 
GGCAATTTCGCCGTCTTGCAAATAATAATTATACTTTCCTGCATTAC
G 

LbuCas13a 
C1141A 

GAAGTTAATGACTGACCGCAATTCCGAGGAACTTGCAAAATTGGT 
TTTTTCTCTTCCATTTTGTATTCAAACATAATCTTCACCAATTTTGC
AAGTTCCTC 

LbuCas13a 
C293S 

GAAGAGTTGAACGACAAGAACATCAAATACGCGTTTAGCCATTTCG 
CAGCAACTGACTCATTTCGATTTCCACGAAATGGCTAAACGCG 

LbuCas13a 
C348S 

CTGTTAAACAAACTTGACACGTACGTCCGTAATAGCGGAAAGTATA
ATT 
GGCAATTTCGCCGTCTTGCAAATAATAATTATACTTTCCGCTATTAC
G 

LbuCas13a 
C1141S 

GAAGTTAATGACTGACCGCAATTCCGAGGAACTTAGCAAATTGGT 
TTTTTCTCTTCCATTTTGTATTCAAACATAATCTTCACCAATTTGCT
AAGTTCCTC 

LbuCas13a 
E32Amber 

AAGTCAGAATCGGAAGAAAATCGCACAGACTAGCGTCTG 
CGCATATTAAGCAACGCCGACAGACGCTAGTCTGTG 
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LbuCas13a 
His-del-N-
terminus 

GAAATAATTTTGTTTAACTTTAAGAAGGAGATATACATATGAAATC
TTCTGGTTCTTCTATG 
CAGATTACCAGTTTACCTTCTTCGATTTTCATAGAAGAACCAGAAG
ATTTC 

LbuCas13a 
TEV deletion 

AGATTATGTTTGAATACAAAATGGAAGAGAAAAAGTCTGAAAACTA
ATAACATTGG 
ATCGCGGATCCGTTATCCACTTCCAATGTTATTAGTTTTCAGAC 

LbuCas13a 
TEV 
insertion 

GGAAGAGAAAAAGTCTGAAAACCTGTACTTCCAATCCCATCACCAT
CACCATCACTAATAACATT 
GGATTGGAAGTACAGGTTTTCAGACTTTTTCTCTTCCATTTTGTATT
CAAACATAATCTTCACCAATTTGC 

LbuCas13a 
His-ins-C-
terminus 

GGAAGAGAAAAAGTCTGAAAACCATCACCATCACCATCACTAATAA
CATTGGAAGTGGATAACGGATC 
GTGATGGTGATGGTGATGGTTTTCAGACTTTTTCTCTTCCATTTTG
TATTCAAACATAATCTTCACCAATTTGC 

LbuCas13a 
C348Y 

CTGTTAAACAAACTTGACACGTACGTCCGTAATTATGGAAAGTATA
ATT 
GCAATTTCGCCGTCTTGCAAATAATAATTATACTTTCCATAATTACG
G 

LbuCas13a 
C348V 

TGTTAAACAAACTTGACACGTACGTCCGTAATGTTGGAAAGTATAA
TT 
GCAATTTCGCCGTCTTGCAAATAATAATTATACTTTCCAACATTACG 

LbuCas13a 
C348L 

TGTTAAACAAACTTGACACGTACGTCCGTAATCTGGGAAAGTATAA
TT 
GCAATTTCGCCGTCTTGCAAATAATAATTATACTTTCCCAGATTACG 

pre-crRNA 
amplification 

CCGCAAGCGAAATTAATACGACTCACTATAGG 
AGGGTCATCATCTCTGCCCCTGTTTTAG 

LbuCas13a 
H1053A 

CATCGCCGCATTCAATTATATTCCTCACGCCGAGATCTCACTGC 
GAATATAATTGAATGCGGCGATGTAATTTCGAATATAAAGGTCCTT
CTTTTCTTGCTTC 

LbuCas13a 
R1048A 

CCTTTATATTGCAAATTACATCGCCCACTTCAATTATATTCCTCACG 
CGATGTAATTTGCAATATAAAGGTCCTTCTTTTCTTGCTTCAACACC 

LbuCas13a 
S660C-long 

GAAGATTCCAAAGGAATACTTGGCGAATATCCAGTGTCTGTAC 
GTCCTGATTACCGGCATTAATCATGTACAGACACTGGATATTC 

LbuCas13a 
A462C 

CAATATGGACAACAAGAATGAAATCGAAGATTTCTTCTGTAACATC
G 
GGATGGAAGAAATCGCCTCGTCGATGTTACAGAAGAAATC 

LbuCas13a 
T756C 

GTGAGATCAAACTGGGAAACATCCTGAAGTATTGTGAGCG 
AAGCTTTAAGATAAGGTAGAACATGTTTAAACGCTCACAATACTTC
AG 

LbuCas13a 
E926C 

GTAAAGACGAGAAGTTTACAGATGAGGACTATTGTAGTTACAAG 
ACTCCTCAATATTCTCAATAGCTTGCTTGTAACTACAATAGTCC 

LbuCas13a 
R472A 

CTTCCATCGCACACGGTATTGTCCACTTCAACTTGGAATTAGAAGG 
CCGTGTGCGATGGAAGAAATCGCCTCGTCGATGTTGGC 

LbuCas13a 
H477A 

GATTTCTTCCATCCGTCACGGTATTGTCGCATTCAACTT 
AAAGATATCCTTACCTTCTAATTCCAAGTTGAATGCGACAATAC 

LbuCas13a 
R1079A 

GTCCTACGATGCAAAACTGAAAAATGCCGTAATGAAATCAGTAGTT
GATATC 
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CAGTTTTGCATCGTAGGACAGCAATTTACGCAAATTTTCAAGGACT
TCC 

LbuCas13a 
S190C 

CTTATGTAUGCAATGTGAAAGAAGCCTTTGATAAGCTTTACAAGGA
A 
CTTTCACATTGCATACATAAGCGTCACGTTTCGCTGACTC 

LbuCas13a 
K222C 

GAGAAATACUGCATTCGCGAGTTCTACCACGAAATTATTGGACG 
CGCGAATGCAGTATTTCTCTAACTTCGTAAGGTTCTCAATTTCAAG
AA 

LbuCas13a 
L138C 

ATTAAGAAGAAAUGCAACAAAATCAACAGCCTGAAGTACTCATTTG
AAAAGAATAA 
GATTTTGTTGCATTTCTTCTTAATGTCGTTACGAAAAACTTCCAATT
CCTC 

LbuCas13a 
K63C 

AACGCATTGGGTGTTTAAAGAAATTCTTCTCAAACAAAATGGTCTA
TCTTAAAGACAATA 
TTTCTTTAAACACCCAATGCGTTTTTGATTTTCCTTGGTTTCCGTGC
TGC 

 

6.6 Instruments and Columns 
 

Table 6.6-1: Instruments. 

Instrument Name Manufacturer 
Water purification system Milli-Q® Direct Merck Millipore 
Cell sonicator SONOPLUS Bandelin 
Cell disruptor  Constant Systems Limit 
Centrifuges 5424R Eppendorf AG 
 5810R Eppendorf AG 
 Avanti J-26 XP Beckmann Coulter 
Chromatography systems Äkta avant GE Healthcare 
 Äkta start GE Healthcare 
Heat block Thermomixer comfort Eppendorf AG 
Thermocycler Mastercycler® nexus Eppendorf AG 
Spectrophotometer Nanodrop 2000 Thermo Fisher Scientific 
Water Bath Wise Bath® Wise Laboratory Instruments 
Incubators Ecotron Infors HT 
  I26 New Brunswick Scientific 
Gel imager  Peqlab 
pH meter pH1000 L VWR International 
   
Spectrometer EMX nano Bruker BioSpin 
 ELEXSYS 580 Bruker BioSpin 
Resonator ER 5106QT-II Bruker BioSpin 
Temperature regulator ITC502 Oxford Instruments 
travelling wave tube 
amplifier 150 W, 187Ka Applied Systems Engineering 
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Helium gas-flow cryostat 
AFM 

CF935  
NanoWizard 3 Ultra 

Oxford Instruments 
JPK 

 

Table 6.6-2: Columns for protein purification, labelling, and buffer exchange. 

Column Manufacturer/Supplier 
HisTrap HP column, 5 mL Cytiva 
HiTrap Heparin HP, 5 mL Cytiva 
HiLoad 16/600 Superdex 200pg  GE Healthcare 
Superdex 200pg 10/300 GE Healthcare 
HiPrep 26/10 Desalting GE Healthcare 
PD-10 column Cytiva 

 

6.7 Software 
 

Table 6.7-1: Software used for project design, data acquisition, analysis, processing, 
illustration, and for validation. 

Software Developer/Company 
MATLAB R2021b MathWorks 
DeerAnalysis 2022 Jeschke et al., 2006276 
Xenon nano 1.2a.2  Bruker 
Xepr 2.6b.151 Bruker 
Geneious 6.1.8 Geneious 
OriginPro 8G OriginLab 
PyMOL Version 2.0.7 Schrödinger LLC 
Dezyme Dehouck et al., 2011270 
ProtParam Expasy, Swiss Institute of Bioinformatics  
mtsslWizard/mtsslsuite Hagelueken et al., 2015273 
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7 Methods 
 

7.1 Genetics, cloning, and RNA transcription 
 

7.1.1 Quick change polymerase chain reaction (QC-PCR) 
Several protein constructs with point mutations were generated for this thesis. The 
protocol for the mutation on the plasmid level used here, is a variation of the one 
described by Liu and Naismith289. In this procedure amino acid codes are changed on 
the DNA level, by incorporating them into the overlapping region of DNA primers. The 
pipetting scheme and the thermocycler settings are described below. 

Table 7.1-1: QC-PCR pipetting scheme. 

Component Stock Volume/Amount 
Reaction buffer 10x  5 µL 
dNTP-Mix 10 mM 2 µL 

Pfu Polymerase 
5 
Units/µL 0.5 µL 

Template  50- 100 ng 
Forward Primer 100 µM 0.5 µL 
Reverse Primer 100 µM 0.5 µL 
Total Volume   50 µL 

 

Table 7.1-2: QC-PCR Thermocycler settings. 

Step 
Thermocycler 
Setting [°C] 

Holding 
Time [s] 

Number of 
Cycles 

Initial 
Denaturation 95 300 1 

Denaturation 95 60 
3 Annealing Tm,overlap-5°C 60 

Elongation 72 900 
Denaturation 95 60 

15 Annealing Tm,non overlap-5°C 60 
Elongation 72 900 
Denaturation 95 60 

2 Annealing 43 60 
Elongation 72 900 
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7.1.2  Agarose gel-electrophoresis 
Agarose gel electrophoresis was performed to image product formation from QC-PCR. 
For this, 1% agarose gel solved in TBE, was heated in the microwave until transparent 
and fluid. The gel was supplemented with 1:1000 ethidium bromide, was poured into 
the gel chamber, and the comb was inserted. After the gel has cooled to RT, the comb 
was removed, and the gel chamber inserted into the buffer reservoir. After addition of 
1x TAE buffer until the gel is completely covered, the gel was loaded with all samples. 
For the samples, 5 µL of the QC-PCR reaction was mixed with 1 µL 6x Agarose Gel 
Sample Buffer. The agarose gel run for 30 min at 100 V and 300 mA. 

7.1.3  Transformation of DNA plasmids 
The transformation of DNA plasmids was done by using a standard lab protocol and 
was used for plasmid selection via antibiotics, after QC-PCR, or for expression of 
recombinant protein in E. coli. Self-made chemically competent cells of choice (E. coli, 
mostly DH5 alpha or BL21 AI) were thawed on ice for 10 min. About 100 ng of plasmid 
was added to the competent cells and incubated on ice for 10 min. After incubation, a 
heat shock is performed by incubation in a pre-heated water bath at 42°C for 45 s. The 
cells were incubated on ice for 2 minutes and 1 mL LB medium was added. Then these 
cells are incubated for 1 h, 180 pm, and at 37°C for cell growth and centrifuged at 
3800 rpm for 3 min. Almost all growth medium was discarded, and the cells 
resuspended in the remaining medium. For antibiotic selection, the cells were streaked 
on an agar plate, which was previously supplemented with the respective antibiotics. 
This plate was then incubated over night at 37°C. 

7.1.4 Isolation of plasmid DNA 
Usually, the isolation of plasmid DNA is done after QC-PCR and transformation. The 
goal is to verify the mutated sequence through Sanger sequencing. For this, one colony 
is picked with a sterile pipette tip from an agar plate, supplemented with corresponding 
antibiotics. This tip is put into a falcon with 10 mL LB medium and the respective 
antibiotic, and shacked at 180 rpm and 37°C, overnight. On the next day, plasmid was 
isolated with the GeneJet MiniPrep kit, using the manufacturer’s protocol. The amount 
of isolated DNA was determined by measuring the absorption at 260 and 280 nm with 
the NanoDrop Spectrophotometer and the isolated DNA plasmid was sent to 
Microsynth AG for sequencing.  
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7.1.5 pre-crRNA transcription 
The pre-crRNA was transcribed to use it for cleavage assays and PELDOR sample 
preparations. The pre-crDNA sequence was bought in a pEX-A128 vector (Eurofins) 
with a T7 RNA polymerase promoter at the 5' end, and an XbaI restriction site at the 3' 
end. Before transcription, the DNA was amplified by standard PCR with the following 
pipetting scheme and thermocycler settings.  

Table 7.1-3: Standard PCR pipetting scheme. 

Component Stock  Volume 
Rxn Buffer 10x 5 µL 
dNTPs 10 mM each 1 µL 
Template  ~ 100 ng/µL 
Forward 
primer 100 µM 0.5 µL 
Reverse 
primer 100 µM 0.5 µL 
Pfu 
Polymerase 2.5 U/µL 0.5 µL 
Total Volume   50 µL 

 

Table 7.1-4: Standard PCR thermocycler settings. 

Step 
Thermocycler Setting 
[°C] 

Holding Time 
[s] 

Number of 
Cycles 

Initial 
Denaturation 95 60 1 

Denaturation 95 30 
30 Annealing Tm-5°C 30 

Elongation 72 60 
Elongation 72 300 1 

 

After DNA amplification, the restriction enzyme digestion was done, by mixing 75 µL 
PCR product, 3.3 µL 10x FD buffer, and 1 µL XbaI and incubating this mixture for 1 h 
at 37°C. After digestion the DNA template is precipitated by 3 volumes of cold 100% 
ethanol and 1/10 volume of a 3 M NaOAc solution. After 20 min incubation at -80°C, 
the DNA is pelleted at 4°C and 20817 g. The pellet was washed with 100 µL 70% ethanol 
and centrifuged for 15 min. The supernatant was removed with a pipette and the pellet 
was dried in the thermomixer at 65°C and resuspended in 50 µL water. Then, the in 
vitro transcription reaction was set up. 
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Table 7.1-5: Pipetting scheme of in vitro transcription. 

Component Stock  Volume 
T7-Rxn Buffer 5x 20 µL 
NTPs 25 mM  10 µL 
Template  50 µL 
DTT 100 mM 5 µL 
Ribolock 40 U/µL 1.56 µL 
T7 RNA 
polymerase 20 U/µL 5 µL 
Total Volume   100 µL 

 

The transcription reaction was incubated over night at 37°C. The RNA and DNA was 
precipitated through ethanol with the same protocol as the precipitation after the 
restriction reaction. The pellet was resuspended in 70 µL water and 8 µL 10x DNAse 
buffer and 2 µL DNAseI (10 U/µL) were added and incubated for 20 min at 37°C. Then 
27 µL of PAA loading dye was added and incubated for 10 min at 65°C. The sample was 
loaded onto a 10% urea-PAA gel, which ran for 1.5 h at 375 V and 500 mA. The RNA 
was visualized under an UV-lamp and PAA gel bands were cut out with a sharp scalpel. 
These gel slices were crushed in a 1.5 mL reaction tube with a pipette tip and 1 mL 
0.3 M NaOAc, pH5.4 was added and incubated at 65°C and 1000 rpm. This step was 
repeated, and the suspensions were filtered through a syringe, which was previously 
filled with glass wool. The syringe was rinsed with 500 µL 0.3 M NaOAc and the RNA 
was precipitated for a third time, as described before. The pellet was resuspended in 
30 µL deionized water and the yield was determined with the NanoDrop. The RNA was 
stored in water at -20°C.  

 

7.2  Protein biochemistry 
 

7.2.1 SDS-PAGE 
SDS-PAGE (sodium dodecyl sulfate polyacrylamide gel electrophoresis) is a standard 
procedure in protein biochemistry that is used to separate proteins by their size and to 
visualize the protein components in a sample. In this thesis the discontinuous 
electrophoresis is used to monitor the protein composition in each protein purification 
step and to monitor the purity of the purified protein. The respective compositions of 
the stacking gel and the separating gel are described in Table 6.2-2. The SDS-PAGES 
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usually run for 50 min, at 300 mA and 175V. The gels are then stained with the 
Coomassie solution (Table 6.2-1) for 10 min and destained by placing them into hot 
water for 10 minutes. 

7.2.2 Western blot 
The western blot is used to identify LbuCas13a in a mixture of proteins by 
electrophoresis and by its tag-antibody binding. For western blotting, two identical 
SDS-PAGEs are performed, containing the samples that need to be investigated. This 
protocol is carried out at room temperature. One gel is used as an SDS-PAGE reference 
and is treated as described above (Chapter 7.2.1). The second gel is equilibrated in the 
transfer buffer for 15 minutes. Four blotting papers are also equilibrated with the 
transfer buffer. The polyvinylidene difluoride (PVDF) membrane is washed with 
methanol, then with deionized water, and finally it is equilibrated in transfer buffer for 
5 min. After soaking, everything is transferred into the blotting chamber, by stacking 
from bottom (+ pole) to top (-pole), 2 blotting papers, the PVDF membrane, the SDS 
PAGE gel, and the other 2 blotting papers. Care should be taken to remove the air 
bubbles in the stack, which is done by rolling a falcon from the middle of the stack to 
the outer edges. After assembling the western blot chamber, the transfer is started by 
applying 300 mA and 25 V for 90 min. After electrophoresis, the membrane is placed 
in the blocking solution and incubated on a shaker for 1 h. The membrane is rinsed 
three times by placing it in TBST buffer for 5 minutes (shaking). The first antibody, the 
mouse-anti-6xhis-tag, was diluted in 5 mL TBST buffer and the membrane incubated 
on a shaker in this solution for 90 min. The membrane is washed again three times in 
TBST buffer, as described before. The second antibody, goat anti mouse was diluted in 
10 mL TBST buffer, and the membrane was incubated in this solution for 60 min. The 
membrane was washed for the third time three times in 10 mL TBST buffer for 5 min 
each. Lastly, the membrane was incubated with 6 mL of TMB solution for 5-10 min, 
rinsed with water and imaged. 

 

7.2.3 Test expressions of LbuCas13a 
Test expressions were used to test under which conditions LbuCas13a is expressed the 
most. The general workflow corresponds to the workflow for 1 L cultures. A preculture 
was set up in the afternoon, supplemented with the corresponding antibiotic and by 
inoculation with the desired cells. The preculture was incubated over night at 37°C and 
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180 rpm. The next day, the main cultures were set up. These smaller main cultures 
contained 20-50 mL LB, supplemented with the corresponding antibiotic and 0.2-
0.5 mL preculture. Main cultures were grown at 37°C and 180 rpm until an OD600 of 
around 0.8 was reached. The temperature was reduced to 16°C and cells were induced 
with 0.5 mM IPTG and 0.05% L-arabinose and incubated for 16 h at 16°C and 130 rpm. 
Parameters that have been tested and were varied are for example temperature, speed 
of rotation, concentration of inducing agent, and E. coli cell types. SDS-PAGE samples 
were collected before and after induction, by collecting 1 mL of cell culture, pelleting 
the cells, discarding the supernatant, adding 100 µL 1x SDS loading dye to each sample 
and heating the sample up to 95°C for 5 min.  

7.2.4 LbuCas13a purification tests with benchtop columns 
The cells were harvested at 4,000 rcf and the pellet was stored at -80°C or resuspended 
in binding buffer. The suspension was lysed via sonication thrice at 70% amplitude, for 
3 min and in intervals of 1 s. The cell debris were removed through centrifugation at 
48,500 rcf for 20 min at 10°C. For the purification tests with a benchtop Ni-AC column, 
the HisPur Ni-NTA resin (Pierce) was equilibrated with two bead volumes of the 
binding buffer. Then the soluble fraction, the cell lysate was added to the Ni-NTA beads 
and incubated at room temperature for 1 h by continuous shaking. The resin was 
transferred to the benchtop column and the flowthrough is collected. The beads were 
washed once with 50 mL binding buffer and the protein was consecutively eluted with 
60 mL of elution buffer containing 10 mM imidazole, 20 mL containing 100 mM 
imidazole, 10 mL containing 150 mM imidazole, 10 mL containing 250 mM imidazole, 
and 10 mL of elution buffer containing 1 M imidazole. SDS-PAGE samples were 
collected from each purification step. 

For the purification via a benchtop column containing amylose beads, the cells were 
harvested and lysed as described for the Ni-AC purified protein. Then the cell lysate 
was added to the beads and incubated for one hour at room temperature by continuous 
shaking. The flowthrough was collected, and the beads were washed with 100 mL of 
binding buffer. The TEV protease (4 mL) was diluted with 16 mL binding buffer and 
added directly to the beads. The protein was incubated for 3 h at room temperature by 
continuous shaking and the flowthrough, containing the protein was collected. SDS-
PAGE samples were collected from each purification step. 
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7.2.5 LbuCas13a Expression 
The expression of all LbuCas13a constructs is done in the same way, unless otherwise 
noted. Since this protocol was developed during my thesis, only the final optimized 
protocol is described here. The p2CT-His-MBP vector containing the codon optimized 
gene of LbuCas13a was transformed into BL21AI cells (Invitrogen) and expressed in 
LB medium. A preculture was prepared with a single colony, picked from an agar plate 
or from a glycerol stock, stored at -80°C. Around 75 mL LB medium was supplemented 
with 0.3 mM ampicillin and incubated over night at 37°C and 180 rpm. The main 
culture was prepared with 0.3 mM ampicillin and 10 mL preculture per liter of LB 
medium. Usually, 6 x 1 L cultures were prepared. Main cultures were grown at 37°C 
and 180 rpm until an OD600 of around 0.8 was reached. The temperature was reduced 
to 16°C and cells were induced with 0.5 mM IPTG and 0.05% L-arabinose and 
incubated for 16 h at 16°C and 130 rpm. Cells were harvested by centrifugation at 
4000 rcf for 20 min and stored at -80°C or directly resuspended in binding buffer, 
supplemented with 1 protease inhibitor tablet per 50 mL suspension and 100 µM 
250 mM PMSF, for protein purification. 

7.2.6 LbuCas13a Purification 
The cells were harvested at 4,000 rcf and the pellet was stored at -80°C or resuspended 
in binding buffer with the addition of 100 µM 250 mM PMSF and 1 protease inhibitor 
tablet per 50 mL suspension. The suspension was lysed via sonication thrice at 70% 
amplitude, for 3 min and in intervals of 1 s. The cell debris were removed through 
centrifugation at 48,500 rcf for 20 min at 10°C. For protein purification a Ni2+-affinity 
chromatography was performed using the binding and the elution buffer. The affinity 
chromatography was followed by the concentration of protein containing fractions in 
a VivaSpin 20 mL 100,000 MWCO to 5 mL. The solution was diluted with low salt 
buffer to 20 mL and TEV-protease (self-made) cleavage was performed for 1.5-2 h at 
room temperature. The solution was loaded onto a 5 mL HiTrap Heparin HP column 
with a linear gradient of high salt buffer and the protein containing fractions were 
pooled and concentrated in a VivaSpin 20 mL 100,000 MWCO. The protein was 
loaded onto a HiLoad 200 16/600 SEC column previously equilibrated with the GF 
buffer and the purified protein was concentrated again, in a VivaSpin 6 mL 
100,000 MWCO. The protein was flash-frozen in liquid nitrogen and stored at -80°C. 
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7.2.7 Molecular cloning for LbuCas13a with an UAA 
The method to express a protein with an unnatural amino acid used here is by amber 
codon suppression. The amber codon is a stop codon (UAG), which is almost absent in 
bacterial cells271. It is recognized by an aminoacyl-tRNA synthetase (aaRS) with the 
corresponding tRNA and incorporated into the amino acid chain as an additional 
amino acid. So, instead of exchanging an amino acid to a cysteine, an amber codon is 
inserted at the position that needs to be spin labelled. This is done by QC-PCR (see 
Chapter 7.1.1). The p2CT-His-MBP plasmid, containing the LbuCas13a gene has an N-
terminal His-MBP-TEV end. Several cloning steps were performed, to facilitate the 
isolation of the full-length LbuCas13a from the truncated product, which origins from 
reading the amber codon as a stop codon. The plasmid was modified to have the 
following scheme: N-terminus-MBP-TEV cleavage site-Cas13a-TEV cleavage site-His. 
That should ideally lead to the remotion of truncated protein construct already after 
Nickel affinity chromatography. 

7.2.8 LbuCas13a expression and purification with UAA 
To express LbuCas13a with an UAA, the p2CT-His-TEV cleavage site-Cas13a-TEV 
cleavage site-MBP plasmid containing the LbuCas13a gene with an amber codon 
modification, as well as a second plasmid (pEvolAcF/pAcF), containing the aaRS gene, 
are co-transformed in E. coli BL21 AI cells (see Chapter 7.1.3), with the corresponding 
antibiotic resistance. The expression was done once, in the same way as for LbuCas13a 
without UAA, with two exceptions. First, the cultures were supplemented with two 
antibiotics (ampicillin and chloramphenicol) and second, all culture flasks were 
supplemented with 500 mg L-acetyl phenylalanine before induction. The protein was 
purified in the same way as LbuCas13a without UAA, for details see Methods Section 
7.2.6. 

7.2.9 Nickel affinity chromatography 
Nickel affinity chromatography (Ni-AC) is a commonly used purification method for 
multi-His-tagged recombinant proteins. In this thesis, a Hexa-His-tag was co-
expressed with a maltose binding protein (MBP)-tag at the N-terminus. The histidines 
are highly affine to Ni2+ Ions, which are bound to the stationary phase of the column. 
The AC was performed using one or two prepacked Ni2+ columns (HisTrap) on the 
chromatography system Äkta Avant. The AC run consists of loading the centrifuged 
cell lysate onto the column with a flow rate of 2 mL/min. After washing the column 
with 10 CV binding buffer at 3 mL/min, the protein is eluted with a linear gradient of 
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elution buffer from 4% to a final target percentage of the elution buffer of 55%. The 
gradient volume was set to 7 CV and the flow rate to 2 mL/min. Lastly, the column was 
washed with 4 CV of 100% elution buffer with a flow rate of 3 mL/min and 
subsequently equilibrated by 5 CV binding buffer and 3 mL/min. For long-term 
storage, HisTrap columns are stored in 20% ethanol. 

7.2.10 Heparin affinity chromatography 
Heparin mimics the polyanionic structure of DNA and RNA, which is the reason why 
it is used for the purification of DNA and RNA binding proteins. In the purification 
procedure of Cas13a prepacked heparin columns were used with the low salt and high 
salt buffers. The protein containing solution was loaded onto the column with a flow 
rate of 2 mL/min. After washing the column with 30% high salt buffer for 5 CV with 
2 mL/min, a linear gradient of the duration of 12 CV is applied from 35% to 65% high 
salt buffer, with a flow rate of 2 mL/min. Lastly, the column was washed for 2 CV with 
100% high salt buffer and re-equilibrated with low salt buffer. For long-term storage, 
Heparin columns are stored in 20% ethanol. 

7.2.11 Size exclusion chromatography 
The size exclusion chromatography (SEC) is often the last chromatographic step in a 
protein purification, where the molecules are separated by their size. The stationary 
phase of SEC columns can have different pore sizes and the elution volume of a 
biomolecule is dependent on its hydrodynamic radius. The smaller the biomolecular 
size, the larger is the diffusion volume in the column for this biomolecule. Once the 
protein is loaded onto the column, a constant flow rate of 0.5-1 mL/min is applied for 
1.2 CV, depending on the amount of glycerol in the GF buffer. For long-term storage, 
SEC columns are stored in 20% ethanol. 

 

7.3 LbuCas13a spin labelling  
 

7.3.1 MTSSL spin labelling 
The following spin-labelling protocol was developed to label LbuCas13a for EPR 
spectroscopic measurements. Up to 50 nmol LbuCas13a was diluted to 1 mL with cw-
buffer. The reducing agent TCEP was added to a final concentration of 750 µM and the 
protein was then incubated for 45 min on ice. TCEP was removed through a disposable 
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PD10 column, previously equilibrated with cw-buffer. Here the manufacturers’ 
protocol was used. Then, a 20-fold excess of MTSL per cysteine was added immediately 
to the protein after TCEP removal and the solution was incubated over night at 4°C. 
The next day the spin label was removed in 2 steps with the PD10 column, and the 
flowthroughs were pooled and concentrated in a VivaSpin 6 mL 100,000 MWCO. The 
protein was washed in a VivaSpin 6 mL 100,000 MWCO once with cw-buffer.  

 

7.4 Analytical Methods 
 

7.4.1 LbuCas13a cw-EPR sample preparation 
To determine the labelling efficiency, samples for cw-EPR spectroscopy were prepared 
with labelled protein constructs in cw-buffer. The final protein concentration was 
50 µM in a total sample volume of 11 µL. These samples were filled in 10 µL capillaries. 

 

7.4.2 cw-EPR measurements 
The cw-EPR spectra were recorded at X-band frequencies on an EMXnano 
spectrometer from Bruker BioSpin. The measurements were conducted with a 
microwave power of 10 mW, a modulation frequency of 100 kHz, a modulation 
amplitude of 1 G, a microwave frequency of 9.6 GHz, a center field of 3346 G, a sweep 
width of 150 G, a sweep time of 45.13 s, and a time constant of 20.48 ms. 

 

7.4.3 PELDOR sample preparation 
For PELDOR measurements, each mutant needs to be rebuffered in deuterated 
PELDOR buffer. All PELDOR protein samples were prepared from labelled protein 
constructs in deuterated buffer and d8-glycerol in a final amount of 30% (v/v) was used 
as cryoprotectant. The apo protein samples had a final protein concentration of 50 µM 
in a total sample volume of 60 µL, all holo protein-RNA samples had a final protein 
concentration of 15 µM and a final pre-crRNA, crRNA, and target RNA concentration 
of 18 µM. For PELDOR samples containing pre-crRNA, the right amount of RNA was 
dried in a vacuum-concentrator, dissolved in deuterated PELDOR buffer, added to the 
protein, incubated for 5 min at room temperature and gently mixed with a pipette 
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about 200 times. Finally, the sample was filled into the PELDOR tubes and flash-frozen 
in liquid nitrogen. For the PELDOR samples with crRNA, the crRNA was dried in a 
vacuum-concentrator, dissolved in deuterated PELDOR buffer, and annealed by 
incubating it at 95°C for 5 min and cooling it down to room temperature for 15 min. 
The protein was then added to the crRNA and incubated for 10 min at 37°C. After 
gently mixing the solution for at least 200 times with the pipette, it was filled into 
PELDOR tubes and flash-frozen in liquid nitrogen. The PELDOR samples with cr- and 
target RNA were prepared, in the first place, as the samples containing crRNA. 
Additionally, after incubation with the crRNA, target RNA was added, which has been 
previously dried in a vacuum-concentrator and dissolved in PELDOR buffer. Then the 
mixture was incubated for 15 min at 37°C, before flash-freezing. All samples were filled 
into 3 mm quartz tubes and flash-frozen. 

 

7.4.4 PELDOR measurements 
The PELDOR experiments were performed as described in the detailed PELDOR 
protocol in Methods in Molecular Biology290. All PELDOR measurements were 
conducted at Q-band frequencies (~33.7 GHz), and 50 K on an ELEXSYS E580 EPR 
spectrometer from Bruker BioSpin, equipped with an ER 5106QT-II resonator, a 
150 W TWT-amplifier, and a helium gas-flow cryostat in conjunction with an iTC 502 
temperature controller. For a standard 2-pulse Electron spin echo envelope 
modulation experiment (2pESEEM), a standard two-pulse Hahn echo sequences was 
applied, in which the pulse lengths were set to 12 ns for the π/2, and 24 ns for the π 
pulse. The initial τ was set to 200 ns. A standard four-pulse PELDOR experiment was 
used, in which the pump pulse frequency was set to the maximum of the nitroxide field 
swept spectrum and the offset between the pump and the observer frequency was 
100 MHz. The 4-pulse PELDOR pulse sequence used is (π/2(υ A) – τ1 – π(υA) – (τ 1+t) 
– π(υB) – (τ 2-t) – π(υA) – τ 2 – echo). The π/2 and π pump pulse length was set to 12 ns 
and 24 ns, respectively, with an interpulse delay τ 1 of 200 ns. The pump pulse length 
was set to the length at which the maximum of spins was flipped, which was 
determined by a 3-pulse ELDOR nutation experiment. The initial τ was set to the 
maximum of the 2-pulse ESEEM experiment, which was usually 232 ns. Signal 
averaging was usually done for 8 to 48 h (depending on the sample) to increase the 
signal-to-noise ratio. 
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7.4.5 PELDOR data analysis 
To plot, analyze, and convert the raw data the software MATLAB was used. Various 
programs exist to extract the distance distributions from PELDOR time traces. Here 
two methods were used, first Tikhonov regularization and second, the 
ComparativeDeerAnalyzer (CDA). Both are implemented in the MATLAB program 
DeerAnalysis 2022. During analysis of the time traces acquired for this thesis it was 
seen that the background from the CDA did not fit well for some of the time traces, 
which show low or no oscillations. So, for those time traces, where the CDA background 
does not fit, Tikhonov regularization was done.  

 

7.4.6 pre-crRNA cleavage assays 
Generally, the aim of pre-crRNA or target RNA cleavage assays is, to detect RNA 
cleavage by Cas13a and to differentiate between e.g. pre-crRNA and the cleavage 
product crRNA. For this, pre-crRNA cleavage assays were performed and loaded onto 
a 20% polyacrylamide gel in standard 1x TBE buffer. For each cleavage reaction, 
20 pmol pre-crRNA was incubated at 37°C for 1 h with 16 pmol of Cas13a and 0.9 µL 
tRNA in cleavage buffer (previously filtered with a 0.22 µm syringe filter) to yield a 
total reaction volume of 8 µL. The reaction was quenched with 0.3 U of proteinase K. 
After incubation for 45 min at 37°C, PAA-loading dye was added 1:1 to each reaction, 
heated to 95°C for 5 min and loaded onto the PAA-gel. The PAA gel pre-ran for 15 min 
at 150 V, ran for 3 h at 300 V, and was finally stained with ethidium bromide. 

 

7.4.7 Target RNA cleavage assays 
As for the pre-crRNA cleavage assays, also the target RNA cleavage assays were 
performed on a 20% polyacrylamide gel in standard TBE buffer. Before setting up the 
reactions, 20 pmol crRNA was annealed in 5 µL cleavage buffer by heating it up at 65°C 
for 5 min and cooling it down at room temperature for 15 min. For binary complex 
formation, 40 pmol Cas13a (in 3 µL) was added to the crRNA and incubated for 45 min 
at 37°C. At this point, 40 pmol target RNA was added and incubated for 1 h at 37°C. 
Next, 0.3 U proteinase K was added to quench the reactions, after 45 min at 37°C PAA-
loading dye was added in a 1:1 ratio. The reactions were heated for 5 min to 95°C and 
loaded onto the PAA gel. As for the pre-crRNA cleavage assay, the PAA-gel pre-ran for 
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15 min at 150 V and ran, after sample loading, for 3 h at 300 V, and was stained with 
ethidium bromide. 

 

7.4.8 AFM measurements 
AFM measurements were performed on a mica surface on which different protein 
constructs were loaded. The protein constructs had initial concentrations of 12-
22 mg/mL (86 µM - 158 µM). The wt Cas13a was diluted with AFM buffer to 1:18000. 
For the crRNA bound complex, the crRNA was annealed by heating it up to 65°C for 
5 min and cooling down to RT for 15 min. The RNA was mixed with the protein and 
incubated for 15 min at 37°C, to obtain a 3 µM solution with a protein : crRNA ratio of 
1 : 1.2 in a total volume of 20 µL. The pre-crRNA sample was also prepared such to 
yield 20 µL of a 3 µM protein solution with a 1 : 1.2 protein to RNA ratio. Here the RNA 
was not annealed, it was directly incubated with the protein for 15 min at 37°C. The cr- 
and target RNA bound complex was prepared by forming the crRNA-bound complex, 
as in the crRNA bound sample. The ternary complex was formed by adding the target 
RNA and incubating the sample for 15 min at 37°C. The final protein : crRNA : target 
RNA ratio was 1 : 1.2 : 1.2. All RNA containing samples were diluted with AFM buffer 
to 1:300 – 1:500 and the AFM measurements themselves were done by Daniel Keppner 
(AG Famulok).  
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8 Appendix 
8.1 LC-MS identification of LbuCa13a 

 

Figure 8.1-1: Result of protein identification through LC-MS. The entire protein sequence with 
hexa-his tag, MBP tag, TEV cleavage site, and Cas13a is shown. The green regions denote the protein 
fragments that have been identified. The total coverage is 44%, the last amino acids in the sequence have 
been identified and the first protein fragment (SNAMK) is too short to be identified with the LC-MS set-
up used. 
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8.2 Biochemical characterization of LbuCas13a constructs  
 

8.2.1 Construct 138/222 

 

Figure 8.2-1: Biochemical characterization of the different 138C/222C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue bar in the chromatogram shows the region, which was 
concentrated to obtain the final protein. The blue curves show the absorption at 280 nm and the red 
curves the absorption at 254 nm. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer 
clouds in magenta, at L138R1 and K222R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs 
shown in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and 
positive control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled 
constructs shown in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were 
mixed and incubated to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt 
Cas13a-crRNA complex was incubated without and with target RNA, to get a negative and positive 
control, respectively. 
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8.2.2 REC lobe constructs for flexibility investigation 

 

Figure 8.2-2: Biochemical characterization of the different REC-lobe constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active 63/138 construct b, the active 190/222 construct, and c, the active 138/190 construct. The 
blue curves show the absorption at 280 nm and the red curves the absorption at 254 nm. The blue bar 
in the chromatogram shows the region, which was concentrated to obtain the final protein. d, Structure 
of the REC lobe predicted by AF3. The MTSL label rotamer clouds are showed in magenta. e, pre-crRNA 
cleavage assay of the MTSL labelled constructs shown in a-c. The pre-crRNA in the first lane, and the 
crRNA in the last lane represent the negative and positive control, respectively. f, Target RNA cleavage 
assay performed with the MTSL labelled constructs shown in a-c. The crRNA, and the target RNA are 
loaded as negative controls. The lanes labelled with wt- and wt+ show reactions in which the wt Cas13a-
crRNA complex was incubated without and with target RNA, to get a negative and positive control, 
respectively. 
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8.2.3 Construct 756/926 

 

Figure 8.2-3: Biochemical characterization of the different 756C/926C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue curves show the absorption at 280 nm and the red curves 
the absorption at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated 
to obtain the final protein. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer clouds in 
magenta, at T756R1 and E926R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs shown 
in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and positive 
control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled constructs shown 
in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were mixed and incubated 
to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex 
was incubated without and with target RNA, to get a negative and positive control, respectively. 
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8.2.4  Construct 462/926 

 

Figure 8.2-4: Biochemical characterization of the different 462C/926C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue curves show the absorption at 280 nm and the red curves 
the absorption at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated 
to obtain the final protein. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer clouds in 
magenta, at A462R1 and E926R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs shown 
in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and positive 
control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled constructs shown 
in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were mixed and incubated 
to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex 
was incubated without and with target RNA, to get a negative and positive control, respectively. 
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8.2.5 Construct 660/926 

 

Figure 8.2-5: Biochemical characterization of the different 660C/926C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue curves show the absorption at 280 nm and the red curves 
the absorption at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated 
to obtain the final protein. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer clouds in 
magenta, at A660R1 and E926R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs shown 
in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and positive 
control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled constructs shown 
in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were mixed and incubated 
to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex 
was incubated without and with target RNA, to get a negative and positive control, respectively. 
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8.2.6 Construct 660/756 

 

Figure 8.2-6: Biochemical characterization of the different 660C/756C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct. The blue curves show the absorption at 280 nm and the red curves the absorption 
at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated to obtain the 
final protein. b, pre-crRNA cleavage assay of the MTSL labelled constructs shown in a. The pre-crRNA 
in the first lane, and the crRNA in the last lane represent the negative and positive control, respectively. 
c, Target RNA cleavage assay performed with the MTSL labelled constructs shown in a-c. The crRNA, 
and the target RNA are loaded as negative controls. Both were mixed and incubated to yield the last lane 
(cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex was incubated without 
and with target RNA, to get a negative and positive control, respectively. d, AF3 structure prediction of 
apo LbuCas13a with MTSL rotamer clouds in magenta, at S660R1 and T756R1.  
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8.2.7 Construct 190/926 

 

Figure 8.2-7: Biochemical characterization of the different 190C/926C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue curves show the absorption at 280 nm and the red curves 
the absorption at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated 
to obtain the final protein. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer clouds in 
magenta, at S190R1 and E926R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs shown 
in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and positive 
control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled constructs shown 
in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were mixed and incubated 
to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex 
was incubated without and with target RNA, to get a negative and positive control, respectively. 
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8.2.8 Construct 190/756 

 

Figure 8.2-8: Biochemical characterization of the different 190C/756C constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the active construct b, the pre-crRNA cleavage deficient dprecr construct, and c, the target RNA 
cleavage deficient dtarget construct. The blue curves show the absorption at 280 nm and the red curves 
the absorption at 254 nm. The blue bar in the chromatogram shows the region, which was concentrated 
to obtain the final protein. d, AF3 structure prediction of apo LbuCas13a with MTSL rotamer clouds in 
magenta, at S190R1 and T756R1. e, pre-crRNA cleavage assay of the MTSL labelled constructs shown 
in a-c. The pre-crRNA in the first lane, and the crRNA in the last lane represent the negative and positive 
control, respectively. f, Target RNA cleavage assay performed with the MTSL labelled constructs shown 
in a-c. The crRNA, and the target RNA are loaded as negative controls. Both were mixed and incubated 
to yield the last lane (cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex 
was incubated without and with target RNA, to get a negative and positive control, respectively. 
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8.2.9 Single labelled constructs 756 and 926 

 

Figure 8.2-9: Biochemical characterization of different single labelled constructs. The size 
exclusion chromatogram, with an insert of the SDS-PAGE gel of the concentrated protein, and the cw-
EPR spectrum of the labelled constructs with the corresponding labelling efficiencies are shown from a, 
the 756 dprecr construct b, the 756 dtarget construct c, the 926 dprecr construct, and d, the 926 dtarget 
construct. The blue curves show the absorption at 280 nm and the red curves the absorption at 254 nm. 
The blue bar in the chromatogram shows the region, which was concentrated to obtain the final protein. 
e, AF3 structure predictions of apo LbuCas13a with MTSL rotamer clouds in magenta, at T756R1 and 
E926R1. f, pre-crRNA cleavage assay of the MTSL labelled constructs shown in a-d. The pre-crRNA in 
the first lane, and the crRNA in the last lane represent the negative and positive control, respectively. g, 
Target RNA cleavage assay performed with the MTSL labelled constructs shown in a-d. The crRNA, and 
the target RNA are loaded as negative controls. Both were mixed and incubated to yield the last lane 
(cr+target). wt- and wt+ show reactions in which the wt Cas13a-crRNA complex was incubated without 
and with target RNA, to get a negative and positive control, respectively. 
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8.3 Additional Analysis of PELDOR data 
 

8.3.1 Analysis of precipitation during PELDOR sample preparation 

 

Figure 8.3-1: Full CDA analysis for testing the influence of different additives to reduce 
sample turbidity. PELDOR time traces and distance distributions of a, labelled 462/756 construct. 
Precipitation occurred during sample preparation, the precipitant and the soluble fraction were 
measured separately. The predictions of distance distributions on the basis of the AF3 prediction and 
on the experimental structure of the binary crRNA-bound complex are shown as colored areas. The 
predictions of the distance distributions are colored in the same way in a-d. The 95% confidence intervals 
are drawn as shaded areas in the same color of the distance distributions that it belongs to. b, apo 
462/756 with and without tRNA. c, Labelled 190/756 construct with crRNA. As in b, the influence of 
tRNA was tested. The signal to noise ratio of time trace of the sample with tRNA was so low that no 
distance distribution could be calculated. d, Labelled 190/756 construct in its apo and crRNA bound 
states, with and without trehalose. The time traces of the samples with trehalose are shifted on the y-
axis by 0.1. e, The labelled 660/926 construct in its active and dtarget form, with and without crRNA. 
The influence of d4-ethylene glycol (d-EG) is analyzed. f, The labelled, cleavage active 138/222 construct 
with and without the amino acids L-glutamic acid and L-arginine (AA). The time traces of the samples 
with AA are shifted on the y-axis by 0.1. The time traces include the fits and the background function 
that were done with the software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. 
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8.3.2 Construct 138/222 

 

Figure 8.3-2: Full CDA analysis of 138/222. From top to bottom measurements are shown from 
the apo state of the active double labelled protein construct, the dprecr construct with pre-crRNA, the 
active construct with crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace 
and the distance distributions are shown for each construct. The time traces include the fits in red that 
were done with the software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214 and the 
background function in blue. The distance distributions on the right contain the 95% confidence interval 
as shaded area in the same color as the distribution, and the colored bars on the bottom, which describe 
the reliability of the distribution in the respective region (green: reliable distribution, yellow: width and 
mean are reliable, orange: mean reliable, red: not reliable). The predictions of the distance distributions 
based on AF3 models, the binary cryo-EM structure, and the ternary X-ray crystallographic structure 
are shown as shaded distributions. 
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8.3.3 Constructs to study REC lobe flexibility 

 

Figure 8.3-3: CDA analysis with background of different apo constructs in REC lobe. a, 
AF3 prediction of the REC lobe with MTSL rotamer clouds in magenta. The light green domain is the 
NTD and the olive-green domain is the helical-1 domain. The arrows indicate flexibility between two 
protein regions and a bar denotes rigidity between two protein regions. b-e, The PELDOR time trace 
and the distance distributions are shown from the apo state of the active double labelled protein 
constructs. The time traces include the fits in red that were done with the software DeerAnalysis276, 
through the ComparativeDeerAnalyzer (CDA)214 and the background function in blue. The distance 
distributions on the right contain the 95% confidence interval as shaded area in the same color as the 
distribution, and the colored bars on the bottom, which describe the reliability of the distribution in the 
respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
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reliable, red: not reliable). The predictions of the distance distributions based on the AF3 model is shown 
as magenta-shaded distributions. 

 

8.3.4 Construct 756/926 

 

Figure 8.3-4: Full CDA analysis of 756/926. The AF3 structure of apo LbuCas13a is shown with 
two orientations on top, with magenta MTSL rotamer clouds at the positions 756 and 926. From top to 
bottom measurements are shown from the apo state of the active double labelled protein construct, the 
dprecr construct with pre-crRNA, the active construct with crRNA, and the dtarget construct with cr- 
and target RNA. The PELDOR time trace and the distance distributions are shown for each construct. 
The time traces include the fits in red that were done with the software DeerAnalysis276, through the 
ComparativeDeerAnalyzer (CDA)214 and the background function in blue. The distance distributions on 
the right contain the 95% confidence interval as shaded area in the same color as the distribution, and 
the colored bars on the bottom, which describe the reliability of the distribution in the respective region 
(green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models, the binary cryo-EM 
structure, and the ternary X-ray crystallographic structure are shown as shaded distributions.  
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8.3.5 Construct 462/926 

 

Figure 8.3-5: Full CDA analysis of 462/926. The AF3 structure of apo LbuCas13a is shown with 
two orientations on top, with magenta MTSL rotamer clouds at the positions 462 and 926. From top to 
bottom measurements are shown from the apo state of the active double labelled protein construct, the 
dprecr construct with pre-crRNA, the active construct with crRNA, and the dtarget construct with cr- 
and target RNA. The PELDOR time trace and the distance distributions are shown for each construct. 
The time traces include the fits in red that were done with the software DeerAnalysis276, through the 
ComparativeDeerAnalyzer (CDA)214 and the background function in blue. The distance distributions on 
the right contain the 95% confidence interval as shaded area in the same color as the distribution, and 
the colored bars on the bottom, which describe the reliability of the distribution in the respective region 
(green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The predictions of the distance distributions based on AF3 models, the binary cryo-EM 
structure, and the ternary X-ray crystallographic structure are shown as shaded distributions. 
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8.3.6 Construct 660/926 

 

Figure 8.3-6: PELDOR analysis for the protein constructs labelled at 660/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 660 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through Tikhonov regularization and the ComparativeDeerAnalyzer (CDA)214. 
In Tikhonov regularization, an α was chosen that lies in the intersection between both legs of the L-
curve. The distance distributions on the right contain the 95% confidence interval as shaded area in the 
same color as the distribution, and the colored bars on the bottom, which describe the reliability of the 
distribution in the respective region (green: reliable distribution, yellow: width and mean are reliable, 
orange: mean reliable, red: not reliable). The predictions of the distance distributions based on AF3 
models of LbuCas13a and LshCas13a, the X-ray crystallographic structure from apo LshCas13a, the 
binary cryo-EM structure of LbuCas13a, and the ternary X-ray crystallographic structure of LbuCas13a 
are shown as shaded distributions. 
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Figure 8.3-7: PELDOR analysis of the replicate dprecr 660/926 construct with pre-crRNA. 
The PELDOR measurement in dark orange is the same as the dark orange one in Figure 8.3-6 and the 
light orange measurement is the technical repeat. The time traces include the background functions 
(left) and the fits (middle) that were done with the software DeerAnalysis276, through Tikhonov 
regularization. In Tikhonov regularization, an α was chosen that lies in the intersection between both 
legs of the L-curve. The distance distributions on the right contain the 95% confidence interval as shaded 
area in the same color as the distribution, and the colored bars on the bottom, which describe the 
reliability of the distribution in the respective region (green: reliable distribution, yellow: width and 
mean are reliable, orange: mean reliable, red: not reliable). 

 

8.3.7 Construct 660/756 

 

Figure 8.3-8: Tikhonov analysis of the protein construct labelled at 660/756 with PELDOR 
background function. The AF3 structure of apo LbuCas13a is shown with two orientations on top, 
with magenta MTSL rotamer clouds at the positions 660 and 756. The measurement shown is from the 
apo state of the active double labelled protein construct. The time trace includes the fits that were done 
with the software DeerAnalysis276, through Tikhonov regularization. In Tikhonov regularization, an α 
was chosen that lies in the intersection between both legs of the L-curve. The distance distribution on 
the right contains the 95% confidence interval as shaded area in the same color as the distribution, and 
the colored bars on the bottom, which describe the reliability of the distribution in the respective region 
(green: reliable distribution, yellow: width and mean are reliable, orange: mean reliable, red: not 
reliable). The prediction of the distance distributions based on AF3 model of LbuCas13a is shown as 
shaded distributions. 
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8.3.8 Construct 190/756 

 

Figure 8.3-9: PELDOR analysis for the protein constructs labelled at 660/926. The AF3 
structure of apo LbuCas13a is shown with two orientations on top, with magenta MTSL rotamer clouds 
at the positions 660 and 926. From top to bottom measurements are shown from the apo state of the 
active double labelled protein construct, the dprecr construct with pre-crRNA, the active construct with 
crRNA, and the dtarget construct with cr- and target RNA. The PELDOR time trace and the distance 
distributions are shown for each construct. The time traces include the fits that were done with the 
software DeerAnalysis276, through Tikhonov regularization and the ComparativeDeerAnalyzer (CDA)214. 
In Tikhonov regularization, an α was chosen that lies in the intersection between both legs of the L-
curve. The distance distributions on the right contain the 95% confidence interval as shaded area in the 
same color as the distribution, and the colored bars on the bottom, which describe the reliability of the 
distribution in the respective region (green: reliable distribution, yellow: width and mean are reliable, 
orange: mean reliable, red: not reliable). The predictions of the distance distributions based on AF3 
models of LbuCas13a and LshCas13a, the X-ray crystallographic structure from apo LshCas13a (PDB: 
5WTJ)88, the binary cryo-EM structure of LbuCas13a, and the ternary X-ray crystallographic structure 
of LbuCas13a are shown as shaded distributions. 
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8.3.9 Construct 190/926 

 

Figure 8.3-10: Full CDA analysis of labelled 190/926. The AF3 structure of apo LbuCas13a is 
shown with two orientations on top, with magenta MTSL rotamer clouds at the positions 190 and 926. 
From top to bottom measurements are shown from the apo state of the active double labelled protein 
construct, the dprecr construct with pre-crRNA, the active construct with crRNA, and the dtarget 
construct with cr- and target RNA. The PELDOR time trace and the distance distributions are shown for 
each construct. The time traces include the background function in blue and the fits that were done with 
the software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance 
distributions on the right contain the 95% confidence interval as shaded area in the same color as the 
distribution, and the colored bars on the bottom, which describe the reliability of the distribution in the 
respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
reliable, red: not reliable). The predictions of the distance distributions based on AF3 models of 
LbuCas13a, the binary cryo-EM structure of LbuCas13a, and the ternary X-ray crystallographic structure 
of LbuCas13a are shown as shaded distributions. 
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8.3.10 Construct 138/926 

 

Figure 8.3-11: Full CDA analysis of labelled 138/926. The AF3 structure of apo LbuCas13a is 
shown with two orientations on top, with magenta MTSL rotamer clouds at the positions 138 and 926. 
The PELDOR time trace and distribution are shown from the apo state of the active double labelled 
protein construct. The time tracs includes the background function in blue and fit in red that was done 
with the software DeerAnalysis276, through the ComparativeDeerAnalyzer (CDA)214. The distance 
distribution on the right contains the 95% confidence interval as shaded area in the same color as the 
distribution, and the colored bars on the bottom, which describe the reliability of the distribution in the 
respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
reliable, red: not reliable). The prediction of the distance distribution based on AF3 model of LbuCas13a, 
is shown as magenta shaded distribution. 
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8.3.11  dprecr and dtarget single cysteine constructs for dimer studies 

 

Figure 8.3-12: PELDOR spectroscopic analysis of single labelled 756 and 926 constructs. 
For visualization all time traces are shown with a y-axis offset of 0.1. a, Time traces of apo dtarget 
constructs. b, Time traces of apo dprecr constructs. c, Time traces of pre-crRNA bound dprecr 
constructs. d, Time traces, fits and background function of dtarget constructs with crRNA including 
their fit in red that was done with the software DeerAnalysis276, through the ComparativeDeerAnalyzer 
(CDA)214. e, Distance distribution of the black time trace shown in d. The distance distribution contains 
the 95% confidence interval as shaded area in the same color as the distribution, and the colored bars 
on the bottom, which describe the reliability of the distribution in the respective region (green: reliable 
distribution, yellow: width and mean are reliable, orange: mean reliable, red: not reliable). f, Distance 
distribution of the yellow/beige time trace shown in d. The representation is the same as in e. 
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Figure 8.3-13: PELDOR analysis of the ternary complex with single labelled constructs 
756 and 926. Time traces with their respective background (left), fit (middle), and distance 
distributions (right) are shown for different constructs. From top to bottom, the dtarget constructs 756 
and 926 are shown first, with crRNA and target RNA bound to them. The third row shows the data for a 
1:1 mixture of the dtarget 756 and 926 constructs in apo and with crRNA and target RNA. The fit of the 
respective time traces was done with the software DeerAnalysis276, through Tikhonov regularization 
(Tkh). In Tikhonov regularization, an α was chosen that lies in the intersection between both legs of the 
L-curve. The distance distributions contain the 95% confidence interval as shaded area in the same color 
as the distribution, and the colored bars on the bottom, which describe the reliability of the distribution 
in the respective region (green: reliable distribution, yellow: width and mean are reliable, orange: mean 
reliable, red: not reliable). The predicted distributions are shown as shaded areas and are the same as in 
Figure 4.4-1 b. 
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8.4 Additional AFM data 
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Figure 8.4-1: AFM images of each LbuCas13a state. AFM images acquired from a, wt LbuCas13a 
without RNA. b, dprecr construct of wt LbuCas13a with pre-crRNA. c, wt LbuCas13a with crRNA. d, 
dtarget construct of wt LbuCas13a with target RNA. Blue circles highlight dimers and red circles 
highlight monomers. 
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8.5 PELDOR analysis reports from CDA 

 

This part of the Appendix shows the PELDOR analysis reports that are given as output 

by the ComparativeDeerAnalyzer and the version is showed below:  
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138/222:�vewith AA 

1. Distance distributions 2. Fits of time-domain data 
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63/138:�vewith AA 
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3. Experimental and processing parameters 
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Signal-to-noise ratio: 63.1 (w.r.t. modulation) 
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190/222:�vewith AA 

1. Distance distributions 2. Fits of time-domain data 
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Signal-to-noise ratio: 55.1 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00513 

From DEERNet fit: 0.00522 

From Tikhonov fit: 0.00521 

Zero time: 131 ns 

Maximum time: 7872 ns 

Time increment: 16 ns 

Phase: 0.3 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

90 

90 

Regularization parameter by best overlap with neural network solutlon 

Regularization parameter used: 56. 1 7  

Reg. par. initial estimate b y  L-curve corner: 79.43 

Overlap between DEERNet and regularization solutions: 0.977 

Predicted overlap of consensus solution with ground truth: 0.84 .. 1 .00 

Mean distance: 55.4 A 

Distance standard deviation: 1 4.9 A 

2. Fits of time-domain data 

0.9 

0 o.a 
� 
>0.1 

0.6 

0.5 

0.9 

0 o.a 
� 
>0.7 

0.6 

0.5 

0.9 

0.8 

0 
�07 

> 
0.6 

0.5 

DEERNet fits and background fits 

time(µs) 

Tikhonov fit 

time(µs) 

-- experiment 

--fit 

-- background 

-- experiment 

--fit 

-- background 

0.4 �-�-�-�-�--�-�-�-� 
0 

time(JIS) 



 
Appendix 

215 
 

756/962:�
ve

with AA 

1. Distance distributions 

Overlap between neural network and regularization 
0.09 
0.08 
0.07 
0.06 

-;,, 0.05 
;? 0.04 

0.03 
0.02 
0.01 

w 10 40 m � m so � 
distance r (A) 

Comparative distribution and uncertainty 

0.09 
0.08 
0.o7 
0.06 

$0.05 

;? 0.04 
0.03 

0.02 
0.01 

20 30 40 50 60 
distance r (A) 

Modulation depth: 0.369 

70 

Signal-to-noise ratio: 25.8 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01353 

From DEERNet fit: 0.01431 

From Tikhonov fit: 0.01474 

Zero time: 369 ns 

Maximum time: 9632 ns 

The last 5 % of the data was cut off 

Initial 10 point(s) of the data clipped 

Time increment: 16 ns 

Phase: -3.2 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 3.13 

Reg. par. initial estimate by L-curve corner: 50.12 

Overlap between DEERNet and regularization solutions: 0.905 

Predicted overlap of consensus solution with ground truth: 0.77 .. 0.94 

Mean distance: 69.8 A 

Distance standard deviation: 4.9 A 

2. Fits of time-domain data 

DEERNet fits and background fits 

-- experiment 

-- fit 

0.9 -- background 

0.8 

0.5 

0.4 

4 
time(µs) 

Tikhonov fit 

--experiment 

-- fit 

0.9 -- background 

0.8 

;; 0 7 

0.6 

0.5 

0.4 

time(µs) 

Tii:re-domain fit and background for consensus distribution 

-- experiment 

-- fit 

-- background 
0.9 

0.8 

�0.7 

>o.6 

0.5 

0.4 

0.3�--�---�--�---�--� 
10 

time(11s) 



 
Appendix 

216 
 

462/926:�veWith AA 

1. Distance distributions 
Overlap between neural network and r£gularization 

0.1 

0.08 

� 0.06 
� 0.04 

0.02 

-- Tikhonov reg. 

-- OEERNc1 

w m • • � m w oo � 
distance r (A) 

0.1 

0.08 

� 0.06 
� 

0.04 

0.02 

Comparative distribution and uncertainty 

w m • • � m w oo � 
distance r (A) 

3. Experimental and processing parameters 

Modulation depth: 0.364 

Signal-to-noise ratio: 32.2 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01053 

From DEERNet fit: 0.01129 

From Tikhonov fit: 0.01 146 

Zero time: 55 ns 

Maximum time: 9984 ns 

Time increment: 16 ns 

Phase: 9.4 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.99 

Reg. par. initial estimate by l•curve corner: 63.10 

Overlap between DEERNet and regularization solutions: 0.906 

Predicted overlap of consensus solution with ground truth: 0.77 .. 0.95 

Mean distance: 76.8 A 

Distance standard deviation: 5.7 A 

2. Fits of time-domain data 
OEERNet fits and background fits 

-- experiment 

-- fit 

0.9 -- background 

0.8 

0.6 

0.5 

0.4 �--�---�--�---�---

0.9 

0.8 

time (,,s) 

Tikhonov fit 

f
0 7  

0.6 

0.5 

time(i,s) 

Ti'fe-domain fit and background for consensus distribution 

-- experiment 

-- fit 
0.9 -- background 

0.8 

s:_ 0.7 

0.6 

0.5 

0.4 L---�---�--�---�--� 
0 6 1 0  

time (ps) 



Appendix 

217 
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3. Experimental and processing parameters 

Modulation depth: 0.400 
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3. Experimental and processing parameters 

Modulation depth: 0.322 
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462 / 926Rre-crRNA with AA dprecr 

1. Distance distributions 
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3. Experimental and processing parameters 

Modulation depth: 0.447 

Signal-to-noise ratio: 27.4 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 
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From Tikhonov fit: 0.01 659 

Zero time: 237 ns 

Maximum time: 8304 ns 

Initial 1 0 point(s) of the data cl ipped 

Time increment: 1 6  ns 

Phase: -8.6 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

90 

Regularization parameter by best overlap wlth neural network solution 

Regularization parameter used: 3.1 2  

Reg. par. initial estimate b y  L-curve corner: 1 00.00 

Overlap between DEERNet and regularization solutions: 0.899 

Predicted overlap of consensus solution with ground truth: 0.77 . .  0.94 

Mean distance: 75.7 A 

Distance standard deviation: 1 0.5 A 

2. Fits of time-domain data 
OEERNet fits and background fits 
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462 / 926cr�NA with AA active 

1. Distance distributions 
Overlap bctwttn neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.433 

Signal-to-noise ratio: 71.2 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00492 

From DEERNet fit: 0.00607 

From Tikhonov fit: 0.00519 

Zero time: 1 49 ns 

Maximum time: 8880 ns 

Initial 1 point(s) of the data dipped 

Time increment: 16 ns 

Phase: -3.5 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

90 

90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.22 

Reg. par. initial estimate by L-curve corner: 39.81 

Overlap between DEERNet and regularization solutions: 0.805 

Predicted overlap of consensus solution with ground truth: 0.68 . .  0.85 

Mean distance: 76.8 A 

Distance standard deviation: 7 .4 A 

2. Fits of time-domain data 
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462 / 926cr-target RNA with AA dtarget 

1. Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.410 

Signal-to-noise ratio: 26.4 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01572 

From DEERNet fit: 0.01 553 

From Tikhonov fit: 0.01438 

Zero time: 202 ns 

Maximum time: 8832 ns 

Time increment: 16 ns 

Phase: -8.6 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1 5.74 

Reg. par. initial estimate by L-curve corner: 125.89 

Overlap between DEERNet and regularization solutions: 0.822 

Predicted overlap of consensus solution with ground truth: 0.70 . . 0.87 

Mean distance: 71 .6 A 

Distance standard deviation: 8. 1 A 

2. Fits of time-domain data 
DEERNet fits and background fits 
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660 / 926cr�NA with AA active 

1. Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.485 

Signal-to-noise ratio: 31 .7 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01476 

From DEERNet fit: 0.01531 

From Tikhonovfit: 0.01 551 

Zero time: 1 88 ns 

Maximum time: 8256 ns 

The last 1 % of the data was cut off 

Initial 1 0  point(s) of the data clipped 

Time increment: 16 ns 

Phase: -21 .6 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

90 

Regula rization parameter by best overlap with neural network solution 

Regula rization parameter used: 1 9.91 

Reg. par. initial estimate by L-curve corner: 39.81 

Overlap between DEERNet and regularization solutions: 0.876 

Predicted overlap of consensus solution with ground truth: 0.75 .. 0.92 

Mean distance: 59.1 A 

Distance standard deviation: 1 3. 7 A 

2. Fits of time-domain data 
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660/ 926cr-target RNA with AA dtarget 

1. Distance distributions 
Overlap bctw«n neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.371 

Signal-to-noise ratio: 21.6 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01666 

From DEE RN et fit: 0.01 7 1 7  

From Tikhonov fit: 0.01700 

Zero time: 117 ns 

Maximum time: 6064 ns 

The last 5 % of the data was cut off 

Initial 1 point(s) of the data clipped 

Time increment: 16 ns 

Phase: -19.7 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

80 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1.76 

Reg. par. initial estimate by L-curve corner: 39.81 

Overlap between DEERNet and regularization solutions: 0.936 

Predicted overlap of consensus solution with ground truth: 0.80 .. 0.97 

Mean distance: 54.9 A 

Distance standard deviation: 8.2 A 

2. Fits of time-domain data 
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462/926cr�NA with AA active 
RNA from Liu et al. 

1 .  Distance distributions 
Overlap between neural network and rcgularizalion 0.12 
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3. Experimental and processing parameters 

Please consider Improving slgnal-to-nolse ratio (below 20) 

Modulation depth: 0.338 

Signal-to-noise ratio: 15.3 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.02207 

From DEERNet fit: 0.02213 

From Tikhonov fit: 0.0221 4 

Zero time: 147 ns 

Maximum time: 8864 ns 

Time increment: 16 ns 

Phase: -25.4 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 2.48 

Reg. par. initial estimate by L-curve corner: 79.43 

Overlap between DEERNet and regularlzatlon solutions: 0.772 

Predicted overlap of consensus solution with ground truth: 0.65 .. 0.82 

Mean distance: 74.8 A. 

Distance standard deviation: 8.0 A. 

2. Fits of time-domain data 
DEERNet fits and background fits 
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462 / 926cr-target RNA with AA dtarget 
RNA from Liu et al 

1.  Distance distributions 2. Fits of time-domain data 
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3. Experimental and processing parameters 

Modulation depth: 0.384 
life-domain fit and background for consensus distribution 

Signal-to-noise ratio: 26.3 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01465 

From OEERNet fit: 0.01460 

From Tikhonov fit 0.01 457 

Zero time: 1 60 ns 

Maximum time: 8864 ns 

Initial 1 O point{s) of the data clipped 

Time increment: 16 ns 

Phase: - 1 4. 1  degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 5.58 

Reg. par. initial estimate by L-curve corner: 63.1 O 

Overlap between DEERNet and regularization solutions: 0.910 

Predicted overlap of consensus solution with ground truth: 0.78 .. 0.95 

Mean distance: 68.5 A 

Distance standard deviation: 5.7 A 
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190/756:�ve with AA 

1. Distance distributions 
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3. Experimental and processing parameters 

90 

90 

DEERNet background not provided, as It was considered unreliable. 

Modulation depth: 0.450 

Signal-to-noise ratio: 57.7 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00774 

From Tikhonov fit 0.00773 

Zero time: 94 ns 

Maximum time: 7456 ns 

Initial 2 point(s) of the data clipped 

Time increment: 16 ns 

Phase: • 11.4 degree 

Ensemble of 32 neural networks 

Background separation by Oeerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 112.07 

Reg. par. initial estimate by lr: 158.49 

Overlap between OEERNet and regularization solutions: 0.879 

Predicted overlap of consensus solution with ground truth: 0.75 .. 0.92 

Mean distance: 71.0 A 

Distance standard deviation: 13.9 A 

Z. Fits of time-domain data 
Tikhonov fit 
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190/ 7 56cr-target RNA with AA dtarget 

1. Distance distributions 
Overlap between neural network and rcgularizalion 
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3. Experimental and processing parameters 

Modulation depth: 0.367 

Signal-to-noise ratio: 22.6 (w.r.t. modulation) 

Noise estimates normal ized to maximum signal 

From imaginary part: 0 .01 340 

From DEERNet fit: 0.01619 

From Tikhonov fit 0.01 442 

Zero time: 136 ns 

Maximum time: 5904 ns 

Initial 1 point(s) of the data cl ipped 

Time increment: 16 ns 

Phase: 0.2 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

80 

Regula rization parameter by best overlap with neural network solution 

Regula rization parameter used: 7.89 

Reg. par. in itial estimate by L-curve corner: 63 . 1 0  

Overlap between DEERNet a n d  regularization solutions: 0.822 

Predicted overlap of consensus solution with ground truth: 0.70 . .  0.87 

Mean d istance: 70.0 A 

Distance standard deviation: 8.8 A 

2. Fits of time-domain data 
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190/926:�vewith AA 

1. Distance distributions 
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3. Experimental and processing parameters 

1 00 

DEERNet background not provided. as It was considered unreliable. 

Modulation depth: 0.382 

Signal-to-noise ratio: 29.0 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00923 

From Tikhonov fit: 0.01 203 

Zero time: 1 80 ns 

Maximum time: 9328 ns 

Initial 3 point(s) of the data clipped 

Time increment: 16 ns 

Phase: -4.3 degree 

Ensemble of 32 neural networks 

Background separation by Deerlab bi level optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 51 321 .57 

Reg. par. initial estimate by lr :  50. 12  

Overlap between DEERNet and regularization solutions: 0.801 

Predicted overlap of consensus solution with ground truth: 0.68 . .  0.85 

Mean distance: 72.2 A 

0 

Slngle Gaussian provided different mean distance. Distribution may be Incomplete. 

Distance standard deviation: 20.8 A 

10 
time(,,s) 
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1�u1 �Lb�,t=-Ul\.1'41-\ w1tn AA dprecr 

1. Distance distributions 
Ov£rlap bctwctn neural network and regularizalion 
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3. Experimental and processing parameters 

Please consider Improving slgnal-to-nolse ratio (below 20) 

Modulation depth: 0.31 5 

Signal-to-noise ratio: 1 7.7 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01 848 

From DEERNet fit: 0.01785 

From Tikhonov fit: 0.01 764 

Zero time: 1 56 ns 

Maximum time: 7856 ns 

Time increment: 1 6  ns 

Phase: -1 7 .8 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.88 

Reg. par. initial estimate by L-curve corner: 39.81 

Overlap between DEERNet and regularization solutions: 0.829 

Predicted overlap of consensus solution with ground truth: 0.70 . .  0.87 

Mean distance: 72.4 A 

Distance standard deviation: 3.6 A 

2. Fits of time-domain data 
DEERNet fits and background fits 
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190/ 926cr�NA with AA active 

1. Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.393 

Signa l-to-noise ratio: 36.1 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0 .01 096 

From DEERNet fit: 0.01090 

From Tikhonov fit: 0.01091 

Zero time: 1 1 4 ns 

Maximum time: 7392 ns 

Initial 1 point(s) of the data cl ipped 

Time increment: 16 ns 

Phase: -1 6.8 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

90 

Regula rization parameter by best overlap with neural network solution 

Regula rization parameter used: 0.39 

Reg. par. in itial estimate by l-curve corner: 50. 1 2  

Overlap between DEERNet a n d  regularization solutions: 0.874 

Pred icted overlap of consensus solution with ground truth: 0.74 . .  0.92 

Mean distance: 73.5 A 

Distance standard deviation; 6.1 A 

2. Fits of time-domain data 
OEERNet fits and background fits 
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190/926cr-target RNA with AA dtarget 

1. Distance distributions 
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3. Experimental and processing parameters 

Modulation depth: 0.328 

Signal-to-noise ratio: 22.1 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01455 

From DEE RN et fit: 0.01485 

From Tikhonov fit 0.01 435 

Zero time: 167 ns 

Maximum time: 7872 ns 

Initial 2 point(s) of the data clipped 

Time increment: 16 ns 

Phase: 3.3 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.70 

Reg. par. initial estimate by L-curve corner: 31.62 

Overlap between DEERNet and regularization solutions: 0.816 

Predicted overlap of consensus solution with ground truth: 0.69 . . 0.86 

Mean distance: 72.2 A 

Distance standard deviation: 3.7 A 

2. Fits of time-domain data 
DEERNet fits and background fits 
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138/926:�ve with AA 

1. Distance distributions 2.  Fits of time-domain data 

Overlap between neural network and regularization Tikhonov fit 
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3. Experimental and processing parameters 

Please consider Improving signal-to-noise ratio (below 20) 

DEERNet background not provided, as It was considered unreliable. 

Modulation depth: 0.183 

Signal-to-noise ratio: 20.0 (w.r. t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00980 

From Tikhonov fit: 0.01009 

Zero time: O ns 

Maximum time: 8992 ns 

Time increment: 32 ns 

Phase: -6.2 degree 

Ensemble of 32 neural networks 

Background separation by Deerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 718.94 

Reg. par. initial estimate by lr: 7.94 

Overlap between DEERNet and regularization solutions: 0.872 

Predicted overlap of consensus solution with ground truth: 0.74 . .  0.91 

Mean distance: 78.8 A 

Single Gaussian provided different mean distance. Distribution may be Incomplete. 

Distance standard deviation: 1 5.6 A 

0 1 0  
time (1.is) 
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462/756:�ve 

1. Distance distributions 
Overlap belween neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.288 

Signal-to-noise ratio: 57.4 (w.r.t. modulation) 

Noise estimates normal ized to maximum signal 

From imaginary part: 0.00481 

From DEERNet fit: 0.00502 

From Tikhonov fit: 0.00484 

Zero time: 1 71 ns 

Maximum time: 481 6  ns 

The last 1 % of the data was cut off 

Time increment: 1 6  ns 

Phase: -2.1 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background d imension: 3 

70 

70 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.07 

Reg. par. initial estimate by L-curve corner: 6.31 

Overlap between DEERNet and regularization solutions: 0.898 

Pred icted over lap of consensus solution with ground truth: 0.77 .. 0.94 

Mean distance: 23.8 A 

Distance standard deviation: 3.8 A 

2. Fits of time•domain data 
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462 / 756cr�NA 
active 

1. Distance distributions 2. Fits of time-domain data 

Overlap between neural network and regularization 

0.16 --Tikhonov reg. 

--DEERNet 
0. 14  

0.12 
0. 1 

i 
�0.08 

0.06 

0.04 

0.02 

20 30 40 50 
distance r (A) 

Comparative distribution and uncertainty 

0. 1 6  

0.14 
0.1 2 

< 
0. 1 

3 0.os 

0.06 

0.04 

0.02 

20 30 40 50 
distance r (A) 

3. Experimental and processing parameters 

Modulation depth: 0.372 

Signal-to-noise ratio: 25.1 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01483 

From DEERNet fit: 0.01479 

From Tikhonov fit: 0.01474 

Zero time: 146 ns 

Maximum time: 2.808000e+03 ns 

The last 2 % of the data was cut off 

Time increment: 8 ns 

Phase: -8.0 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

60 

60 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.99 

Reg. par. initial estimate by l•curve corner: 1 5.85 

Overlap between DEERNet and regularization solutions: 0.882 

Predicted overlap of consensus solution with ground truth: 0.75 . .  0.92 

Mean distance: 32.0 A 

Single Gaussian provided different mean distance. Distribution may be Incomplete. 

Distance standard deviation: 14.3 A 

OEERNet fits and background fits 

-- experiment 
-- fit 
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precipitant of 462 / 756���! 

1. Distance distributions 
Overlap between neural network and regularization 

--Tikhonov reg. 

-- DEERNet 
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3. Experimental and processing parameters 

Modulation depth: 0.291 

S igna l-to-noise ratio: 2 1 . 1  (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part:  0.01 289 

From OEERNet fit 0.01 378 

From Tikhonov fit 0.01 377 

Zero t ime: 1 75 ns 

Maximum time: 2880 ns 

Time increment: a ns 

Phase: 33.6 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

60 

Regula rization parameter by best overlap with neural network solution 

Regula rization parameter used: 0.62 

Reg. par. in itial estimate by L•curve corner: 1 0.00 

Overlap between DEERNet and regu larization solutions: 0.91 1 

Pred icted overlap of consensus solution with ground truth: 0.78 .. 0.95 

Mean d istance: 25.9 A 

Distance standard deviation: 2.4 A 

2. Fits of time-domain data 
DEERNet fits and background fits 
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--fit 

-- background 
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su pernatant of 462 / 7 56[�i�: 

1. Distance distributions 2. Fits of time-domain data 

Overlap between neural network and regularization 
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-- DEERNe1 
0. 14 

0.12 
0.1 

< 
� 0.08 

0.06 
0.04 
0.02 

20 30 40 50 
distance r (A) 

Comparative distribution and uncertainly 

0.16 
0.14 
0.12 

< 
0.1 

3 0.os 

0.06 
0.04 
0.02 

20 30 40 50 
distance r (A) 

3. Experimental and processing parameters 

Modulation depth: 0.372 

Signal-to-noise ratio: 25.1 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01 483 

From DEE RN et fit: 0.01 479 

From Tikhonov fit: 0.01474 

Zero time: 1 46 ns 

Maximum time: 2.808000e+03 ns 

The last 2 % of the data was cut off 

Time increment: 8 ns 

Phase: -8.0 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

60 

60 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.99 

Reg. par. initial estimate by L•curve corner: 1 5.85 

Overlap between DEERNet and regularization solutions: 0.882 

Predicted overlap of consensus solution with ground truth: 0.75 . . 0.92 

Mean distance: 32.0 A 

Single Gaussian provided different mean distance. Distribution may be Incomplete. 

Distance standard deviation: 1 4.3 A. 

DEERNet fits and background fits 
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462/756:�ve with tRNA 

1. Distance distributions 
Overlap between neural network and regularization 

0.25 
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3. Experimental and processing parameters 

Modulation depth: 0.247 

Signal-to-noise ratio: 50.7 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00691 

From DEERNet fit: 0.00487 

From Tikhonov fit 0.00487 

Zero time: 1 73 ns 

Maximum time: 1560 ns 

The last 1 % of the data was cut off 

Time increment: 8 ns 

Phase: -79.8 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

50 

50 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.18 

Reg. par. initial estimate by L-curve corner: 3.98 

Overlap between DEERNet and regularization solutions: 0.927 

Predicted overlap of consensus solution with ground truth: 0.79 .. 0.97 

Mean distance: 26.0 A 

Distance standard deviation: 2.5 A 

2. Fits of time-domain dat.a. 
DEERNet fits and background fits 
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190/ 7 56crR�A 
active 

1. Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

Modulation depth: 0.375 

Signal-to-noise ratio: 26.3 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01551 

From DEERNet fit: 0.01428 

From Tikhonov fit: 0.01 444 

Zero time: 212 ns 

Maximum time: 6832 ns 

Initial 5 point(s) of the data dipped 

Time increment: 16 ns 

Phase: -23.6 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

80 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 0.88 

Reg. par. initial estimate by L•curve corner: 39.81 

Overlap between DEERNet and regularization solutions: 0.820 

Predicted overlap of consensus solution with ground truth: 0.69 . .  0.87 

Mean distance: 68.0 A 

Distance standard deviation: 5.9 A 

2. Fits of time-domain data 
DEERNet fits and background fits 

-- experiment 
-- fit 
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1. Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

Modu lation depth: 0.326 

Signal-to-noise ratio: 28.6 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01036 

From DEERNet fit: 0.01 1 40 

From Tikhonov fit: 0.01 092 

Zero time: 253 ns 

Maximum time: 10288 ns 

Initial 1 o point(s) of the data clipped 

Time increment: 16 ns 

Phase: 6.8 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1.97 

Reg. par. initial estimate by L-curve corner: 125.89 

Overlap between DEERNet and regularization solutions: 0.878 

Predicted overlap of consensus solution with ground truth: 0.75 .. 0.92 

Mean distance: 71.0 A 

Distance standard deviation: 11.0 A 

2. Fits of time-domain data 
OEERNet fits and background fits 
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190/ 756:�
ve 

with trehalose 

1.  Distance distributions 
Overlap between neural network and regularization 
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3. Experimental and processing parameters 

80 

80 

DEERNet background not provided. as It was considered unreliable. 

Modulation depth: 0.342 

Signal•to-noise ratio: 121.2 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00286 

From Tikhonov fit: 0.00596 

Zero time; 1 41 ns 

Maximum time: 5872 ns 

Initial 5 point(s) of the data dipped 

Time increment: 16 ns 

Phase: -1.4 degree 

Ensemble of 32 neural networks 

Background separation by Deerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1 12.33 

Reg. par. initial estimate by lr: 79.43 

Overlap between DEERNet and regularization solutions: 0.932 

Predicted overlap of consensus solution with ground truth: 0.80 . .  0.97 

Mean distance: 72.8 A 

Distance standard deviation: 1 6.7 A 

2. Fits of time-domain data 
Tikhonov fit 
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190/ 756cr�NA 
active with trehalose 

1.  Distance distributions 2. Fits of time-domain data 
Overlap between neural network and rcgularizalion Tikhonov fit 
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3. Experimental and processing parameters 

DEERNet background not provided. as It was considered unreliable. 

Modulation depth: 0.386 

Signal-to-noise ratio: 27.6 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01331 

From Tikhonov fit 0.01303 

Zero time: 233 ns 

Maximum time: 4816 ns 

Initial 5 point(s) of the data clipped 

Time increment 8 ns 

Phase: 6.4 degree 

Ensemble of 32 neural networks 

Background separation by Deerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1 78.04 

Reg. par. initial estimate by lr: 125.89 

overlap between DEERNet and regularization solutions: 0.783 

Predicted overlap of consensus solution with ground truth: 0.66 . .  0.83 

Mean distance: 67.8 A 

0 

Slngle Gaussian provided different mean distance. Distribution may be Incomplete. 

Distance standard deviation: 11 .3 A 

time (p.s) 
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660/926:�ve 

1. Distance distributions 

Overlap between neural network and regularization 
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3. Experimental and processing parameters 

DEERNet background not provided, as It was considered unreliable. 

Modulation depth: 0.375 

Signal-to-noise ratio: 224.3 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00171 

From Tikhonov fit: 0.00220 

Zero time: 1 66 ns 

Maximum time: 8336 ns 

The last 6 % of the data was cut off 

Initial 8 point(s) of the data clipped 

Time increment: 1 6  ns 

Phase: • 1.6 degree 

Ensemble of 32 neural networks 

Background separation by Oeerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 8.90 

Reg. par. initial estimate by lr: 1 2.59 

Overlap between DEERNet and regularization solutions: 0.853 

Predicted overlap of consensus solution with ground truth: 0.72 . . 0.90 

Mean distance: 66.2 A 

Distance standard deviation: 10.9 A 

2. Fits of time-domain data 
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660 I 926a�
rget 

1. Distance distributions 

Overlap between neural network and regularization 
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3. Experimental and processing parameters 

90 

DEERNet background not provided. as it was considered unreliable. 

Modulation depth: 0.351 

Signal-to-noise ratio: 201 .1 {w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00152 

From Tikhonov fit: 0.00374 

Zero time: 142 ns 

Maximum time: 8880 ns 

Initial 5 point(s) of the data clipped 

Time increment: 1 6  ns 

Phase: 0.3 degree 

Ensemble of 32 neural networks 

Background separation by Oeerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 28.22 

Reg. par. initial estimate by lr: 1 9.95 

Overlap between OEERNet and regularization solutions: 0.881 

Predicted overlap of consensus solution with ground truth: 0.75 . . 0.92 

Mean distance: 68.0 A 

Distance standard deviation: 1 3.3 A 

2. Fits oftime•domain data 

Tikhonov fit 
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1. Distance distributions 

Overlap between neural network and regularization 

0.07 -- likhonov reg. 

-- OEERNct 

0.06 

0.05 

� 0.04 

f o.03 

0.02 

0.01 

20 30 40 50 60 
distance r (A) 

70 80 

Comparative distribution and uncertainty 0.08 
0.07 

0.06 

0.05 

-:0, 0.04 

� 0.03 
0.02 

0.01 

20 30 40 50 60 
distance r (A} 

70 

3. Experimental and processing parameters 

Modulation depth: 0.349 

Signal-to-noise ratio: 69.3 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.00455 

From DEERNet fit: 0.00504 

From Tikhonov fit: 0.00498 

Zero time: 158 ns 

Maximum time: 8432 ns 

The last s %  of the data was cut off 

Initial 8 point(s) of the data clipped 

Time increment: 16 ns 

Phase: -6.1 degree 

Ensemble of 32 neural networks 

Background separation by neural network 

Background dimension: 3 

80 

90 

90 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 7.05 

Reg. par. initial estimate by l•curve corner: 1 9.95 

Overlap between DEERNet and regularization solutions: 0.925 

Predicted overlap of consensus solution with ground truth: 0.79 .. 0.96 

Mean distance: 60.9 A 

Distance standard deviation: 9.9 A 

2. Fits of time-domain data 
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660/926�:�!t with DEG 
1. Distance distributions 2. Fits of time-domain data 
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3. Experimental and processing parameters 

70 

DEERNet background not provided, as tt was considered unreliable. 

Modulation depth: 0.343 

Signal-to-noise ratio: 31.2 (w.r.t. modulation) 

Noise estimates normalized to maximum signal 

From imaginary part: 0.01 1 20 

From Tikhonov fit: 0.01 1 88 

Zero time: 1 32 ns 

Maximum time: 3880 ns 

Time increment: 8 ns 

Phase: -14.5 degree 

Ensemble of 32 neural networks 

Background separation by Deerlab bilevel optimization 

Background dimension: 3 

Regularization parameter by best overlap with neural network solution 

Regularization parameter used: 1 1.23 

Reg. par. initial estimate by lr: 7 .94 

Overlap between DEERNet and regularization solutions: 0.81 8 

Predicted overlap of consensus solution with ground truth: 0.69 .. 0.86 
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