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Abstract

Deep Learning (DL) has demonstrated outstanding performance in the area of medical image analysis,
with models achieving levels of accuracy that may exceed those of human experts across various
applications. This highlights the significant potential of DL-based diagnostic decision support systems
to optimize clinical workflows and improve patient outcomes. However, challenges remain that limit
the clinical impact and advancements of DL-based systems, such as the need of interpretability
or extensive labeled data sets. Since annotation typically requires expert knowledge, generating
large-scale annotated data sets presents significant time- and cost constraints. In the following thesis,
we address these challenges by incorporating prior contextual information into the DL process, a
method known as context-aware DL. Specifically, we focus on two types of contextual information:
expert knowledge and prior insights regarding the label quality. The following open research questions
are addressed to support the advancement of DL-based decision support systems: 1) Can expert
knowledge be leveraged to mitigate current challenges in medical image analysis, and if so, how? 2) Is
it possible to utilize contextual information to attain good performance in the multi-label classification
of medical image data despite a substantial proportion of missing labels, and if so, how? 3) Is it
feasible to integrate contextual information about the label quality to enhance performance when
handling data sets with label noise, and if so, how?

Firstly, we integrate expert knowledge regarding the elements of bilateral symmetry of the lung fields
into the DL method to automatically detect lung diseases in chest X-ray data. The symmetry-aware
architectures and loss function surpass state-of-the-art data-driven DL baselines, enhancing inter-
pretability and data efficiency. To further investigate the potential of expert knowledge as contextual
insight, we examine the context-aware analysis of lumbar spine magnetic resonance imaging scans.
We demonstrate that contextual information can be integrated through a two-step process. The given
work presents an expert knowledge system that utilizes data-driven segmentation masks of the most
crucial entities, enabling interpretable diagnostic decision support. These methods emphasize the
benefits of context-aware DL based on expert knowledge to address crucial challenges in the medical
image analysis field.

Moreover, we focus on the contextual information based on prior insights regarding the label quality
to address missing labels or label noise. Proposed novel loss functions achieve high classification
performance, surpassing state-of-the-art methods when handling single positive multi-label training
for medical images. Additionally, we present a context-aware pre-training strategy to efficiently utilize
automatically generated labels, significantly reducing the annotation costs. The context-aware method
surpasses purely data-driven training (e.g. not distinguishing between manually and automatically
generated labels), highlighting the potential of context-aware training pipelines.
Finally, we introduce a novel context-aware loss function, that achieves remarkable performance even
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in the presence of label noise. This given context-aware loss enables the abstaining of potentially
noisy samples by integrating insights about the expected label noise as a form of regularization. The
presented work underscores the significant potential of context-aware DL to mitigate the adverse
effects of missing labels or label noise.

In addition to the introduction of novel context-aware DL methods that address the relevant research
questions, we tackle further significant shortcomings in the domain of medical image analysis. We
evaluate both proposed and state-of-the-art DL methods within this field, with a particular emphasis on
German patient cohorts. This work bridges state-of-the-art DL research and the crucial area of medical
image analysis, presenting initial investigation of relevant DL methods for the domain. Consequently,
our work enhances the assessment of applicable DL methods for real-life medical image use cases,
ultimately improving their potential clinical impact.

Overall, this thesis contributes to the advancement of context-aware DL-based diagnosis decision
support systems, aiming to alleviate the workload of medical professionals in their daily practice while
enhancing patient outcomes.
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CHAPTER 1

Introduction

Deep Learning (DL) represents a rapidly advancing domain that is profoundly impacting various
industries, through innovations such as driver-assistance systems, translation tools or customer chatbots.
In recent years, DL technologies have demonstrated unprecedented exponential growth and will
continue to have an even more significant influence on our everyday lives in the future.

In the realm of medical image analysis, DL technologies have demonstrated significant strides in
performance, with models showing the potential to achieve diagnostic accuracy that rivals or even sur-
passes that of human experts across various applications [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11]. Such advances
underscore the significant potential of DL-based diagnostic decision support systems (DDSS). Despite
these highly relevant achievements, challenges that hinder the clinical impact of DL-based DDSS,
persist in the field of DL-based medical image analysis. Key issues include the necessity for extensive
labeled training data and the need for enhanced interpretability [4, 9]. The aim of the following
thesis is to mitigate these challenges by incorporating prior contextual information into the modeling
process, referred to in this thesis as context-aware DL. The area of medical image analysis is well-
suited for the application of context-aware DL due to the abundance of available contextual information.

In the following thesis, we demonstrate the significant potential of context-aware DL in the medical
imaging field [12, 13, 14, 15, 16, 17, 18]. A wide variety of novel context-aware methods is introduced,
incorporating two types of contextual information: expert knowledge and prior insights about label
quality. Among other innovations, we propose context-aware loss functions that facilitate robust
training, even with missing or low-quality ground truth data. Therefore, the context-aware research
addresses current challenges in medical image analysis, such as the necessity of extensive labeled data
sets with high annotation quality [4].

Moreover, this work connects state-of-the-art DL research and the highly relevant domain of medical
imaging. We present initial investigations into relevant DL research fields for the complex application
field medical image analysis. For instance, we present the first evaluation of single positive multi-label
training for medical imaging [15]. We deepen the investigation of relevant DL concepts not only by
proposing novel context-aware methods but also by expanding evaluation beyond computer vision
benchmark data sets [15, 16, 17, 18]. This enables a more thorough assessment of the applicability of
DL techniques to complex real-world issues, such as cancer detection in medical images. Alongside
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Chapter 1 Introduction

utilizing public data sets for reproducibility, we use in-house data sets from German healthcare facility
for our investigation. We aim to enhance the assessment of context-aware methods for developing
efficient DDSS, ultimately improving clinical impact.

Overall, this thesis contributes to the development of context-aware DL-based DDSS, aiming
to decrease the burden on medical professionals in their everyday tasks while improving patient
outcomes.

1.1 Motivation

In this section, we explore the motivation behind the topic of context-aware DL in medical image
analysis and outline the focus of the investigated research.

The analysis of medical image data is highly relevant for clinics and private practices to ensure
optimal patient outcomes. Medical images provide a detailed representation of internal body structures,
offering valuable information for medical professionals [19]. They are essential for diagnosing a
wide range of conditions, from fractures and tumors to cardiovascular and neurological diseases
[19, 20, 21, 22, 23]. Early and accurate diagnosis through medical imaging enables timely and effective
treatment, significantly improving patient outcomes [19, 24, 25]. Furthermore, medical images are
invaluable for treatment planning and monitoring, aiding in the assessment of the effectiveness of
implemented treatments [1, 19, 26].
Despite these benefits, the analysis of medical images presents two significant challenges: first, it
involves complex data interpretation requiring extensive expertise; second, the sheer volume of daily
patient scans creates a time-consuming burden on clinical workflows. These challenges significantly
impact the efficiency of both hospitals and private practices, potentially affecting patient care quality
and timely diagnoses [3, 27, 28]. Therefore the analysis of medical image data represents a significant
cost factor in the healthcare system [29, 30].

Consequently, medical image analysis emerges as a highly relevant field in healthcare technologies,
facilitating the automatic detection of pathological structures such as vessel obstructions or tumor
lesions [31]. In recent years, DL methods have gained significant relevance in the domain of medical
image analysis [32]. In various application areas such as cancer detection, DL models are already
achieving high performance, potentially surpassing human experts [1, 2, 3, 4, 5, 6, 7, 8, 9, 10, 11].
Human error is an inevitable aspect of manual image interpretation, influenced by factors such as
fatigue, experience level, and cognitive bias [28, 33]. In contrast, DL algorithms offer a consistent and
objective alternative, with the capacity for continuous refinement through integration of new data and
real-world clinical feedback [34]. This ongoing improvement ensures that DL methods are up-to-date
with the latest medical research and evolving patterns of diseases, thereby enhancing diagnostic
capabilities. DL is thus capable of supporting medical professionals in the diagnostic process with
DDSS, increasing workflow efficiency and productivity [1, 35, 36]. Automated image analysis can
drastically reduce the time required to interpret medical images, enabling physicians to focus on more
complex or urgent cases and make faster decisions [33, 36]. Another application of DL models is the
triage process in hospitals. By automatically assessing patient conditions based on medical data, DL
methods can establish prioritization systems, allowing medical staff to allocate their attention and
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1.1 Motivation

resources to the most urgent cases. Overall, DL-based DDSS can optimize the workflow of clinics or
private practices, alleviate the workload of medical staff and improve therapeutic outcomes [1, 36].
While initial implementation requires investment, DL methods have the potential to reduce long-term
healthcare costs and to enhance patient care quality [36]. These improvements are crucial for
maintaining effective healthcare systems, especially given aging populations and the growing shortage
of medical professionals [37]. The dual benefits of cost reduction and care enhancement make DL
particularly valuable in addressing these pressing healthcare challenges. Further information about
medical image analysis and DL-based DDSS is outlined in [1, 31, 32].

Various studies underline the remarkable successes already achieved in the field of data-driven
medical image analysis. For instance, in [8], the authors present a single end-to-end trained DL method
for the classification of skin lesions. The performance of this data-driven method is evaluated against
21 board-certified dermatologists on biopsy-proven clinical images. The findings demonstrate that the
DL model achieves performance on par with all tested medical experts, underscoring that data-driven
models can detect skin cancer with a competence level comparable to that of a dermatologist. However,
it is important to note that the training data set consisted of 129,450 clinical images labeled by
dermatologist. In [3], the authors demonstrate that DL achieves remarkable good performance
identifying lung nodules. More than 99% of the lung nodules in chest X-ray scans can be detected by
a data-driven network. They use three different data bases, comprising 1,314 nodules. The image data
is manually annotated by radiologists.
In [6], the authors investigate the potential of DL methods for automatic chest X-ray interpretation.
They focus on multi-label classification, an area particularly pertinent to medical image analysis,
as medical images can simultaneously exhibit several disease features. They achieve remarkably
performance, outperforming at least 2 of 3 radiologists in the detection of four clinically relevant
pathologies. The data set comprises 224,316 chest radiographs of 65,240 patients. Furthermore,
the authors of [10] demonstrate that data-driven models surpass medical professionals in detecting
breast cancer in mammography. They utilized 170,230 mammograms for training and evaluation. The
annotation is biopsy confirmed or based on at least 1-year follow up image data. Recent reserch [38]
introduces the foundation model MedSAM , which facilitates universal medical image segmentation,
achieving highly accurate segmentation results across various tasks and image modalities. However,
the model is based on an extensive medical image data set comprising 1,570,263 image-mask pairs.
Please refer to the following publications for further information regarding the exceptional successes
of DL-based medical image analysis methods [4, 39, 40].

These studies not only highlight significant achievements in the field of medical image analysis
but also underscore the associated challenges. The methods utilized depend heavily on extensive
data sets to achieve remarkable performance, typically requiring thousands of samples. To generate
high-quality annotations, expert knowledge is often leveraged, revealing the cost and time constraints.
Moreover, many studies fail to address the interpretability of the implemented methods, which poses
additional challenges. These issues impede the development of efficient DL-based DDSS and their
integration into clinical workflows, thus preventing the full potential of DL-based medical image
analysis from being realized. In this thesis, we therefore address the following crucial challenges in
the medical imaging domain:

Extensive Data Sets The complex DL models required for medical applications often involve
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millions of parameters. Consequently, these algorithms demand vast quantities of annotated data
to achieve adequate performance [36, 41]. Particularly in medical image analysis, the number of
samples included in a data sets is typically small [4]. This issue arises from the high costs associated
with data collection. Medical images are obtained from various modalities, including computed
tomography, ultrasound imaging and magnetic resonance imaging, all of which entail significant
expenses and labor-intensive processes [4]. Furthermore, for use cases involving rare diseases,
gathering sufficient image data for the training process presents a significant challenge [4]. Common
medical imaging methods often rely on annotated data [4, 36, 42]. The generation of extensive labeled
data sets imposes significant time and financial burdens, as expert knowledge is typically necessary
for manual annotation, making the process both labor-intensive and costly in the medical field [4].
One consequence of the absence of extensive annotated medical data sets might be that trained DL
models are prone to overfitting. While these models achieve exceptionally well accuracy perform-
ance on training data, they struggle to generalize when analyzing new data from the problem domain [4].

Annotation Quality Poor label quality is a prevalent issue in many medical image data sets. The
associated label noise (i.e. inaccurate annotations) can stem from various factors, including human
annotators’ limited attention or expertise, the inherently subjective nature of the labeling process, or
inaccuracies in automated labeling systems [42, 43]. The inclusion of low-quality annotations can
hinder the learning process and diminish the model’s generalization capability, as demonstrated by
many studies [43, 44, 45]. Various methods have been proposed to successfully handle label noise in
data-driven training. However, a wide variety of these methods have been developed and evaluated on
large-scale classification data sets [43, 44, 45, 46]. The introduction and evaluation of DL methods to
handle label noise for complex medical image use cases therefore represent a highly pertinent research
area for the development of efficient DL-based DDSS [43].
Moreover, in a multi-label training setting, each sample can be assigned multiple labels simultaneously
[47]. This is especially relevant for medical image analysis, as image modalities can exhibit several
disease features concurrently. Missing labels refer to multi-label data sets where not all label informa-
tion is available for a sample, leaving some labels unobserved [47]. Such missing labels may arise
due to time or cost constraints during the annotation process, posing a significant challenge for super-
vised DL training. Please refer to Section 1.2 for a detailed introduction to label noise and missing labels.

Interpretability Although DL has shown exceptional performance in the medical image analysis
domain, the black-box nature of the models presents a significant issue. The implemented methods are
opaque, non-intuitive, and difficult for end-users to understand. This lack of interpretability, trust, and
transparency represents a challenge for the utilization of DL models to optimize workflows. In critical
areas such as healthcare, it is crucial to achieve interpretable decisions to build reliable systems. The
lack of interpretability may impede their adoption into clinical settings [9, 26, 36, 48]. A detailed
introduction to the topic of interpretability is provided in Section 1.2.

High Performance Given the significant influence of DL-based DDSS on the diagnostic process
and subsequent patient outcomes, it is imperative that these models achieve exceptional accuracy,
ideally matching or surpassing that of medical experts [34].

As demonstrated in the previous section, medical image analysis often focuses on purely data-driven
methodologies. Prior information about the considered use case and utilized data is not integrated into
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the modeling process. To overcome these challenges, particularly the high generalization requirements,
existing studies often use computer vision techniques such as augmentation or regularization techniques
[4, 49, 50, 51, 52]. However, fundamentally, these methods do not integrate new information into
the DL methods. Valuable insights can be gained from the contextual information of the considered
use case to address current challenges in the medical image analysis domain. Despite the extensive
literature on context-aware solution strategies [4, 53, 54, 55, 56, 57, 58, 59, 60, 61], a standardized
definition of context-aware DL remains elusive. In this work, we define context-aware DL as the
integration of additional contextual information in the modeling process leveraging DL. Particularly,
the domain of medical imaging lends itself to the application of such techniques due to the abundance
of contextual information in place.
We focus on two specific types of contextual information:

1. Expert Knowledge: Since human experts require extensive training to analyze complex data
manually [4], there is a wealth of prior information available. Expert knowledge encompasses
how physicians navigate images, the specific areas they typically focus on, the features they
prioritize, and the anatomical prior knowledge they employ. This knowledge is accumulated,
summarized, and validated by numerous experts over many years, drawing from a vast array
of cases [4]. Dermatologists, for instance, apply established ABCD’s rules when examining
melanoma [62]. Prior expert knowledge can be integrated into the modeling process to address
current challenges in the medical imaging domain, such as data-efficient training [4].

2. Label Quality: Contextual information about data sets, particularly label quality, is often
available in medical image analysis. We focus on scenarios involving missing labels or label
noise, which can impair the model generalization capability [44, 45, 47, 63]. Label quality
variations may stem from automated annotation processes or annotators with diverse expertise
levels [42, 43]. Identifying which labels were verified by experienced medical experts may
provide valuable insights into overall label reliability. This contextual information can be
leveraged to enhance DL model accuracy and robustness in medical imaging applications.

The aim of this work is to address crucial challenges in the medical image analysis domain by
proposing novel context-aware solution strategies, incorporating valuable insights about the use case
and the used data. To achieve this, the following thesis discusses the given research questions:

• Can expert knowledge be leveraged to mitigate current challenges in medical image analysis,
and if so, how?

• Is it possible to utilize contextual information to attain good performance in the multi-label
classification of medical image data despite a substantial proportion of missing labels, and if so,
how?

• Is it feasible to integrate contextual information about the label quality to enhance performance
when handling data sets with label noise, and if so, how?

Although the definition of performance can vary in the DL domain (e.g. computational or accuracy
performance), this work refers to performance as a measurement how effectively the proposed DL
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model solves a given task (e.g. classification of anomalies in medical image data).

In addition to the previously discussed challenges in current medical image analysis research, there
are further relevant shortcomings that this thesis addresses.
There exists a gap between state-of-the-art DL research and DL-based analysis of medical image data,
as novel methods are frequently evaluated on benchmark computer vision data sets such as CIFAR10
or MS-COCO [64, 65, 66, 67, 68, 69]. Consequently, there is limited insight into the potential of these
methods for the analysis of complex real-life use cases, such as medical image analysis. Furthermore,
the evaluation of the state-of-the-art DL methods on medical image data sets, if present, is typically
based on public benchmark data sets. These often only partially reflect a realistic clinical setup
for particular medical conditions. As a result of the introduced biases, DL research in the medical
application field rarely achieves a significant clinical impact [70]. Additionally, due to the stringent
data protection regulations in Germany, public data sets are frequently provided by foreign research
facilities [71, 72, 73, 74]. The highly relevant evaluation on routine data from German practices
and clinics is not sufficiently addressed. While DL-focused clinical journals explore the analysis
of clinical in-house data sets, they often implement established DL methods rather than proposing
novel algorithms [33, 75, 76, 77]. This thesis aims to bridge the gap between current state-of-the-art
DL research and the complex application field of medical image analysis, thereby supporting the
development of more efficient context-aware DL-based DDSS with enhanced clinical impact.

In summary, the aim of this work is to propose context-aware DL methods specifically tailored for
medical image analysis, addressing current challenges within the application domain. The discussed
research introduces novel context-aware solutions, with evaluations conducted, among others, on
routine data from German healthcare facilities. This represents a valuable contribution for researchers,
clinicians and companies interested in the development of efficient DL-based DDSS.

1.2 Technical Background

To maintain the self-contained nature of this thesis, the following section provides essential technical
background on Machine Learning (ML) and neural networks. We focus on the training processes of
neural networks, exploring key architectures and loss functions.

1.2.1 Machine Learning

ML algorithms fundamentally aim to extract patterns from observed data to make predictions or
decisions about new, unseen data for the same task. We can structure the modeling process in mainly
two different phases: training and testing. A model is trained on observed data and tested on unseen
test data after training. The aim is to perform well on both sets, although the test data is not considered
during training. This behavior is referred to as generalization [78]. This generalization capability is
crucial for the model’s real-world applicability and effectiveness.

Different training scenarios can be broadly categorized into supervised, unsupervised, and reinforce-
ment learning based on the annotation and feedback of the data [79]. This thesis focuses on supervised
learning, where each data sample consists of an input (x) and output (y) pair. The objective is to
design a model that can map inputs to the corresponding output. These output values are called targets,
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ground truth, or labels [78, 79]. Supervised learning problems can be categorized into two main
tasks, classification and regression. The former assigns a category to each sample, such as classifying
patient conditions, while the latter predicts a real value for each item, for instance modeling a patient’s
recovery time [16, 78, 80]. In this work, we focus on classification problems. For these tasks, the
original string targets are converted into vectors of the size of the number of classes, C. The typically
binary target variables yi ∈ {0, 1} indicate the given classes [79].

The aim of ML algorithms is to find the optimal function approximation f∗ ∈ F , also known as the
best hypothesis within the hypothesis set F , of an unknown relationship l : X → Y between inputs
x ∈ X and outputs y ∈ Y . Since the prior probability distribution over all samples is unknown in
practice, we cannot minimize the expected generalized loss to define the best hypothesis f∗. However,
this can be estimated by the empirical risk RD, which is calculated based on a given data set
D = (xi, yi)i=1,...,N with N input-output samples. The estimated optimal hypothesis f̂∗ represents
the minimum of the empirical risk

f̂∗ := argmin
f∈F

RD(f)

RD(f) = 1
N

∑
(x,y)∈D

L
(
y, f(x)

) (1.1)

where L represents a given loss function [81, 82]. In ML research, we often refer to the final function
as the model. For reasons of clarity, the ML model is referred to as f in this thesis. Further information
about empirical risk minimization is outlined in [81, 83].

The choice of the implemented model for the function class F depends on the given problem and
data. Popular models are decision trees [84], support vector machines [85] and neural networks
[82, 86]. Generally, the choice of a model involves a trade-off between a more complex model that
fits the training data well, and a simpler model that may generalize better on unseen data [82]. This
effect is called bias-variance-trade-off. A complex function for a relatively small sample size allows
a strong variance. This can lead to overfitting of the training data and poor generalization on unseen
data [87]. Conversely, a function that is too simple for an extensive sample size and complex problem
set up can create a high bias, leading to underfitting and insufficient performance [87]. The aim of
the model selection is to neither under- nor overfit [78, 79, 87, 88]. Regularization techniques, such as
L2 parameter regularization, can be employed to avoid or mitigate the effects of overfitting. A more
detailed overview of regularization methods is outlined in [79, 82].
A variety of ML algorithms rely on hyperparameters to regulate their trainings behavior. These
hyperparameters are not adjusted by the learning algorithms, as determining their specific values from
the training set is often inappropriate (e.g. regularization hyperparameters) [87]. To address this, we
utilize a validation set to estimate the generalization error during training. It’s important to note that
test, validation and training samples are strictly separated [87].

While traditional ML algorithms such as support vector machines achieve remarkable performance
across a range of relevant problems, they face challenges in key applications such as speech and object
recognition [87]. One significant limitation of these traditional ML methods is their difficulty in
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handling high-dimensional data, since many ML problems become extremely complex when dealing
with high-dimensional data [87]. This issue is referred to as the curse of dimensionality. A key
concern is that the number of possible unique configurations of a variable set grows exponentially
with an increase in the number of variables. A detailed introduction in the curse of dimensionality
is outlined in [79]. Conventional ML techniques are limited in their ability to process natural data
in its raw form, such as pixel values. Careful engineering is often required to design an efficient
feature extractor, transforming raw data into suitable representations for final classification [89].
A more detailed discussion of the challenges posed by conventional ML techniques is outlined
in [87]. The evolution of deep neural networks specifically targets the limitations of traditional
machine learning approaches, achieving remarkable generalization performance across a wide range
of complex problems, particularly those involving high-dimensional data. Given our focus on medical
image analysis, we will concentrate on deep neural networks, exploring their architectures, training
methodologies, and applications in healthcare.

1.2.2 Neural Networks

Neural networks are complex non-linear ML models. They commonly comprise multiple layers,
including one input, potentially several hidden, and one output layer. These layers represent a
composition of neurons or units, which are linked by weighted connections . The input of a single
unit represents the weighted sum of the outputs of connected units. This value is then processed by
a non-linear activation function to calculate the output of the given unit. Among others, popular
non-linear activation functions include the rectified linear unit (ReLU), defined as h(z) = max(0, z),
and the sigmoid function, defined as h(z) = 1/(1 + e−z). A multilayer network is a concatenation of
the individual layers and their activation functions, as presented for a 2-hidden-layer network

f(x) = h3(W 3 · h2(W 2 · h1(W 1x + b1) + b2) + b3), (1.2)

where x represents an input vector, hi are the non-linear activation functions and W i and bi are the
weight matrices and biases. Note that the weights and biases represent the parameters that are tuned
during the training of the neural network to obtain a good mapping function. In the following, the
overall trainable parameters of the network are represented as θ. Figure 1.1 represents a feedfor-
ward neural network, all connections are, as the name suggests, in one direction. Typically each
unit is connected to all units of the preceding layer. This is referred to as a fully connected layer [79, 87].

Neural networks are trained to determine appropriate connection weights, with the objective of
achieving high generalization capability. The training process starts with forward propagation, where
input data is passed through the network to generate an output. The error between the prediction and
ground truth is calculated using a loss function. The backpropagation algorithm allows the calculated
loss information to flow backwards through the network, enabling the computation of the gradients of
the loss function with respect to the model parameters [79, 90].
An optimization algorithm, such as Adam [91], use these gradients to update the weights in the
network. Most common optimizers are based on the fundamental Gradient Descent method, which
updates the model parameters in the direction of the negative gradients to minimize the loss [79].
Note that each update step requires the entire training data set to be processed.

Stochastic Gradient Descent is a extension of gradient descent that optimizes model parameters by
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Output LayerHidden Layers (H1, H2)Input Layer

Hidden Units 1:

Input Features: 

Hidden Units 2:

Output/Targets

Figure 1.1: The given figure represents a simple feedforward neural network, inspired by [89]. The model has
1 input, 2 hidden, and 1 output layer. The input features are represented by xi, yl represents the outputs. The
values at each unit are calculated during a forward pass as a weighted sum of the previous layer, followed by the
application of a non-linear activation function h. The model weights represent the parameters that are tuned
during the training process. Please note that all connections are weighted. For clarity, we neglected the bias
parameter in the figure.

computing gradients on randomly sampled subsets of the data, known as mini-batches. This approach
offers several advantages, including reduced computational cost and potential regularization effects
[79]. This cycle of forward propagation of the entire data set, loss calculation, backward propagation,
and weight update is repeated over multiple iterations, known as epochs.

Through these iterative adjustments, neural networks enhance their ability to make accurate predic-
tions, ultimately achieving the desired performance for the given task.

Deep Learning (DL) involves the training of neural networks with several hidden layers, leading
to more complex model architectures [87, 92]. As DL enables efficient representation learning of
data with multiple levels of abstraction, these methods have remarkably improved the state-of-the-
art for complex use cases such as speech and object recognition. Given that the following work
focuses on the analysis of raw medical imaging data, DL represents a key aspect of state-of-the-art
data-driven research [89]. Due to the increased number of parameters, extensive data sets are
required for effective model training to ensure good generalization performance [41, 93, 94]. As
discussed in the previous Section 1.1, this marks a particular challenge in the medical imaging do-
main, where the generation of large-scale annotated data sets poses significant cost and time constraints.

The initialization of the given network parameters can significantly influence the optimization
process and the generalization ability of the model. Parameters are often initialized randomly and
follow a uniform or Gaussian distribution [95]. Alternatively, neural network parameters can also be
initialized by reusing parameters from a pre-trained model, which can then be fine-tuned on the given
training data for the target task. This approach can not only enhance the optimization process but also
lead to better generalization and enable data-efficient training. In recent years, supervised pre-training
on the ImageNet data set has become a common transfer learning approach for computer vision tasks
[93, 96]. Transfer learning facilitates the integration of prior knowledge regarding the pre-trained task
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into the DL training process [4].

Transfer learning can be leveraged for various ML (classification) tasks to enhance the model’s
capability to generalize. In the realm of DL, two significant types of classification tasks are multi-class
and multi-label training. Multi-class training is used when each data instance belongs to one and
only one of several possible classes [79]. Conversely, multi-label training is employed when each
data instance can belong to multiple classes simultaneously. For instance, a CT scan can exhibit
features of several diseases [63]. The implemented loss function depends on the classification task.
The cross-entropy loss (CE) is a popular loss function for multi-class classification

LCE

(
f(x), y

)
= −

C∑
i=1

yi log
(
fi(x)

)
δLCE

(
f(x), y

)
δθ

= −
C∑

i=1
yi

1
fi(x)∇θfi(x)

(1.3)

where θ is the set of parameters of the model f , yj corresponds to the j’th element of the label vector
of the sample x and C represents the number of considered classes [44].
For multi-label classification, the common binary cross-entropy loss (BCE) [63] is defined as

LBCE

(
f(x), y

)
= − 1

C

C∑
i=1

[
yi log

(
fi(x)

)
+ (1 − yi) log

(
1 − fi(x)

)]
δLBCE

(
f(x), y

)
δθ

= − 1
C

C∑
i=1

[
yi

1
fi(x)∇θfi(x) − (1 − yi)

1
1 − fi(x)∇θfi(x)

]
.

(1.4)

The model outputs are commonly interpreted as probability [63]. We achieve this for multi-class
classification by applying a softmax layer [79]. The k’th element of the softmax function is defined as

softmax(o)k = eok∑d
i=1 eoi

(1.5)

where o represents an input vector with length d. For each sample x, f(x) computes its probability of
each class in c ∈ {1, · · · , C} and

∑C
i=1 fi(x) = 1 [79]. For multi-label classification, several labels

can be true simultaneously, therefore, the sigmoid function is often used for each neuron to interpret
the outputs as probabilities [97].

Despite great success in various applications, these conventional loss functions are not always
suitable for the given problem setup, particularly when noise robustness is a critical factor [44].
In the following thesis, noise robustness refers to a model’s ability to perform well in the presence
of mislabeled data. In this context, we will refer to an incorrect label as ”noisy”. Noisy labels can
have a strong negative impact on the performance of CE training, because the CE loss function is not
inherently noise-robust [44]. The implicit weighting factor 1/fi(x) in the calculation of the gradients
leads to a stronger training influence from samples with high deviation between the prediction and
the available ground truth. While this is desirable for a data set with clean labels, it leads to a
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strong focus on incorrect information in the case of label noise. Consequently, training with the CE
loss may lead to noise overfitting, thereby weakening the generalization performance of the final
model [44]. The same applies to the BCE loss. The development of noise-robust classification meth-
ods therefore commonly represents a trade-off between noise-robustness and performance enhancement.

In addition to the lack of noise-robustness, the unobserved ground truth information poses a
significant challenge for supervised DL methods. As discussed in Section 1.1, it can be prohibitively
expensive to generate the large number of annotations required to train deep neural networks. This is
especially relevant for multi-label annotations. Given the impracticality of exhaustively annotating
every image for all potential classes, a natural trade-off arises between how many images are annotated
and how many labels we consider during the annotation process [63]. In practice, not all label
information is always available for a sample. This is referred to as missing or partially observed
labels [47]. For instance, when using clinical routine data, specifically medical reports associated
with an image, to annotate chest X-ray scans, it is possible that specific findings are neither negated
nor confirmed, resulting in a missing label. Single positive multi-label (SPML) training represents
one of the most severe cases of partially observed labels [63]. For each training instance, only one
positive label is provided, despite the possibility of multiple correct labels. Other labels for a sample
are unobserved [63]. SPML training is especially relevant for applications where it is difficult or
costly to annotate all relevant labels for each instance, such as medical image analysis [52, 63, 69].
It facilitates the generation of extensive (partially annotated) data sets, with reasonable annotation costs.

The limitations of standard CE\BCE training underscore the critical importance of selecting an
appropriate loss function within the training pipeline [98]. Consequently, the development of tailored
loss functions that account for specific problem characteristics and data set properties has emerged as
a fundamental research area in ML.

Convolutional Neural Networks

Despite their great success, conventional feedforward neural networks have reached their limitations
for processing data with spatial or temporal information [79, 87]. As a result, more complex network
architectures, such as recurrent neural networks [99] or convolutional neural networks (CNNs) have
been developed [100]. The first serve the purpose of processing data with temporal information, while
the second are designed to process grid data like images [87]. A key characteristic of image analysis
is that nearby pixels exhibit stronger correlations than distant ones [79, 82]. Several modern computer
vision methods exploit this property to extract local features that consider only a small subregion of
the input [79, 82]. Local features can be combined in later processing stages to identify high-order
features, ultimately facilitating the classification of the image as a whole [79]. In addition, local
features from a subregion of the image are likely to be useful in other regions of the image as well
[79]. These concepts are integrated into the CNN architecture based on three different properties:
local receptive fields, shared weights, and pooling [79, 87]. The general structure of a CNN (used for
classification) is visualized in Figure 1.2.

CNNs exploit a composition of two layers: convolutional and pooling layers. The units in the
convolutional layer are organized as planes, referred to as feature maps [79]. Units of a feature map
only consider a small region of the image (or spatially organized units in a subsequent layer). Input
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PoolingInput Image

Feature Extraction Classification

Convolution Fully-Connected

Output

Figure 1.2: The given figure visualizes an example of a CNN architecture for classification. During the first part
of the network, we extract important features of the input based on convolution and pooling layers. The applied
kernels are visualized as squares. This is followed by fully connected layers for the final classification.

values of this patch are linearly combined using weight and bias parameters and transformed by a
non-linear activation function [79]. The units in one feature map all share the same weights [79, 82].
In terms of feature detection, all units in one feature map detect the same pattern but at different
locations [79]. Since it is typically necessary to detect several features, a convolutional layer often
contains several feature maps. Each feature map has its own set of weight and bias parameters. The
applied pattern of parameters is referred to as kernel [82]. The application of the kernel onto the
pixels of the input image (or spatially organized units in a subsequent layer) is called convolution
[79, 82]. Please note that the commonly used definition of convolution in DL does not precisely align
with the definition in other fields, such as signal processing [82]. A shift in the input data results in
a corresponding shift in the feature map activations, while preserving their overall structure. This
property forms the basis for the (approximate) invariance of the network outputs to translations or
local distortions of the input image [79, 100].

The outputs of the convolutional units represent the input for the pooling layers [79]. Convolutional
layers extract relevant features from the previous layer, while pooling layers condense information
by merging adjacent units into summary statistics, effectively downsampling the layer size [82, 87].
Among others, a popular pooling approach is the max pooling [101], which calculates the maximum
value within a rectangular neighborhood [87]. The application of pooling layers contributes to
achieving approximate invariance of the representation to minor translations in the input data [87].

Several stages of convolution and pooling are often layered on top of each other [79]. For each
plane in the previous subsampling layer, there may be several feature maps in the following convo-
lutional layer. This compensates for the reduction in spatial resolution by increasing the number of
features [79]. Since all weights are learned in a data-driven manner, CNN architectures can gen-
erate their own feature extractor, enabling the processing of raw high-dimensional image data [87, 100].

CNN architectures have achieved high performance in various image processing tasks, such as the
analysis of medical images [5, 6, 8, 39, 87]. To solve these complex problems, modern architectures
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such as Densely Connected Convolutional Networks (DenseNet) and Residual Neural Networks (Res-
Net) are based on millions of parameters [102, 103]. This work leverages, among others, the DenseNet
architecture, which is designed to improve the gradient flow and reduce computational complexity [102].
Unlike traditional architectures, DenseNet introduces a dense connectivity pattern. Each layer receives
the feature maps from all preceding layers and transfers its own feature maps to all subsequent layers
[102]. The architecture substantially reduces the number of parameters, making the network more effi-
cient and easier to train. DenseNet models are characterized by dense blocks and transition layers [102].

In addition to the image classification task, CNN models can also be used for segmentation
[104]. In order to recognize different objects or regions in the images, each pixel receives a label.
It is therefore a pixel-by-pixel classification [104]. Common architectures include U-Net models,
introduced in [104], which are based on an encoder-decoder structure. The encoder uses convolution
and pooling layers to downsample the image data, capturing the most important features. The decoder
upsamples the encoded feature representations to reconstruct the output image [104]. In order to
achieve high accuracy segmentations, the decoder combines the corresponding high resolutional
features of the encoder with the upsampled outputs [104].

Complex CNN architectures represent black box models, their decision-making process is usually
not interpretable [26]. Interpretability refers to the ability to understand and explain how a model
makes its decisions [48, 82]. It is crucial for ensuring transparency, trust, and accountability, especially
in critical applications like medical image analysis [48]. We can use interpretability to enhance the
trustworthiness of DL models [48]. Several interpretable methods have been developed for CNNs,
such as the Gradient-weighted Class Activation Mapping (Grad-CAM) method [105]. This method
uses the gradients of a target class flowing into the final convolutional layer to produce a coarse
localization map highlighting the relevant areas in the input image for predicting that class [105].
Various extensions, such as Grad-Cam++ [106] are available. In this work we define interpretability
and explainability as synonymous, both referring to achieving a better understanding of the model and
its behavior.

A further use case for CNNs involves implementing similarity learning tasks based on image
data [107]. In this thesis, we aim to analyze two images as input, with the objective of determining
whether the pair of data is dissimilar. A widely recognized architecture for this purpose is the Siamese
network [107, 108]. Two given inputs are processed simultaneously by two CNNs with shared weights
[107, 108]. A prevalent loss function used in the training of Siamese networks is the contrastive loss
[109], defined as

Lcontrastive(t, D) = t
1
2D2 + (1 − t)1

2
{

max(0, m − D)
}2

, (1.6)

where t denotes the similarity target (t = 0 if the pair is dissimilar), and D represents a distance
function, such as the euclidean distance, based on the calculated embedding of the data pair. The
parameter m is the leveraged margin, defining the maximum distance up to which dissimilar pairs
still influence the loss function. The aim of contrastive loss is to draw similar instances closer in the
feature space and push dissimilar instances apart [107, 109]. Siamese neural networks are utilized in
medical image analysis, for instance, for the unsupervised detection of outliers [110]. In this thesis,
Siamese neural networks are used to integrate expert knowledge about elements of bilateral symmetry
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of the human body into data-driven modeling. More detailed information about the used Siamese
neural networks in the following work is outlined in the Chapters 2 and 3.

1.3 Applications and Transferability in Medical Image Analysis

In this thesis, we consider various challenges that arise in the processing of medical image data. The
following section provides an overview of the clinical use cases and corresponding data. Please
note that while this research focuses on X-ray and magnetic resonance imaging scans, the proposed
context-aware solutions are adaptable across a broad spectrum of image modalities and use cases.
Challenges such as label noise, integration of automatically generated annotations or missing labels
concern a wide variety of medical use cases, such as skin cancer detection utilizing dermatoscopic
images [111], COVID-19 diagnosis utilizing computed tomography scans [112] or surgical tool
detection in laparoscopic videos [113]. This underlines the significant impact of our work for the
medical image analysis domain, independently of the considered use cases.

1.3.1 Chest X-ray Scans

Chest X-ray (CXR) images serve as an essential diagnostic tool in the everyday workflow of clinics.
Due to their time efficiency, cost-effectiveness, and relatively low radiation exposure compared to other
imaging modalities CXR scans are extensively used in clinical practice. The resulting high-resolution,
2D grayscale images capture the internal body structure of the thorax, aiding the diagnosis process
of many pathological findings [114]. Typically, the images are stored in the Digital Imaging and
Communications in Medicine (DICOM) format, ensuring standardized viewing and analysis across
different healthcare systems [35, 115]. Additionally, metadata such as patient information is included
alongside the image data [115].

Various types of CXR scans offer different insights. Frontal views, visualized in Figure 1.3,
provide a detailed overview among others of the hilar structures, heart, lung parenchyma, thoracic
wall and mediastinum [114, 116]. In the following sections we focus on processing frontal scans.
Posteroanterior CXR images represent the standard view, captured with the patient standing and facing
the X-ray film [114]. The anteroposterior CXR scan is often leveraged when the patient is on bed rest,
commonly in Intensive Care Unit (ICU) settings [117]. The X-ray machine is placed in front of the
patient, while the film is positioned behind them. Compared to the posteroanterior view, the thorax
structures are not as clearly visualized and structures far away from the image film, like the heart,
appear enlarged due to the direction of X-ray penetration [114, 118].

In this thesis, we use CXR images to detect anomalies, among others, focusing on pulmonary
infiltrates, fractures, pleural effusion, pulmonary congestion, pneumothorax, atelectasis, cardiomegaly,
pneumonia and edema. Additionally, we detect the misplacement of the central venous catheter.
The automatic analysis of these anomalies can be leveraged as DDSS, among others, to support
physicians during their decision or to develop prioritization systems. Further information about CXR
data is outlined in [114].
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Figure 1.3: Samples of anteroposterior CXR scans provided by the University Hospital Bonn.

1.3.2 Lumbar Spine Magnetic Resonance Imaging Scans

Lumbar spine magnetic resonance imaging (MRI) scans are relevant diagnostic tools employed to
visualize the internal structure of the spine, including vertebrae, intervertebral discs, spinal canal
and surrounding soft tissues [119, 120, 121]. Lower back pain is ubiquitous in modern society,
representing one of the most frequent reasons for consulting a primary healthcare provider [119, 122].
When conservative treatment is ineffective or concerning clinical findings arise, MRI becomes the
preferred imaging technique to evaluate the causes of spine pain. Various potential aetiologies with
similar clinical presentation exist, such as degenerative changes, infection, and pathological fractures.
MRI facilitates the differentiation of these sources of spine pain, enabling appropriate therapy [119].
Typically T1-weighted and T2-weighted scans are produced [121]. The former provides a clear
overview of anatomical structure, for instance by visualizing the thecal sac and epidural space more
distinctly [121]. The latter highlights fluid containing structures, aiding the detection of anomalies
such as disc desiccation [121]. In this thesis we are exploiting lateral scans to detect anomalies. Figure
1.4 therefore visualizes two 2D slices for lateral scans.

The analysis of lumbar spine MRI scans is particularly challenging, a significant variability in the
interrater and intrarate agreements is typically observed [123]. There exists no single established
grading system for many findings, Lumbar spine MRI scans are often investigated by eye [123, 124].
Additionally, specific distance measurement, such as the height of the vertebral bodies, are used
to identify anomalies. The manual measurements represent a time consuming and repetitive task
[14, 124]. The automatic analysis of lumbar spine MRI scans can alleviate the workload of medical
professionals and improve patient outcome, e.g. by reducing the manual work load and standardizing
measurements. Please refer to [119] for further information about lumbar spine MRI scans.

15



Chapter 1 Introduction

Figure 1.4: Samples of lateral T2-weighted lumbar spine MRI scans, provided by the Evidia GmbH.

1.4 Thesis Contributions

1.4.1 List of Publications

This cumulative dissertation comprises the following peer-reviewed publications, in which I served as
the primary contributor. The list is organized by topic and aligns with the order of presentation in this
dissertation.

• H. Schneider, M. Lübbering, R. Kador, M. Broß, P. Priya, D. Biesner, B. Wulff, T. Bell Felix
de Oliveira, Y.C. Layer, U. I. Attenberger, R. Sifa. Towards Symmetry-aware Pneumonia
Detection on Chest X-rays. In IEEE Symposium Series on Computational Intelligence (SSCI),
2022.

• H. Schneider, E.C. Yildiz, D. Biesner, Y.C. Layer, B. Wulff, S. Nowak, M. Theis, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Symmetry-aware Siamese Network: Exploiting Pathological
Asymmetry for Chest X-ray Analysis. In International Conference on Artificial Neural
Networks (ICANN), 2023.

The research was honored by the Springer&ENNS Best Paper Award of the ICANN
conference 2023.

• H. Schneider, D. Biesner, A. Ashokan, M. Broß, R. Kador, S. Halscheidt, B. Bagyó, P. Dankerl,
H. Ragab, J. Yamamura, C. Labisch, R. Sifa. Segmentation and Analysis of Lumbar Spine
MRI Scans for Vertebral Body Measurements. In European Symposium on Artificial Neural
Networks, Computational Intelligence and Machine Learning (ESANN), 2023.

• H. Schneider, P. Priya, D. Biesner, R. Kador, Y.C. Layer, M. Theis, S. Nowak, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Is One Label All You Need? Single Positive Multi-label Training
in Medical Image Analysis. In IEEE International Conference on Big Data (BigData), 2023.
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• H. Schneider, D. Biesner, S. Nowak, Y.C. Layer, M. Theis, W. Block, B. Wulff, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Improving Intensive Care Chest X-Ray Classification by Transfer
Learning and Automatic Label Generation. In European Symposium on Artificial Neural
Networks, Computational Intelligence and Machine Learning (ESANN), 2022.

• S. Nowak, H. Schneider, Y.C. Layer, M. Theis, D. Biesner, W. Block, B. Wulff, U.I. Attenberger,
R. Sifa, A.M. Sprinkart. Development of Image-based Decision Support Systems utilizing
Information Extracted from Radiological Free-text Report Databases with Text-based
Transformers. In European Radiology, 2024.

Please note that this represents a shared first authorship.

• H. Schneider, S. Nowak, A. Parikh, Y.C. Layer, M. Theis, W. Block, A.M. Sprinkart, U.I.
Attenberger, R. Sifa. Informed Deep Abstaining Classifier: Investigating Noise-robust
Training for Diagnostic Decision Support Systems. Accepted at International Conference on
Neural Information Processing (ICONIP), 2024.
Preprint:
H. Schneider, S. Nowak, A. Parikh, Y.C. Layer, M. Theis, W. Block, A.M. Sprinkart, U.I.
Attenberger, R. Sifa. Informed Deep Abstaining Classifier: Investigating Noise-robust
Training for Diagnostic Decision Support Systems. In arXiv preprint arXiv:2410.21014,
2024.

1.4.2 List of Key Contributions

The proposition and evaluation of context-aware DL methods for the analysis of medical image
data sets to mitigate current challenges and shortcomings in the field are discussed in the relevant
publications. The key contributions are:

Towards Symmetry-aware Pneumonia Detection on Chest X-rays

• Proposition of novel Siamese network architectures for the analysis of CXR data: integration of
expert knowledge about the elements of bilateral symmetry of the lung fields in CXR scans

• To the best of our knowledge, the first investigation of symmetry-aware DL architecture for the
analysis of CXR scans

• Enhanced performance, data efficiency and interpretability

Symmetry-aware Siamese Network: Exploiting Pathological Asymmetry for Chest X-ray Analysis

• Further investigation of novel symmetry-aware CXR analysis: integration of the expert
knowledge about the elements of bilateral symmetry of the lung fields in CXR scans in extended
contrastive loss function

• To the best of our knowledge, the first investigation of symmetry-aware loss functions for CXR
scan analysis

• Enhanced performance and interpretability
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Segmentation and Analysis of Lumbar Spine MRI Scans for Vertebral Body Measurement

• Introduction of an interpretable context-aware solution approach: combination of rule-based
expert knowledge system and DL-based segmentation

• Experiments based on a German in-house data set provided by the Evidia GmbH

• Development of interpretable anomaly detection method

Is One Label All You Need? Single Positive Multi-label Training in Medical Image Analysis

• To the best of our knowledge, the first investigation of state-of-the-art SPML training for medical
image analysis

• Proposition of novel context-aware SPML loss functions: integrating contextual information
about missing labels

• Enhanced training robustness when challenged with missing labels

Improving Intensive Care Chest X-ray Classification by Transfer Learning and Automatic Label
Generation

• Investigation of the potential for report-based generated labels with a rule-based natural language
processing (NLP) labeler to enable training with extensive annotated data sets

• Proposition of context-aware pre-training strategy to process automatically generated labels

• Initial processing of an in-house ICU CXR data set based on clinical routine data provided by
the University Hospital Bonn

• Enhanced performance by leveraging automatically generated annotations

Development of Image-based Decision Support Systems utilizing Information Extracted from
Radiological free-text Report Databases with Text-based Transformers

• Exploration of the potential and limitations of using transformer-based report annotations for
the development of context-aware image-based DDSS utilizing clinical routine data, provided
by the University Hospital Bonn

• Proposition on context-aware pre-training strategy to process automatically generated labels

• Enhanced performance with automatically generated labels and context-aware training

Informed Deep Abstaining Classifier: Investigating Noise-robust Training for Diagnostic
Decision Support Systems

• Introduction of novel context-aware loss function for the processing of data sets with label noise

• Performance evaluation based on noise simulation using public data and clinical in-house data
set with automatically generated real-life noisy labels

• Facilitating noise-robust training for medical image analysis
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1.4.3 Contributions Summary

In the following sections, we briefly present the most significant contributions of each chapter and
outline the structure of the thesis, particularly the relationships between the respective chapters.
Our focus lies in incorporating contextual information into the modeling process to address current
challenges in the medical image analysis domain. We introduce a diverse range of novel context-
aware DL methods. Specifically, our research leverages German clinical routine data, among other
approaches, to underscore the practical relevance of our findings in healthcare settings. This work
aims to bridge the gap between cutting-edge DL research and the critical field of medical image analysis.

Towards Symmetry-aware Pneumonia Detection on Chest X-rays

A prevalent DL approach for detecting lung disease in CXR scans involves using deep CNNs trained
in a data-driven supervised manner. While these methods have shown remarkable performance
across various applications [6, 125, 126], challenges such as model interpretability and data-efficient
training continue to exist. By incorporating expert knowledge into the data-driven training process,
we aim to address these challenges. Since medical experts tend to intuitively compare the left and
right lung fields of CXR scans to detect anomalies [118], we leverage the elements of bilateral
symmetry of lung fields in CXR scans as contextual information. While the components of bilat-
eral symmetry of the human body have proven to be valuable expert knowledge for various DL
methods and medical use cases, their potential for CXR analysis remains underexplored [127, 128, 129].

To the best of our knowledge, this research represents the initial investigation of the potential of the
elements of the bilateral symmetry of the lung fields in CXR scans, initiating a highly pertinent research
area. We propose novel context-aware Siamese networks to integrate the contextual information
about the elements of bilateral symmetry of the lung fields in CXR scans. Our findings indicate that
context-aware DL (based on the expert knowledge) not only improves performance but also enhances
data efficiency and interpretability, both of which are highly relevant key contributions to the medical
image analysis domain. Additional results are outlined in Chapter 2.

Central research question: Can expert knowledge (here: elements of bilateral symmetry of the
lung fields in CXR scans) be leveraged to mitigate current challenges in medical image analysis, and if
so, how?

Symmetry-aware Siamese Network: Exploiting Pathological Asymmetry for Chest X-ray
Analysis

Building on the initial positive research results regarding the prior knowledge of the elements of
bilateral symmetry of lung fields in CXR scans for context-aware DL methods, we further invest-
igate this contextual information to address current challenges. We introduce novel context-aware
DL methods for analyzing CXR data, aiming to enhance the impact of contextual information
within the DL pipeline. In addition to adapting context-aware networks, motivated by the previous
chapter, we integrate expert knowledge through a novel context-aware contrastive loss function.
Based on the integration of the contextual information regarding the elements of pathological bi-
lateral asymmetry of the lung fields in CXR scans, we strive to achieve a stronger differentiation
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between pathological (e.g., relevant for the classification task) and non-pathological asymmetries. As
in the previous chapter, the proposed context-aware solution represents an end-to-end training approach.

To the best of our knowledge, this research represents the first investigation of symmetry-aware loss
functions for analyzing CXR scans regarding lung diseases. We achieve improved performance and
interpretability, facilitating the differentiation between pathological and non-pathological asymmetries.
A comprehensive introduction of the proposed architectures, loss functions, and results is provided in
Chapter 3.
The research received the Springer&ENNS Best Paper Award of the ICANN conference 2023.

Central research question: Can expert knowledge (here: elements of bilateral symmetry of the
lung fields in CXR scans) be leveraged to mitigate current challenges in medical image analysis, and if
so, how?

Segmentation and Analysis of Lumbar Spine MRI Scans for Vertebral Body Measure-
ment

This chapter explores the integration of expert knowledge as contextual information, focusing on
lumbar spine MRI scan analysis. Clinicians often rely on specific measurements, such as vertebral
body height, to identify spinal anomalies. However, manual analysis can be time-consuming and prone
to inconsistencies [123, 124]. To address this, we propose a context-aware solution for lumbar spine
MRI analysis that automates distance measurements. The proposed context-aware method comprises
a DL-based segmentation of the relevant lumbar vertebrae and a rule-based expert knowledge system
that utilizes the developed segmentation mask to measure pertinent distances. This approach results in
a highly interpretable solution, as all final calculations are based on the visualized segmentation mask.
Any incorrect distance measurements can be easily identified, allowing for manual correction by an
expert.

We demonstrate that expert knowledge is not only beneficial for analyzing CXR data but is also
highly applicable to other use cases within the medical imaging domain, regardless of the image
modality. Furthermore, it emphasizes that contextual information can be integrated in a two-stage
process, where the output of a data-driven segmentation model serves as the foundation for an expert
knowledge system. This contrasts with the two previous Chapters 2 and 3, where expert knowledge is
exclusively integrated into an end-to-end training process.
Please note that all experiments are based on a German in-house data set provided by the Evidia GmbH.
Recent publications have explored DL-based analysis of lumbar spine MRI scans [130, 131, 132].
However, these studies have not considered German patient cohorts. Our research addresses this
gap by evaluating the proposed context-aware method using German medical image data, offering
unique insights into its performance within this specific healthcare system. This approach not only
contributes to the broader field of medical image analysis but also provides locally relevant findings
that could inform clinical practice in Germany. Detailed results and their implications are presented in
Chapter 4, demonstrating the method’s efficiency and potential impact on patient care.

Central research question: Can expert knowledge (here: distance measurement methods) be
leveraged to mitigate current challenges in medical image analysis, and if so how?
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Is One Label All You Need? Single Positive Multi-label Training in Medical Image
Analysis

In contrast to Chapters 2, 3 and 4, which focus on expert knowledge as contextual information, the
subsequent chapters concentrate on the contextual knowledge concerning the data set and label quality
as essential insight. Specifically, this chapter addresses the challenge of missing labels in multi-label
classification, with a particular focus on SPML training, one of the most challenging scenarios. We
propose context-aware methods that enable high-performance DL training with only one observed
positive label per sample, while all other labels remain unobserved. This research is particularly
relevant for medical image analysis, where efficient SPML training can significantly reduce the costly
and time-consuming annotation process for medical data sets. By leveraging the information about
which labels are observed as contextual insight, our methods aim to improve classification accuracy
and efficiency. We demonstrate the effectiveness of this approach using multi-label anomaly detection
in CXR data as a practical use case.

To the best of our knowledge, this research represents the first investigation of SPML training
for the important medical image analysis domain, thereby bridging the gap between state-of-the-art
DL research and critical application areas. SPML training can attain classification results that
are competitive with fully supervised training while exploiting significantly fewer labels, when
focusing on computer vision benchmark data sets [63, 133]. However, we underline in our re-
search that these results are not reproducible for the more complex use case of medical image
analysis. Inspired by the remarkable results of the context-aware loss in Chapter 3, we therefore
propose novel context-aware loss functions that outperform state-of-the-art SPML methods for the
multi-label detection of anomalies in medical images. We integrate the contextual information,
which labels are observed into the DL training, resulting in efficient implicit weighting factors
during the gradient calculations for missing labels, ultimately enhancing the robustness of the DL
method. Further results and a detailed introduction of the novel loss functions are outlined in Chapter 5.

Central research question: Is it possible to utilize contextual information (here: which labels are
observed) to attain good performance in the multi-label classification of medical image data despite a
substantial proportion of missing labels, and if so, how?

Improving Intensive Care Chest X-ray Classification by Transfer Learning and Auto-
matic Label Generation

In this chapter, we revisit the concept of label quality as contextual information. In contrast to the
previous SPML chapter, where each sample had missing labels, this chapter focuses on subsets of
samples that exhibit varying label qualities. In addition to manually annotated scans (”gold labels”),
we also examine samples with automatically generated annotations (”silver labels”), which usually
lead to lower label quality. Automatic labels are generated based on the report corresponding to the
image data (available for clinical routine data), leveraging a rule-based labeler [134]. For the given
data set noisy labels remain unidentified. The contextual information regarding the label quality of
these subsets represents a valuable prior insight for DL methods.
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We aim to achieve high performance with reduced annotation effort. Two different strategies that
incorporate contextual information into the modeling process are investigated. Firstly, we implement a
transfer learning method based on public medical imaging data. Secondly, we propose a context-aware
pre-training strategy that facilitates the efficient use of a silver-labeled subset. Following pre-training
on the extensive silver labeled subset, the model is fine-tuned on the gold-annotated samples. Our
findings suggest that context-aware pre-training outperforms transfer learning on public data when
limited gold training data (N ≤ 5, 000) is available.
This research represents the first utilization of an in-house multi-label ICU CXR data set provided by
the University Hospital Bonn to analyze DL-based DDSS. It therefore contributes to the investigation
of context-aware DL methods on real-life clinical routine data, aiming to bridge the gap between
state-of-the-art DL and the highly relevant field of medical image analysis. Given the time-consuming
and costly nature of annotating medical image data, exploring context-aware methods that enable
the efficient use of automatically generated labels emerges as a critical research area. This field is
particularly relevant for companies, clinics, and researchers seeking to develop data-driven DDSS
based on clinical routine data. Further information about the given research is outlined in Chapter 6.

Central research question: Is it feasible to integrate contextual information about the label quality
(here: subsets with different annotation quality) to enhance performance when handling data sets with
label noise, and if so, how?

Development of Image-based Decision Support Systems utilizing Information Extracted
from Radiological free-text Report Databases with Text-based Transformers

Motivated by the successful use of automatically generated labels extracted from free-text reports of
clinical routine data in the previous chapter, we further investigate the potentials and limitations of
extensive automatically labeled data sets for the development of DL-based DDSS. We use the clinical
in-house ICU CXR data provided by the University Hospital Bonn. The contextual information aligns
with the previous chapter, presenting two subsets of data with differing label qualities: manually
and automatically generated labels. Please note that in this chapter, compared to Chapter 6, the
automatically generated labels demonstrate superior label quality due to the utilization of a complex
transformer-based NLP labeler [134]. Although the annotation method for each sample is known, it
remains uncertain which labels are accurate.

Silver-labeled data sets are frequently employed to train DL models with minimal annotation effort
[6, 135, 136]. Although gold samples are often generated for performance evaluations or data-driven
training of automatic labelers, the benefits of considering additional gold annotated samples are not
sufficiently researched [6, 135, 136]. This thesis introduces a context-aware pre-training strategy that
enhances the effective use of automatically generated silver labels while incorporating a small subset
of high-quality gold annotations. As in the previous chapter, silver annotations are used to pre-train
the model, while gold samples are used for fine-tuning.
Our research results suggest that combining gold and silver samples, specifically through context-aware
pre-training based on prior insights regarding the label quality, improves performance while handling
automatically generated labels. It serves as a proof of concept that automatically generated labels
(with high label quality) are suitable for the development of context-aware DL-based DDSS with
significantly reduced annotation effort. Despite the remarkable performance increase obtained with
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automatically generated labels, Chapter 7 additionally underlines these annotations include label noise.
This emphasizes noise-robust DL methods as a direction for future work. We further outline relevant
results and contributions in Chapter 7.

Central research question: Is it feasible to integrate contextual information about the label quality
(here: subsets with different annotation quality) to enhance performance when handling data sets with
label noise, and if so, how?

Informed Deep Abstaining Classifier: Investigating Noise-robust Training for Diagnostic
Decision Support Systems

Building on the insight that noise-robust training can be crucial for processing data sets with auto-
matically generated labels, we introduce a novel context-aware method to enhance the robustness of
DL models to label noise. As in Chapters 6 and 7, we leverage contextual information about label
quality in the data sets. While we acknowledge the presence of label noise, the specific mislabeled
instances remain unknown. Drawing from our previous work, we assume access to an estimate of
the expected noise ratio. Since an assessment of the performance of automatic/human annotators on
an independent test set with high label quality is crucial for managing the annotation process, this
information is often provided. This approach aims to improve model performance and reliability when
training on data sets with potentially inaccurate labels, a common challenge in real-world applications.

A wide range of research proposed successful noise-robust DL methods, achieving remark-
able performance despite label noise. However, most methods were introduced for general com-
puter vision and ML problems and are often not sufficiently evaluated for real-life challenges
[43, 44, 45, 46, 137, 138, 139]. Additionally, they focusing on high noise levels of up to 80%
[44, 45, 46, 137, 138, 139], neglecting lower noise levels, despite their considerable practical relevance.
We emphasize in our work, that these exceptional achievements are not generally reproducible for
real-life complex medical image use cases with realistic lower noise levels.
This chapter therefore proposes a novel context-aware loss function to use medical image data sets
with noisy labels for the development of an efficient DDSS. We aim to further bridge the gap between
state-of-the-art DL and the highly relevant application field of medical image analysis. The introduced
loss function enables the model to abstain potential noisy samples during training. The estimation
of expected label noise represents a valuable contextual information to guide the abstaining process.
While enhancing noise robustness, the proposed loss function represents an easy-to-implement
user-friendly DL method. In addition to noise simulation experiments on public data, enhanced noise
robustness is demonstrated for a clinical in-house data set of ICU CXR scans with automatically
generated labels provided by the University Hospital Bonn. These results underline the potential
clinical impact of the proposed context-aware loss function, facilitating efficient noise-robust training
for routine clinical data (with automatically generated labels). In addition to Chapter 3 and 5, this
work highlights the ability of loss functions to incorporate contextual information into the data-driven
training process.

Central research question: Is it feasible to integrate contextual information about the label quality
(here: estimation of expected label noise ratio) to enhance performance when handling data sets with
label noise, and if so, how?
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CHAPTER 2

Towards Symmetry-aware Pneumonia
Detection on Chest X-rays

The research discussed in the following chapter has been published in

H. Schneider, M. Lübbering, R. Kador, M. Broß, P. Priya, D. Biesner, B. Wulff, T. Bell Felix de
Oliveira, Y.C. Layer, U. I. Attenberger, R. Sifa. Towards Symmetry-aware Pneumonia Detection
on Chest X-rays. In IEEE Symposium Series on Computational Intelligence (SSCI), 2022. http:
//doi.org/10.1109/SSCI51031.2022.10022222

2.1 Result Summary

The following chapter discusses the potential of expert knowledge as contextual information for the
analysis of CXR scans.
A common machine learning approach to detect lung disease in CXR scans is to use deep CNNs and
train them in a data-driven, supervised manner. While these solutions have demonstrated impressive
performance across various applications [6, 126, 140], challenges such as model interpretability and
data-efficient training persist. These issues can impede the progress of DDSS for new applications and
their integration into clinical workflows, marking them as crucial areas for research in medical image
analysis. In the subsequent chapters, we therefore introduce innovative context-aware DL methods
designed to address these challenges by incorporating contextual information relevant to the analysis
of CXR scans.
For instance, experts like radiologists use their prior knowledge to analyze this image data efficiently
and accurately, often comparing the left and right lung fields intuitively [118, 141]. Although there is
no perfect symmetry, for example, due to the shadow of the heart, elements of bilateral symmetry can
be identified. The symmetrical elements are disturbed by various diseases and anomalies, experts
therefore leverage pathological asymmetries during their diagnosis decision [118, 141]. While the
elements of bilateral symmetry have demonstrated their value as expert knowledge for DL methods
across various medical applications, their potential for CXR analysis has yet to be thoroughly investig-
ated [127, 128, 129].
The following chapter aims to exploit this bilateral symmetrical information during the training of
DL methods to enhance performance and enable data efficient training for the analysis of CXR data.
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Chapter 2 Towards Symmetry-aware Pneumonia Detection on Chest X-rays

Specifically, we explore the analysis of CXR images of children younger than 5 years to automatically
detect pneumonia, a significant factor in child mortality.

The main contributions are:

• To the best of our knowledge, the first investigation of the potential of context-aware DL methods
based on the elements of bilateral symmetry of the lung fields in CXR images

• Proposition of novel context-aware model architectures, referred to as Symmetry-aware Merged
and Symmetry-aware Concatenated Siamese Network, for CXR scan analysis,

• Evaluation of the enhanced performance, data-efficiency and interpretability of the proposed
context-aware method.

Context-aware Method
We propose a novel symmetry-aware deep Siamese network for analyzing CXR scans, aiming to extract
critical features from the lung fields independently. The backbone of this network is the DenseNet-121
architecture, which is trained using the CE loss. In the initial layers of the Siamese network, the
weights of the first two dense blocks are shared and adjusted to obtain the hidden representations of
the left and right lung fields separately. For this purpose, a CXR scan is separated into right and left
lung fields , with the left lung being flipped to aid alignment during matching. We refer to the right
and left input scans as Sright and Sleft. Subsequently, the generated features, which may hold crucial
information about the asymmetry of the lung fields, are fused and further processed. Two fusion
methods referred to as Symmetry-aware Merged Siamese Network (SAM) and Symmetry-aware
Concatenated Siamese Network (SAC) are explored. In the SAC approach, the features from the left
and right lung fields are fused through concatenation, ensuring no information loss. Conversely, the
SAM method calculates the difference between the left and right lung field representations, F left and
F right, with the merging layer defined as follows

F merged = F left − F right (2.1)

In the SAM model, an element-wise comparison of the left and right representations is performed,
potentially capturing significant information about pathological asymmetries. Meanwhile, the SAC
model focuses on extracting the most critical asymmetric information through data-driven training,
ensuring no information loss in the fusion method.
Both model architectures do not increase the model complexity significantly. For the SAM network no
additional parameters are used, the subsequent dense blocks and transition modules remain unchanged.
For the SAC model, the backbone architecture requires slight adjustments to integrate the stacked
feature maps. The concatenation occurs within a transition module, prior to the 1 × 1 convolution
layer. Only the number of input parameters for this convolutional layer is doubled, while the rest
remains unchanged. Consequently, the SAC increases the volume of trainable parameters by less
than 2%. The architecture still allows the utilization of pre-trained weights from ImageNet, if desired.
Figure 2.1 visualizes the proposed SAC approach.

Key Results
In [12] we present experimental results integrating a purely data-driven baseline utilizing the backbone
DenseNet-121 as model architecture to evaluate the performance of the proposed context-aware
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Figure 2.1: Representation of the context-aware architecture SAC. Right and left lung fields are initially processed
separately by the Siamese network, which comprises the first two dense blocks of the DenseNet backbone.
The obtained feature maps are concatenated and processed jointly by the downstream dense blocks and fully
connected (FC) layers.

methods. Each architecture is initialized with five different seeds using Kaiming initialization [95] to
provide confidence estimates on model performance. The reported scores represent the average of the
five scores obtained for each model architecture. The enhancement of both accuracy performance and
data efficiency through the integration of expert knowledge into network architecture is demonstrated.
The proposed context-aware models achieve an improvement in the F1 score [142] by up to 2.0%
without a significant rise in architectural complexity. When using only 25% of the training set, the
SAC model experiences a mere 0.7% drop in the F1 score, compared to a 1.9% reduction in the purely
data-driven training. This underscores the data efficiency of the proposed context-aware architectures,
highlighting the advantage in leveraging expert knowledge effectively. The SAC model outperforms
the SAM network, stressing the benefits of a data-driven fusion pipeline.

Furthermore, we investigate the interpretability of the context-aware methods by an in-depth analysis
of the activation maps of context-aware and data-driven methods generated with the guided Grad-CAM
algorithm. An increased interpretability of the methods is observed, as the context-aware algorithms
focus more strongly on the regions of interest, the lung fields. The models also place an increased
focus on non-pathological asymmetries, which are not pertinent to the diagnostic decision. Mitigating
this effect by enhanced context-aware methods represents a future work. For a more comprehensive
overview of the additional results, please refer to [12].

Overall, this chapter proposes context-aware DL methods enriched with expert knowledge regarding
the elements of bilateral symmetry in lung fields of CXR scans. The analysis highlights the enhanced
performance and data efficiency of the context-aware methods. Aspects that are particularly crucial
for the development of DL-based DDSS, as the annotation of large-scale medical image data sets
often presents considerable time and cost challenges. Additionally, an increased interpretability of the
model is indicated. The proposed context-aware methods thereby contribute to the development of
more efficient DDSS with enhanced clinical impact.
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2.2 Author’s Contributions
The pneumonia detection project was developed in cooperation with the University Hospital Bonn
to generate the Pneumo.AI Demonstrator (https://pneumoai.ki.nrw/introduction). My
contributions to the given research as first author are:
I was the main contributor of the research, planning and conceptualization of the context-aware CXR
scan analysis method. Together with the second author M. Lübbering, I implemented the required DL
training pipelines. All relevant experiments were performed by me. The paper was mainly written by
me, with helpful regular meetings, discussions and proofreading from all co-authors.
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CHAPTER 3

Symmetry-aware Siamese Network: Exploiting
Pathological Asymmetry for Chest X-ray
Analysis

The research summarized in this chapter has been published in the following paper

H. Schneider, E.C. Yildiz, D. Biesner, Y.C. Layer, B. Wulff, S. Nowak, M. Theis, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Symmetry-aware Siamese Network: Exploiting Pathological Asymmetry
for Chest X-ray Analysis. In International Conference on Artificial Neural Networks (ICANN), 2023.
https://doi.org/10.1007/978-3-031-44216-2_14

The research received the Springer&ENNS Best Paper Award of the ICANN conference 2023.

3.1 Result Summary

After the initial positive research results regarding the prior knowledge of the elements of bilateral
symmetry of lung fields in CXR images for context-aware DL methods, we further explore this
contextual information to tackle current challenges in the medical image analysis field. We propose
context-aware solutions that amplify the impact of contextual information within the DL pipeline
in order to fully exploit the potential of the given expert knowledge. We focus on enhancing the
interpretability of the employed model while achieving exceptional performance through context-aware
techniques. As outlined in the preceding chapter, these research areas represent significant challenges
in the domain of medical image analysis, given their critical relevance to the integration of DL-based
DDSS within the clinical workflows.
While in Chapter 2 the symmetry information is included through the architecture, within this chapter,
an additional symmetry-aware loss function is proposed. We aim to enhance the impact of prior
information based on expert knowledge on the training process. For this approach, in addition to
conventional classification annotations, we utilize information about the location of the pathological
asymmetries of each lung field. These areas are represented by bounding polynomials, visualized in
Figure 3.2, which we refer to as the ground truth mask Y . Note that pathological asymmetric regions
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are also referred to as diseased areas in the following work.
We focus on the clinically highly relevant binary classification of healthy vs. non-healthy individuals,
forming the basis of a data-driven prioritization system. These DL-based support devices can structure
the clinical workflow more efficiently, as patients with potential anomalies require more urgent medical
care.

The main contributions of the research are:

• Introduction of context-aware architectures, named Symmetry-Aware Siamese Networks, for
the analysis of CXR images,

• Proposition of context-aware contrastive loss, integrating contextual information about patholo-
gical elements of bilateral asymmetry of the lung fields in CXR scans,

• To the best of our knowledge, the first investigation of symmetry-aware loss functions for CXR
scan analysis,

• Evaluation of enhanced performance and interpretability of proposed context-aware models.

Context-aware Method
Inspired by the preceding Chapter 2 and [143], we introduce the Symmetry-Aware Siamese Network
(SASN) as an end-to-end DL model with a DenseNet-121 backbone. It comprises three distinct
modules: siamese encoding, feature fusion and feature comparison.

The siamese encoding module encodes the scan input S and its flipped form Sf, utilizing a siamese
structure with two streams and shared weights. The calculated embeddings F and F f are further
processed by the two proceeding modules.
The feature fusion module concatenates the generated feature maps in order to further process the
information in a data-driven manner, building on the SAC network discussed in Chapter 2. This
module produces a probability output mask Ŷ which is used for the final anomaly classification.
During training, we apply an element-wise BCE loss between the probability output mask Ŷ and the
ground truth Y , representing diseased areas of the lung fields. This loss is defined as

Lb(Y , Ŷ ) = − 1
n

n∑
i=1

(
Y i log(Ŷ i) + (1 − Y i) log(1 − Ŷ i)

)
, (3.1)

for a ground truth mask with n pixels. A scan is classified as diseased during inference, if any region
of the probability map contains a pixel value larger than a defined classification threshold.
The feature comparison module targets pathological asymmetries within the image data and
facilitates the application of a symmetry-aware contrastive loss function. An element-wise L2
distance is computed between the generated feature maps after applying a non-linear transformation
g. The objective is to minimize the element-wise distance between healthy (symmetric) areas while
maximizing distance between pathological asymmetric regions. The context-aware loss is defined as

Lc(F , F f) =


∑

x

∥∥∥g
(
F (x)

)
− g

(
F f(x)

)∥∥∥2
if x /∈ M̂∑

x max
(

0, m −
∥∥∥g

(
F (x)

)
− g

(
F f(x)

)∥∥∥2 )
if x ∈ M̂ ,

(3.2)
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where x represents a single pixel coordinate, while F and F f signify the embedded features of
S and Sf, respectively. Areas marked as diseased in the target image mask are denoted by M̂
and we define the margin m as the radius for the dissimilarity of pathological asymmetries. This
context-aware loss function is designed to enable the model to distinguish between pathological
and non-pathological asymmetries. The generated distance enables the observation of the model’s
symmetry- (and context-) awareness. The overall established loss function is a combination of the
context-aware and classification loss

L̂ = Lb + Lc. (3.3)

Motivated by Chapter 2, we investigate the influence of a separate processing of the lung fields
(SASNsplit) compared to processing the whole image (SASNvanilla). The SASNvanilla model is visualized
in Figure 3.1. While both models depend on the general structure of the introduced siamese encoding,
feature fusion, and feature comparison modules, further information about the adapted network
architecture based on the input data is available in [13].
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Figure 3.1: Model architecture of the SASNvanilla. A CXR image and its flipped form are processed by an
encoding module consisting of dense blocks with shared weights. The resulting embeddings are decoded by a
siamese feature fusion module and a siamese feature comparison module to provide a disease probability map
and distance map of the features, respectively.

Key Results
In [13] we present experimental results considering data-driven baselines, CheXNet [11] and vanilla
Mask Region-Based Convolutional Neural Network (R-CNN) [144]. The performance is evaluated
leveraging the measurements Compute Area Under the Receiver Operating Characteristic Curve
(AUROC), F1 score and Average Precision [142]. We utilize 95% bootstrap confidence intervals
based on 100 resamples. Non-overlapping confidence intervals indicate a significant improvement.
We show that the context-aware methods can significantly improve the classification performance
compared to data-driven baselines by up to 9.9% regarding the AUROC measurement. Given the
potential impact of DL-based DDSS on patient outcomes, we strive to attain the highest possible
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performance. The enhanced performance, rooted in expert knowledge, underscores the significance of
the proposed context-aware DL method for medical image analysis.

Additionally, we assess the interpretability of the context-aware modell by in-depth analysis of
the visual output. The results indicate an improved interpretability of the proposed context-aware
solution compared to other well-established interpretable methods for the baselines, visualized in
Figure 3.2. The context-aware models effectively focus on diseased (and asymmtric) areas for their
final classification. We demonstrate that the enhanced SASN models successfully target pathological
asymmetries while disregarding non-pathological ones. This highlights the benefits of the proposed
SASNvanilla and SASNsplit networks, which are trained with a context-aware loss function, in contrast
to the SAM and SAC models previously discussed in Chapter 2.

The given chapter emphasizes that the inclusion of contextual information enhances both inter-
pretability and performance, which are crucial attributes for DL methods in medical image analysis.
Specifically, we underline that expert knowledge regarding the elements of the bilateral symmetry of
the lung fields within CXR scans can be integrated into the model architecture and the loss function,
thereby increasing the influence of contextual information on the training pipeline.

To summarize, Chapter 2 and 3 demonstrate the potential of expert knowledge as contextual
information in medical image analysis. By considering the elements of bilateral symmetry of the
lung fields in CXR scans during the DL training process, not only the performance but also the data
efficiency and interpretability of the methods is improved. These issues are particularly relevant for
the medical image analysis field.

3.2 Author’s Contributions
My contributions to this paper as first author (shared first authorship) are as follows:
I was the main contributor of the research, planning and conceptualization of the context-aware CXR
scan analysis method. I was responsible for the evaluation of the efficiency of developed algorithms
and the generation of figures and tables in the final paper in equal parts with my co-author. I was
the main contributor responsible for the writing of the paper, with helpful support through regular
meetings, discussions and proofreading from all co-authors.
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(a) (b) (c) (d) (e)

Figure 3.2: Visual outputs for different models. (a) CXR image with ground truth diseases, (b) probability map
of SASNvanilla, (c) probability map of SASNsplit, (d) heat maps for CheXNet [11] generated with GradCam++, (e)
Mask R-CNN [144] object detection boxes. For the generated masks, regions likely to contain diseased features
are highlighted in red, whereas purple pixels signify a low probability. Both proposed methods SASNvanilla
and SASNsplit focus solely on pathological asymmetries, highlighting their advantages over the SAC and SAM
models discussed in the preceding Chapter 2.
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CHAPTER 4

Segmentation and Analysis of Lumbar Spine
MRI Scans for Vertebral Body Measurements

The research discussed in the following chapter has been published in

H. Schneider, D. Biesner, A. Ashokan, M. Broß, R. Kador, S. Halscheidt, B. Bagyó, P. Dankerl,
H. Ragab, J. Yamamura, C. Labisch, R. Sifa. Segmentation and Analysis of Lumbar Spine MRI
Scans for Vertebral Body Measurements. In European Symposium on Artificial Neural Networks,
Computational Intelligence and Machine Learning (ESANN), 2023. https://doi.org/10.14428/
esann/2023.ES2023-88

4.1 Result Summary

Chapters 2 and 3 underline that expert knowledge about the use case can provide valuable information
for data-driven solutions. However, contextual information is solely considered during the training
process of the DL methods. In this chapter, we explore how expert knowledge can be integrated into
our DL method through a two-stage process. We propose a rule-based expert knowledge system, that
is applied on top of a DL-based segmentation method for the final decision support. This research
highlights the various ways contextual information can be incorporated into DL-based solutions.
Unlike the previous chapters, we do not focus on CXR data. Instead, we concentrate on the analysis
of lumbar spine MRI scans, supplemented with additional contextual insights. This underscores
the significance of context-aware DL methods across different use cases, irrespective of the image
modality involved.
The interpretation of lumbar spine MRI scans often includes manual distance measurements, a
time-consuming task requiring experienced radiologists and orthopedists. The growing volume of
scans to be analyzed therefore represents a challenge for the everyday workflow of clinics and private
practices. In addition, there is a high level of intra- and interreader variability, even among specialists,
which can have a negative impact on the quality of reporting [123]. Thus, the automatic measurement
of critical distances, such as the height of individual vertebral bodies has the potential to assist
physicians in detecting anomalies and optimizing processes.

The main contributions are:
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• Introduction of context-aware solution approach to automatically analyze lumbar spine MRI
scans based on expert knowledge,

• Investigation of the potential of DL-based models for the segmentation of spinal vertebrae
leveraging in-house volumetric MRI data from the German radiology company Evidia GmbH.

Context-aware Method
The aim of the following work is to measure the most important distances of lumbar spine MRI
scans automatically. We develop an expert knowledge system, utilizing segmentation masks of the
relevant vertebral bodies, generated by a DL model. We implement the SpineParseNet architecture
[132] for the data-driven segmentation. The architecture is based on a combination of a 3D and
2D segmentation model. The down-scaled 3D scan is segmented through a CNN architecture. The
high-resolution MRI scan is processed per slice through a 2D Residual U-Net architecture to calculate
a final high-resolution segmentation of the vertebrae [132]. The low-resolution segmentation slice of
the 3D model is considered as additional input. We investigate two different segmentation approaches.
The binary classification differentiates between vertebral bodies and background, while the multi-class
classification methodology facilitates the prediction of the vertebral bodies through the application of
nine distinct vertebrae labels (thoracic T11-T12, lumbar L1-L5 and sacral S1-S2).

Based on expert knowledge, rule-based computer vision modules are created to automatically
measure the relevant distances of vertebral bodies. In collaboration with experts at the Evidia GmbH,
six pertinent anchor points per vertebra are defined. No additional data-driven training is necessary
for the final distance measurements, as all anchor points can be established in a rule-based manner.
The calculations use the smallest bounding trapezium of the automatically generated segmentation
mask of each vertebra. All experiments and evaluations are conducted using a German in-house data
set provided by Evidia GmbH, which comprises 142 volumetric T2-weighted sagittal lumbar spine
MRI scans, annotated by two medical research assistants under the guidance of a radiology resident.

Key Results
In [14] we demonstrate the high segmentation performance for the pertinent vertebral bodies. The
binary segmentation model achieves only slightly higher performance compared to the mutli-class
segmentation approach, considering the Dice Score and Jaccard Index as measurements [145]. Since
the associated class represents valuable information, the following analysis is based on the multi-class
segmentation model. Figure 4.1 visualizes the pertinent steps of the introduced context-aware methods.
The DL model achieves a highly accurate segmentation of the relevant vertebrae, attaining a Dice
score of up to 96.6%. The proposed rule-based distance measurement system, which relies on the
automatically generated masks of the vertebrae, produces well-calculated distances. It is important to
note that this context-aware solution results in a highly interpretable algorithm, as all final calculations
are grounded in the visualized segmentation mask. Any incorrect distance measurements can be
directly identified, allowing for manual correction by an expert.

In [14], we demonstrate that expert knowledge is not only advantageous for the analysis of CXR
data but also highly relevant for other use cases within the medical imaging domain, regardless of the
image modality employed. This chapter is in contrast to the two Chapters 2 and 3, in which the expert
knowledge was solely integrated into the data-driven training process. It underlines that contextual
information can be integrated in a two-stage process, the output of a data-driven segmentation model
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represents the foundation for an expert knowledge system.
Additionally, the experiments conducted in this research are based on a German in-house data set
provided by the radiology company Evidia GmbH. While current publications explore DL-based
analysis of lumbar spine MRI scans, it is important to note that the used data does not represent a
German patient cohort [130, 131, 132]. This research therefore offers a highly pertinent evaluation of
the proposed context-aware method using German medical image data.
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Figure 4.1: Visualization fo the most important steps of our context-aware solution. (a) Original scan, (b)
predicted segmentation, (c) automatic measurements of vertebrae height. The segmentation of the first two scans
is precise, which leads to highly accurate distance measurements. All distances are calculated in millimeter. The
third scan shows less contrast and is more difficult to segment. This results in inaccurate distance measurements.
Manual correction of the calculated distances is required.
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4.2 Author’s Contributions
My contributions to this paper as first author (shared first authorship) are as follows:
I collaborated on the research, planning, and conceptualization of the project equally with my co-author.
I primarily oversaw the data acquisition, pseudonymization, annotation, and implementation of the
data infrastructure. I contributed to the implementation of the context-aware methods and the tuning
of the DL training equally with my co-author D. Biesner. I was responsible for the generation of the
figures and tables in the final version of the paper. Together with my first co-author, I was equally
responsible for the writing of the paper, with helpful support through regular meetings, discussions
and proofreading from all co-authors.
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CHAPTER 5

Is One Label All You Need? Single Positive
Multi-label Training in Medical Image Analysis

The research discussed in the following chapter has been published in

H. Schneider, P. Priya, D. Biesner, R. Kador, Y.C. Layer, M. Theis, S. Nowak, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Is One Label All You Need? Single Positive Multi-label Training
in Medical Image Analysis. In IEEE International Conference on Big Data (BigData), 2023.
https://doi.org/10.1109/BigData59044.2023.10386758

5.1 Result Summary

The previous chapters discuss expert knowledge as contextual information in medical image analysis.
The forthcoming chapters concentrate on the prior knowledge concerning the data set and label quality
as essential contextual insights. Consideration is given to aspects such as missing labels and label noise,
which are particularly relevant for the analysis medical image data sets. This contextual information
offers valuable insight for data-driven training, as these data set characteristics can adversely affect
the performance of the network. By addressing these challenges, the study aims to enhance the
performance and robustness of DL methods.

First, we analyze the impact of context-aware methods for SPML training, introduced in Section
1.2. The contextual insight into which observed labels are available for a sample in the data set
presents valuable information during the loss calculations. We therefore propose context-aware
loss functions, aiming to achieve exceptional performance with less annotation effort and missing
labels. A contribution that is particularly valuable for the often expensive and time-consuming annota-
tion of medical image data sets. We focus on the multi-label analysis of CXR scans as a clinical use case.

The main contribution are:

• To the best of our knowledge, the first evaluation of state-of-the-art SPML training for medical
image analysis,

• Introduction of novel context-aware SPML loss function, called Implicit Weighting Assume
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Negative and Generalized Assume Negative Loss, that outperform state-of-the-art SPML loss
functions.

Context-aware Method
As discussed in Section 1.2, the fully observed label vector is unknown for SPML training samples.
For each sample only one positive and no negative label is observed. One solution how to handle
the unobserved labels is to assume they are negative and to train the model with the conventional
BCE loss, since in a typical multi-label data set negative labels are far more represented than positive
labels. We refer to this approach as the assume negative (AN) method. However, the introduced false
negative labels can harm the performance, since the BCE loss is not inherently noise-robust, outlined
in Section 1.2. We therefore propose novel context-aware loss functions, Implicit Weighting Assume
Negative Loss (IWAN) and Generative Assume Negative Loss (G-AN), to reduce the influence of
introduced false negative labels on the training process.

The objective of the IWAN loss is to incorporate an implicit weighting factor during gradient
calculations that mitigates the impact of potentially noisy labels, while maintaining high performance.
The loss function is based on the assumption that a high model output associated with an unobserved,
presumed negative label is likely indicating a false negative label. Consequently, it is defined as
follows

LIWAN
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(5.1)

where z represents the label vector, for which unobserved labels are mapped to 0, x is the cor-
responding input sample, C is the number of considered classes and p and γ represent additional
weighting parameters. The IWAN loss results in an updated implicit weighting factor fi(x)−(1−p)

during the gradient calculations for unobserved labels. If the model output is close to the considered
negative label, we assume that it is a correct annotation. The implicit weighting factor increases,
leading to a higher influence of the potentially correct sample.
The parameter p ∈ (0, 1] rules how strongly we want to focus on the assumed clean labels during
training. Lower p values result in a strong influence of the assumed clean labels. However, p values
that are to low may hinder the learning process, as challenging true negative examples only have a
limited influence on the training dynamics. In SPML training, setting γ = 1/(1 − C) leads to the
single observed positive label having the same weighting influence on the loss function as the C − 1
assumed negative labels. Further details on the IWAN loss function and the introduced parameters are
discussed in [15].

Additionally, the G-AN loss function is designed to mitigate the impact of noisy labels while
preserving high performance levels. Inspired by the generalized cross-entropy loss function, the G-AN
is defined as follows
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LG-AN
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with q ∈ (0, 1]. The gradients for unobserved label are weighted by the factor (1 − fi(x))−(1−q).
In contrast to the BCE loss, this approach reduces the emphasis on examples exhibiting low agreement
between the prediction and the assumed target. The choice of parameter q represents a trade-off
between noise-robustness and good learning dynamics. Higher q values result in an enhanced
noise-robustness. However, q values that are too high may hinder the training process. To further
diminish the impact of potentially noisy samples, we establish γ = 1/(1 − C). A comprehensive
introduction of the G-AN loss can be found in [15]. Note that the distinction between the IWAN
and G-AN loss is rooted in their underlying motivations of the implicit weighting factors. In
the case of IWAN, greater emphasis is placed on the most likely clean labels that are near the
assumed target of 0, aiming to reduce the influence of noisy labels. Conversely, the G-AN loss al-
locates stronger weights to challenging samples whose predictions diverge from the assumed target of 0.

Key Results
In [15] we conduct experimental studies to investigate the potential of SPML loss functions for
medical image analysis, leveraging the mean average precision (MAP) and AUROC [15, 146] as
performance measures. Among others, we compute the 95% confidence intervals using bootstrapping
with 1000 resamples to assess performance more accurately. Non-overlapping confidence intervals
are interpreted as a significant improvement.
The proposed context-aware loss functions improve SPML training compared to several state-of-the-art
baselines on different data sets for the analysis of CXR images. A performance increase of maximum
4.6% regarding the MAP can be achieved compared to the common AN solution. Even more complex
SPML methods, such as the assume negative label smoothing baseline [63], can be outperformed by
up to 2.5% in terms of MAP measurements. For an extensive training data set (N = 123, 801) the
IWAN loss surpasses the G-AN training. Figure 5.1 further underlines the remarkable performance
of the introduced SPML loss functions. The given results highlight the potential of the proposed
context-aware methods for SPML training in the medical image domain and represents a valuable
baseline for further advancements of SPML training for medical image analysis.

State-of-the-art research highlights that SPML training can achieve performance comparable to
fully supervised training, while requiring significantly fewer labels when focusing on computer vision
benchmark data sets [63, 133]. Our initial investigation of SPML training for medical image data
demonstrates that for a complex use case the highest performance is obtained leveraging fully observed
labels, significantly outperforming all state-of-the-art SPML loss functions. This underlines the
importance of investigating state-of-the-art DL methods for medical image data to enhance their evalu-
ation and applicability to real-world challenges. In addition to proposing novel SPML loss functions,
our research thus connects cutting-edge DL research with the critical domain of medical image analysis.
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Figure 5.1: Result analysis of the SPML training: (a) Validation curves during training with state-of-the-art
SPML loss functions, introduced in [63]. The first 100 epochs involve a warm-up training with the AN loss. The
proposed IWAN loss demonstrates the least tendency of overfitting. (b) Distribution of predicted probabilities
for unobserved positives during SPML training. Each column represents a normalized histogram, white pixels
emphasize a zero frequency. Training with IWAN (right) leads to the recovery of a significant number of
unlabeled positives. The majority of the probability is correctly concentrated at 1 (top right) by the end of
training. For AN (left) this behavior is not observed. Similar results are obtained for the G-AN training, outlined
in [15].

The presented results emphasize that contextual information regarding label quality is invaluable
for the processing of medical image data sets. In addition to the insight provided in Chapter 3, we
underscore that loss functions are particularly well-suited for integrating contextual information during
the training process. This assertion holds true not only for expert knowledge as a form of contextual
information but also regarding prior insights concerning label quality.

5.2 Author’s Contributions
As a first author I was responsible for the research, planning, and conceptualization of the project.
The proposed context-aware loss functions were developed by me. I implemented the required DL
pipelines and conducted all relevant experiments. I was responsible for the analysis of the results,
including all figures and tables in the final paper. The paper was mainly written by me, with helpful
support through regular meetings, discussions and proofreading from all co-authors.
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CHAPTER 6

Improving Intensive Care Chest X-ray
Classification by Transfer Learning and
Automatic Label Generation

The research discussed in the following chapter has been published in

H. Schneider, D. Biesner, S. Nowak, Y.C. Layer, M. Theis, W. Block, B. Wulff, A.M. Sprinkart,
U.I. Attenberger, R. Sifa. Improving Intensive Care Chest X-Ray Classification by Transfer
Learning and Automatic Label Generation. In European Symposium on Artificial Neural Networks,
Computational Intelligence and Machine Learning (ESANN), 2022. https://doi.org/10.14428/
esann/2022.ES2022-85

6.1 Result Summary

In this chapter, the concept of the corresponding label quality as contextual information is revisited.
Unlike the previous SPML Chapter 5, where several labels of one sample had missing annotations,
this chapter deals with subsets of samples that exhibit varying label qualities. It is established that
samples from one subset are more prone to label noise due to the annotation process. Alongside
manually annotated scans, we consider samples with automatically generated annotations, which
typically result in lower label quality. However, noisy labels remain unidentified. The contextual
information regarding the label quality of these subsets is incorporated into the DL solution approach.
This chapter marks the first effort to categorize a multi-label ICU CXR data set provided by the
University Hospital Bonn, leveraging automatically generated labels. Given the time-consuming
and costly nature of annotating medical image data, exploring context-aware methods that enable
DL training with minimal manual annotation effort emerges as a critical research area for compan-
ies, clinics, and researchers alike, who want to develop data-driven DDSS based on clinical routine data.

The main contributions are:

• Initial processing of ICU CXR data set provided by the University Hospital Bonn,

• Investigation of the context-aware methods, transfer learning based on public data and context-
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aware pre-training based on a data subset with automatically generated labels, to handle limit
manual annotations,

• Evaluation of the impact of different quantities of manually annotated data.

Context-aware Method
We define two groups of training samples for the clinical in-house data set: ”gold” and ”silver”
annotated scans. Annotations are derived based on the corresponding text reports of the images,
available for clinical routine data. Gold labels are manually extracted, while silver labels are obtained
using a rule-based NLP approach. The rule-based labeler seeks out specific terms, negations and
descriptions of uncertainty, while also applying additional text-based rules within the ”findings”
section of the report to generate annotations [134]. Since the report texts describe the corresponding
image data, we generate ground truth data not just for the report but also for the corresponding scan.
Further details on the label extraction are discussed in [134]. Due to the error rate of the rule-based
NLP labeler, silver samples are more likely to include noisy labels. However, this method enables the
generation of extensive annotated data sets with minimal effort, facilitating training with large data
sets at reasonable annotation costs.
To efficiently utilize the silver samples we propose a context-aware pre-training strategy. We first train
the network on silver data, followed by a fine-tuning on the high-quality gold samples. This enables
the inclusion of additional information based on the extensive silver data set, while mitigating the
effects of noisy labels.
Moreover, a common context-aware method to include additional information in the training process
is transfer learning based on publicly available data, which is introduced in Section 1.2. We pre-train
the network to extract valuable information regarding the public data set, followed by a fine-tuning
on gold samples. It is important to note that while both the public and our in-house data set consist
of CXR images, they differ in their acquisition contexts. The public data images are obtained in a
standardized imaging setting with patients in an upright position. In contrast, the in-house data set
includes only anteroposterior thoracic images acquired in the ICU using a portable chest radiograph,
with patients lying down in a hospital bed.
In addition, we combine both context-aware methods by first pre-training on a public data set, further
training on the extensive silver data set, to finally fine-tune the model on gold samples. The aim is to
integrate valuable knowledge of the public and silver data into out model.

Key Results
In [16] we conduct an experimental study to evaluate the introduced solution approach, leveraging the
AUROC score [146] for evaluation. As a baseline, we additionally train the model solely using gold
samples. To simulate the impact of reduced manual annotation, we limit the volume of gold training
data at regular intervals, ranging from N = 500 to the full number of N = 15, 835 images. These
experiments are particularly relevant to the medical imaging domain, where the creation of extensive
manually annotated data sets poses significant time and cost challenges.
When only a limited number of manually annotated gold labels are available (N ≤ 5, 000), the
context-aware inclusion of the automatically generated silver label enhances performance, surpassing
transfer learning on a public CXR data set. For instance, with only 500 manually annotated scans, the
AUROC score improves by up to 11.1% through inclusion of the the silver labeled data set compared
to solely gold training, outperforming transfer learning by 9.3%. This underlines that for a limited gold
data set, the information extracted from the silver data set proves to be more valuable than the insights
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based on public CXR data, with a different acquisition context. The combination of both context-aware
methods yields the highest performance, highlighting the extraction of valuable information based on
the silver annotated subset and the public CXR data. However, as the number of gold annotations
increases, the transfer learning based on a public data set outperforms the use of the silver labeled data.
Our results suggest that the advantages of the silver pre-training depend on the quality of the silver labels
when a sufficient gold data set is available. If the automatically generated labels are too inaccurate,
transfer learning serves as a valuable alternative, avoiding noise overfitting during the pre-training phase.

The given chapter represents a highly pertinent evaluation of state-of-the-art DL methods for
German clinical routine data. Thereby, we bridge the gap between DL research and the complex
medical image analysis domain, laying the groundwork for more sophisticated and clinically impactful
applications of these technologies in healthcare.
In addition, the presented work emphasizes that context-aware methods taking label quality into account
are advantageous, not only for addressing missing annotations, but also for managing automatically
generated labels. By incorporating contextual information about the annotation process into DL
training, we facilitate the efficient utilization of automatically generated labels. In contrast to the
previous chapters, we demonstrate that contextual information regarding label quality can be effectively
integrated into the training pipeline through context-aware pre-training.

6.2 Author’s Contributions
My contributions to this paper as first author (shared first authorship) are as follows:
I collaborated equally with my co-author on the planning and conceptualization of the project. We
equally contributed to the implementation of the context-aware methods. I conducted all relevant
experiments. Additionally, I was responsible for the generation of the result table in the final version
of the paper and, together with my first co-author, was equally responsible for the writing of the paper,
with helpful support through regular meetings, discussions and proofreading from all co-authors.
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CHAPTER 7

Development of Image-based Decision Support
Systems utilizing Information Extracted from
Radiological Free-text Report Databases with
Text-based Transformers

The research discussed in the following chapter has been published in

S. Nowak, H. Schneider, Y.C. Layer, M. Theis, D. Biesner, W. Block, B. Wulff, U.I. Attenberger, R.
Sifa, A.M. Sprinkart. Development of Image-based Decision Support Systems utilizing Informa-
tion Extracted from Radiological Free-text Report Databases with Text-based Transformers. In
European Radiology, 2024. https://doi.org/10.1007/s00330-023-10373-0

Please note that this represents a shared first authorship.

7.1 Result Summary

Within this chapter, we further investigate the context-aware processing of the clinical in-house
data set of ICU CXR data provided by the University Hospital Bonn. We explore the potential of
automatically generated silver labels that exhibit higher label quality. To enhance this quality, we use a
transformer-based NLP annotator. The contextual information aligns with the previous Chapter 6,
presenting two subsets of data with differing label qualities: manually (”gold”) and automatically
(”silver”) annotated scans. Although the annotation method for each sample is known, it remains
uncertain which labels are accurate. Additionally, we further investigate the potential of context-aware
pre-training to incorporate contextual information regarding label quality to improve performance
while handling automatically generated labels. This area of research is critical for companies, clinics,
and researchers seeking to develop data-driven DDSS, leveraging clinical routine data with minimal
annotation effort.

The main contributions are:

• Exploration of the potential and the constraints of employing transformer-based report annota-
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tions for the development of context-aware image-based DDSS,

• Strengthen analysis of context-aware pre-training strategy, introduced in Chapter 6,

• Examination of the impact of less extensive gold annotations on classification performance.

Context-aware Method
In this study, we utilize image data from the previous Chapter 6. The annotation primarily relies on the
corresponding text report. We leverage manually (”gold”) and automatically (”silver”) generated labels.
Since the report texts describe the corresponding image data, we generate ground truth data not just
for the report but also for the corresponding scan. The silver labels are derived from transformer-based
models trained on manually annotated gold labels for the reports, thus demonstrating higher label
quality compared to the rule-based labels of the previous Chapter 6. We utilize Bidirectional Encoder
Representations from Transformers (BERT) as an established transformer model to process the text
reports. Please refer to [134] for more details on the applied NLP approach. In addition, all patients
under the age of 16 are excluded from the following study. Only image data with a clear text-image
mapping is considered. Furthermore, we generate an additional test set annotated based on the image
data.

Silver-labeled data sets are utilized to train DL models with minimal annotation effort. While gold
samples are frequently generated for performance evaluations or the data-driven training of automatic
labelers, the advantages of incorporating additional gold-annotated samples remain underexplored
[6, 135, 136]. In this thesis, we therefore investigate the potential of context-aware pre-training to
efficiently leverage gold-annotated samples for the development of DL-based DDSS. We implement
the following DL strategies:

• Training on the high-quality but limited gold samples set (MG),

• Training on the extensive silver data (MS),

• Pre-training on extensive silver data set followed by fine-tuning on high-quality gold samples
(MS\G),

• One end-to-end training without considering the contextual information about the annotation
process (MS+G). These runs are motivated by the high performance scores of the automatic
labeler.

The experiments are conducted using simulations with varying volumes of gold-labeled data sets.
It’s important to note that the transformer models used for report content classification (generation of
silver labels) also utilize varying amounts of manually gold-labeled reports, allowing for an evaluation
of the overall impact of different levels of human annotation effort.

Figure 7.1 represents an overview of the entire study including the generation of the annotations,
data sets and experiments.

Key Results
The following experimental results are based on the image-based test data set and the AUROC meas-
urements for performance evaluation [146]. Significant differences were evaluated by non-overlapping
95% confidence interval calculated using bootstrapping with 1000 resamples.
Using transformer-based silver labels proves to be advantageous for developing image-based DDSS for
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Figure 7.1: Summary of complete study. (i) We export the report contents of CXR examinations from ICU
patients from the radiology information system (RIS). For a subset of the exported reports, the text content is
annotated manually. The obtained gold labeled data set is divided into training, validation and test set. We
reevaluate 200 samples of the test subset based on the image content to create image-based gold labels for testing
and to investigate the disagreement to the report content. Text-based transformer models that automatically
generate silver labels for the remaining reports are developed in a previous study using the gold-labeled reports.
(ii) Images of patients older than 16 years with a clear one-to-one relationship to their associated reports are
considered and extracted from the Picture Archiving and Communication System (PACS). Overall, we generate
image data sets by utilizing the corresponding scans to different report data sets with either report content-based
gold or silver labels or image-based gold labels. (iii) Based on these data sets we investigate different approaches
for leveraging report content for the development of image-based DDSS.

ICU CXR examinations. All models leveraging the silver data set, MS, MS+G and MS\G, demonstrate
significant improvement compared to solely gold data training MG. A maximum performance increase
of 13.3% is achieved by utilizing the generated silver data set. Additionally, the integration of
gold-annotated samples enhances model performance compared to solely silver training by up to 2.5%,
across all varying quantities of gold-annotated samples.
If more than 2000 manually annotated gold samples are available for training, the context-aware MS\G
model achieves the highest performance, surpassing the MS+G training approach. This highlights the
benefits of context-aware DL, which integrates contextual information about the annotation process
and label quality during training. Furthermore, these results underline that even with the enhanced
label quality of the silver annotations, the inherent noise in the silver data sets can negatively impacts
model performance when implementing a purely data-driven training process. This emphasizes the
necessity for noise-robust context-aware methods. Further result are outlined in [17].

In addition to Chapter 6, this work underlines that context-aware pre-training is a valuable tool
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to integrate contextual information about the label quality in the DL training pipelines, even when
leveraging a more powerful transformer-based annotator.
Furthermore, it demonstrates that automatically generated labels (with high label quality) are suitable
for the development of context-aware DL-based DDSS. A research area crucial for companies, clinics,
and researchers aiming to create data-driven DDSS based on clinical routine data with reduced
annotation effort. Consequently, this work contributes to bridging the gap between state-of-the-art DL
methods and the highly relevant medical image analysis domain, aiming to generate clinical impact
with context-aware DL.

7.2 Author’s Contributions
My contributions to this paper as first author (shared first authorship) are as follows:
I collaborated equally with my co-author on the research, planning and conceptualization of the project.
I implemented the DL pipelines and was responsible for the fine-tuning of the proposed methods. We
equally contributed to the generation of figures and tables in the final version of the paper and the
writing of the text with helpful support through regular meetings, discussions and proofreading from
all co-authors.
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CHAPTER 8

Informed Deep Abstaining Classifier:
Investigating Noise-robust Training for
Diagnostic Decision Support Systems

The research discussed in the following chapter will be published in

H. Schneider, S. Nowak, A. Parikh, Y.C. Layer, M. Theis, W. Block, A.M. Sprinkart, U.I. Attenberger,
R. Sifa. Informed Deep Abstaining Classifier: Investigating Noise-robust Training for Diagnostic
Decision Support Systems. Accepted at International Conference on Neural Information Processing
(ICONIP), 2024.

A preprint version of the paper has been published in

H. Schneider, S. Nowak, A. Parikh, Y.C. Layer, M. Theis, W. Block, A.M. Sprinkart, U.I. Attenberger,
R. Sifa. Informed Deep Abstaining Classifier: Investigating Noise-robust Training for Diagnostic
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8.1 Result Summary

Building on the insights from the previous chapters, which highlight that utilizing automatically gener-
ated labels based on text reports may introduce label noise, we propose a context-aware, noise-robust
training algorithm. As in the Chapters 6 and 7, the label quality serves as contextual information.
It is known that the data set includes label noise, but the specific noisy labels remain unidentified.
Furthermore, motivated by the prior chapters, it is assumed that an estimate of the expected noise ratio
is accessible. This information is typically provided during the annotation process of clinical data, as
an assessment of the performance of automatic/human annotators on an independent test set with high
label quality is essential for managing the annotation process.
Unlike the previous Chapters 6 and 7, we do not consider data sets with varying annotation quality
and therefore cannot rely on context-aware pre-training. However, the proposed method can be
applied for efficient noise-robust (pre-)training using automatically generated labels. In the follow-
ing sections, we further explore the potential of contextual information regarding label quality in
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medical image analysis using DL. Specifically, this chapter presents an easy-to-implement, context-
aware and noise-robust approach to utilize clinical routine data with automatically generated labels
for the development of efficient DDSS. A field interesting not just for clinics but researchers and
companies aiming to exploit the full potential of clinical routine data without extensive annotation effort.

The main contributions are:

• Proposition of the novel context-aware loss, referred to as Informed Deep Abstaining Classifier
Loss, enabling the incorporation of prior knowledge on the expected noise ratio inside the DL
loss function,

• Evaluation of noise-robustness of proposed and state-of-the-art loss functions on noise simula-
tions, focusing on practically relevant lower noise level between 1% and 15% noise,

• Examination based on clinical routine data with automatically generated labels, highlighting the
impact of the introduced context-aware method for the development of DDSS with automatically
annotated image data.

Context-aware Method
As discussed in section 1.2, the CE loss is a commonly used classification loss that has achieved
extraordinarily high performance for a wide range of multi-class applications, including medical
imaging [8, 39]. However, it is not inherently noise-robust, as the performance can be significantly
affected by label noise. Several solution approaches have been developed to maintain the high
performance of the CE loss, while enhancing noise-robustness, such as the Deep Abstaining Classifier
(DAC) [138]. The Informed Deep Abstaining Classifier (IDAC) loss introduced below is an extension
of the DAC loss, integrating an estimation of the noise ratio η̃ of the given data set as additional
contextual information.
The classifier used for training with the IDAC loss includes an additional C + 1 output neuron that
represents the probability of abstention for a sample. The parameter C indicates the number of true
classes. This enables the model to abstain samples that are potentially noisy during training. The
proposed context-aware IDAC loss is therefore defined as

LIDAC

(
f(x), y

)
=

(
1 − fC+1(x)

)(
−

C∑
i=1

yi log
( fi(x)

1 − fC+1(x)
))

+ α(η̃ − η̂)2

η̂ =
B∑

j=1

fj,C+1(x)
B

(8.1)

where x is the input sample, y is the corresponding label vector, B represents the batch size and η̂
is the currently applied abstention of the classifier per batch. The parameter α > 0 represents the
abstention weight, a fixed hyperparemeter. The proposed IDAC loss consists of two terms. The first
term represents an adaptation of the CE loss, which incorporates the abstaining probability prediction
of the sample to level its influence during training. If the abstaining probability is equal to 0, this term
is equivalent to the CE loss; if it is close to 1, the sample has little influence on the calculation. The
aim is to learn the general features relevant for the given problem setup to enhance the classification
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performance by reducing the impact of potential noisy samples.

The second term regularizes the abstention, preventing the classifier to abstain all samples. This
regularization incorporates the contextual information of the label noise estimation, which can enhance
the training process by providing valuable insight into how many samples should be abstained from
during training. If the model abstains from too many samples, the regularization term increases,
resulting in a stronger penalty for abstaining. This can lead to a decrease in the number of abstained
samples, ideally excluding correct (but difficult to learn) training samples during the abstention process.
Conversely, a low abstention rate compared to the expected noise estimation during training also
results in a high regularization term. Minimizing this penalty term leads to an increase in the number
of abstained samples. The aim is to exclude more noisy label samples during training, thereby reducing
the effects of noise overfitting on the training performance. The regularization term is weighted by the
abstention weight α, adjusting the influence of the abstention regularization during training.

Key Results
In [18] we conduct experiments, simulating different noise levels on publicly available CXR data,
focusing on lower noise levels below 15% for the use cases pleural effusion and cardiomegaly. In
addition, we implement the IDAC loss to process clinical routine data with automatically generated
labels (a subset of the noisy silver data set from the previous Chapter 7). This facilitates an enhanced
evaluation of the proposed context-aware loss function for real-life challenges. For the evaluation
we consider the AUROC measurement [146]. We calculate the 95% confidence intervals using
bootstrapping with 1, 000 resamples to enhance performance evaluation. Non-overlapping confidence
intervals are interpreted as significant difference.
These experiments are driven by the observation that, while a broad spectrum of research has introduced
successful noise-robust DL methods, these techniques were introduced for general computer vision
and ML problems. Often, they are not sufficiently evaluated for real-life challenges, focusing on
unrealistically high noise levels of up to 80% [43, 44, 45, 46, 137, 138]. Lower noise levels have not
been sufficiently researched in the existing literature, despite their significant practical relevance. We
demonstrate, that the remarkable noise-robust results for computer vision benchmark data sets are not
generally reproducible for the more complex use case of medical image analysis. This highlights the
necessity to evaluate state-of-the-art research in the context of real-life challenges.
The proposed IDAC enhances noise robustness in simulated and real-world noisy medical imaging
experiments compared to conventional noise-robust DL methods. Compared to CE training, it boosts
the performance by 5.1% for automatically labeled clinical in-house data. Simulated noise scenarios
show a performance increase of up to 13.5%. The enhanced performance is evident across different
use cases and various noise levels.
Beyond its enhanced performance, the IDAC is straightforward to implement, does not increase model
complexity and shows a lower tendency to overfit, making it more user-friendly. Figure 8.1 represents
the validation performance of a 30% noise simulation for the detection of pleural effusion and different
abstaining weights α. It highlights the superiority of the IDAC loss compared to DAC and CE training
based on performance and overfitting tendency. These results indicate the advantages of incorporating
contextual information about the expected label noise. In addition, we evaluate the context-aware loss
function and baseline methods on a real-life noisy clinical in-house data set, underlining the potential
clinical impact of the proposed IDAC loss function. Consequently, the proposed context-aware IDAC
can be a valuable tool for researchers, companies, and clinics aiming to develop accurate and reliable
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Figure 8.1: Smoothed validation performance of proposed IDAC training for classifying pleural effusion
considering a simulated noise scenario. Different abstention weights α for a estimated noise levels of 30% are
investigated and compared with CE and DAC training. An enhanced performance and mitigated overfitting
tendencies are observed for the IDAC training. Specifically, the optimal performance is attained with α = 10,
whereas the least tendency for overfitting is observed at α = 1.

DDSS from routine clinical data (with automatically generated labels).

In addition to the Chapters 3 and 5 this work emphasizes that the loss function is a suitable
approach to incorporate contextual information into the DL training pipeline. While in Chapter 5
missing annotations are considered as prior label quality information, we prioritized label noise
as contextual insight in this chapter. The given work therefore underlines that different types of
contextual information about the label quality can be taken into account by context-aware loss functions.

8.2 Author’s Contributions
My contributions to this paper as first author (shared first authorship) are as follows:
I was responsible for the research, planning and development of the context-aware loss function. I
implemented the required DL pipelines and conducted the tuning of the models. Equally, together
with my co-author S. Nowak, I generated the final tables and plots of the paper. We were equally
responsible for the writing of the text, where my contribution relays most strongly on the related work,
the introduction of the algorithm contributions and the result analysis. The paper was written with
helpful support through discussions and proofreading from all co-authors.
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CHAPTER 9

Conclusion

The concept of context-aware DL is based on the notion of developing data-driven solutions through the
provision of contextual information. The area of medical image analysis lends itself to the application
of such techniques due to the abundance of contextual information in place. In this thesis, novel
context-aware DL methods were proposed to analysis medical image data leveraging the two con-
textual information types, expert knowledge and prior insights on the label quality of the utilized data set.

Specifically, we demonstrated that expert knowledge enhances the analysis of CXR images through
context-aware DL methods, incorporating insights about the elements of bilateral symmetry of the
lung fields. The given research presented, to the best of our knowledge, the initial investigation of the
elements of bilateral symmetry of the lung fields in CXR data as potential contextual information for
DL methods to detect lung diseases. We efficiently utilized symmetry-aware Siamese architectures
and a symmetry-aware contrastive loss function to integrate the contextual information. Furthermore,
we expanded context-aware DL to the analysis of lumbar MRI scans. We proposed a rule-based
expert system calculating pertinent measurements that utilizes data-driven segmentation to facilitate
interpretable DDSS. Our findings emphasized that expert knowledge can be effectively integrated
through a two-step process. Overall we highlighted the potential of expert knowledge to improve
performance, data-efficiency and interpretability of DL methods, critical aspects for the development
of efficient DL-based DDSS.
Moreover, we investigated the potential of prior insights regarding the label quality for DL methods
for various medical image analysis challenges. We demonstrated that context-aware loss functions
are capable of efficiently managing missing labels. We considered which labels are unobserved
as contextual information. Our proposed novel context-aware SPML loss functions outperformed
state-of-the-art SPML methods for medical image analysis. In addition, we highlighted that employing
context-aware DL methods can enhance performance when dealing with manually and automatically
generated labels (i.e. gold and silver annotations). We proposed a context-aware pre-training strategy.
Inferior annotations were solely used for pre-training, while we fine-tuned the model on gold-annotated
samples. This context-aware strategy outperformed purely data-driven training, underlining the
potential of the context-aware DL training process. Finally, we presented a novel context-aware
loss function to process data sets with labels noise. The proposed method abstains potentially noisy
samples during training by incorporating prior information about the expected label noise ratio of
the given data set. We achieved enhanced noise-robustness and mitigated overfitting tendency, while
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proposing an easy-to-implement solution without increased model complexity. Overall, the thesis
highlights the significant benefits of context-aware DL by mitigating current challenges in the medical
image analysis field. We therefore contributed to the development of context-aware DL-based DDSS
that leverage clinical routine data, ultimately aiming to alleviate the workload of medical professionals
and improving patient outcomes.

9.1 Discussion

This thesis addresses the following central research questions: 1) Can expert knowledge be leveraged
to mitigate current challenges in medical image analysis, and if so, how? 2) Is it possible to utilize
contextual information to attain good performance in the multi-label classification of medical image
data despite a substantial proportion of missing labels, and if so, how? 3) Is it feasible to integrate
contextual information about the label quality to enhance performance when handling data sets with
label noise, and if so, how? In this section the achieved results are discussed in relation to each
research question:

Can expert knowledge be leveraged to mitigate current challenges in medical image analysis,
and if so, how?

Yes, it is possible to leverage expert knowledge to mitigate current challenges, such as interpretability
or data-efficient training. This question was thoroughly addressed in Chapters 2 and 3, demonstrating
expert knowledge as a valuable insight for the analysis of CXR images. In this work, context-aware
DL methods were introduced, leveraging the elements of bilateral symmetry of lung fields in CXR
scans. Specifically, symmetry-aware Siamese network architectures were proposed to incorporate
this contextual information into the modeling process. Additionally, a symmetry-aware extension
of a contrastive loss was introduced in Chapter 3 to enhance the integration of expert knowledge
into the training pipeline. Experimental results suggested that these context-aware adaptations not
only improved performance compared to purely data-driven baselines but also exhibited increased
interpretability and data efficiency. To the best of our knowledge, this research represents the first
investigation of symmetry-aware DL based on the elements of bilateral symmetry of the lung fields in
CXR scans in order to detect lung diseases.

Furthermore, Chapter 4 explored this question, focusing on the automatic analysis of lumbar spine
MRI scans. The objective was to calculate relevant distances for the diagnostic process automatically
to enable anomaly detection. A rule-based expert knowledge system using DL-based segmentations of
relevant vertebral bodies was presented, underlining that contextual information can be integrated in a
two-stage process. Incorrect calculations were traceable. Chapter 4 further emphasized the potential
of expert knowledge for the development of interpretable methods. Moreover, we demonstrated that
context-aware DL is not only beneficial for the analysis of CXR data but is also highly relevant for
other use cases, regardless of the image modality employed. In contrast to current lumbar MRI analysis
research, we conducted our experiments based on a German patient cohort. The given research thus
offered a highly pertinent evaluation of the proposed context-aware method using German medical
image data.
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Is it possible to utilize contextual information to attain good performance in the multi-label
classification of medical image data despite a substantial proportion of missing labels, and if so,
how?

Yes, we can leverage contextual information about the label quality, specifically missing labels, to
achieve good performance despite only partially observed labels. This question was comprehensively
investigated in Chapter 5, focusing on SPML training for medical image analysis. We proposed two
novel context-aware SPML loss functions, incorporating the information regarding which labels are
unobserved. For both functions, unobserved labels are mapped to negative labels during training. The
aim of the proposed context-aware methods is to mitigate the influence of the wrongly mapped (noisy)
labels. The introduced novel, context-aware SPML loss functions result in efficient implicit weighting
factors during gradient calculations for unobserved labels, enhancing the noise-robustness of the DL
method. Various experimental results underlined that these methods outperform state-of-the-art SPML
strategies for the complex use case of medical image analysis. They achieved good performance with
a significant portion of missing labels.
Additionally, the given research represents the first investigation of SPML training within the medical
image analysis domain. Thus, connecting cutting-edge DL research with critical real-world challenges
while offering a thorough evaluation of the application potential of SPML training.
We emphasized that contextual information regarding label quality is invaluable for the analysis of
medical image data sets. In addition to Chapter 3, we highlighted that loss functions are particularly
effective for incorporating contextual information during the training process. This holds true not only
for expert knowledge as a type of contextual information but also for prior insights related to label quality.

Is it feasible to integrate contextual information about the label quality to enhance performance
when handling data sets with label noise, and if so, how?

Yes, it is possible to achieve strong performance when dealing with data sets with label noise by
employing context-aware methods. This research question is thoroughly discussed in the Chapters
6 and 7. The conducted experiments are based on clinical routine ICU CXR data provided by the
University Hospital Bonn, leveraging manually (”gold”) and automatically (”silver”) generated labels.
The annotations are based on the corresponding report of an image, using NLP methods for the
automatic label generation. Automatic labeling enables a cost-effective and time-efficient generation
of extensive annotated data sets, but label noise is introduced. In Chapter 6, we utilized a simpler
rule-based labeler, while we employed a transformer-based NLP approach in Chapter 7, leading to
higher label quality for the silver annotations. We proposed a context-aware pre-training strategy,
first pre-training the network on silver-labeled data, and then fine-tuning it on gold samples. This
method integrates the contextual information regarding the different label qualities of the gold and
silver annotated sets during training. We demonstrated that the context-aware inclusion of an extensive
silver-labeled data set, can improve the performance of the model, for both rule- and transformer
based annotations.
In Chapter 7, we showed that this context-aware training can outperform conventional data-driven
training (e.g. not differentiate between silver and gold annotations). Additionally, we demonstrated
that context-aware pre-training can surpass transfer learning on public medical image data sets (for a
limited volume of gold-annotated data) in Chapter 6. This highlights the potential of context-aware
DL using prior insights regarding label quality to efficiently utilize silver-annotated data. However,
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the given work outlines the need for noise-robust DL methods, specifically for medical image analysis.
Please note that the given research presents the initial processing of an ICU CXR in-house clinical
routine data set provided by the University Hospital Bonn. Consequently, it enhances the evaluation
of context-aware DL methods for complex real-life clinical routine data.

Building on the insights from Chapter 7, we further explored the given research question in Chapter
8. We assumed that an estimate of the expected noise ratio is available. Since an assessment of the
performance of automatic/human annotators on an independent test set with high label quality is
crucial for managing the annotation process, this information is often provided. This chapter proposed
a novel, context-aware loss function to leverage medical image data sets with noisy labels for the
development of efficient DDSS.

The introduced loss function enables the abstaining of potential mislabeled samples during training.
This abstention process is guided by an estimated measure of expected label noise ratio, which serves
as crucial contextual information. By incorporating this noise ratio estimation, the model can more
effectively distinguish between reliable and unreliable training examples, ultimately improving its
generalization capabilities and performance on clean data.
Enhanced noise robustness is demonstrated not only through noise simulation experiments but also
with clinical in-house data of ICU CXR scans utilizing automatically generated labels provided by
the University Hospital Bonn. These results highlighted the potential clinical impact of the proposed
context-aware loss function, enabling efficient noise-robust training for routine clinical data (with
automatically generated labels). While improving noise robustness the introduced loss function
additionally represents an easy-to-implement user-friendly DL method. Building on Chapter 3 and 5,
this work underlined the potential of incorporating contextual information into the data-driven loss
functions.

Further Contributions

This thesis not only addressed key research questions through novel algorithmic contributions but
also tackled broader challenges in medical image analysis. Both proposed and state-of-the-art DL
methods were evaluated with a focus on German patient cohorts. We utilized real-life noisy labels and
automatically generated annotations to enhance the clinical relevance and impact of our investigations
in crucial areas of medical image analysis.

Moreover, we introduced initial investigations of significant DL research areas, such as SPML
training, within the context of medical imaging. Thus, we bridged the gap between current state-of-the-
art DL research and the intricate field of medical image analysis. This integration not only advances
the field but also lays the groundwork for more sophisticated and clinically impactful applications of
these technologies in healthcare.

9.2 Outlook

While this thesis thoroughly addressed and answered the three primary research questions, new
research findings lead to new research question. The following section briefly outlines potential future
research directions that build upon our results, highlighting opportunities for further exploration and
advancement in the field.
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Enhancement of Context-aware DL Methods

This thesis presented powerful context-aware methods to analysis medical image data. Future work
involves extending these methods to enhance the influence of contextual information on the training
process. For instance, proposed loss functions designed to handle label noise resulting from incorrect
or missing annotations could be extended by incorporating pseudo-label modules. The objective
is to strengthen the generalization capability of these methods by providing potentially accurate
annotations during the training process. Additionally, we consider a more comprehensive evaluation
of the proposed methods as future work, including extended use cases and image modalities to further
elucidate their potential clinical impact.

Integration of New Contextual Information

In this thesis, context-aware DL methods were proposed to leverage the two contextual information
fields label quality and expert knowledge. However, several other forms of prior information are
equally relevant in the analysis of medical images. For instance, imbalances in the training data set,
particularly when using clinical routine data, frequently occur and can hinder model performance for
underrepresented classes. The distribution of training data serves as valuable contextual information.
Given our demonstration of the significant potential of context-aware losses the introduction of
imbalance-aware loss functions emerges as a highly relevant area for future research.
Additionally, extensive contextual information based on the two discussed fields remains available for
various use cases.

Inspired by Chapters 6 and 7, we may leverage patient demographic data to propose context-aware
pre-training strategies. DICOM files, used for storing medical images, typically include patient
metadata, and studies show that rough estimations of characteristics like age are feasible from CXR
data [147]. This contextual information can therefore be exploited to develop cost-effective and time-
efficient pre-training or multi-task learning approaches, potentially enhancing model performance.
Furthermore, we can adapt the concept of gold and silver generated labels to other use cases and image
modalities. For instance, one can focus on the detection of pertinent entities on a pixel-based level for
surgical video data. Silver annotations can be provided by interpolating in between annotated images.
Context-aware loss functions or pre-training, discussed in this thesis, hold the potential to achieve
remarkable performance by leveraging the generated extensive silver data set. The insights presented
in this thesis regarding the integration of contextual information can inspire and support researchers in
developing context-aware methods for new fields of contextual information.

Further Application

The proposed context-aware solution, while assessed within the medical image analysis domain,
holds significant relevance for various applications. For instance, supervised classification systems
utilized for land cover mapping require accurate reference databases, typically sourced from field
measurements, thematic maps, or aerial photographs [148]. However, these data sets may contain
label noise due to misregistration, update delays, or the inherent complexity of land cover [148].
Assessing the efficacy of our proposed context-aware DL solutions across these diverse application
areas constitutes a crucial direction for future research. Additionally, manual annotation of multi-label
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image data for complex use cases, such as road scene recognition for autonomous driving technologies
[149], poses time and cost challenges. Investigating our proposed context-aware SPML loss functions
for novel application fields presents a valuable future investigation. The insights shared in this thesis
regarding the integration of contextual information can encourage and assist researchers in adapting
the proposed context-aware methods to new application domains.

Context-aware DL and Foundation Models

The concept of foundation models revolves around the development of large-scale ML models trained
on vast amounts of data, enabling them to generalize to tasks and data distributions beyond the
employed training data [150]. While these models have achieved exceptional results in processing
text data through Large Language Models such as ChatGPT-4 [151, 152], they are also being in-
vestigated for medical image analysis [38, 153, 154]. Despite their high performance in several
use cases, these foundation models still face limitations such as data efficiency and imbalanced
training data distributions [150]. Integrating contextual information into these models presents a
potential solution, leading to more efficient models with better generalization. The exploration
of how contextual information can be incorporated into foundation models represents highly rel-
evant future work, aiming to develop DDSS with significant clinical impact based on foundation models.
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1.1 The given figure represents a simple feedforward neural network, inspired by [89].
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forward pass as a weighted sum of the previous layer, followed by the application of a
non-linear activation function h. The model weights represent the parameters that are
tuned during the training process. Please note that all connections are weighted. For
clarity, we neglected the bias parameter in the figure. . . . . . . . . . . . . . . . . . 9

1.2 The given figure visualizes an example of a CNN architecture for classification.
During the first part of the network, we extract important features of the input based
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2.1 Representation of the context-aware architecture SAC. Right and left lung fields are
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and processed jointly by the downstream dense blocks and fully connected (FC) layers. 27

3.1 Model architecture of the SASNvanilla. A CXR image and its flipped form are processed
by an encoding module consisting of dense blocks with shared weights. The resulting
embeddings are decoded by a siamese feature fusion module and a siamese feature
comparison module to provide a disease probability map and distance map of the
features, respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

3.2 Visual outputs for different models. (a) CXR image with ground truth diseases, (b)
probability map of SASNvanilla, (c) probability map of SASNsplit, (d) heat maps for
CheXNet [11] generated with GradCam++, (e) Mask R-CNN [144] object detection
boxes. For the generated masks, regions likely to contain diseased features are high-
lighted in red, whereas purple pixels signify a low probability. Both proposed methods
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their advantages over the SAC and SAM models discussed in the preceding Chapter 2. 33
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4.1 Visualization fo the most important steps of our context-aware solution. (a) Original
scan, (b) predicted segmentation, (c) automatic measurements of vertebrae height.
The segmentation of the first two scans is precise, which leads to highly accurate
distance measurements. All distances are calculated in millimeter. The third scan
shows less contrast and is more difficult to segment. This results in inaccurate distance
measurements. Manual correction of the calculated distances is required. . . . . . . 37

5.1 Result analysis of the SPML training: (a) Validation curves during training with
state-of-the-art SPML loss functions, introduced in [63]. The first 100 epochs involve
a warm-up training with the AN loss. The proposed IWAN loss demonstrates the least
tendency of overfitting. (b) Distribution of predicted probabilities for unobserved
positives during SPML training. Each column represents a normalized histogram,
white pixels emphasize a zero frequency. Training with IWAN (right) leads to the
recovery of a significant number of unlabeled positives. The majority of the probability
is correctly concentrated at 1 (top right) by the end of training. For AN (left) this
behavior is not observed. Similar results are obtained for the G-AN training, outlined
in [15]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 42

7.1 Summary of complete study. (i) We export the report contents of CXR examinations
from ICU patients from the radiology information system (RIS). For a subset of the
exported reports, the text content is annotated manually. The obtained gold labeled
data set is divided into training, validation and test set. We reevaluate 200 samples of
the test subset based on the image content to create image-based gold labels for testing
and to investigate the disagreement to the report content. Text-based transformer
models that automatically generate silver labels for the remaining reports are developed
in a previous study using the gold-labeled reports. (ii) Images of patients older than 16
years with a clear one-to-one relationship to their associated reports are considered and
extracted from the Picture Archiving and Communication System (PACS). Overall,
we generate image data sets by utilizing the corresponding scans to different report
data sets with either report content-based gold or silver labels or image-based gold
labels. (iii) Based on these data sets we investigate different approaches for leveraging
report content for the development of image-based DDSS. . . . . . . . . . . . . . . 49

8.1 Smoothed validation performance of proposed IDAC training for classifying pleural
effusion considering a simulated noise scenario. Different abstention weights α for
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