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Abstract

This thesis presents a first search for a heavy charged Higgs boson produced in association with a top-
and a bottom-quark, and decaying into a𝑊 boson and a 125GeV Higgs boson decaying subsequently
into a pair of 𝑏-quarks. The search is performed in final states with leptons and jets using proton-proton
collision data at center-of-mass energy,

√
𝑠 = 13TeV, recorded with the ATLAS detector during

Run 2 of the LHC at CERN. This dataset corresponds to a total integrated luminosity of 140 fb−1.
Multivariate analysis techniques are used to reconstruct the charged Higgs boson candidate, and to
improve the background rejection. The reconstructed invariant mass distribution of the charged Higgs
boson candidate is scrutinised for an excess in data events in the mass range from 250GeV to 3 TeV.
No significant excess is observed, and 95% confidence level upper limits are set between 2.77 pb and
1.18 fb on the production cross section times branching ratio of the charged Higgs boson decays.
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CHAPTER 1

Introduction

The Big Bang model [1] is the most popular cosmological model so far that explains the birth of the
universe. It claims the existence of a singular state of high density and high temperature, known as the
Big Bang, around 13.8 billion years ago. Following this state, the universe has been expanding in all
directions until today. After a time lapse of around 10−32 s to 10−6 s after the Big Bang, the universe
constituted a hot soup of the first elementary particles: the quarks and gluons, and the subsequent
clumping of the quarks to form the so-called nucleons: protons and neutrons. This event in time
corresponds to an energy scale ranging from 0.1GeV to 100GeV. Other elementary particles such as
electrons, photons, neutrinos etc. were formed spontaneously. The physics presented in this thesis
focuses on the high-energy regime of this particle era (stage of the universe when particles begin to
form). One possible way to study physics processes in this regime is to analyse data collected by the
Large Hadron Collider (LHC) [2] - the largest particle accelerator in the world. At the LHC, protons
or ions are brought into collisions at high centre-of-mass energy, recreating conditions similar to those
of the early universe. The properties and the interactions of the elementary particles is described by
the Standard Model (SM) of Particle Physics [3]. The SM describes three of the four fundamental
interactions in nature: weak, strong, and electromagnetic, with the exception of gravity deduced by
Einstein’s general relativity [4]. However, the SM being an extremely successful model cannot provide
explanations for certain observed phenomena which compells one to believe that the SM is incomplete.
One such phenomenon is the presence of almost only matter in the universe, even if antimatter was
believed to be originally produced with an equal amount - the so-called baryonic asymmetry. Other
phenomena are the origin of dark matter and the non-zero mass of neutrinos.
After the discovery of Higgs boson in 2012 by the ATLAS and CMS experiments at the LHC [5, 6],

the last missing piece of the SM was presumably found. This was the most recent development and
paved the way for studying a wide range of interesting search channels involving the Higgs boson.
Numerous studies have been performed to measure the Higgs boson properties [7, 8] to understand
whether it is the Higgs boson predicted in the SM or one of the observed particles of an extended
Higgs sector. Searches for an extended Higgs sector are important as large number of models of
physics beyond the SM require additional scalar Higgs states. One such common example is the
presence of two Higgs doublets as realised in the so-called Two-Higgs-Doublet Model (2HDM) [9]. A
common example of the 2HDM is the minimal supersymmetric [10] extension of the SM (MSSM).
An extended Higgs sector can help provide solutions to some of the aforementioned problems which
SM fails to answer. It can help in modifying the electroweak phase transition [11] and facilitate
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Chapter 1 Introduction

baryogenesis (creation of baryonic asymmetry in the universe), or provide a dark matter candidate in
the context of MSSM.
Several extended Higgs models predicts the existence of at least one set of charged Higgs (𝐻±)

bosons in addition to the discovered neutral one, such as the models that requires a second doublet,
or one or more triplets. The main production and decay modes of 𝐻± bosons are strongly model
dependent. For example, in the 2HDM, the dominant production mode, in case the 𝐻± boson mass is
larger than the sum of the top- and bottom-quark masses, is expected to be in association with a top-
and a bottom-quark. The dominant 𝐻± boson decay modes in this scenario are decays to fermions:
𝐻

± → 𝑡𝑏
1 and 𝐻± → 𝜏

±
𝜈. However, there are other models such as the Next-to-two-Higgs-Doublet

Model (N2HDM) [12, 13], or the Georgi-Machacek (GM) model [14] in which other decay modes
also become dominant. One such decay is the search for 𝐻± bosons decaying into a W± and a SM
Higgs (ℎ) boson: 𝐻± → W±

ℎ. This decay mode is predicted to have significant branching ratios
by various extended Higgs models [15–17]. The ATLAS and CMS collaborations have searched
for 𝐻± bosons using proton-proton collisions at centre-of-mass energies of

√
𝑠 = 7TeV, 8 TeV, and

13 TeV. These include the direct searches for an 𝐻± boson decaying into fermions: 𝐻± → 𝜏
±
𝜈 [18],

𝐻
± → 𝑐𝑏 [19, 20], 𝐻± → 𝑐𝑠 [21, 22], 𝐻± → 𝑡𝑏 [23], and also for an 𝐻± boson decaying into bosons:

𝐻
± → W±

𝑍 [24], 𝐻± → W±
𝐻 (𝜏+𝜏−) [25] with the mass of neutral Higgs boson (𝐻) being 200GeV.

The search for 𝐻± → W±
ℎ remains uncovered so far at the LHC. This thesis deals with the search for

this channel, with the ℎ boson decaying into a pair of 𝑏-quarks, 𝑝𝑝 → 𝑡𝑏𝐻
± → W±

ℎ(→ 𝑏�̄�). The
search is performed using proton-proton collision data collected by the ATLAS experiment at

√
𝑠 =

13TeV. It covers two scenarios to ensure high sensitivity to both low- and high-mass resonances.
At low resonance masses, when the final state particles have a relatively low Lorentz boost, the
decay products of the ℎ boson and hadronically decaying𝑊 boson are reconstructed as individual
small-radius jets ("resolved topology"). At high resonance masses, when the final state particles have
a relatively large Lorentz boost, the decay products of the ℎ boson and hadronically decaying𝑊 boson
are reconstructed as single large-radius jet ("merged topology").
The content of this thesis is organised as follows: Chapters 2 and 3 give an introduction to the

theoretical and experimental basis of the work presented in this thesis. The analysis presented in
this thesis was performed as a part of the ATLAS Higgs, Multi-Boson, and SUSY searches Working
Group [26], and a publication [27] of this analysis is currently in Journal of High Energy Physics
review. The author has been one of the leading contributors to the analysis, and the level of details in
Chapters 4 to 7 reflects his specific contribution to the various aspects of the analysis. Chapters 4 and
5 are dedicated to the description of the analysis strategy used in the search for resolved 𝐻± boson
decays. Chapter 6 details the systematic uncertainties and the statistical framework used to derive the
sensitivity on the search for resolved 𝐻± boson decays. Chapter 7 summarises the calibration of a
boosted Higgs tagger (𝑋 → 𝑏�̄� tagger) in 𝑍 → 𝑏�̄� + jet events [28], performed as a service task to
attain authorship within the ATLAS collaboration. This chapter also briefly discusses the search for
merged 𝐻± boson decays, which uses the 𝑋 → 𝑏�̄� tagger as one of the analysis tools. Chapter 8 then
presents the results obtained for the 𝐻± → W±

ℎ(→ 𝑏�̄�) search. Finally, Chapter 9 concludes this
thesis with a summary and an outlook for future work.

1 An "overline" for an antiparticle is implied in the final state of the 𝐻± boson decays.
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CHAPTER 2

Theoretical Framework

This chapter provides an introduction to the theoretical aspects of high-energy physics, and their
relevance in the context of this thesis. It begins with Section 2.1 giving an overview of the SM, its
particle content, and a description of the various forces between the particles constituting the SM.
Section 2.2 introduces the Higgs mechanism responsible for the generation of particle masses, and its
related physics. Following this, some of the open questions associated with the SM are detailed in
Section 2.3. Finally Section 2.4 highlights various models in light of an extended Higgs sector as a
potential solution to the presented concerns. The description of these models also accomodate the
relevance of 𝐻± boson decay into a SM Higgs boson and a W± boson, which is the subject of the
search presented in this thesis.

2.1 The Standard Model

The SM is a relativistic quantum field theory that describes all the known particles and their interactions,
the electromagnetic, the weak, and the strong with the exception of gravitational force. However, the
gravitational force between two interacting particles is extremely small in comparison to other forces,
at energies where the SM is tested experimentally, and hence can be neglected. The particle content of
the SM is illustrated in Figure 2.1 which presents all the elementary particles. They are categorised
into two groups based on their spin, the half-integer-spin fermions and the integer-spin bosons. The
interactions between the fermions are mediated by the bosons.
Fermions are often termed as the building blocks of matter, and are classified into two categories

based on whether they interact strongly. The first class of particles known as quarks carry a colour
charge and hence take part in the strong interactions. Colour charge can take three different values,
commonly denoted as red, blue, and green. The second class of particles are known as leptons which
do not interact strongly and therefore carry no colour charge. Each class is known to have their
corresponding anti-particle with the same mass and spin but opposite quantum numbers. In total
there are six quarks and six lepton types grouped in three generations. The first generation consists of
the two lightest leptons and the two lightest quarks forming the ordinary matter. The remaining two
generations are the replicas of the first but with particles of increasing mass.
Leptons are further separated into charged leptons and neutral leptons. Charged leptons carry an

electric charge of -1: electrons (e−), muons (𝜇−), and tauons (𝜏−) which interact via both weak and

3



Chapter 2 Theoretical Framework

Figure 2.1: Schematic representation of the particles in the SM. The mass, spin, and charge are shown for each
particle [29].

electromagnetic interactions. Neutral leptons or the neutrinos include an electron neutrino (𝜈𝑒), a
muonic neutrino (𝜈𝜇), and a tau neutrino (𝜈𝜏) which interact only weakly. Each lepton generation
comprises of a pair of a charged lepton and a neutrino: e− - 𝜈𝑒, 𝜇

− - 𝜈𝜇, and 𝜏
− - 𝜈𝜏 . The quarks are

also distributed in a similar way as the leptons, each generation contains a pair of particles with electric
charge1 of +23 and -

1
3 , respectively. The first generation is formed by the up (u) and down (d) quarks,

while the remaining quarks including the charm (c) and strange (s) forming the second generation, and
the top (t) and bottom (b) forming the third generation. Specifically, the 𝑏-quark having a mass of
4.18+0.03−0.02 GeV [30] is the quark of interest for this thesis. The leptons can be observed freely in nature,
but the quarks are only found in bound states e.g. the protons (𝑢𝑢𝑑) and neutrons (𝑢𝑑𝑑). They can be
grouped together into states of quark and an antiquark called mesons or states of three quarks called
baryons, collectively known as hadrons.
The second type of fundamental particles are the bosons. In the SM, there are in total twelve

spin-1 bosons mediating the three fundamental interactions: one photon, 𝛾, which mediates the
electromagnetic interactions, three bosonsW+,W−, and Z which mediates the weak interactions, and
eight gluons which mediates the strong interactions. In addition to these, there exists a spin-0 particle
or a scalar, the Higgs boson. This particle is responsible for all the SM particles, except neutrinos,
attaining mass through the Higgs mechanism described further in Section 2.2.

1 Throughout this thesis, the electric charges are expressed in units of the electron electric charge (e).
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2.1 The Standard Model

The symmetry of a physical system is its intrinsic feature that remains unchanged under some
imposed transformation. The most natural ones which SM respects primarily are the discrete
symmetries: the charge conjugation (C-symmetry), parity (P-symmetry), and time reversal (T-
symmetry). Another important class of symmetries which play an important role in particle physics are
the gauge symmetries. They are mathematically described using group theory [31] where one studies
the transformations under which an object is symmetric. These symmetries facilitate a mathematically
consistent and simple formulation of theories, and eventually predicts the particle that are exchanged -
the gauge particles. The SM can be mathematically expressed within the Lagrangian2 framework of
the particle fields, and is based on the symmetry group defined as [32]:

𝑆𝑈 (3) ⊗ 𝑆𝑈 (2) ⊗ 𝑈 (1), (2.1)

where 𝑆𝑈 (3) is the group governing the strong interaction, 𝑆𝑈 (2) governs the weak interaction,
and 𝑈 (1) describes the electromagnetic interaction. The SM Lagrangian is local gauge invariant
under the symmetry group defined by Equation 2.1. The concept of local gauge invariance dictates
that the dynamics of the system under consideration does not change under space-time-dependent
transformations. Sections 2.1.1, 2.1.2, and 2.1.3 discuss how the theory of these fundamental
interactions between the elementary particles arise as a result of local gauge invariance. The
description and the mathematical formalism of these interactions is based on [32–34].

2.1.1 Quantum Electrodynamics

The Lagrangian of a free spin-12 particle is postulated on the basis of the Dirac [35] equation
3:

LDirac = �̄�(𝑖𝛾𝜇
𝜕𝜇 − 𝑚)𝜓, (2.2)

where 𝑚 and 𝜓 are the mass and field variable of the spin-12 particle, respectively, 𝛾
𝜇 are the Dirac

matrices, and �̄� is the field adjoint in the Dirac’s representation. Under the 𝑈 (1) local gauge
transformation, the Lagrangian, LDirac is found to be not invariant and contains an additional phase
term 𝑒�̄�𝛾

𝜇
𝜕𝜇𝜒(𝑥)𝜓 where 𝜒(𝑥) and 𝑒 represent the local phase and the elementary charge of the

spin- 12 particle, respectively.

LDirac → L ′
Dirac = LDirac − 𝑒�̄�𝛾

𝜇
𝜕𝜇𝜒(𝑥)𝜓. (2.3)

In order to restore local gauge invariance, one can replace the derivative 𝜕𝜇 with the so-called
covariant derivative, 𝐷𝜇:

𝜕𝜇 → 𝐷𝜇 = 𝜕𝜇 + 𝑖𝑒𝐴𝜇, (2.4)

where 𝐴𝜇 is a newly introduced field which transforms as:

𝐴𝜇 → 𝐴
′
𝜇 = 𝐴𝜇 − 𝜕𝜇𝜒. (2.5)

This field 𝐴𝜇 provides the cancellation of the phase term, and is hence called the gauge field of
2 A Lagrangian of a system is defined as the combination of its kinetic (𝑇) and potential (𝑉) energy : 𝐿 ≡ 𝑇 −𝑉 .
3 Throughout this thesis, natural units are used, i.e. the speed of light and the reduced Planck’s constant are set to unity (𝑐
= ℏ = 1). This chapter uses an Einstein’s summation convention which sums over repeated indices in a mathematical
expression as shown in Equation 2.2 where 𝜇 = 0, 1, 2, 3 is the twice-repeated index, and 𝜕𝜇 is the four-gradient.
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Chapter 2 Theoretical Framework

electromagnetic interactions, or more commonly the field of the mediator gauge particle - the photon.
The associated Quantum Electrodynamics (QED) Lagrangian which describes the fields for the spin- 12
particles, the photon and the interactions between them can therefore be written as:

LQED = �̄�(𝑖𝛾𝜇
𝐷𝜇 − 𝑚)𝜓 − 1

4
𝐹𝜇𝜈𝐹

𝜇𝜈
, (2.6)

where 𝐹𝜇𝜈 = 𝜕𝜇𝐴𝜈 − 𝜕𝜈𝐴𝜇, and 𝐹𝜇𝜈𝐹
𝜇𝜈 is the kinetic energy of the photon.

2.1.2 Electroweak Interactions

The aforementioned concept of gauge invariance can be generalised to cover both the electromagnetic
andweak interactions collectively called the Electroweak (EW) interactions respecting the 𝑆𝑈 (2)⊗𝑈 (1)
symmetry group. The unification of the two interactions was originally postulated by the Glashow-
Salam-Weinberg (GSW) model [36, 37] which allows the mixing of the gauge boson states of the
𝑆𝑈 (2) and 𝑈 (1) groups. In this scenario, the field 𝐴𝜇 is replaced by the four fields𝑊

1,2,3
𝜇 and 𝐵𝜇.

The covariant derivate defined previously, in the case of QED, now becomes:

𝐷𝜇 = 𝜕𝜇 − 𝑖𝑔
𝜏𝑎

2
𝑊

𝑎
𝜇 − 𝑖𝑔

′𝑌

2
𝐵𝜇, a = 1, 2, 3, (2.7)

where 𝑔 and 𝜏𝑎 are the coupling constant and group generators of the 𝑆𝑈 (2) group, respectively,
whereas 𝑔′ and 𝑌 are the coupling constant and group generators of the 𝑈 (1) group4, respectively.
The EW Lagrangian is then modified as:

LEW = 𝑖�̄�𝛾
𝜇
𝐷𝜇𝜓 − 1

4
𝑊𝑎𝜇𝜈𝑊

𝜇𝜈
𝑎 − 1

4
𝐵𝜇𝜈𝐵

𝜇𝜈
. (2.8)

The four electroweak fields mix in the following way, resulting in the formation of the gauge
particles: 𝑊±, 𝑍 , and 𝛾 bosons.

𝑊
±
𝜇 =

1
√
2
(𝑊1𝜇 ∓ 𝑖𝑊

2
𝜇), (2.9)

𝑍𝜇 =
𝑔𝑊

3
𝜇 − 𝑔

′
𝐵𝜇√︃

𝑔
2 + 𝑔

′2
, (2.10)

𝐴𝜇 =
𝑔
′
𝑊
3
𝜇 + 𝑔𝐵𝜇√︃
𝑔
2 + 𝑔

′2
. (2.11)

In the GSW model, 𝑍 and 𝛾 bosons can be written as a linear combination of𝑊3𝜇 and 𝐵𝜇.(
𝑍𝜇

𝐴𝜇

)
=

(
cos 𝜃𝑤 − sin 𝜃𝑤
sin 𝜃𝑤 cos 𝜃𝑤

) (
𝑊
3
𝜇

𝐵𝜇

)
, (2.12)

4 In the context of GSW model, 𝑌 is the weak hypercharge similar to the electric charge in the case of QED.
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2.1 The Standard Model

Figure 2.2: Strong coupling𝛼𝑠 as a function ofmomentum transfer,𝑄, summarised for variousmeasurements [39].

where 𝜃𝑤 is the weak mixing angle defined as:

cos 𝜃𝑤 =
𝑔√︃

𝑔
2 + 𝑔

′2
. (2.13)

2.1.3 Quantum Chromodynamics

The strong interactions are included in the SM through Quantum Chromodynamics (QCD) which are
governed by the 𝑆𝑈 (3) gauge group, and mediated by the gluon which carries a colour charge. Gluons
lie in the adjoint representation of 𝑆𝑈 (3) with eight5 independent gluon fields, 𝐺𝜇. The covariant
derivative for QCD is expressed as shown in Equation 2.14 where 𝜆𝑎 are the generator Gell-Mann
matrices [38], and 𝛼𝑠 is the strong coupling constant.

𝐷𝜇 = 𝜕𝜇 − 𝑖𝛼𝑠

𝜆𝑎

2
𝐺

𝑎
𝜇, a = 1 to 8. (2.14)

The QCD Lagrangian can be expressed as:

LQCD = 𝜓𝐶 (𝑖𝛾
𝜇
𝜕𝜇 − 𝑚)𝜓𝐶 − 1

4
Tr[𝐺𝜇𝜈𝐺

𝜇𝜈], (2.15)

where 𝑚 is the the mass of the quark field 𝜓𝐶 .

5 For an 𝑆𝑈 (𝑁) group, the number of generators are 𝑁2-1 such that there are eight gluon fields in QCD.
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Chapter 2 Theoretical Framework

Given that the SM is a renormalisable theory, the QCD Lagrangian acquires a mass scale 𝜇 during
the renormalisation procedure [40]. This mass scale, 𝜇, is arbitarily chosen, and is the momentum
at which any energy divergences for a strongly interacting process are subtracted. The strength of a
strong interaction is parameterised by 𝛼𝑠, which is not a constant but varies with the momentum scale,
𝑄. The dependence of 𝛼𝑠 as a function of 𝑄

2 is given as [34]:

𝛼𝑠 (𝑄
2) =

𝛼𝑠 (𝜇
2)

1 + 𝐴𝛼𝑠 (𝜇
2)ln𝑄

2

𝜇
2

, (2.16)

where 𝐴 is defined as:
𝐴 =

11𝑁𝐶 − 2𝑁𝐹

12𝜋
. (2.17)

In Equation 2.17, 𝑁𝐶 is the number of colours and 𝑁𝐹 is the number of quark flavours available at
a scale 𝑄2. Figure 2.2 shows that 𝛼𝑠 decreases with increasing momentum transfer leading to the
asymptotic freedom of quarks. The gluons also self interact due to which there are both bosonic and
fermionic loops which affect the development of 𝛼𝑠 at higher energy scales. The closer the two quarks
get, the less they will be influenced by each other via the strong force, but if the two quarks move away
from each other, the potential between them increases linearly, leading to colour confinement. This
process is important for the understanding of hadronisation i.e. when the energy in the gluon field is
high enough, another pair of quark and anti-quark can be produced, and the observed bound states of
these produced particles can only be colourless, known as hadrons.

2.2 The Higgs mechanism

The model presented in Section 2.1 explains the kinetic properties and the interactions of the
fundamental fields, although it does not provide a way to generate boson and fermion masses.
Constructing the SM on symmetries requires all its particles to be massless, as adding a mass term, for
instance of the form 1

2𝑚
2
𝑊

𝜇
𝑊𝜇 for gauge bosons would break the local gauge invariance. On the other

hand, the electroweak gauge bosons are massive. The mass generation mechanism of the electroweak
gauge bosons and of the fermions can be realised through the Brout-Englert-Higgs mechanism [41,
42], also commonly called the Higgs mechanism. This mechanism adds a scalar Higgs term to the SM
Lagrangian as:

LHiggs = (𝐷𝜇
𝜙)†(𝐷𝜇𝜙) −𝑉 (𝜙), (2.18)

where 𝜙 is a complex scalar field (a 𝑆𝑈 (2) doublet), and 𝐷𝜇 is the covariant derivative of a complex
scalar field as defined earlier in the context of electroweak interactions (see Equation 2.7). The first
term of LHiggs corresponds to the kinetic term, and describes the interaction of the scalar field with
the gauge fields. The second term defines the Higgs field potential, 𝑉 (𝜙), as shown in Equation 2.19,
where 𝜆 > 0 and 𝜇2 < 0.

𝑉 (𝜙) = 𝜇
2
𝜙
†
𝜙 + 𝜆(𝜙†𝜙)2 (2.19)

The Higgs field potential has a shape like a mexican hat as illustrated in Figure 2.3. It is observed
from this figure that the vaccum expectation value (vev)6, 𝑣, of the Higgs potential is not at 𝜙†𝜙 = 0,

6 In quantum field theory, the vaccum expectation value of an operator is its average value in the vacuum.
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2.2 The Higgs mechanism

Figure 2.3: A schematic of the Higgs potential [43].

but is located at
√︃
−𝜇2/𝜆. Given the shape of the potential, there are an infinite number of degenerate

states that have the minimum energy, provided one breaks the electroweak symmetry spontaneously,
commonly known as the electroweak symmetry breaking (EWSB) [42].
As an initial value to mathematically formulate the mechanism, one can arbitarily choose the

ground state of 𝜙, 𝜙0 as:

𝜙0 =
1
√
2

(
0
𝑣

)
. (2.20)

The scalar field is then expanded around this ground state to obtain the Higgs doublet, ℎ(𝑥), as
following:

𝜙(𝑥) = 1
√
2

(
0

𝑣 + ℎ(𝑥)

)
. (2.21)

On substituting 𝜙(𝑥) in the Higgs Lagrangian (Equation 2.18), the kinetic term is now modified to
contain the mass terms for the gauge bosons:

(𝐷𝜇
𝜙)†(𝐷𝜇𝜙) =

1
2
(𝜕𝜇ℎ) (𝜕

𝜇
ℎ) + 𝑔

2

4
(𝑣 + ℎ)2𝑊+

𝜇𝑊
𝜇− + 1

8
(𝑔2 + 𝑔

′2) (𝑣 + ℎ)2𝑍𝜇𝑍
𝜇
. (2.22)

The corresponding potential term describing the Higgs boson self-interaction becomes:

𝑉 (𝜙) = 𝜇
2

2
(𝑣 + ℎ)2 + 𝜆

4
(𝑣 + ℎ)4. (2.23)

The masses ofW± and Z bosons, 𝑚W and 𝑚Z , respectively, are hence directly derived from the kinetic
term:

𝑚W =
1
2
𝑔𝑣, (2.24)

𝑚Z =
1
2
(𝑔2 + 𝑔

′2)𝑣. (2.25)
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Chapter 2 Theoretical Framework

TheW± and Z bosons, with a mass of 80.37 ± 0.012GeV and 91.18 ± 0.002GeV [30], respectively,
are the heavy weights of the elementary particles. Since they are massive bosons, they have a very
short lifetime, such that they are not directly observed but only their decay products can be measured.
The W± boson can decay into a lepton and the corresponding anti-neutrino, or to a quark and an
anti-quark pair of complementary types. On the other hand, the Z boson can decay into a fermion and
an anti-fermion pair. Decays of both the W± and Z bosons to top-quark(s) is forbidden by the energy
conservation.
The mass of the Higgs boson, 𝑚ℎ, is obtained by expanding the potential term:

𝑚ℎ =

√︁
2𝜆𝑣2. (2.26)

The Higgs field has a vev, 𝑣 ≈ 246GeV, and allows one to generate the masses of the fermions in a
gauge-invariant way. This is done by expressing the fermion masses, 𝑚 𝑓 , in a Yukawa Lagrangian
defined as:

LY = −𝑦𝑑�̄�𝐿𝜙𝑑𝑅 − 𝑦𝑢�̄�𝐿𝜙𝑢𝑅 − 𝑦𝑙 �̄�𝐿𝜙𝑙𝑅 + h.c., (2.27)

where �̄�𝐿 = (�̄�𝐿 , 𝑑𝐿) and �̄�𝐿 = (�̄�𝐿 , 𝑙𝐿) are the quark and lepton left-handed doublets, respectively,
𝑢𝑅, 𝑑𝑅, and 𝑙𝑅 are the corresponding right-handed fermion singlets, and h.c. stands for the hermitian
conjugate of the scalar field. The masses of the fermions can hence be expressed as:

𝑚 𝑓 = 𝑦 𝑓

𝑣
√
2
, (2.28)

where 𝑦 𝑓 is the Yukawa coupling which is the free parameter of the SM, and must be measured
experimentally.
The current most precise mass measurement of the SM Higgs boson is 125.10 ± 0.14GeV [30].

The main production modes at the LHC are shown in Figure 2.4. These are: gluon-gluon fusion
(ggF) (a), in which the Higgs boson is created via a top-quark loop, vector boson fusion (VBF) (b),
where the Higgs boson is created in association with two forward quark jets, vector boson associated
production (c) which is relatively rare compared to the previous production modes, and the rarest
top-quark associated production (d) mode which probes the coupling among the two heaviest known
particles in the SM.
The SM Higgs boson can decay into both fermions and bosons. The decays into 𝑏�̄� [44], 𝜏𝜏 [45],

𝑐𝑐 [46], and into ZZ, 𝛾𝛾, WW [47, 48] have been observed experimentally in ATLAS. Figure 2.5
shows the different branching ratios for a SM Higgs boson decaying into SM particles. The highest
branching ratio of 58% is observed for the decay of Higgs boson into two 𝑏-quarks [44], which is also
the decay mode of interest for this thesis.

2.3 Limitations of the SM

The SM has proven to be incredibly successful at describing the physics of subatomic particles. Some
of the instances include the experimental measurement of the electron magnetic dipole moment with a
precision of 1 part per 100 billion [50], another being the celebrated discovery of the Higgs boson at
the LHC in 2012. While these and the other successes of the SM are a boon to the particle physics
community, it is known that there exists observed phenomena that the SM can’t explain. This compells
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2.3 Limitations of the SM

(a) (b)

(c) (d)

Figure 2.4: Leading order Feynman diagrams for SMHiggs boson production at the LHC. (a) gluon-gluon fusion,
(b) vector boson fusion, (c) vector boson associated production, and (d) top-quark associated production [30].

Figure 2.5: This SM Higgs boson branching ratios and the associated uncertainties [49].
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Chapter 2 Theoretical Framework

us to believe that the SM is not the ultimate theory of fundamental particles and interactions. This
section introduces some of these phenomena illustrating the limitations of the SM. These discussed
limitations are not complete and represent only a selected set of problems.

2.3.1 Matter-antimatter asymmetry

An important physical observation that remains unexplained by the SM is the asymmetry between
matter and anti-matter in the universe, the so-called baryonic asymmetry. In the Big Bang, equal
amounts of matter and anti-matter should have been produced, although the present day universe
comprises almost entirely of matter. The Sakharov conditions [51] postulate that a baryon-generating
mechanism that produces the two matter states in different rates should violate the baryon number, the
charge symmetry, and the CP symmetry, and should occur out of thermal equilibirium. However, the
fact that CP violation in the SM which occur mainly in the quark sector [52], and to some extent in the
neutrino sector is insufficient to account for the observed matter-antimatter asymmetry. Moreover, all
existing experimental evidence so far indicates that baryon number is a conserved quantum number in
fundamental particle interactions.

2.3.2 Neutrino oscillations

As mentioned in Section 2.1, neutrinos are neutral leptons categorised in three generations known as
the three flavours of neutrinos: 𝜈𝑒, 𝜈𝜇, and 𝜈𝜏 . On the other hand, there exist three mass states of
neutrinos: 𝑚1, 𝑚2, and 𝑚3. The flavour and the mass states are not independent, for instance, 𝜈𝑒 is a
superposition of the three mass states, referred to as neutrino mixing. The mass states of neutrinos
propagate through space as waves with different frequencies. As the neutrinos propagates through
space, the phase of the mass states advance at different rates due to the difference in the neutrino
masses. This results in a changing mixture of the mass states and subsequently the change in the
initial flavour state. For instance, a neutrino produced as a 𝜈𝑒 can oscillate to a 𝜈𝜇. However, since the
quantum mechanical phase advances in a periodic fashion, after some distance 𝜈𝜇 will oscillate back
to 𝜈𝑒. This phenomenon of neutrino oscillations was first observed in 1998 by the Super-Kamiokande
experiment [53]. The neutrino oscillations proved that the neutrinos are massive, however small the
mass may be. This in contrast to the SM which thought the neutrinos to be massless. Some of the
remaining open questions in this context are the order of neutrino masses: 𝑚𝜈𝑒

< 𝑚𝜈𝜇
< 𝑚𝜈𝜏

and
their respective values.

2.3.3 Dark matter

Various experimental and theoretical predictions [54, 55] point towards the existence of a type of
matter that shows no signs of electromagnetic interactions, and is responsible for around 27% of
the energy in the universe. One of the potential candidates of dark matter are neutrinos, although
due to their low mass they do not account for the currently estimated dark matter component in the
universe. Some models as mentioned in [56] hint towards the possibility of dark matter being purely
from an astronomical origin. However, there are beyond SM theories which hypothesise the existence
of additional neutral particles like heavy sterile neutrinos [57], axions [54], and weakly interactive
massive particles (WIMPs) [58] as potential dark matter candidates.
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2.4 Extended Higgs Sector

2.3.4 The hierarchy problem

The calculation of the Higgs boson mass in the SM infers that it can receive contributions from all
energy scales. The most naive choice of the highest energy scale at which the SM is valid is the
Planck mass ≈ 1019 GeV. This difference in scale of O (1017) GeV between the SM Higgs boson mass
and the Planck mass give rise to the hierarchy problem [59, 60]. This scale difference leads to large
corrections to the bare Higgs boson mass which would make the observed Higgs boson mass huge.
To obtain the experimentally observed value of 125GeV, one would require extreme tuning in the
higher-scale theory (new physics theory) to cancel out the correction terms, leading to un-naturalness
of the Higgs boson mass.

2.4 Extended Higgs Sector

Extended Higgs sectors are promising features of beyond SM (BSM) theories aiming to explain the
aforementioned shortcomings of the SM. These models can contain new sources of CP violation which
is one of the required ingredients to potentially explain the matter-antimatter asymmetry. This can
occur in electroweak baryogenesis scenarios [61, 62]. Also, under an assumption of Supersymmetry
(SUSY) [63], a supersymmetric partner of a particle would cancel the dominant particle’s contribution
to the Higgs boson mass correction discussed in the hierarchy problem. Supersymmetric models
also predict an extended Higgs sector with at least three neutral Higgs bosons and two charged Higgs
bosons. The extended Higgs sector can also be embedded in a larger theoretical scenarios such as
dedicated neutrino models [64] and Axion-like particles (ALPs) [65]. This section describes the
Two-Higgs-Doublet Model (2HDM) - the most widely used extension of the Higgs sector - and briefly
summarises other exotic models in light of the direct 𝐻± boson searches with focus on the 𝐻± → 𝑊

±
ℎ

search presented in this thesis.

2.4.1 The Two-Higgs-Doublet Model

The 2HDM is the simplest way to extend the Higgs sector by adding a second Higgs doublet. The
Higgs potential in 2HDM is given as [9]:

𝑉 (𝜙1, 𝜙2) = 𝑚
2
11𝜙

†
1𝜙1 + 𝑚

2
22𝜙

†
2𝜙2 − [𝑚212𝜙

†
1𝜙2 + h.c.] +

1
2
𝜆1(𝜙

†
1𝜙1)

2 + 1
2
𝜆2(𝜙

†
2𝜙2)

2+

+ 𝜆3(𝜙
†
1𝜙1) (𝜙

†
2𝜙2) + 𝜆4(𝜙

†
1𝜙2) (𝜙

†
2𝜙1) +

1
2
[𝜆5(𝜙

†
1𝜙2)

2 + h.c.] (2.29)

where 𝜙1 and 𝜙2 are the scalar fields corresponding to the first and the second doublet, 𝑚
2
11, 𝑚

2
22, and

𝑚
2
12 are the quadratic parameters (mass parameters), and 𝜆1,....𝜆5 are the five quartic parameters.
The scalar fields acquires non zero vevs, namely 𝑣1 and 𝑣2. Their expansion around the vacuum

state give rise to five fields manifesting themselves as five physical particles ("five Higgs bosons").
These particles include two CP-even neutral Higgs bosons, ℎ, 𝐻 (𝑚𝐻 > 𝑚ℎ), one CP-odd Higgs boson,
𝐴, and two charged Higgs bosons, 𝐻±. The 2HDM is described by six physical parameters:

• four Higgs boson masses (𝑚ℎ, 𝑚𝐻 , 𝑚𝐴, 𝑚𝐻
±),

• tan(𝛽) = 𝑣2
𝑣1
(ratio of the two vevs),
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Table 2.1: The four different 2HDM types defined based on the allowed couplings of 𝜙1 and 𝜙2 to the quarks
and charged leptons. 𝑢𝑖 and 𝑑𝑖 are the up and down type quarks, respectively, 𝑙𝑖 denotes the charged leptons. 𝑖
refers to the generation index.

Type I Type II Lepton-specific Flipped
𝜙1 𝑑𝑖 , 𝑙𝑖 𝑙𝑖 𝑑𝑖
𝜙2 𝑢𝑖 , 𝑑𝑖 , 𝑙𝑖 𝑢𝑖 𝑢𝑖 , 𝑑𝑖 𝑢𝑖 , 𝑙𝑖

• mixing angle, 𝛼, which denotes the mixing between the two CP-even Higgs bosons.

The squared sum of the vevs are fixed to the SM value of 246GeV.

𝑣 =

√︃
𝑣
2
1 + 𝑣

2
2 (2.30)

From first principles, none of the 2 CP-even Higgs bosons in the 2HDM behaves as an SM-like Higgs
boson (ℎSM). In order to realise this, the model parameter space has to fall in the so-called alignment
limit under which ℎ or 𝐻 transforms to an SM-like Higgs boson:

lim
sin(𝛽−𝛼)→1

ℎ → ℎSM (2.31)

lim
cos(𝛽−𝛼)→1

𝐻 → ℎSM (2.32)

For a 2HDM without including Flavour-Changing-Neutral-Currents (FCNCs) which are the
hypothetical interactions that change the flavour of a fermion without changing its electric charge,
there are four possible 2HDM types distinguished based on whether the two doublets couple to the
𝑢-quark, 𝑑-quark, and leptons. These are namely the Type-I, Type-II, Lepton-specific, and Flipped
scenarios as described in Table 2.1 with a model assumption that the second doublet always couple to
the 𝑢-quark. The type-I 2HDM scenario is known as fermiophobic where the charged fermions couple
only to the second doublet. In the type-II 2HDM scenario, the 𝑢- and 𝑑-quarks couple to separate
doublets. The type-II 2HDM scenario corresponds to the Higgs sector of theMinimal Supersymmetric
Standard Model (MSSM) [66, 67], and is a relevant mode in the context of the search presented in
thesis.
The production and decay modes of the 𝐻± boson depend on its mass (𝑚𝐻

±), tan(𝛽), and mixing
angle, 𝛼. For 𝐻± boson masses below the top-quark mass (𝑚𝐻

± < 𝑚𝑡 ), the leading production mode
is realised through the decay of a top-quark (𝑡 → 𝑏𝐻

±) in a double-resonant top-quark production as
shown in Figure 2.6 (a). In this mass regime, the decay process 𝐻± → 𝜏𝜈, 𝐻± → 𝑐𝑏, and 𝐻± → 𝑐𝑠

shows sizeable branching ratios7. For 𝐻± boson masses above the top-quark mass (𝑚𝐻
± > 𝑚𝑡 ), the

main production mode is 𝑝𝑝 → 𝑡𝑏𝐻
± through a single-resonant top-quark production as shown

in Figure 2.6 (b). For this production mode, the dominant decay is 𝐻± → 𝑡𝑏 and 𝐻± → 𝜏𝜈 in a
region close to the alignment limit (sin(𝛽 − 𝛼) → 1) and 𝐻± → 𝑊

±
ℎ becomes sizeable in the region

excluded by the alignment limit (cos(𝛽 − 𝛼) → 1). In the intermediate-mass regime (𝑚𝐻
± ≈ 𝑚𝑡 ), the

non-resonant top-quark production (as shown in Figure 2.6 (c)) seem to be theoretically viable, as
described in [68].
7
𝐻
± → 𝑐𝑏 and 𝐻± → 𝑐𝑠 processes are relatively favoured at low tan(𝛽).
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2.4 Extended Higgs Sector

(a) (b) (c)

Figure 2.6: The leading-order Feynman diagrams for the production of a singly charged Higgs boson (𝐻±) in
𝑝𝑝 collision: (a) double-resonant top-quark production dominant at low 𝑚𝐻

± , (b) single-resonant top-quark
production dominant at large 𝑚𝐻

± , and (c) non-resonant top-quark production preferred at intermediate 𝑚𝐻
± .

Figure 2.7 shows the variation of the branching ratio of the 𝐻± → 𝑊
±
ℎ decay [69], for different

𝐻
± boson masses, as a function of cos(𝛽 − 𝛼) and for different tan 𝛽 values, in the type-II 2HDM
scenario. The branching ratio reaches a value above 50% for cos(𝛽 − 𝛼) ≥ 0.05 (in the region away
from the alignment limit) and for tan 𝛽 > 25. It can also be observed that the branching ratio increases
with the 𝐻± boson mass. However, there are other exotic models where the 𝐻± → 𝑊

±
ℎ decay is

predicted to be more relevant than the 2HDM. These models are described in the following section.
CP violation in the 2HDM arises from the scalar interactions through bosonic charge and parity

symmetry breaking [70], which is in contrast to CP violation in the SM where both charge and
parity symmetry breaking is associated with the fermions. The 2HDM is classified as CP-conserving
or CP-violating based on the nature of the quadratic and quartic parameters described in Equation
2.29. For a CP-conserving 2HDM, all the quadratic and quartic parameters are real, whereas for a
CP-violating 2HDM, all parameters, except 𝑚212 and 𝜆5, are real. Moreover, in a CP-violating case
the limit (Equation 2.31) can never hold true since ℎ would not be a pure CP-even state. However,
since the allowed CP violating mixings are small, it is still valid to define an alignment limit for a
CP-violating 2HDM, at least to a good approximation [71].
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Figure 2.7: (a)-(d) shows the variation of the branching ratio of 𝐻± → 𝑊
±
ℎ, for different 𝐻± boson mass values,

with cos(𝛽 − 𝛼) and for different values of tan 𝛽 in the type-II 2HDM scenario.

2.4.2 Other exotic models

The Next-to-Two-Higgs-Doublet Model (N2HDM)

The N2HDM extends the CP-conserving 2HDM by a real scalar singlet field. The scalar potential for
the N2HDM is given as [12]:

𝑉N2HDM = 𝑚
2
11𝜙

†
1𝜙1 + 𝑚

2
22𝜙

†
2𝜙2 − [𝑚212𝜙

†
1𝜙2 + h.c.] +

1
2
𝜆1(𝜙

†
1𝜙1)

2 + 1
2
𝜆2(𝜙

†
2𝜙2)

2+

+ 𝜆3(𝜙
†
1𝜙1) (𝜙

†
2𝜙2) + 𝜆4(𝜙

†
1𝜙2) (𝜙

†
2𝜙1) +

1
2
[𝜆5(𝜙

†
1𝜙2)

2 + h.c.]+
1
2
𝑚
2
𝑠𝜙
2
𝑠 +

𝜆6
8
𝜙
4
𝑠 +

𝜆7
2
(𝜙†1𝜙1)𝜙

2
𝑠 +

𝜆8
2
(𝜙†2𝜙2)𝜙

2
𝑠 (2.33)

The terms in the first two lines of the given potential describes the 2HDM part of the N2HDM, while
the remaining terms describes the contribution of the singlet field 𝜙𝑠.
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2.4 Extended Higgs Sector

After EWSB, similar to the 2HDM, the two doublet fields acquire real vevs, 𝑣1 and 𝑣2, and the
singlet field acquires a real vev, 𝑣𝑠. The N2HDM consists of 3 CP-even Higgs bosons, ℎ1, ℎ2, and
ℎ3, 1 CP-odd Higgs boson, 𝐴, and 2 charged Higgs bosons, 𝐻

±. Conventionally, the CP-even Higgs
bosons are ordered in ascending order of their masses:

𝑚ℎ1
< 𝑚ℎ2

< 𝑚ℎ3
(2.34)

𝐴 and 𝐻± are assumed to be heavier than the other two CP-even Higgs bosons. In total, the N2HDM
is described by 12 independent parameters:

• three mixing angles, 𝛼1, 𝛼2, and 𝛼3 which denote the mixing in the CP-even sector,

• tan(𝛽) = 𝑣2
𝑣1
(ratio of the two vevs),

• SM vev, 𝑣 =

√︃
𝑣
2
1 + 𝑣

2
2,

• the vev of the singlet field, 𝑣𝑠,

• five Higgs masses (𝑚ℎ1
, 𝑚ℎ2

, 𝑚ℎ3
, 𝑚𝐴, 𝑚𝐻

±),

• 𝑚
2
12.

The CMS collaboration reported an excess of ≈ 3𝜎 in the search for light Higgs bosons at a
mass of 96GeV [72] in the 𝐻 → 𝛾𝛾 decay mode, which coincides with a ≈ 2.3𝜎 excess in the
𝑒
+
𝑒
− → 𝑍𝐻 (→ 𝑏𝑏) processes studied at the Large electron-positron collider (LEP) [73] at the same

Higgs mass [74]. These excesses are seen to be accommodated in the N2HDM [15] where ℎ1 or
ℎ2 is identified at this potential mass state of 96GeV. The mixing of such a light Higgs boson with
the SM Higgs boson leads to a scenario which deviates from the alignment limit of the 2HDM such
that it leads to the occurence of sizeable branching ratios for 𝐻± → W±

ℎ1,2 decays with 𝑚𝐻
± <

650GeV [75]. This fact renders the N2HDM as a potential model in light of the search for heavy
charged Higgs bosons.
Another model of interest that can be explained in the same phenomenological framework as the

N2HDM is the Three Higgs Doublet Model (3HDM) [76] which is based on type-𝑍3 models
8, and

constitutes 9 physical states, namely 3 CP-even Higgs bosons, ℎ1, ℎ2, and ℎ3, 2 CP-odd Higgs boson,
𝐴1 and 𝐴2, and 4 charged Higgs bosons, 𝐻

±
1 and 𝐻

±
2 .

The Georgi-Machacek Model

The Higgs Triplet Model (HTM) [77] is yet another way to extend the SM Higgs sector by providing a
natural setting for the see-saw mechanism of neutrino mass generation [78]. The see-saw mechanism
is used to understand the relative size of the observed neutrino masses when compared to those of
quarks, and charged leptons which are a million times heavier. However, the HTM is unable to fulfil an

experimental constraint on the tree-level value of 𝜌 parameter: 𝜌 =
𝑀
2
W

𝑀
2
Z cos 𝜃𝑤

≈ 1, needed to preserve

8
𝑍3 models accomodates scenarios in which the charged leptons, 𝑢-, and 𝑑-quarks couples to a different doublet individually.
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Chapter 2 Theoretical Framework

the custodial 𝑆𝑈 (2) symmetry9 [79]. This problem can be solved by the introduction of a variant
model by Georgi and Machacek [14] which consists of two scalar triplets, a real and a complex, in
addition to the SM doublet and preserves this symmetry. The triplet vev induces a mixing between the
GM and the SM sector leading to the existence of a rich particle phenomenology of 𝑆𝑈 (2) bosons.
After the EWSB, the doublet and the triplets can be expanded around their vaccum expectation

values, 𝑣𝑑 and 𝑣𝑡 , respectively. The SM vev, 𝑣, in terms of 𝑣𝑑 and 𝑣𝑡 can be represented as:

𝑣
2
𝑑 + 8𝑣2𝑡 = 𝑣

2
= (246GeV)2 (2.35)

The GM model predicts following 𝑆𝑈 (2) bosons:

• Custodial singlets, ℎ, 𝐻 (CP-even scalars),

• Custodial triplets, 𝐻±
3 , 𝐻

0
3 ,

• Custodial quintets, 𝐻++/−−
5 , 𝐻±

5 , 𝐻
0
5 .

Due to the preservation of the custodial 𝑆𝑈 (2) symmetry, the quintets and the triplets neither mix with
each other nor with the singlets. However, the singlet states mix with each other with the mixing angle
𝛼 (analogous to the 2HDM), and also couple to the fermions and the weak gauge bosons. Given the
fact that the neutral triplet state, 𝐻03 , couples only to the fermions and not to the weak gauge bosons,
and all the quintet states couple only to the weak gauge bosons and not to the fermions, one of the two
singlet states, ℎ/𝐻, can be identified as the SM Higgs boson. The charged triplet state 𝐻±

3 couples to
both fermions and weak gauge bosons, where the decay mode 𝐻±

3 → 𝑊
±(ℎ/𝐻) is predicted to have a

sizeable branching ratio in the context of this model [16].

9 A residual global 𝑆𝑈 (2) symmetry that remains after EWSB and prevents higher-order corrections to degrade the property
of the theory.

18



CHAPTER 3

Experimental Framework

This chapter gives a description of the experimental framework used in this thesis. It is structured
as follows: Section 3.1 outlines the world’s largest and most powerful accelerator, the LHC. This
section introduces the LHC machine and its various features. The particle collisions are brought
about at the four interaction points around which the four main detectors - ATLAS [80], CMS [81],
ALICE [82], and LHCb [83] - are situated. Section 3.2 describes in detail the ATLAS detector, its
coordinate system, the various detector components, and substantiates the trigger and data acquisition
system. Following this, Section 3.3 summarises the generation of simulated physics processes which
are needed in order to perform physics analyses, and test their agreement with collision data. Section
3.4 details the reconstruction of various physics objects, and their related physics in light of this thesis.
Various requirements on these physics objects are applied in both data and simulation, to target a
specific region needed for physics analyses. Multivariate algorithms, which are used for tasks such as
event reconstruction and signal-to-background discrimination in the context of this thesis, are briefly
discussed in Section 3.5. Finally, this chapter concludes with a short description of the statistical
methods used in this thesis in Section 3.5.

3.1 Overview of the collider physics at the LHC

The LHC is a superconducting hadron accelerator and collider installed in a 27 km tunnel on the
French-Swiss border at CERN, Geneva, where the LEP collider was previously operating. The main
goal of the accelerator is to collide protons with a centre-of-mass energy,

√
𝑠, up to 13.6 TeV, in order

to enhance our understanding of particle physics. The first physics run, referred to as Run 1, was
completed between 2010 and 2012 with

√
𝑠 up to 8 TeV. This physics run saw the discovery of the

Higgs boson in 2012 by the ATLAS and CMS experiments [5, 6]. In the year 2015, LHC started its
second phase called Run 2, following a two year upgrade period, with an increased

√
𝑠 = 13TeV which

lasted until 2018. The increase in luminosity helped to more precisely measure the properties of the
Higgs boson, and search for physics beyond the Standard Model. Currently, the LHC is in mid of its
third phase of the physics run, Run 3, which commenced in July 2022 at an increased

√
𝑠 = 13.6 TeV.

The search presented in this thesis is performed using proton-proton collision data collected by the
ATLAS detector at

√
𝑠 = 13TeV during the Run 2 data taking period. This dataset corresponds to a

total integrated luminosity of 140 fb−1.
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3.1.1 Introduction to the machine

The tunnel of the collider houses two adjacent parallel beam pipes each containing a beam, which
travels in opposite directions around the ring before the two beams collide. 1232 superconducting
niobium-titanium dipole magnets bend the path of the proton beams travelling through the ring and
keeping them in a circle. These dipole magnets are cooled down to a temperature of 1.9K using
96 tonnes of superfluid helium1, and provides a magnetic field of around 8 T. The beams are further
stabilised and focused using additional 392 quadrupole magnets complementing the dipole system.

Figure 3.1: A schematic of the CERN accelerator complex [84].

The acceleration process is carried out in a step-wise manner using a large fraction of the CERN
accelerator complex as shown in Figure 3.1, to help achieve the desired design energy of the LHC.
The primary source of protons is a hydrogen gas. The protons after being ionised enter the Linac
4 [85], a linear accelerator, which accelerates the protons up to 160MeV and squeezes them into
"bunches" which constitutes the beam. The beam is guided into the smallest circular machine of the
chain, called the Proton Synchrotron Booster (PSB) [86]. The PSB consists of four superimposed
synchrotron rings which accelerates the protons to an energy of 2GeV. This higher energy allows for
more protons to be injected into the next step of the accelerator chain. This leads to a higher final
luminosity in comparison to the point where the injection was done directly from Linac 4. The beam
is then further injected into the Proton Synchrotron (PS) [87] leading to an accelerated proton energy

1 This fact makes the LHC the largest cryogenic facility in the world.
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of around 26GeV. From the PS, the beam is then sent into the Super Proton Synchrotron (SPS) [88]
where the protons are accelerated to an energy of 450GeV. The protons are finally transferred to the
two beam pipes of the LHC where they circulate in opposite directions, and are accelerated up to an
energy of 6.5 TeV (during Run 2). These are then brought into collisions at the interaction points, and
the data is collected by the different detectors around the interaction points.
As mentioned earlier, the protons in the LHC ring travel in bunches with each beam being formed

by a train of a maximum of 2808 bunches with approximately 1011 protons per bunch. The separation
between these bunches is called the bunch spacing. The bunch spacing was set to 25 ns during Run 2.

3.1.2 Luminosity

Another important feature besides the centre-of-mass energy is the the number of interactions per bunch
crossing generated in the LHC collisions. The luminosity (L) or commonly called the instantaneous
luminosity is directly connected to the beam structure. For two colliding bunches with a transverse
profile distributed according to a Gaussian-distribution, the luminosity L is given by the following
expression [89]:

𝐿 =
𝑁1𝑁2 𝑓 𝑁𝑏

4𝜋𝜎𝑥𝜎𝑦

𝑆 (3.1)

where 𝑁1 and 𝑁2 are the numbers of particles in the two colliding bunches, respectively, 𝑁𝑏 is the
number of bunches per beam, 𝑓 denotes the revolution frequency of the bunches, and 𝜎𝑥 and 𝜎𝑦

correspond to the transverse beam sizes at the collision point. The factor 𝑆 is a geometrical factor
taking into account the reduction of the luminosity under a crossing-angle scheme2.
A precise knowledge of the luminosity is needed for performing physics analyses. In order to

achieve this, the ATLAS detector uses mutliple dedicated detectors called luminometers. These
luminometers have complementary capabilities and different systematic uncertainties. The usage
of multiple luminometers with different capabilities ensures a mechanism that offers redundancy
and robustness against individual measurement biases. During Run 2, the primary bunch-by-bunch
luminosity measurement was provided by the LUCID 2 Cherenkov detector [90], which is placed
approximately at ± 17m from the interaction point. This was complemented by the measurements
from the beam conditions monitor (BCM) [91] diamond detectors at the bunch-crossing level, and from
the offline measurements of the multiplicity of reconstructed charged particles in randomly selected
colliding bunch crossings. The measurements of the two detectors are related to the luminosity via an
absolute calibration procedure. This procedure is performed in dedicated sessions during special LHC
fills in each data taking year, called van der Meer (vdM) scans [92]. The vdM procedure scans the
overlap of the two beams in the transverse plane (𝑥 − 𝑦 plane) to the beam axis, and subsequently
measures the relative interaction rates as a function of the transverse beam separation. The two
transverse planes are scanned independently such that the size and shape of the interaction region
can be measured completely. Figure 3.2(a) shows the evolution of the instantaneous luminosity as a
function of time in the year 2018 during Run 2. It can be observed already from this figure that the
LHC showed an outstanding performance throughout its operation during Run 2, and successfully
surpassed its design value of 1034 cm−2s−1.
Another quantity of interest with regard to the physics potential of the experiments at the LHC is

2 At the LHC, the two beams collide at a crossing angle of ≈ 300 µrad in order to decrease the number of additional
interactions.
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the integrated luminosity which is the luminosity integrated over the entire data taking period. Figure
3.2(b) shows the integrated luminosity as a function of time for the ATLAS detector during Run 2.
It is observed from this figure that an integrated luminosity of 156 fb−1 was delivered which is six
times more than the one delivered during Run 1. The ATLAS detector recorded 147 fb−1 of data,
corresponding to an impressive data-taking efficiency of almost 95%. Only a subset of this recorded
data which satisfies a strict quality criteria discarding any faulty inputs arising from the hardware or
software failures, is used in the physics analyses. In Run 2, 140 fb−1 of data suitable for physics was
recorded.
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Figure 3.2: (a) Instantaneous luminosity delivered to ATLAS as a function of time for the 2018 data taking
during Run 2. (b) Total integrated luminosity as a function of time delivered to ATLAS (green), recorded by
ATLAS (yellow), and certified to be good physics data (blue) during stable beams for Run 2 proton-proton
collisions [93].

3.1.3 Pile-up

An increased instantaneous luminosity at the LHC is beneficial as a large amount of data can be
collected over a shorter duration of time. However, this leads to an increase in the number of proton-
proton collisions per bunch crossing. This feature is an evident drawback as the LHC experiments
are only interested in a single interaction - the so-called hard-scatter interaction. This interaction
of interest can be contaminated by multiple inelastic interactions, per bunch crossing, which are
collectively known as pile-up, and can deteriorate the performance of the detector. The number of
pile-up interactions per bunch crossing is denoted by 𝜇 and is expressed as [94]:

𝜇 =
𝐿 × 𝜎inel
𝑁𝑏 𝑓

(3.2)

where 𝜎inel is the proton-proton inelastic cross-section. Pile-up can be in-time which originates
from the additional interactions in the same bunch crossing, or out-of-time arising from signals from
the previous bunch crossings. It is hard to mitigate the in-time pile-up, and is best taken care by
the high granularity of the detectors which can distinguish among different interaction vertices and
their associated particles. The out-of-time pile-up becomes relevant in cases where the detector
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3.2 ATLAS

signal-processing time is long compared to the time between the crossings. This is seen for instance
in the ATLAS Liquid Argon calorimeters described further in Section 3.2.2. Figure 3.3 shows the
distribution of average pile-up, 〈𝜇〉, during Run 2 proton-proton collisions.
The average pile-up for the entire run was seen to be around 34 interactions per bunch crossing. These
conditions poses an additional challenge in the calibration and performance of the detectors. Hence, a
continuous evolution of techniques is needed to mitigate these undesired effects with each successive
data taking periods.
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Figure 3.3: Distribution of 〈𝜇〉 per bunch crossing for each year of Run 2 proton-proton collision data recorded
by the ATLAS detector [93].

3.2 ATLAS

As mentioned earlier, ATLAS [80] (A Toroidal LHC ApparatuS) is one of the main experiments
taking data at the LHC. It is one of the general-purpose detectors used to study a wide range of physics
from the search for the Higgs boson to that of particles that could make up the dark matter or many
other new interesting particles. It is situated in a hall about 100m underground in a beam interaction
point of the LHC ring. The detector is split into a barrel part and two end-cap parts. The detector is
designed in such a way that a large number of different particles can be measured within a full 4𝜋 solid
angle. It has a cylindrical shape around the beam pipe, with a height of 25m and a length of 44m,
and weighs about 7,000 tonnes. The scattered particles resulting from the proton-proton interactions
between the beam particles are measured by a series of sub-detectors which are placed around the
beam pipe forming the barrel part. Figure 3.4 shows a schematic of the detector setup. The detector
magnet system consists of a solenoid and a set of toroid magnets. The magnet system is needed to
bend the charged particles, helping in their separation, and for their charge and momentum estimation.
Close to the beam pipe, there is an innermost system called the Inner Detector (ID) [95] which is
surrounded by the solenoid. Surrounding the ID, are the two calorimeters, namely the electromagnetic
calorimeter (ECAL) [96], and the hadronic calorimeter (HCAL) [97]. The outermost detector is the
Muon Spectrometer (MS) [98]. The toroids are situated outside the calorimeters, and within the MS.
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The two end-cap parts of the ATLAS detctor are placed in a direction perpendicular to the beam,
situated at the end of the detector. These end-caps improve the detector coverage in the forward region.
The following section describes the detector coordinate system, and the different detector components
in detail.

Figure 3.4: A computer generated image of the ATLAS detector. The coordinate system is marked in black [84].

3.2.1 Coordinate system

The coordinate system of the ATLAS detector and the commonly used kinematic terms used for the
particles emerging from the proton-proton collisions are summarised in this section. The interaction
point is chosen to be the origin of the coordinate system. The z-axis is in the direction of the beam
axis which is counter-clockwise to the LHC ring. The x-axis points towards the center of the LHC
ring, and the y-axis points upwards towards the surface of the earth. This cartesian coordinate system
is marked in Figure 3.4. The four-momentum of a particle in the cartesian coordinate system can be
expressed as:

p = (𝐸, 𝑝𝑥 , 𝑝𝑦 , 𝑝𝑧) (3.3)

where 𝐸 is the energy of the particle, and 𝑝𝑥 , 𝑝𝑦 , and 𝑝𝑧 are the particle’s momentum in the 𝑥, 𝑦, and 𝑧
directions, respectively. The kinematic properties of the particles are often described in the transverse
plane to the beam axis. The most common one is the transverse momentum, 𝑝T, of a particle, defined
as:

𝑝T =

√︃
𝑝
2
𝑥 + 𝑝

2
𝑦 (3.4)

In proton-proton collisions, the overall momentum along the beam axis is unknown. This is because
when two protons collide, it is actually the partons (guarks and gluons forming a proton) that take part
in the interactions. Each of these partons carries an unknown fraction of the proton’s momentum.
However, the overall momentum perpendicular to the beam axis is known to be approximately zero
before the collisions. Thus, the 𝑝T of a particle is considered as an important quantity in collider
physics.
The transverse plane is often described using a spherical coordinate system (𝑟 − 𝜃 − 𝜙). The radial
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distance, 𝑟 =
√︃
𝑥
2 + 𝑦

2, is the distance of the particle from the beam axis. The polar angle 𝜃 is the
angle from the beam axis, and the azimuthal angle 𝜙 is measured in the transverse plane around the
beam axis. The 𝜃 coordinate is most often replaced by the pseudorapidity, 𝜂:

𝜂 = −ln tan
(
𝜃

2

)
(3.5)

The pseudorapidity is preferred over the 𝜃 coordinate as the pseudorapidity differences are Lorentz-
invariant under boost along the beam axis. 𝜂 in the massless particle limit is equivalent to rapidity,
𝑦 = 1

2 ln
(
𝐸+𝑝𝑧
𝐸−𝑝𝑧

)
. A particle with 𝜂 = 0 passes through the detector in a direction perpendicular to the

beam axis (𝜃 = 90◦), and if the particle is travelling in a direction parallel to the beam axis (𝜃 = 0◦ or
𝜃 = 180◦), the pseudorapidity of the particle tends to be infinite (|𝜂 | → ∞).
The angular separation (Δ𝑅) between two objects is another useful quantity which is defined in the

𝜂 − 𝜙 plane. It is expressed as:

Δ𝑅 =

√︃
(𝜂𝑖 − 𝜂 𝑗)

2 + (𝜙𝑖 − 𝜙 𝑗)
2 (3.6)

where 𝑖 and 𝑗 denote two objects in the detector. Δ𝑅 is often used in the context of jet reconstruction as
described further in Section 3.4.3, and for evaluating the spatial overlap between two physics objects.

3.2.2 Detector components

A brief description of the ATLAS detector components [80] used to identify and measure the properties
of charged and neutral particles is given in this section.

Inner Detector

The ID is the innermost detector closest to the beam pipe. It extends to a radius of 1.2m, and is 6.2m
in length along the beam pipe and covers up to |𝜂| < 2.5. The main function of the ID is to reconstruct
the trajectory of the charged particles, measure their charges and momenta, and locate their interaction
points. It operates inside a 2 T magnetic field provided by the solenoid, which is used to curve the
charged particles. This feature makes it possible to measure a particle momenta via their curvature.
The momentum resolution,

𝜎𝑝T
𝑝T
, deteriorates with increasing 𝑝T. It is expressed as [99]:

𝜎𝑝T

𝑝T
= 0.05%𝑝T ⊕ 1% (3.7)

Being nearest to the collision point, the ID is designed to resolve the large track density. For this
purpose, high granularity sub-detectors are used which are the Pixel detector [100], the Semi-Conductor
Tracker (SCT) [101], and the Transition Radiation Tracker (TRT) [102]. The ID is divided into
three separate regions: the barrel and the two end-caps. In the barrel region, the sub-detectors are
arranged in concentric cylinders around the beam axis. On the other hand, in the end-cap regions, the
sub-detector are placed on disks perpendicular to the beam axis. Figure 3.5 shows a layout of the
inner detector and its different sub-detector components.
An Insertable B-Layer (IBL) [105], which forms a part of the Pixel detector, was installed in 2014,
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(a) (b)

Figure 3.5: (a) A computer generated image of the inner detector of ATLAS [103] (b) A schematic depicting the
Pixel detector, SCT, and TRT [104].

during the long shut-down of the LHC between Run 1 and Run 2. It is named so because it is located
close to the region where the long-lived 𝑏-hadrons decay. The main purpose of its installation was to
ensure high-quality tracking despite the large radiation damage caused due to the increased luminosity.
The addition of the IBL improved the resolution of the track impact parameters3 by about 40% for
tracks with 𝑝𝑇 < 1GeV. In addition, the Pixel detector consists of three pixel modules arranged in
concentric layers in the barrel region covering |𝜂| < 1.5. In the end-cap regions, there are three disks
of silicon modules covering the region 1.5 < |𝜂| < 2.5. The pixels allow for a high spatial resolution of
about 10 µm in the transverse direction and 115 µm in the longitudinal direction.
The next part of the inner detector is the SCT. It has a similar function as the Pixel detector but

consists of long, narrow strips rather than small pixels, enabling a large area coverage. It consists of
four cylindrical layers in the barrel region (|𝜂| < 1.4), and two sets of nine planar disks in the end-cap
region (1.4 < |𝜂| < 2.5). The strips provide a good spatial resolution of 17 µm in the transverse direction
and 580 µm in the longitudinal direction. The silicon strips are preferred over the silicon pixels due to
the lower expected particle density in the region. This choice maintains an optimal spatial resolution
while containing the large number of readout channels. The last layer of the ID is the TRT. It surrounds
the rest of the ID and provides a coverage of up to |𝜂| = 2.0. As suggested by its name, the detector is a
combination of the transition radiation detector and the straw trackers which are drift tubes. There are
about 50,000 straws in the barrel region, and around 125,000 straws in the end-cap region. Each straw
is filled with xenon gas that gets ionised when a charged particle traverses through the medium. The
straw wall kept at high negative voltage creates an electric field which drives the ionised particles
towards the central anode and produces an electric signal. The TRT has a reduced spatial resolution of
0.17mm, but it can be used for particle identfication. This is brought about by the usage of materials
with different refractive indices between the straws, which causes ultra-relativistic charged particles to
produce transition radiation. This radiation heavily depends on the mass of the travsersing particles,
and hence the intensity of the radiated photons can be used to distinguish between particles.

3 The impact parameters are the track extrapolated position in the interaction plane, described further in Section 3.4.1.
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Calorimeters

Calorimeters are situated outside of the solenoid magnet that surrounds the ID. They have a high
coverage up to |𝜂| < 4.9. Their main task is to measure the energy of the particles interacting with
the detector material. The deposition of the energy in the calorimeters take place in the form of
particle showers. These showers are cascades of secondary particles produced by the parent particle.
There are mainly two kinds of showers: electromagnetic and hadronic. The electromagnetic showers
are initiated by, and contains only electrons and photons. The hadronic showers are initiated by
hadrons, and are propagated by strong interactions between the particles and the detector material.
The calorimeter system consists of two sections: electromagnetic calorimeter (ECAL) which is
responsible for the measurement of electromagnetic showers, and the hardonic calorimeter (HCAL)
whose aim is to provide measurements of the hadronic showers. Figure 3.6 shows a schematic of the
ATLAS calorimetric system. The calorimeters consists of a number of sampling detectors which
have alternating layers of material that produces particle showers (absorber), and the material that
measures the deposited energy (active material). This strategy allows for a precise reconstruction of
shower evolution in all dimensions.

Figure 3.6: A computer-generated image of the calorimeter system of ATLAS showing the electromagnetic and
hadronic calorimeters [106].

The ECAL is a sampling calorimeter made up of lead absorbers casted in liquid argon (LAr).
Particles interactingwith the ECAL ionise the liquid argon, and this allows for their energymeasurement.
The ECAL is divided into three parts, namely the barrel part covering the range |𝜂| < 1.47, and the two
end-caps with a coverage of 1.375 < |𝜂| < 3.2. The electromagnetic shower is characterised by the
material’s radiation length, 𝑋0, defined as the mean distance over which the particle loses all but 1𝑒 of
its energy by Bremsstrahlung4. The thickness of the ECAL is around 24 𝑋0 in both the barrel and
end-cap regions.
The HCAL is also a sampling calorimeter. It is formed of three parts: The Tile Calorimeter

(TileCal) [107], the Hadronic End-cap Calorimeter (HEC) [108], and the Forward Calorimeter (FCal)

4 Bremsstrahlung is an electromagnetic radiation produced by the deceleration of a charged particle when deflected by
another charged particle.
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[109]. The hadronic showers are characterised by the material’s interaction length, 𝜆 which is the
mean distance travelled by a hadron until it loses 1

𝑒
of its energy. The HCAL has a total thickness of

11 𝜆. The TileCal surrounds the ECAL envelopes and is made up of steel plates acting as the absorber,
and plastic scintillating tiles as the active material. It consists of three barrels with a coverage of
0.8 < |𝜂| < 1.7. The HEC has two wheels per end-cap and is placed behind the end-cap ECAL, and
uses the copper plates and liquid argon as absorber and active material, respectively. It provides a
pseudorapidity coverage of 1.5 < |𝜂| < 3.2. Finally, the FCal uses the copper and tungsten as absorber,
and liquid argon as active material. It covers the region 3.1 < |𝜂| < 5.0.
The ATLAS calorimeter system provides high granularity and an optimal energy resolution. The

target energy resolution provided by the different sub-detector components of the calorimeter system
is summarised in Table 3.1.

Table 3.1: The energy resolutions of the different sub-detector components of the ATLAS calorimeter system.

Sub-detector Energy resolution
ECAL 𝜎E

𝐸
≈ 10%√

𝐸 [GeV]
⊕ 0.7%

TileCal, HEC 𝜎E
𝐸

≈ 50%√
𝐸 [GeV]

⊕ 3%

FCal 𝜎E
𝐸

≈ 100%√
𝐸 [GeV]

⊕ 10%

Muon Spectrometer

Due to their large mass, muons emit less radiation than electrons, i.e. their energy loss through
Bremsstrahlung is reduced, and they pass through the ATLAS calorimeters with depositing only little
energy. Information on the momentum of the muons is already given by the ID. However, one wants
to measure the momentum of highly energetic muons precisely. This is done by the outermost part of
the detector, called the Muon Spectrometer (MS). Figure 3.7 shows a schematic of the MS.
The MS is an extremely large tracking system immersed inside a toroid providing a magnetic field

of up to 1 TeV enabling a precise measurement of the muon 𝑝T. In order to efficiently cover a large
area, the MS is built as a gaseous ionisation detector [110]. When a charged particle traverses the
active area, it ionises the gasesous medium. An applied electric field then guides the electrons and
ions to be collected at the anode. The MS detector extends up to |𝜂| < 2.7.
The MS consists of four sub-detectors, two in the central barrel, and two in the end-cap regions. In

each region, one detector system is needed for a precise trajectory measurement, and the other is used
to trigger on muons. The trajectory measurement is provided by the Monitored Drift Tubes (MDTs)
[111] in the barrel region and the Cathode Strip Chambers (CSCs) [112] in the end-cap regions. The
MDTs are aluminium drift tubes with a tungsten wire filled with an argon gas. They provide a coverage
of -2.7 < |𝜂| < 2.7. The CSCs are multiwire proportional gas chambers with cathodes segmented into
strips, and provide a coverage between -2.0 < |𝜂| < 2.7.
The muon trigger system consists of Resistive Plate Chambers (RPCs) [113] in the barrel region,

and Thin Gap Chambers (TGCs) [114] in the end-cap regions. They provide fast trigger signals with
timing between 15 to 25 ns. RPCs consists of two parallel electrode plates with the gap in between
filled with a C2H2F4-based gas mixture with small contents of SF6. They cover a pseudorapidity
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region of |𝜂| < 1.05. The TGC modules consist of a wire plane maintained at high positive voltage,
between two resistive grounded cathode planes covering the range 1.05 < |𝜂| < 2.4.
Overall, the MS offers a high 𝑝T resolution for muons between 3% to 12% for 𝑝T values between

10GeV to 1 TeV. In addition, it provides an excellent charge identification in the 𝑝T range from 3GeV
to 3 TeV.

Figure 3.7: A computer-generated image of the ATLAS muon spectrometer [115].

3.2.3 Trigger and Data Acquisition

Proton-proton collisions at the LHC occur at a frequency of 40MHz, i.e. every 25 ns. The available
information from all the ATLAS sub-detectors lead to an overwhelming data collection rate of around
60 TB/s. In practise, only a fraction of events out of this information is used further for the physics
analyses. The selection of the events is necessary due to limited resources for readout, storage, and
offline processing of data. The ATLAS trigger system [116] is divided into two independent levels: a
hardware-based first Level (L1) trigger and a software-based High Level Trigger (HLT). The layout of
the ATLAS trigger and data acquisition system is shown in Figure 3.8.
The L1 trigger is based on custom-made electronics with a decision output rate of less than 40MHz.

It makes an initial selection based on the information from the calorimeters and the MS. The L1
trigger decision algorithm finds more than one Regions-of-Interest (RoIs) in coordinates of 𝜂 and 𝜙.
In each of the RoIs, electron candidate objects, muon objects, and the missing transverse momentum
are reconstructed (see Section 3.4), and they contain information on the type of feature identified and
the criteria passed. The output of the L1 trigger system is a single-bit decision transmitted across the
detector system to either read-out the full event or reject it. The event rate is reduced from 40MHz to
100 kHz after the L1 trigger stage.
The accepted events are then passed on to the HLT which refines the decision based on additional

selection criteria. The HLT is a farm of CPU cores, and can help in the execution of complex
algorithms within the L1 RoIs to build objects in the detector such as tracks, electrons, muons, and
jets. The HLT decision is based on a list of pre-defined trigger selection criteria, known as the trigger
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Figure 3.8: A schematic illustration of the ATLAS Run 2 trigger and data acquisition system [116].

menu [117]. The trigger menu includes various interesting event topologies for physics analyses, but
also for calibration and performance measurements. The HLT reduces the event rate from 100 kHz to
1 kHz. Events that pass at least one of the trigger menu selections are recorded on disk, and can be
analysed offline.

3.3 Simulation

The physics analyses depends on reliable simulations of signal and background processes. They are
needed in order to optimise and validate analysis techniques, perform comparisons with collision
data to test their level of agreement with the SM predictions, and calculate systematic uncertainties
(see Section 3.6 and Chapter 6). These simulated processes are produced with state-of-art Monte
Carlo (MC) event generators [118] such as Pythia, Herwig etc. described later in this section. The
simulation begins with a hard-scatter process in which the partons interact at high 𝑝T, leading to the
formation of quarks, leptons, bosons, or any new BSM particle. The quarks from this hard-scatter
process radiate gluons as they evolve, which can further split into quarks in an iterative process
forming the so-called parton showers. The particles constituting the parton showers hadronise to form
colourless hadrons. As most of the produced hadrons are unstable, the next step of the simulation
is that of a hadron decay. The constituent partons that do not take part in the hard-scatter process
undergo multiple interactions forming the underlying event. Finally, the ATLAS detector response is
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simulated using Geant4 [119]. The aforementioned simulation steps (except for the simulation of the
detector response) are shown in Figure 3.9. The various steps are described further in this section.

Figure 3.9: An overview of the various stages of event simulation. The points of hard-scatter interactions are
shown in red. Parton showers are depicted in blue. Hadronisation and decay processes are shown in green. The
underlying event is shown in purple [120].

• Hard-scatter event simulation: Most of the interesting physics processes at the LHC involve
large momentum transfers, such as the production of high-𝑝T jets (see Section 3.4.3). These
kinds of interactions can be described with the help of perturbation theory [121] because
QCD quantas are asymptotically free. The simulation of such processes form the basis of any
simulation of collider events with the help of MC generators. The cross-section for a scattering
process of two hardons, ℎ1 and ℎ2, at hadron colliders is given using the factorisation theorem.
The cross-section is expressed as:

𝜎ℎ1ℎ2→𝑛 =
∑︁
𝑎,𝑏

∫ 1

0

∫ 1

0
𝑑𝑥𝑎𝑑𝑥𝑏

∫
𝑑Φ𝑛 𝑓

ℎ1
𝑎 (𝑥𝑎, 𝜇𝐹 ) 𝑓

ℎ2
𝑏

(𝑥𝑏, 𝜇𝐹 ) ×
1
2𝑠

|M𝑎𝑏→𝑛 (Φ𝑛; 𝜇𝐹 , 𝜇𝑅) |
2

(3.8)
In the above equation, 𝑓 ℎ1𝑎 (𝑥𝑎, 𝜇𝐹 ) 𝑓

ℎ2
𝑏

(𝑥𝑏, 𝜇𝐹 ) is the parton distribution function
5 (PDF) which

depends on the momentum fraction, 𝑥𝑎 and 𝑥𝑏, of partons 𝑎 and 𝑏 with respect to its parent
5 These functions are used to describe the probability of finding a parton with momentum 𝑥 of the total momentum.
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hadrons ℎ1 and ℎ2, respectively, and on the factorisation scale 𝜇𝐹 . M𝑎𝑏→𝑛 is the matrix-element,
𝑑Φ𝑛 is the differential phase space element for the 𝑛-particle final state. 𝑠 = 2𝑥𝑎𝑥𝑏𝑠 is the
effective (paton-parton) centre-of-mass energy. 𝜇𝑅 denotes the renormalisation scale.

• Parton showers: Equation 3.8 gives a fixed-order framework for the calculation of a scattering
process at a specific order in perturbation theory. The parton shower algorithms [122] extend
the calculations of a hard-scatter process to higher orders. The algorithm recursively produces
the parton splitting processes (e.g. 𝑔 → 𝑞𝑞, 𝑞 → 𝑔𝑞) until a low-energy scale (O (1GeV))
is achieved. There can be an incompatibility between the matrix-element and parton shower
calculations for a full cross-section computation at order 𝑛 > 1, as there is a potential overlap in
the phase space of the extra partons that are considered for the matrix-element at order 𝑛 with the
ones considered in the splitting at order 𝑛-1. To handle this double-counting, there are different
approaches, commonly known as matrix-element-to-paton-shower matching, which can be used.
The most commonly used approach is to define a matching scale where the higher-energy region
is covered only by the matrix-element simulation, while any additional parton with energy
below this scale are vetoed and are covered by the parton shower algorithm.

• Hadronisation: The parton shower algorithms continues until a low energy scale is achieved.
At this state, the quarks and gluons hadronise into bound (colour-singlet) final states. The
hadronisation process is independent of the initial hard-scatter process, thus the hadronisation
models [123, 124] can be used and tuned in some reference processes.

• Decay: After the hadronisation of the partons, unstable hadrons decay into stable particles.
This is considered to be an important step of the event simulation process as the observed final
state hadrons are produced as an outcome of this simulation stage.

• Underlying event: The underlying event simulation consists of all interactions that do not arise
from the hard-scatter process. These include initial- and final-state radiations6, beam-beam
remnants, or multiple parton interactions [125, 126]. These events are represented by low
energy scales. The simulation of the underlying event is overlaid with the simulation of pile-up
events, which are explained in the next step.

• Pile-up events: As discussed in Section 3.1.3, there is a high probability of multiple inelastic
interactions in the same or the neighbouring bunch crossing which can happen simultaneously
at various collision points, known as the pile-up. The pile-up simulation is performed for signal
events prior to the conversion of energy deposits to detector signals.

• Detector simulation: The last stage of the simulation process is to simulate the interactions of
the final state particles created by the MC generators with the ATLAS detector. The widely used
tool for this purpose is the Geant4 package. The kind of simulation that uses the Geant4-based
simulation of the ATLAS detector geometry and response are referred to as Full Simulation
(Full Sim). Full Sim samples are computationally intensive but provide the most precise
result. Since more than 90% of the computation time is spent on the calorimeter simulations,
faster alternatives are needed in practise. The AtlFast II (AFII) simulation is one such

6 The showering process that is applied to the final products after the hard-scattering is referred to as final-state radiation
(FSR), and the simulation of initial-state radiation (ISR) is simulated for the incoming partons.
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algorithm which is used as an ATLAS Fast Calorimeter Simulation (FASTCALOSIM) for the
calorimeters, and as Fast ATLAS Tracking Simulation (FATRAS) for the ID. The remaining
detector sub-systems are simulated with Geant4 which requires less compuation time, and
provides a reasonable accuracy.

There are several kinds of MC event generators used in this thesis as described in the following.
Some of them are multi-purpose generators, and can be used to simulate various parts of the event.
Others are used to simulate only a certain part of the event, and can be used together with the
multi-purpose ones depending on the need of an analysis.

• Pythia [127] is a multi-purpose generator which provides parton shower, underlying event, and
matrix-element simulations. The matrix-element is simulated up to the leading order (LO),
while both the parton shower and the underlying event models are tuned based on the existing
measurements. This generator can also be used to simulate a single stage of an event simulation.
For most of the simulated processes used in the analysis presented in this thesis, Pythia is used
to provide a description of the parton showers, which shows a good agreement with data.

• Herwig [128] is another multi-purpose generator used for providing a description of the parton
showers. It is primarily used to evaluate the systematic effects due to parton shower algorithms
by comparing its prediction with that of Pythia.

• The Sherpa [120] event generator covers the matrix-element calculation and parton showers
description. It is capable of providing next-to-leading order (NLO) calculation for a variety of
processes, and has been the preferred choice for processes with additional radiated jets. Unlike
Pythia and Herwig, Sherpa cannot be used to generate a single stage of an event simulation.

• The PowhegBox [129] generator can provide matrix-element simulations in NLO. It is best
used with other generators that can simulate parton showers. For instance, it is used with Pythia
to model 𝑡𝑡 events.

• TheMadGraph [130] generator can provide matrix-element simulations in LO and NLO. In
most of the cases, it is used to evaluate the systematic effects due to the matrix-element-to-
parton-shower matching approach.

3.4 Object reconstruction with the ATLAS detector

Different kinds of particles interact in specific ways with the various components of the ATLAS
detector which give rise to measurable signals, as shown in Figure 3.10. These signals can be realised
in the form of various physics objects which are used in physics analyses. These physics objects are
reconstructed using dedicated offline event reconstruction techniques. The different objects are most
often reconstructed independently in ATLAS. However, there can be ambiguities between the final
state particles, which are treated on a case-by-case basis at the analysis level. This section describes
the reconstruction of the physics objects used in the analysis presented in this thesis, in both simulated
events and collision data.
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Figure 3.10: A schematic illustrating the interactions of various kinds of particles with the ATLAS detector [131].

3.4.1 Tracks and vertices

A track is a reconstructed-trajectory of a charged particle. Tracks are reconstructed from hits7 of
the charged particles in the ID by the ATLAS track reconstruction algorithm [132]. This algorithm
follows a step-wise procedure. It begins with clustering hits in the different ID sub-detectors, followed
by a combinatorial track candidate finding algorithm [133]. Once all possible track candidates are
found, ambiguities are resolved based on a scoring system which ranks those track candidates higher
which are more likely to correctly represent a charged particle track. A track fit is then performed for
these track candidates using information from all ID sub-systems.
Several proton-proton collisions can appear per bunch crossing. Usually, one high-energy

interaction is overlayed by several low-energy interactions. The task of the primary hard-scatter
vertex reconstruction is a precise reconstruction of all interaction points in one bunch crossing. The
reconstruction of the primary vertex (PV)8 takes place in two steps [134, 135]. The first step associates
the tracks with vertex candidates, where a set of tracks are used to determine possible vertex seed
positions. The second step takes in the tracks and the seeds from the previous step as inputs, and fits
the best vertex position. Once the vertex postion is determined, tracks that are not compatible with the
vertex are removed from the list of the vertex-associated tracks, and can be used to find another vertex.
The PV is taken as the one with the highest sum of the transverse momenta squared (𝑝2T) of all the
associated tracks.
The so-called impact parameters are among the quantities that parametrises a track, namely the

transverse impact parameter, 𝑑0 and longitudinal impact parameter, 𝑧0. 𝑑0 is defined as the shortest

7 A hit is a measurement point for a track in the ID.
8 For simplicity, the term "primary vertex" is henceforth used to denote a "primary hard-scatter vertex".
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distance between a track and the beam axis in the transverse plane. 𝑧0 is the distance along the 𝑧-axis
between the PV and the track which is used to evaluate 𝑑0.

3.4.2 Leptons

Asmentioned earlier in Chapter 2, charged leptons are electrons (𝑒), muons (𝜇), or tauons (𝜏). However
in ATLAS analyses, the term "leptons" is exclusively used for electrons and muons. 𝜏-leptons decay
before they are detected. Neutrinos leaves no trace of a signal in the detector. The missing transverse
momentum reconstruction is described separately in Section 3.4.5. Thus, the following sections
describe the reconstruction procedures for electrons and muons. The description of the reconstruction
procedure for 𝜏-leptons is omitted as they are not relevant for the analysis described in this thesis.

Electrons

As shown in Figure 3.10, electrons are characterised by a track in the ID, and a matching compact
energy deposition in the ECAL. Electron-track candidates are reconstructed in the same way as
described in Section 3.4.1. The only variation is that the algorithm also accounts for the significant
energy losses due to the Bremsstrahlung radiation. These electron-track candidates need to be
compatible with an origin from the PV. The showers are localised energy deposits which are processed
using an algorithm based on the clustering of calorimeter cells forming cluster seeds. Electron
candidates are thereby built by matching an electron-track candidate to a calorimetric cluster seed.
Electron candidates must satisfy the following requirements [136]:

• 𝑝T > 27GeV,

• |𝜂| < 2.47, with the transition region between the barrel and end-cap ECAL ,1.37 < |𝜂| < 1.52,
being excluded,

• 𝑑0/𝜎d0 < 5, where 𝜎d0 is the 𝑑0 uncertainty,

• |𝑧0 sin 𝜃| < 0.5mm.

However, not all objects which are built by the aforementioned electron reconstruction algorithm
can be classified as prompt electrons. Most of the prompt electrons originate from 𝑍 → 𝑒

+
𝑒
−,

𝑊
± → 𝑒

±
𝜈, 𝐽/Ψ → 𝑒

+
𝑒
− decays. They can also include electrons from FSR or Bremsstrahlung

processes. The non-prompt background objects include hadronic jets, electrons originating from
photon conversion, as well as from semileptonic heavy-flavour hadron decays. To reject these
backgrounds, a dedicated identification algorithm based on a multivariate technique is applied, widely
known as the likelihood-based (LH) method. At the same time, one also needs to isolate the prompt
electrons from the high activity in the area surrounding the candidate object. This kind of activity can
arise from hadrons misidentified as leptons, or from the decay of heavy quarks, and can be quantified
by multivariate techniques using the properties of tracks and calorimeter clusters. Three levels of
identification and isolation working points are considered, referred to as Loose, Medium, and Tight in
order of increasing background rejection [137]. For the analysis presented in this thesis, electrons with
tight identification and isolation working points are used. Single-electron triggers [138] are used to
retain events for further analysis, whose 𝑝T thresholds range from 24GeV to 26GeV. The trigger-level
electron is required to match a reconstructed electron with 𝑝T > 27GeV and within Δ𝑅 = 0.07.
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Muons

Muons are reconstructed based on the information from the ID, MS, and the calorimeter system.
Tracks are reconstructed inside the ID using the same algorithm as described in Section 3.4.1. In the
MS, tracks are reconstructed via a search for hit patterns in each muon chamber. Muon candidates are
identified by matching MS tracks to ID tracks, and performing a global 𝜒2 fit based on the ID and MS
hits, taking into account the energy loss in the calorimeters. The muon candidate is required to fulfil
the following criteria [139]:

• 𝑝T > 27GeV,

• |𝜂| < 2.5,

• 𝑑0/𝜎d0 < 3,

• |𝑧0 sin 𝜃| < 0.5mm.

Prompt muons need to be distinguished from the ones originating from pion and kaon decays. It is
relatively easy to separate muons originating from charged hardons in the ID, as they can be easily
identified by the poor quality of the fit of the resulting combined track. However, to separate prompt
muons from the ones originating from semileptonic decays in hadronic jets, additional cuts on 𝑑0 and
𝑧0 are required. Unlike the electron case, the muon identification is based on a cut-based analysis
[139], and a tag-and-probe method is employed to measure the efficiency of the muon identification
on a sample of 𝑍 → 𝜇

+
𝜇
− and 𝐽/Ψ → 𝜇

+
𝜇
− events. Similar to electrons, muons also need to be

isolated from any additional activity in the vicinity of the candidate using track- and calorimeter-based
isolation variables. For the analysis presented in this thesis, for muons with 𝑝T < 300GeV, a medium
identification working point is used, and for muons with 𝑝T > 300GeV, a specialised high-𝑝T working
point [140] is used which provides the best momentum resolution, and helps in the removal of poorly
measured high-𝑝T tracks. For muon isolation, a tight working point is utilised. A single-muon trigger
[141] with 𝑝T threshold ranging from 20GeV to 26GeV is used, and a trigger-level muon should
match a reconstructed muon with 𝑝T > 27GeV and within Δ𝑅 = 0.1.

3.4.3 Jets and their tagging

As mentioned in Section 3.3, partons hadronise to form bound states called hadrons. Hadrons deposit
energy in the calorimeters. Charged hadrons also leave a track in the ID. The resulting tracks and
energy depositions lead to collimated bunches of particles in the detector, called jets. However, the
kinematic properties of the initial partons are challenging to determine, as the only physical object
observed in the detector is the hadronic jet. Hence, an efficient jet reconstruction algorithm is needed
whose aim is to obtain a single four-vector from the energy depositions in the detector components,
that are as closely as possible related to the four-vector of the bunch of partons after showering. The
jet reconstruction algorithm which is commonly used in ATLAS is the anti-𝑘T algorithm [142].

Anti-𝒌T jet reconstruction algorithm

The anti-𝑘T algorithm is an iterative clustering algorithm which takes topological clusters as inputs.
The algorithm is based on two distance parameters: 𝑑𝑖 𝑗 and 𝑑𝑖𝐵. 𝑑𝑖 𝑗 is the distance between two
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objects 𝑖 and 𝑗 called the inter-particle distance. 𝑑𝑖𝐵 is the distance between the object 𝑖 and beam 𝐵

called the beam distance. These two parameters are defined as following:

𝑑𝑖 𝑗 = min(
1
𝑘
2
T,𝑖

,
1

𝑘
2
T, 𝑗

)
Δ𝑅𝑖 𝑗

𝑅
2 , (3.9)

𝑑𝑖𝐵 =
1
𝑘
2
T,𝑖

(3.10)

where Δ𝑅𝑖 𝑗 is the angular separation between objects 𝑖 and 𝑗 , as described in Section 3.2.1, 𝑘T,𝑖 and
𝑘T, 𝑗 are the transverse momentum of the object 𝑖 and 𝑗 , respectively. R denotes the radius of the
output jet. For an object 𝑖 and 𝑗 in a list of objects, the algorithm is designed as follows:

• Calculate both the distances: 𝑑𝑖 𝑗 and 𝑑𝑖𝐵.

• Pick the smallest of the two distances:
– If the smallest distance is 𝑑𝑖 𝑗 , then the objects 𝑖 and 𝑗 are removed from the list, and are
combined into a new single object.

– If the smallest distance is 𝑑𝑖𝐵, then the object 𝑖 is classfied as a jet, and is removed from
the list.

• The above process is repeated until all the objects in the list are exhausted.

At the end of the reconstruction procedure, the jet four-momentum is obtained as the sum of the cluster
four-momenta. The biggest advantage of using this reconstruction algorithm is its soft-resilient nature.
It clusters the hard objects first. A hard object will develop by successively accumulating soft particles
around it until it has reached a distance 𝑅 from the jet axis.
Jet candidates undergo a cleaning procedure to remove the calorimeter noise, any contribution

from cosmic muons, and the beam-induced backgrounds [143]. They are also required to pass through
a pile-up reduction procedure [144] to ensure their orgin from the hard-scatter interaction. At the
hardware level, the signal pulse shape of the LAr calorimeter provides a good protection against
out-of-time pile-up. At the reconstruction level, the first cleaning step is performed at the very
beginning of the clustering algorithm, where only calorimeter cells above a given noise threshold
are considered [145]. The energy ratio of the clusters in the ECAL and HCAL, and the tracking
information from the ID are further used to suppress any kind of pile-up. The left-over pile-up
contributions to the measured energy are taken care of during the calibration procedure of various
kinds of jets as described later in this section.

Small-𝑹 jets

Jets reconstructed with a radius parameter, 𝑅 = 0.4, using an anti-𝑘T algorithm, are termed as small-𝑅
jets. In this thesis, the jet reconstruction used for these small-𝑅 jets is based on a Particle Flow (PFlow)
approach [146]. This approach combines the calorimeter deposits with the tracking information
provided by the ID, and has several advantages. The ID information enhances the angular resolution of
the particles in comparison to the calorimeters, and helps in better supressing the pile-up. In addition,
for particles with 𝑝T < 100GeV, the momentum resolution of the tracker is better than the energy
resolution of the HCAL.
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The first step of reconstructing PFlow jets is that of matching the good quality tracks9 to clusters in
the calorimeter. The energy deposits of these matched clusters are replaced by their corresponding
track momentum. In the next step, the anti-𝑘T algorithm with 𝑅 = 0.4 is employed where the clusters
and the tracks matched to the PV are used as inputs.
The energy of the jet measured in the calorimeters might not be the true energy of the particles

constituting them because of the inefficiencies in the reconstruction procedure. A dedicated jet
calibration procedure, in the 𝑝T range: 20GeV < 𝑝T < 1 500GeV [147], is hence performed to match
the jet energy scale (JES) [148] of the small-𝑅 jets to that of the jets reconstructed from simulated
stable particles (particle-level). The JES calibration procedure is shown in the schematic in Figure
3.11. It proceeds in six consecutive steps, and each step corrects the full four-momentum scaling the
jet 𝑝T, energy, and mass. Initially, the four-momentum of jets is recalculated to make it point in the
direction of the the PV in case it points to the center of the detector. This process is termed as the origin
correction. Following that, two pile-up corrections are applied namely the jet area-based pile-up
correction, and residual pile-up correction. These corrections subtract the average energy due to
in-time pile-up, and other residual corrections, respectively, which might depend on the number of PVs
and bunch crossings. The absolute MC-based correction corrects the four-momentum of the jets to the
particle-level energy scale, and takes care of any biases in the jet 𝜂 reconstruction. The penultimate step
of global sequential correction further improves the reconstructed energy and its related uncertainties
using calorimeter, MS, and track-based variables. Finally, a residual in-situ calibration is performed
which accounts for the differences in data and simulation. These in-situ corrections are derived from
analyses which focuses on 𝛾/𝑍+jets or multĳet processes. The reconstructed and calibrated small-𝑅
jets with 𝑝T > 25GeV and |𝜂| < 2.5 are used for the analysis presented in this thesis.

Figure 3.11: An overview of the small-𝑅 jet calibration scheme [148].

Large-𝑹 jets

The high centre-of-mass energy at the LHC is helpful in understanding the collider physics at high 𝑝T.
The large transverse momenta lead to large Lorentz boosts of the studied particles. For instance, the
decay of the Higgs boson to two 𝑏-quarks at high 𝑝T leads to a collimation of 𝑏-quarks to a point that
the standard reconstruction techniques fail. The angular separation of the two decay products can be
approximated as:

Δ𝑅(𝑏1, 𝑏2) ≈
2𝑚
𝑝T

(3.11)

9 High-energy tracks with 𝑝T > 40GeV are not used, since it is difficult to remove their associated calorimeter energy.
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where 𝑏1 and 𝑏2 are the two 𝑏-quarks, 𝑚 and 𝑝T are the mass and the transverse momentum of the
decaying Higgs boson (or any other particle of interest), respectively. The above expression guides us
to identify a suitable radius of the Higgs jet. For a Higgs boson with 𝑝T > 250GeV, the two 𝑏-quarks
can be reconstructed as one large-𝑅 jet with radius parameter 𝑅 = 1.0. The large-𝑅 jets can be suitably
reconstructed using the anti-𝑘T algorithm. The soft-resilience nature of the anti-𝑘T algorithm is
depicted in Figure 3.12 where the large-𝑅 jets have nearly perfect circular shape. Before any dedicated

Figure 3.12: Jets reconstructed via anti-𝑘T algorithm with 𝑅 = 1.0. The shaded regions shows the jet catchment
area which depicts that the jets have a nearly perfect circular shape [149].

calibration is applied to these jets, they undergo a jet grooming procedure [150]. Jet grooming helps
to remove any pile-up or soft particles unrelated to the hard-scatter event which can contaminate the
jets. The grooming procedure used in this thesis is jet trimming [151]. This algorithm reclusters the
constituents of an 𝑅 = 1.0 jet (parent jet) using a 𝑘T algorithm

10 into subjets with radius parameter,
𝑅 = 0.2. Then, the contribution of each subjet 𝑖 associated with the parent jet, 𝐽, is discarded if
𝑝T𝑖/𝑝T𝐽 < 𝑓cut, where 𝑓cut is a fixed dimensionless parameter set to 0.05. The remaining constituents,
after this procedure is applied, then forms the trimmed jet. The jet trimmimg technique is shown in
Figure 3.13.

In principle, the mass of the large-𝑅 jet can be calculated from the four momentum of the calorimeter
clusters, which is called the calorimeter-based jet mass, 𝑚calo. Due to a worse particle resolution
at high 𝑝T, the angular separation of the two decay products falls below the calorimeter granularity
threshold. Due to this reason, the tracking information is also taken into account which provides an

10 The 𝑘T algorithm is similar to the anti-𝑘T algorithm with modified distance parameters, 𝑑𝑖 𝑗 = min(𝑘
2
T,𝑖 , 𝑘

2
T, 𝑗 )

Δ𝑅𝑖 𝑗

𝑅
2 and

𝑑𝑖𝐵 = 𝑘
2
T,𝑖 .
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Figure 3.13: A schematic highlighting the large-𝑅 jet trimming procedure.

excellent directional resolution. The track-assisted jet mass, 𝑚TA is expressed as:

𝑚
TA

=
𝑝
calo
T

𝑝
track
T

× 𝑚
track (3.12)

where 𝑝
calo
T is the transverse momentum of the large-𝑅 jet, 𝑝trackT and 𝑚

track are the transverse
momentum and mass components of the four momentum sum of the tracks associated with the large-𝑅
jet, respectively. The mass of the large-𝑅 jet (𝑚comb) is then evaluated as the weighted sum of 𝑚calo

and 𝑚TA.
The JES and the jet mass scale (JMS) [152] of the large-𝑅 jets are corrected to the particle-level

scale using the generator-level jet collections. These corrections are applied as a function of the
reconstructed jet energy, mass, and 𝜂. Then, the in-situ correction factors are applied only to data for
taking into account any residual mismodelling. These correction factors depend on the 𝑝T imbalance
in the relevant final states. Similar to the small-𝑅 jets, these corrections are derived in 𝑍+jets, 𝛾+jets,
and multĳet processes, and a statistical combination of these three measurements delivers an absolute
calibration. A schematic depicting the large-𝑅 jet calibration procedure is shown in Figure 3.14.
Large-𝑅 jets with 𝑝T > 200GeV, 𝑚

comb > 30GeV, and |𝜂| < 2.0 are used in this thesis.

Figure 3.14: An overview of the large-𝑅 jet calibration scheme [153].

Track jets

Track jets are another useful category of jets which are reconstructed using only ID tracks originating
from the hard-scatter PV. These tracks are fed as inputs to the anti-𝑘T algorithm, and must fulfil the
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following requirements:

• 𝑝T > 0.5GeV,

• |𝜂| < 2.5,

• presence of at least seven hits in the pixel and SCT detectors. A maximum of one (two) of the
expected hit(s) may be missing from the pixel (SCT) detector, and no more than one hit may be
shared with other tracks,

• |𝑧0 sin 𝜃| < 3mm.

This analysis uses variable-radius (VR) track jets [154] with their radius parameter 𝑅 varying with
the 𝜌

𝑝T
scale. The 𝜌 parameter determines how fast the radius parameter decreases with the jet 𝑝T.

The VR track jets also take into account two additional parameters, namely 𝑅min and 𝑅max that defines
the range of radius parameter of the jets. Outside these radius limits, the jet radius remains fixed to
avoid events with jets having arbitarily small or large radii. For the presented analysis, VR track jets
with 𝜌 = 30GeV, 𝑅min = 0.02 and 𝑅max = 0.4 are used [155].
In the context of this thesis, VR track-jets are used to tag the two 𝑏-hadrons inside the large-𝑅 jet in

the identification of boosted ℎ → 𝑏�̄� decays (see Chapter 7). Due to the dense hadronic environment,
there can be some ambiguity in matching track jets to calorimeter jets. In order to resolve this, a
robust matching technique, known by the name of ghost-association is used [156]. The "ghosts" are
the track jets which are added to the large-𝑅 jet as an infinitesimally soft particle such that the jet
reconstruction axis is not changed. The jet reconstruction anti-𝑘T algorithm is then re-run with both
the calorimeter clusters and the track jets. A track jet is considered to be ghost-associated with the
large-𝑅 jet if its ghost version remains contained in the large-𝑅 jet after the clustering. VR track jets
which are ghost-associated with the large-𝑅 jet are required to have 𝑝T > 7GeV, |𝜂| < 2.5, and at least
two track constituents.

Flavour-tagging

Flavour-tagging of jets refers to the identification of jets containing 𝑏-hadrons (𝑏-jets), jets containing
𝑐-hadrons but no 𝑏-hadrons (𝑐-jets) or jets containing neither 𝑏- nor 𝑐-hadrons (light-flavoured jets).
The 𝑏-jets are of primary interest for this thesis and are characterised by the presence of a secondary
vertex (SV)11 reconstructed from displaced tracks with a large impact parameter separated from the
PV, as shown in Figure 3.15. The properties of 𝑐-jets are similar to 𝑏-jets which make the distinction
between the two kinds of jets a challenging task. At the same time, several other processes like
photon conversions, or low-quality tracks can also give rise to displaced vertices and can make the jet
classification process difficult. Hence, a suitable algorithm is needed for the 𝑏-tagging of jets.
The algorithm used for 𝑏-tagging of jets in this thesis is known as DL1r [157] which is a neural-

network-based algorithm. It uses various observables related to the kinematic properties of small-𝑅
jets, properties of the SV, variables related to exclusively identify a 𝑐-jet, and the flavour-tagging
probabilities of jets given by more advanced networks [158].The network produces three output nodes
corresponding to the probabilities for identifying a jet as a 𝑏-, 𝑐-, or a light-flavoured jet. The training

11 Given a long lifetime (≈ 1.5 ps), measurable 𝑏-hadrons have a significant flight length, leading to at least one vertex
displaced from the hard-scatter interaction point - the secondary vertex.
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Figure 3.15: An illustration of a jet with a secondary vertex reconstructed from displaced tracks with a large
impact parameter, and with a significant decay length indicating the decay of a 𝑏-hardon.

of the DL1r tagger is carried out on hybrid 𝑡𝑡, and Z ′ samples where jets with 𝑝T < 250GeV are taken
exclusively from 𝑡𝑡 events, and jets with 𝑝𝑇 > 250GeV are taken from Z ′ → dĳet events. All the jet
flavours are treated equally during the training, and hence this algorithm can be used for both 𝑏- and
𝑐-tagging. These probabilities are then combined in a final discriminant, 𝐷DL1r, which is expressed as:

𝐷DL1r = ln

(
𝑝b

𝑓c · 𝑝c + (1 − 𝑓c) · 𝑝light

)
(3.13)

where 𝑝b, 𝑝c, and 𝑝light are the probabilities for tagging a jet as a 𝑏-, 𝑐-, and a light-flavoured jet,
respectively. 𝑓c denotes the effective 𝑐-jet fraction of the background training sample, and has been
set to 0.018 according to ATLAS recommendations [158].
The performance of the DL1r tagger is evaluated in terms of the tagging efficiency of 𝑏-jets,

and the background rejection of 𝑐- and light-flavoured jets. The background rejection factors are
evaluated as the reciprocal value of the mistagging efficiency of the 𝑐-and light-flavoured jet. Different
working points (WPs) are defined based on the cut on 𝐷DL1r corresponding to different 𝑏-tagging
efficiencies. The WPs vary from very tight to loose with efficiencies of 60%, 70%, 77%, and 85%.
The 𝑏-tagging efficiency for a 77%WP, as a function of jet 𝑝T for a DL1r tagger is shown in Figure
3.16. Subsequently, Figure 3.17 shows a substantial improvement in the 𝑐- and light-flavoured jet
rejection by the DL1r tagger for 77% 𝑏-tagging efficiency WP, in comparison to their predecessors,
the MV2 [159], and DL1 tagger [158].
For the presented analysis, jets tagged with a 77%WP are used, which provides a good balance

between the number of accepted 𝑏-jets, and misidentified 𝑐- and light-flavoured jets for a given sample
size. However, in order to further refine the identification of 𝑏-jets, a requirement combining all the
available WPs can be used. One such useful observable is the pseudo-continuous 𝑏-tagging (PCBT)
score which is a discretised observable consisting of five intervals. Each interval represents whether a
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Figure 3.16: The 𝑏-jet tagging efficiency (denoted as "𝑏-jets efficiency") as a function of jet 𝑝T for various
flavour-tagging algorithms [158].

(a) (b)

Figure 3.17: (a) Light-flavoured jet rejection rate and (b) 𝑐-jet rejection rate as a function of 𝑏-jet tagging
efficiency (denoted as "𝑏-jets efficiency") at the 77% efficiency WP for various flavour-tagging algorithms [158].

jet passes or fails a specific efficiency WP. The first interval correspnds to jets failing the 85%WP, the
second interval corresponds to jets passing the 85%WP but failing the 77%WP, the third interval
corresponds to jets passing the 77%WP but failing the 70%WP, the fourth interval corresponds to
jets passing the 70%WP but failing the 60%WP, and the last interval corresponds to jets passing the
60%WP. In the context of this thesis, this observable is used in correctly identifying 𝑏-jets that can
originate from a Higgs boson, described later in Chapter 5.
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3.4.4 Overlap removal

The reconstruction and identification of electrons, muons, and jets is performed independently. This
can lead to an ambiguity in identifying these objects correctly as they can be spatially close to each
other. To get rid of this ambiguity, an overlap removal procedure is applied. This overlap removal
procedure is based on the angular separation, Δ𝑅, in the 𝜂-𝜙 plane between the two reconstructed
objects. Once all the objects are fully reconstructed and calibrated, the overlap removal algorithm is
implemented in a sequential manner. The algorithm used in the context of this thesis is as follows [27]:

• Electron candidates that lie within Δ𝑅 = 0.01 of a muon candidate, are removed to supress the
contributions from the muon bremsstrahlung processes,

• The closest small-𝑅 jet within a cone of size Δ𝑅 = 0.2 around an electron is removed,

• A small-𝑅 jet with fewer than three associated tracks is removed if the jet is within a cone of
Δ𝑅 = 0.2 around a selected muon,

• Electrons and muons are discarded if they are within a cone of size Δ𝑅 = min(0.4, 0.04 +
10 GeV/𝑝ℓT) around the axis of any surviving jet, where 𝑝

ℓ
T is the transverse momentum of the

electron or muon. This requirement reduces the background contribution from semileptonic
decays of heavy-flavour hadrons,

• Any large-𝑅 jet found within Δ𝑅 < 0.1 of an electron is rejected.

3.4.5 Missing Transverse Momentum

According to the conservation of momentum, the vectorial sum of the transverse momentum of all
particles produced in an event must be zero. A sizeable deviation from a null value can primarily
indicate the presence of neutrinos which are solely weakly interacting and escape the direct detection in
the detector. One can define the missing transverse momentum, ®𝐸missT , in this regard as the negative of
the vectorial momentum sum of all the reconstructed objects in the detector. The ®𝐸missT reconstruction
is split into two contributions, namely the hard term and the soft term. The hard term includes all
objects which are fully reconstructed and calibrated: electron, muons, and small-𝑅 jets, whereas the
soft term includes all tracks that originate from the PV, but are not associated with any object from the
hard term. The ®𝐸missT components, 𝐸miss𝑥 and 𝐸miss𝑦 can be expressed as [160, 161]:

𝐸
miss
𝑥 (𝑦) = −

∑︁
𝑖∈hard objects

𝑝𝑥 (𝑦) ,𝑖 −
∑︁

𝑗∈soft signals
𝑝𝑥 (𝑦) , 𝑗 (3.14)

where 𝑝𝑥 and 𝑝𝑦 are the transverse momentum components of the objects in the transverse plane. The
vector ®𝐸missT provides the amount of missing transverse momentum via its magnitude 𝐸missT and its

direction in the transverse plane in terms of the azimuthal angle 𝜙miss, defined as tan−1( 𝐸
miss
𝑦

𝐸
miss
𝑥

).

3.5 Multivariate techniques

Multivariate techniques are used in the evaluation of data to explain relationships and patterns between
different observables associated with this data. Within the context of particle physics, they can be used
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in various analysis tasks, for example in particle identfication, energy and momentum measurements,
signal to background discrimination, function fitting12, and many more. One of the most common
tasks is the identification of events (signal) that are rare, and are mimicked by wide variety of physics
processes (backgrounds) or signal to background discrimination. The conventional approach of
selecting events by using selection requirements on individual kinematic variables is not optimal for
this task, and has been greatly surpassed by the usage of multivariate techniques. Mathematically, the
underlying task to carry out this discrimination is the so-called functional approximation [162]. It
is a technique of estimating an unknown underlying function (mapping function) that can map the
several correlated observables or feature variables to a well defined output. These feature variables
usually describe an object or an event, and can be represented by a vector ®𝑥 = (𝑥1, 𝑥2, ....., 𝑥𝑑) in a
𝑑-dimensional space13. Given ®𝑥, the goal is to construct a function 𝑦 = 𝑓 (®𝑥) such that a map of the
given form can be extracted:

𝑓 : 𝑅𝑑 → 𝑅
𝑁 (3.15)

where 𝑁 << 𝑑, and 𝑅
𝑚 is a generic real vector space of dimension 𝑚. In practice, one tries to

approximate the desired function with �̃� = 𝑓 (®𝑥, ®𝑤), where ®𝑤 denotes some adjustable parameters.
The most commonly used multivariate technique using computer algorithms is machine learning,

which has its origin in the field of Artificial Intelligence [163]. In machine learning, a functional
approximation is derived automatically from the given data without having prior information about
the function. One such strong approach to obtain the approximation, 𝑓 (®𝑥, ®𝑤), is known as supervised
learning. Within the supervised learning, a training (learning) dataset comprising of feature vector or
commonly called inputs, and the corresponding targets is used. This training dataset, (𝑦, ®𝑥) where 𝑦
are the targets from the true function 𝑓 (®𝑥), encapsulates the information between the input-output
relation which is meant to be learnt. The training dataset contains both signal and background events,
and is taken from MC simulations in the context of this thesis. The goal of training is to correctly look
for parameters ®𝑤 of the model under consideration, that is a functional approximation of the desired
input-output map.
In a problem involving functional approximation, the incured information loss has to be minimised,

which is evaluated by a loss function 𝐿 (𝑦, 𝑓 (®𝑥, ®𝑤)). The minimisation is considered to be more
efficient if one minimises the loss function averaged over the training dataset, commonly called the
risk function 𝑅( ®𝑤). This risk function provides information about the cost of mistakes made in the
predictions, and looks for the best parameters ®𝑤. On the other hand, if there is a possible constraint
𝑄( ®𝑤) that can impact the training procedure, it is further added to the risk function leading to a cost
function (defined in Equation 3.16) which needs to be minimised.

𝐶 ( ®𝑤) = 𝑅( ®𝑤) + 𝜆𝑄( ®𝑤) (3.16)

In the above Equation 3.16, 𝜆 is an adjustable parameter which controls the model complexity and
helps avoid overfitting14. The performance of a machine learning classifier is generally evaluated using
a test dataset which is independent of the training dataset. Currently the most widely used classifiers,
based on supervised learning, in high-energy physics are Boosted Decision Trees and Neural Networks.

12 Function fitting, in this context, refers to the derivation of continuous functions of variables.
13 When sizeable correlations exist between variables, the dimensionality of a problem is smaller than d.
14 Overfitting is an unwanted behavior that occurs when a model gives accurate predictions for the training dataset, but not
for any new data.
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Boosted decision trees have been used primarily in the event reconstruction technique employed in
the search for resolved 𝐻± boson decays (see Chapter 5). Neural networks are used to tag boosted
Higgs bosons, and also to provide a signal to background discrimination in the search for merged 𝐻±

boson decays (see Chapter 7). Thus, keeping within the scope of the author’s involvement with these
algorithms, the following Sections 3.5.1 and 3.5.2 describe these two classifiers with varying level of
detail.
Other important types of machine learning are unsupervised and reinforcement learning. In the

unsupervised approach, no targets are provided and the algorithm is expected to find connections
among the input vectors. In contrast, in the reinforcement approach, correct outputs are rewarded
and the incorrect ones are penalised. These two methods are not used this thesis and are hence not
discussed further.

3.5.1 Boosted Decision Trees

Decision Trees (DTs) [164] are based on an algorithm that uses a sequential set of cuts such as 𝑥1 > 𝑧1,
𝑥2 > 𝑧2... where (𝑧1, 𝑧2....𝑧𝑑) forms a cut-point in the 𝑑-dimensional feature space. This sequential
process begins at a root node, where an optimal cut is searched for one feature variable at a time which
gives the best separation between signal and background. The data is then split using this best cut
thereby forming two branch nodes. A variable used in a previous node may be used again at several
other nodes, while the other variables might not be used at all. The splitting process is continued
recursively until a terminating condition is met. The feature space is split this way into multiple
regions that are eventually classified as signal or background events, depending on the majority of the
training events that end up in the final leaf node. A schematic view of a decision tree is shown in
Figure 3.18.

Figure 3.18: A schematic view of a decision tree [164].

GiniIndex is commonly used to evaluate the separation criteria (Separation Index) for node
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splitting. It is defined as:
GiniIndex =

𝑠

𝑠 + 𝑏
(3.17)

where 𝑠 and 𝑏 are the signal and background yields, respectively, at any step of the splitting process.
The splitting at a branch node is stopped if the GiniIndex does not change any further, or in other
words when the background contamination is not further reduced. At this state, an output response of
𝑠

𝑠+𝑏 is assigned to the leaf node.
In general, the decision trees provide transparency to the classification procedure, and are easy

to interpret. However, they can be prone to instabilities with respect to statistical fluctuations in the
training dataset from which the tree structure is formed. The recursive splitting in a single decision tree
leads to increasingly fewer events of the training dataset in each step, and can lead to a compromised
classifier response. Also, if the two input variables show similar separation power, a fluctuation in
the training dataset can favour the split on one variable over the other. In such a case the whole tree
structure is altered below that node which can further lead to a different classifier response.
To solve the aforementioned problems, one tends to create an ensemble of classifiers that can

collectively "boost" the performance, and can make the classification procedure less prone to
fluctuations in the training dataset. These kinds of classifers are known by the name of Boosted
Decision Trees (BDTs). For an ensemble of 𝑀 classifiers, the predictions of the combined classifier is
given as:

𝑓 (®𝑥, ®𝑤) = Σ
𝑀
𝑚=1𝛼𝑚𝑦𝑚(®𝑥, ®𝑤𝑚) (3.18)

where ®𝑤𝑚 are the parameters of the 𝑚
th classifier. The weighing coefficients 𝛼𝑚 are determined based

on the chosen boosting algorithm. For this thesis, a GradientBoost algorithm15 is used, which tries to
adjust 𝛼𝑚 by minimising a loss function 𝐿 (𝑦, 𝑓 (®𝑥, ®𝑤)) of the following form:

𝐿 (𝑦, 𝑓 (®𝑥, ®𝑤)) = ln(1 + 𝑒
−2 𝑓 ( ®𝑥, ®𝑤)𝑦) (3.19)

The GradientBoost algorithm works best on classifiers having a small number of constituting nodes
(tree depth). Having such small sized trees are much less susceptible to overfitting compared to
simple decision trees. Their robustness can be further enhanced by reducing the learning rate of the
algorithm, evaluated by the Shrinkage parameter which controls the weight of the individual trees.
A small value of Shrinkage (0.1 to 0.3) would require more trees to be used in the algorithm but
can help improve the accuracy of the classifier response in complex settings. Other common training
parameters include nCuts and MinNodeSize. nCuts is the number of optimisation steps used in the
splitting of decision tree nodes. MinNodeSize denotes the minimum number of events per leaf node,
and takes care of overtraining16. For this thesis, BDTs are used as a binary classifier, but they can also
be used efficiently in the discrimination of signal against multiple classes of background, which adds a
further complexity in node-splitting.

3.5.2 Neural Networks

Another useful technique for data classification is that of a feed-forward neural network (NN) called
a multilayer percepton (MLP) [165]. It consists of an inter-connected group of nodes or neurons
15 Another commonly used algorithm is AdaBoost, which has an exponential loss function and works as efficiently as
GradBoost.

16 Overtraining refers to a scenario when a model is trained on a single set of data for too long leading to overfitting.
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which are arranged in layers. A schematic of an MLP is shown in Figure 3.19. Each node processes
information received by it using a transformation function, also commonly called the activation
function [166], and then passes the result on to the next layer of nodes. The first layer is called the
input layer which receives the feature variables. This layer is followed by one or more hidden layers
of nodes. Each of the interconnections in the network is characterised by a weight, and each of the
processing nodes may have a definite bias or a threshold. These weights and thresholds are the network
parameters whose values are learnt during the training phase. The last layer of the network gives an
output of the final response of the network.
There are several features that are needed for an efficient functioning of the neural networks.

Since the hidden nodes are crucial in extracting relevant information from the feature variables, their
number depends on the density of the underlying data. To avoid any overfitting that might arise from
the number of nodes, a regularisation procedure is commonly used. Regularisation penalises the
complexity of the network by adding a penalty term to the risk function. The activation functions are
best chosen as non-linear functions that allow for a flexible modelling of the network. A network is
trained by cycling through the training data about O (102 to 103) times, and the performance of the
network is periodically tested on separate sub-sets of data.

Figure 3.19: A schematic view of a feed-forward neural network [164].

3.6 Statistical methods

Data analysis techniques play an important role for the discovery reach of any particle collider
experiment, and lie at the heart of statistical inference - i.e. deriving knowledge from data. This
section focuses on the statistical methods of data analysis used in the context of this thesis. These
statistical methods provide a mathematical framework to evaluate how well the collision data agree
with the predictions. The presented statistical methods include the description of a likelihood model,
and the role of hypothesis testing in searches for new particles.

48



3.6 Statistical methods

3.6.1 The Likelihood

In particle physics, one often tries to evaluate whether some collected data is consistent with the SM
predictions, known as the hypothesis 𝐻0 (null hypothesis). Alternatively, one tries to check whether
the collected data favours a new physics process in addition to the SM backgrounds - known as the
hypothesis 𝐻1 (alternative hypothesis). A hypothesis under consideration is usually modelled in terms
of a Probability Density Function (PDF). The probability of observing 𝑛 events under an assumed
model that predicts 𝜈 events is given by a Poisson distribution [167]:

𝑃(𝑛; 𝜈) = 𝜈
𝑛

𝑛!
𝑒
−𝜈 (3.20)

The two aforementioned hypotheses can be discriminated by constructing a function of 𝑥 independent
meaurements called the test statistic. The Neyman-Pearson lemma [168] states that the test statistic
with the maximum separating power between the two hypotheses is a likelihood ratio. This likelihood
ratio is defined as the ratio of the PDFs of the two hypotheses, 𝑓 (𝑥 |𝐻0) and 𝑓 (𝑥 |𝐻1):

𝑡 (𝑥) =
𝑓 (𝑥 |𝐻0)
𝑓 (𝑥 |𝐻1)

(3.21)

The PDFs 𝑓 (𝑥 |𝐻0), and 𝑓 (𝑥 |𝐻1) are characterised by a set of unknown parameters, 𝜃. The deduction
of these unknown parameters that best agree with the data is an important step of a statistical test, and
can be addressed in a maximum-likelihood (ML) method [169]. This method is used for estimating
the parameter values of a model of interest that best fit a finite sample of events, and is based on the
maximisation of the likelihood function:

𝐿 (𝑥; 𝜃) =
𝑁∏
𝑖=1

𝑓 (𝑥𝑖 , 𝜃) (3.22)

where (𝑥1 ,...., 𝑥𝑁 ) are 𝑁 statistically independent measurements, and 𝑓 (𝑥𝑖 , 𝜃) is a hypothesised PDF
of the model of interest. Generally, the negative logarithm of the likelihood (NLL) is considered which
is defined as:

− ln(𝐿 (𝑥; 𝜃)) = −
𝑁∑︁
𝑖=1
ln( 𝑓 (𝑥𝑖 , 𝜃)) (3.23)

The negative logarithmic transformation is easier to handle as one tends to search for a minimum rather
than a maximum of 𝑓 (𝑥𝑖 , 𝜃) which can be rapidly fluctuating. The best-fit values of the unknown
parameters can then be derived by solving:

− 𝜕 ln(𝐿 (𝑥; 𝜃))
𝜕𝜃𝑖

= 0 (3.24)

where 𝜃 are the best-fit values for which the Likelihood reaches a minimum.
The unknown parameters of the hypothesis under test can be divided into two categories, namely

the parameters of interest and the nuisance parameters. The former, as the name suggests, are
the parameters which govern the interpretation of a statistical result. For the search presented in
this thesis, the signal strength, 𝜇, is taken as the parameter of interest (POI) which is defined as
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𝜎(𝑝𝑝 → 𝑡𝑏𝐻
±) × 𝐵𝑅(𝐻± → 𝑊

±
ℎ(→ 𝑏�̄�)), where 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

±) is the production cross section
of the 𝑡𝑏𝐻± process and 𝐵𝑅(𝐻± → 𝑊

±
ℎ(→ 𝑏�̄�)) is the branching ratio of 𝐻± → 𝑊

±
ℎ(→ 𝑏�̄�) decay.

The scenarios where 𝜇 = 0 refers to a SM-only hypothesis, whereas the cases where 𝜇 = 1 corresponds
to an existence of an 𝐻± boson with a production cross section of 1 pb with a 100% branching ratio of
the 𝐻± → 𝑊

±
ℎ(→ 𝑏�̄�) decay. The nuisance parameters (NPs), ®𝛼, form the second category, and are

the statistical and systematic uncertainties (see Chapter 6) associated with the simulated processes that
are needed to define the model. They provide additional degrees of freedom and are incorporated in
the statistical model with a specific form of probability distribution i.e. they are said to be constrained
in the model in a specific way. To test a hypothesised value of 𝜇, and in parallel infer the best-fit values
of ®𝛼 for the said value of 𝜇, one considers a profile-likelihood ratio (PLR):

𝜆(𝜇) = 𝐿 (𝜇, ˆ̂®𝛼)
𝐿 ( �̂�, ®̂𝛼)

(3.25)

where ˆ̂®𝛼 denotes the value of ®𝛼 that maximises 𝐿 for a specified value of 𝜇. The numerator, 𝐿 (𝜇, ˆ̂®𝛼),
hence is a conditional likelihood function of ®𝛼 as a function of 𝜇. The denominator, 𝐿 ( �̂�, ®̂𝛼), on the
other hand corresponds to an unconditional likelihood function where �̂�, and ®̂𝛼 are the values obtained
from maximising the likelihood.
A suitable approach of using PLR is by defining a test statistic, 𝑡 (𝜇) = −2 ln(𝜆(𝜇)). The test

statistic is modified depending on different ranges of �̂�:

𝑡 (𝜇) =


−2 ln 𝐿 (𝜇, ˆ̂𝛼(𝜇))

𝐿 (0, ˆ̂𝛼(0)) , �̂� < 0

−2 ln 𝐿 (𝜇, ˆ̂®𝛼)
𝐿 ( �̂�, ®̂𝛼)

, 0 ≤ �̂� ≤ 𝜇

0, �̂� > 𝜇

(3.26)

If �̂� < 0, the test statistic 𝑡 (𝜇) is modified in a way such that the parameters in the denominator
optimise the likelihood for 𝜇 = 0. If �̂� > 𝜇, the test statistic is set to zero, as a presence of signal
below an observed measurement is in complete agreement with the hypothesis. A higher value of 𝑡 (𝜇)
corresponds to an increasing incompatibility between data and hypothesis. In order to begin with a
statistical test, the distribution of 𝑡 (𝜇) need to be determined. For 𝑡 (𝜇) being Gaussian-distributed, it
can be approximated with an asymptotic formula. Within an asymptotic approximation, the estimation
of the spread of the distribution is based on the generation of an artificial dataset called an Asimov
dataset [170]. The Asimov dataset is defined in a way that when it is used to evaluate the best-fit values
of the model parameters, the true parameter values are obtained. These datasets are conveniently
used in estimating the test statistic distribution for large numbers of events, and wherever a Gaussian
approximation is valid. However, a more accurate approach of estimating 𝑡 (𝜇) can be achieved by the
usage of pseudo-datasets generated directly from the PDF. This method samples the true distribution
of the test statistic commonly known as toy Monte Carlo sampling. This method is most powerful for
determining the test statistics for a small number of events17 and is limited by the size of generated
pseudo-datasets which is a computationally intensive task.

17 Currently, the ATLAS recommendation is to use an asymptotic approximation for the cases where all the bins of the
studied kinematic distribution contain at least five background events. Failing this requirement, a toy-based method is
employed.
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3.6.2 Hypothesis Testing

The two aforementioned hypotheses, 𝐻0 and 𝐻1, can be placed readily in the context of a classical
example of search for a new particle. In a generic new physics search, the null hypothesis is usually
defined as a scenario where no new particle is found - i.e. the existence of only previously known
SM background processes. Resultantly, 𝐻0 can be termed as the background-only hypothesis. On
the other hand, the alternative hypothesis, 𝐻1 used for setting limits on the POI, is defined as the
signal-plus-background hypothesis. This hypothesis indicates the presence of a new particle in addition
to the known SM background processes. The level of agreement between the observed data and a
given hypothesis 𝐻 is determined with the help of a test statistic as defined in Equation 3.26, and can
be quantified by a 𝑝-value. This 𝑝-value gives the probability under the assumption of 𝐻 being either
𝐻0 or 𝐻1, of observing a result of equal or greater incompatibility with the predictions of 𝐻. Often
the 𝑝-value is replaced by an equivalent Gaussian significance, 𝑍 , which is defined as the quantile18

of 1 - 𝑝:
𝑍 = Φ

−1(1 − 𝑝) (3.27)

In the above equation, a Gaussian-distributed variable that is around 𝑍 standard deviations above its
mean has an upper-tail probability equal to 𝑝. In high-energy particle physics, a signal discovery
is claimed with a significance of at least 𝑍 = 5, also known as the 5𝜎 significance level, which
corresponds to 𝑝 = 2.87 × 10−7. An evidence for new physics is announced at a 3𝜎 significance level.
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Figure 3.20: Representative 95% CL expected upper limits on 𝜎(𝑡𝑏𝐻±) × 𝐵𝑅(𝐻± → 𝑊
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When trying to exclude a hypothesis, usually in absence of strong evidence of new physics, a
search can be used to constrain the parameters of 𝐻1, the signal-plus-background hypothesis. In
the context of the search presented in this thesis, the signal strength, 𝜇, of the 𝐻± boson process is
constrained with respect to 𝐻0, the background-only hypothesis. Upper limits on 𝜇 are set at a fixed
confidence level, CL = 1 - 𝑝. This confidence level is pre-defined, and is generally set to 95% for most

18 A quantile is the inverse of the cumulative distribution of a unit Gaussian.
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of the particle physics experiments, which corresponds to a 𝑍 value of 1.64 (𝑝-value of 0.05). The
confidence level method (CLs method) [171] protects the statistical interpretation of any search results
from pathologies which might result from a downward fluctuation of the background leading to a false
signal evidence. CLs is calculated as:

CLs =
CLs+b
1 − CLb

(3.28)

where CLs+b is the confidence level computed for a signal-plus-background hypothesis, and CLb
corresponds to the confidence level computed for a background-only hypothesis. Following Equation
3.28, all 𝜇 > 𝜇CLs=0.05 are excluded at a confidence level of 95%. To determine whether the observed
data is in agreement or not with the background-only hypothesis, the observed limits are overlayed
with the expected limits. These expected limits are the median limits calculated based on the Asimov
datasets generated for the signal-plus-background hypothesis against the background-only hypothesis.
These limits are generally shown in a so-called "brazillian format" with the green and yellow shaded
bands indicating the limit range where the 68% (1𝜎) and 95% (2𝜎) of the results are expected if the
limit determination is repeated fairly multiple times with an assumption that the background-only
hypothesis is true. This brazillian format is depicted in Figure 3.20 which shows representative 95%
CL expected upper limits on 𝜎(𝑡𝑏𝐻±) × 𝐵𝑅(𝐻± → 𝑊

±
ℎ(→ 𝑏�̄�)) as a function of 𝐻± boson mass

(𝑚𝐻
±).
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CHAPTER 4

Resolved Topology: Background modelling and
event classification

4.1 Introduction

The search for charged Higgs bosons1 produced in association with a top- and a bottom-quark
(𝑝𝑝 → 𝑡𝑏𝐻

+), and decaying via 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) targets events with multiple jets, and leptons from
the top-quark orW boson decays i.e. 𝑙𝜈𝑞𝑞𝑏�̄�𝑏�̄� final states. The search covers two topologies: the
resolved one, where the 𝐻+ boson’s hadronic decay products are reconstructed individually as small-𝑅
jets, and the merged one, where Δ𝑅 between the hadronic decay products of the ℎ/𝑊 boson is small
due to the large 𝑝T of the 𝐻

+ boson, such that the decay products are reconstructed inside a large-𝑅
jet. This and the next chapter detail the development of the analysis strategy used in the search for
resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. A brief discussion of the search for merged 𝐻+ → 𝑊ℎ(→ 𝑏�̄�)
decays is given in Chapter 7.
The main background in this search is the top-quark pair production in association with jets (𝑡𝑡 +

jets) [172]. The sub-leading background includes single top-quark and weak boson processes [173,
174]. The 𝑡𝑡 + jets background is known to be mismodelled due to missing higher-order QCD and
EW corrections [175], and is corrected using a dedicated reweighting procedure. The remaining
backgrounds are derived solely from simulations. The search targets two 𝐻+ boson decay channels
based on the decay products of the W boson from the 𝐻+ boson decay: 𝐻+ → 𝑊ℎ → ℓ𝜈𝑏�̄� decays
(ℓ𝜈𝑏�̄� channel) and 𝐻

+ → 𝑊ℎ → 𝑞𝑞𝑏�̄� decays (𝑞𝑞𝑏�̄� channel). The leading-order Feynman
diagrams representing these channels are shown in Figure 4.1. A selection requirement on the leptonic
top-quark2 candidate mass (𝑚leptop) is used to classify events into two channels. BDTs are trained to
identify the correct pairing of jets to reconstruct the ℎ boson, W boson, and 𝐻+ boson candidates.
Control and signal regions are then defined based on the BDT score. The reconstructed charged Higgs
boson mass (𝑚Wh) is used as the main discriminant between signal and backgrounds, and is used for
signal extraction.
1 A notation of 𝐻+ is used henceforth, with the charged-conjugate 𝐻− always implied. Also, a generic notation for particles
produced in association with charged Higgs bosons and in their decays (𝑊 , ℓ, 𝑞 etc.) are used henceforth for simplicity.
2 In principle, 𝑊 boson from top-quark (𝑡 → 𝑊𝑏) decays leptonically and the top-quark itself decays semileptonically.
However, the terms "leptonic top-quark" or "leptonically decaying top-quark" are used in this thesis for simplicity and are
meant to imply the same meaning.
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(a) (b)

Figure 4.1: Leading-order Feynman diagrams for (a) the 𝑞𝑞𝑏�̄� channel and (b) the ℓ𝜈𝑏�̄� channel.

This chapter is structured as follows: Section 4.2 summarises the various kinds of simulated
processes used in this analysis. Section 4.3 gives an overview of the event pre-selection requirements.
Section 4.4 then discusses in detail the treatment of the dominant background in this search: 𝑡𝑡 + jets.
Finally, Section 4.5 explains the reconstruction and performance of the 𝑚leptop to classify events into
ℓ𝜈𝑏�̄� and 𝑞𝑞𝑏�̄� channels. The remaining aspects of the analysis strategy covering the reconstruction
BDTs, and the optimisation of signal and control regions are discussed in Chapter 5.

4.2 Simulated processes

This section summarises the simulated signal and background processes used in the analysis, and
gives an overview of the used event generators. A complete description of the generation parameters
of the simulated processes can be found in [176].

4.2.1 Signal

The signal process was simulated usingMadGraph 5 [177], at NLO precision in QCD, for modelling
the matrix-element (ME) . In addition, Pythia 8.244 [178] was used to model the parton showers
(PS) and hadronisation. A narrow-width approximation [179] was used for the simulation of the 𝑡𝑏𝐻+

process. This assumption has a negligible impact on the analysis, as the experimental resolution is
much larger than the 𝐻+ boson natural width. Seventeen signal mass hypotheses covering a range from
250GeV to 3 TeV were simulated. W boson was allowed to decay both hadronically and leptonically.
However, only Higgs boson decays to a pair of 𝑏-quarks were considered assuming a SM Higgs boson
of mass 𝑚ℎ = 125GeV. Simulated events of different signal mass hypotheses are normalised to a
reference cross section of 1 pb for the purpose of analysis optimisation.
Figure 4.2 shows the generator-level3 event distributions for 𝑝T of the ℎ boson, W boson, 𝑏-quarks

from the ℎ boson, and Δ𝑅 between the two 𝑏-quarks from the ℎ boson, overlayed for several signal
mass hypotheses. From these distributions, one can observe that the shapes of the 𝑝T distribution for
the ℎ andW bosons get increasingly broader for higher signal mass (𝑚𝐻

+) values, with the mean of
the distribution peaking approximately at 𝑚𝐻

+
2 implying an equal split of 𝑝T between the two decay

3 Throughout this thesis, generator-level events correspond to events without detector simulation.
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candidates of the 𝐻+ boson in an ideal case. The 𝑝T distribution of the two 𝑏-quarks from the ℎ boson
also gets smeared out with higher 𝑚𝐻

+ due to the large Lorentz boost of the ℎ boson. The same feature
also explains why the shape of the Δ𝑅(𝑏, 𝑏) distribution takes increasingly lower values for higher
𝑚𝐻

+ values due to the collimation of two 𝑏-quarks from the ℎ boson.
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Figure 4.2: The distributions of (a) 𝑝T of the ℎ boson, (b) 𝑝T of theW boson, (c) 𝑝T of the two 𝑏-quarks originating
from the ℎ boson, and (d) Δ𝑅 between the two 𝑏-quarks originating from the ℎ boson at generator-level.
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Figure 4.3: Leading-order Feynman diagram for a representative 𝑡𝑡 + HF process.

4.2.2 Backgrounds

𝒕 𝒕 + jets

The production of events containing top-quark pairs (𝑡𝑡) were performed using the PowhegBox v2
generator [180] for modelling the ME at NLO precision in QCD. The PS, hardonisation, and underlying
event were modelled using Pythia 8.230 [181]. These events are normalised to the predicted cross
sections calculated with Top++ 2.0 [182] at next-to-next-to-leading order (NNLO) in QCD including
the resummation of next-to-next-to-leading logarithmic (NNLL) soft gluon terms.
The background events are categorised depending on the flavour of the jets produced in association

with the 𝑡𝑡 system. The categorisation scheme is based on the generator-level information, where
jets are reconstructed from stable particles with a mean lifetime 𝜏 > 3 × 10−11 s using the anti-𝑘T
algorithm with radius parameter 𝑅 = 0.4. These jets are required to have 𝑝T > 15GeV and 𝜂 < 2.5, and
their flavour is determined by counting the number of 𝑏- or 𝑐-hadrons with 𝑝T > 5GeV located within
a cone of Δ𝑅 = 0.4 around the jet axis. Jets containing at least one 𝑏-hadron are labelled as 𝑏-jets,
whereas jets that do not contain any 𝑏-hadron, but contains at least one 𝑐-hadron are labelled as 𝑐-jets.
Events that contain at least one 𝑏- or 𝑐-jet, but do not contain any additional jets including 𝑏- or 𝑐-
hadrons from the top-quark, W , Z, or ℎ boson decays are termed as 𝑡𝑡 + HF where HF denotes the
heavy-flavour jets. Events that do not contain any heavy-flavour jets, except from those arising from
the top-quark, or W boson decays are termed as 𝑡𝑡 + LF where LF denotes the light-flavour jets. 𝑡𝑡 +
HF and 𝑡𝑡 + LF are two separate background categories in this analysis. The leading-order Feynman
diagram for a representative 𝑡𝑡 + HF process is shown in Figure 4.3.

Single Top

The associated production of top-quarks with W bosons (𝑊𝑡), and the 𝑠- and 𝑡-channel production of
single top-quarks were modelled using the PowhegBox v2 generator with NLO precision in QCD,
interfaced to Pythia 8.230 to simulate the PS. The diagram removal (DR) scheme [183] was used to
remove the interference and overlap with the 𝑡𝑡 events that can occur at NLO precision in QCD. Other
processes including top quarks such as the 𝑡𝑊𝑍 and 𝑡𝑍𝑞 processes are also considered and included
in the single top category of backgrounds. These backgrounds were generated usingMadGraph 5 at
NLO precision in QCD, interfaced to Pythia 8.210 to simulate the PS.
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Diboson (𝑽𝑽) and 𝑽 + jets

The production of a 𝑉 = W or Z boson in association with jets was modelled using the Sherpa v2.2.11
generator [120] for both ME and PS. The ME and PS matching and merging at NLO is performed
using the MEPS@NLO formalism [184].
Diboson production (𝑉𝑉 with 𝑉 = W or Z) with 𝑉 decays into semileptonic final states were

simulated using Sherpa 2.2.1 [120], whereas events with decays into fully leptonic final states were
simulated using Sherpa 2.2.2 [120]. Both these kinds of simulated processes include off-shell effects
and Higgs boson contributions wherever appropriate.

𝒕 𝒕 + X (W/Z/𝒉)

The production of 𝑡𝑡 events in association with a ℎ boson (𝑡𝑡 + ℎ) was carried out using the PowhegBox
v2 generator at NLO precision in QCD for modelling the ME. Pythia 8.230 [181] was used in addition
to simulate the PS. The 𝑡𝑡 + W and 𝑡𝑡 + 𝑍 events were modelled usingMadGraph 5 at NLO precision
in QCD for generating the ME. Pythia 8.244 was used in addition to simulate the PS.

Other rare top-quark processes

Rare top-quark processes such as 𝑡ℎ 𝑗𝑏 and 𝑡𝑡𝑡𝑡 production were also considered as a separate back-
ground category. These rare events were simulated usingMadGraph 5 at NLO precision in QCD to
generate the ME. In addition, they were interfaced to Pythia 8.230 to simulate the PS.

All simulated signal and background processes include the effect of pile-up by overlaying sim-
ulated miniumum-bias events on each generated signal or background event. The minimum-bias
events4 were simulated with the single-, double-, and non-diffractive proton-proton processes of
Pythia 8.186 [185]. The generated events were processed using either the Geant4-based full
detector simulation (Full Sim), or using a fast simulation (AtlFast II) (see Section 3.3) where the
calorimeter response is replaced by a detailed parametrisation of shower shapes. The simulated events
were reconstructed using the same algorithms as used for the collision data events.

4.3 Event pre-selection

A common set of pre-selection requirements on the reconstructed physics objects (see Section 3.4) are
applied to both simulated events and data. The selection requirements are defined as follows:

• Exactly one prompt e± or 𝜇±,

• 𝐸
miss
T > 30GeV,

• ≥ five small-𝑅 jets,

• ≥ two 𝑏-tagged small-𝑅 jets passing the 77% working point of the DL1r tagger.
4 Minimum-bias events are inelastic events selected by a loose trigger with as little bias as possible. They are a factor of
two less dense than the underlying event.
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Figure 4.4: The background composition of the events passing the pre-selection requirements. The background
uncertainty band shows the statistical and systematic uncertainties added in quadrature.

4.4 Background estimation

𝑡𝑡 + jets (𝑡𝑡 + LF and 𝑡𝑡 + HF) is the dominant background in this search as shown in Figure 4.4,
thus it is important to model this background well. The modelling of the 𝑡𝑡 + jets background by the
PowhegBox generator is limited to NLO precision in QCD [186] for the ME. The missing higher-order
QCD and EW corrections in simulation are visible in particular at high top-quark momenta and for
large jet multiplicities (𝑛jets). 𝐻

all
T , defined as the scalar sum of the transverse momentum of all visible

objects in the detector, is an important observable in this regard. It is defined as:

𝐻
all
T = Σ

𝑛jets
𝑖=1 𝑝

jet
T + 𝑝

lep
T (4.1)

Figure 4.5 presents the 𝐻allT and 𝑛jets distributions in events passing the pre-selection requirements, and
shows the potential mismodelling due to the 𝑡𝑡 + jets background. The 𝐻allT observable encodes the
hardness of an event, thus serves as a suitable candidate to account for the 𝑡𝑡 + jets mismodelling. To
handle the mismodelling, the 𝑡𝑡 + jets background is corrected using a reweighting procedure in order
to match data in the relevant kinematic regions. This reweighting procedure corrects the shape of the
𝑡𝑡 + jets background. There are residual normalisation effects which are visible after the corrections
are applied, as discussed in the following section. The remaining background processes (15% of the
total background yield in the pre-selection) are derived purely from simulations.

4.4.1 Reweighting technique for the 𝒕 𝒕 + jets background

The correction strategy presented in this section is inspired from other ATLAS analyses with 𝑡𝑡 + jets
events as the main background [20, 23]. The mismodelling of the 𝑡𝑡 + jets background is assumed to
be due to additional radiations in the PS, which are independent of the flavour of the associated jets.
Signal events are expected to have a higher number of 𝑏-tagged jets, thus the correction factors are
derived in a signal-depleted region by requiring exactly two 𝑏-tagged jets. These correction factors
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Figure 4.5: 𝐻allT and 𝑛jets distributions in events passing the pre-selection requirements. The ratio panels show
the ratio of the observed data and the SM background prediction. The background uncertainty band shows the
statistical and systematic uncertainties added in quadrature.

are subsequently applied in events containing three or more 𝑏-tagged jets. The correction factors are
derived as a function of 𝐻allT for different jet multiplicities 𝑛jets, of five, six, seven, and at least eight. A
correction factor, 𝐶 (𝐻allT ), is defined as:

𝐶 (𝐻allT ) =
𝑁data(𝐻

all
T ) − 𝑁non−tt̄(𝐻

all
T )

𝑁tt̄(𝐻
all
T )

(4.2)

where 𝑁data(𝐻
all
T ), 𝑁tt̄(𝐻

all
T ), and 𝑁non−tt̄(𝐻

all
T ) denote the yields observed in data, and the predictions

for the 𝑡𝑡 + jets, and non-𝑡𝑡 backgrounds, respectively.
Different functional forms are tested to model the shape of 𝐻allT , namely hyperbola-plus-sigmoid,

exponential-plus-sigmoid, and a combination of second-order polynomial and a first-order exponenti-
ated polynomial. The definitions of these functional forms are given in Equations 4.3, 4.4 and 4.5,
respectively.

𝑓 (𝐻allT ) = 𝑎 + 𝑏

(𝐻allT )𝑐
− 𝑑

1 + exp(𝑒 − 𝑓 · 𝐻allT )
(4.3)

𝑓 (𝐻allT ) = 𝑎 + 𝑏 · exp(𝑐 · 𝐻allT ) − 𝑑

1 + exp(𝑒 − 𝑓 · 𝐻allT )
(4.4)

𝑓 (𝐻allT ) = 𝑎 + 𝑏 · 𝐻allT + 𝑐 · (𝐻allT )2 + 𝑑 · exp(𝑒 · 𝐻allT ) (4.5)

Out of the three tested functional forms, the exponential-plus-sigmoid functional form is chosen as
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Chapter 4 Resolved Topology: Background modelling and event classification

the most suitable functional form. This choice is based on the goodness of the analytical fit describing
the data points, and the non-divergent behaviour of the error variations associated with each functional
form. These error variations are derived by varying each fit parameter, one at a time, within their
statistical uncertainties and re-evaluating the functional form fits. Analytical fits to the correction
factor for different jet multiplicity regions, using an exponential-plus-sigmoid functional form are
shown in Figure 4.6. The corresponding analytical fits for the other two functional forms are shown in
Figures A.1 and A.2 in Appendix A.3.
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Figure 4.6: (a) to (d) shows the analytical fits to the correction factor, C(𝐻allT ), in bins of 𝐻
all
T modelled by an

exponential-plus-sigmoid functional form for different jet multiplicity regions (a: five jets, b: six jets, c: seven
jets, d: at least eight jets) for events containing two 𝑏-tagged jets. "ndf" here refers to the number of degrees of
freedom which is the difference between the number of fitted bins and the number of functional form parameters.
"EV" denotes the error variation (uncertainty) associated with each fit parameter.
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4.4.2 Validation of the reweighting technique

The 𝐻allT distributions before and after applying corrections to the 𝑡𝑡 + jets background in events
containing two 𝑏-tagged jets are shown in Figure 4.7 for two different jet multiplicity regions. It can
be observed from Figures 4.7(b) and 4.7(d) that the reweighting procedure improves the modelling
of the 𝑡𝑡 + jets background, in regions where the corrections are derived, with a data-to-prediction
ratio consistent with unity. As discussed earlier, the corrections are subsequently applied in events
containing three or more 𝑏-tagged jets. The 𝐻allT distributions, before and after applying the corrections,
in events containing three 𝑏-tagged and at least four 𝑏-tagged jets are shown in Figures 4.8 and 4.9,
respectively. The reweighting procedure corrects the shape of the 𝑡𝑡 + jets background as observed
in Figures 4.8(b) and 4.8(d). The offset in the ratio panel is due to a residual normalisation effect
from the 𝑡𝑡 + HF background. The error variations resulting from the analytical fit constrains the
normalisation of the 𝑡𝑡 + LF background within 6% [187] which is the cross-section uncertainty on
the 𝑡𝑡 + jets background. However, these error variations do not constrain the normalisation of the 𝑡𝑡 +
HF background, which is reflected as a normalisation effect after the corrections are applied. This
feature is taken care of in the statistical model (see Chapter 6) where the normalisation factor of the 𝑡𝑡
+ HF background is allowed to float independently, and is derived from a fit to data.
The reweighting procedure is further validated for other kinematic observables, namely 𝐸missT ,

electron 𝑝T, leading jet 𝑝T, and muon 𝑝T. The corresponding distributions for the first two observables,
before and after the corrections are applied, in events containing at least five jets and two 𝑏-tagged
jets are shown in Figure 4.10. A good agreement between data and simulation is observed within
the uncertainties. The distributions for the remaining observables can be found in Figure A.6 in the
Appendix.
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Figure 4.7: 𝐻allT distributions, for 𝑛jets = 6 and ≥ 8, before (left) and after (right) the reweighting is applied in
events containing two 𝑏-tagged jets. The ratio panels show the ratio of the observed to the SM background
prediction. The background uncertainty band shows the statistical and systematic uncertainties added in
quadrature. The notation "6 𝑗 2𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).
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Figure 4.8: 𝐻allT distributions, for 𝑛jets = 6 and ≥ 8, before (left) and after (right) the reweighting is applied in
events containing three 𝑏-tagged jets. The ratio panels show the ratio of the observed to the SM background
prediction. The background uncertainty band shows the statistical and systematic uncertainties added in
quadrature. The notation "6 𝑗 3𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).
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Figure 4.9: 𝐻allT distributions, for 𝑛jets = 6 and ≥ 8„ before (left) and after (right) the reweighting is applied
in events containing at least four 𝑏-tagged jets. The ratio panels show the ratio of the observed to the SM
background prediction. The background uncertainty band shows the statistical and systematic uncertainties
added in quadrature. The notation "6 𝑗 ≥4𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).

64



4.4 Background estimation

0 50 100 150 200 250 300

 [GeV]miss
TE

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

50

100

150

200

250

300

350

400

450

310×

E
ve

nt
s/

 1
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(a)

0 50 100 150 200 250 300

 [GeV]miss
TE

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

50

100

150

200

250

300

350

400

450

310×

E
ve

nt
s/

 1
0 

G
eV -1 = 13 TeV, 140 fbs

 5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(b)

0 50 100 150 200 250 300

 [GeV]
T

Electron p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

100

200

300

400

500

310×

E
ve

nt
s/

 2
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(c)

0 50 100 150 200 250 300

 [GeV]
T

Electron p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

100

200

300

400

500

310×

E
ve

nt
s/

 2
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(d)

Figure 4.10: The distributions for 𝐸missT and electron 𝑝T, before (left) and after (right) the reweighting is applied
in events containing at least five jets and two 𝑏-tagged jets. The ratio panels show the ratio of the observed to the
SM background prediction. The background uncertainty band shows the statistical and systematic uncertainties
added in quadrature. The notation "≥5 𝑗 2𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).
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4.5 Event classification in ℓ𝝂𝒃�̄� and 𝒒�̄�𝒃�̄� channels

As discussed earlier in Section 4.1, the final state studied in this analysis can be realised in two
different decay channels, namely ℓ𝜈𝑏�̄� and 𝑞𝑞𝑏�̄�. To differentiate between the two channels, events
are classified based on a requirement on the reconstructed leptonic top-quark candidate mass, 𝑚leptop.
𝑚
lep
top is a suitable observable for classifying events in the two channels, as the 𝑞𝑞𝑏�̄� channel contains
a leptonically decaying top-quark, whereas the ℓ𝜈𝑏�̄� channel does not (see Figure 4.1). Moreover,
the reconstruction of 𝑚leptop is simpler in contrast to reconstructing a hadronically decaying top-quark
present in the ℓ𝜈𝑏�̄� channel, which would require selecting a combination of three jets to reconstruct
the top-quark candiate from a complex final state. The reconstruction procedure, the optimisation of
the selection requirement on the 𝑚leptop to classify events in the two channels, and the 𝑚

lep
top classification

performance are discussed in this section.

4.5.1 𝒎lep
top reconstruction

The𝑚leptop is reconstructed as the four-vector sum of a 𝑏-tagged jet of interest and a leptonically decaying
W boson (𝑊lep). 𝑊lep candidate is reconstructed using a charged lepton and a neutrino candidate. The
𝑥 and the 𝑦 components of the neutrino candidate are directly obtained from 𝐸

miss
𝑥 and 𝐸miss𝑦 (see

Section 3.4.5). The longitudinal component of the neutrino momentum is determined by applying an
on-shell W boson mass constraint [188] to the 𝐸missT + charged lepton system. This procedure leads
to a quadratic equation which provides either two, one, or zero real solutions. If it does not have a
real solution, ®𝐸missT is rotated until a real solution is found. If this approach leads to ambiguities, the
rotation which provides the minimum change in 𝐸missT is chosen. If two real solutions are found, then
the solution with the smallest |𝑝𝑧 | is chosen. The 𝑏-tagged jet of interest, to reconstruct the 𝑚

lep
top is

chosen as the one which returns the minimum value for the following expression [189]:

| (𝑚(𝑏-jet +𝑊lep) − 172.73) |
𝑚(𝑏-jet +𝑊lep)

(4.6)

where 172.73 (in units of GeV) is the top-quark pole mass.
The reconstructed 𝑚

lep
top distribution is presented for 𝑚𝐻

+ = 800GeV for the 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄�

channels, and the sum of backgrounds in Figure 4.11. One can observe that 𝑚leptop tends to be distributed
around the top-quark mass for events containing a leptonically decaying top-quark which is expected
for background events and signal events in the 𝑞𝑞𝑏�̄� channel. For signal events in the ℓ𝜈𝑏�̄� channel,
this observable depends on the energy scale of the event and shows broad tails towards high 𝑚leptop
values. The 𝑚leptop distribution for the background overlaps with the corresponding signal distribution
in the 𝑞𝑞𝑏�̄� channel, whereas a good separation is observed between background, and signal events in
the ℓ𝜈𝑏�̄� channel. Thus, the ℓ𝜈𝑏�̄� channel has a much lower background contamination compared to
the 𝑞𝑞𝑏�̄� channel.
In order to optimise the selection requirement on the 𝑚leptop to distinguish between two channels, a

𝑞𝑞𝑏�̄� signal hypothesis is assumed as a benchmark5. Three selection requirements, namely 𝑚leptop ≤

5 The choice of this benchmark is primarily due to analysis development reasons, as the 𝑞𝑞𝑏�̄� channel was studied prior to
the ℓ𝜈𝑏�̄� channel.
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Figure 4.11: 𝑚leptop distribution for two different mass hypotheses (𝑚𝐻
+ = 500GeV and 1.4 TeV) for the 𝑞𝑞𝑏�̄�

and ℓ𝜈𝑏�̄� channels, overlayed with the corresponding distribution for the total background.

200GeV, 𝑚leptop ≤ 225GeV, and 𝑚
lep
top ≤ 250GeV are tested to find the best selection requirement. The

best selection requirement is chosen based on the most stringent 95% CL expected upper limits on
the signal strength, 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)), obtained for the tested selection
requirements. The upper limits are calculated using an Asimov fit to the 𝑚Wh distribution

6, in a
region containing at least five jets and at least three 𝑏-tagged jets7, under a signal-plus-background
hypothesis considering statistical uncertainties on the simulated events only. A comparison of the
limits for the three tested selection requirements is shown in Figure 4.12. It can be observed from this
figure that for 𝑚leptop ≤ 225GeV and 𝑚

lep
top ≤ 250GeV, one tends to obtain relatively better (especially at

high 𝐻+ boson masses) limits than those obtained for 𝑚leptop ≤ 200GeV. However, a looser selection
requirement on 𝑚leptop leads to a higher miscategorisation of events in the 𝑞𝑞𝑏�̄� channel from the ℓ𝜈𝑏�̄�
channel, in the low-mass tails of the reconstructed 𝑚Wh distribution. This is shown in Figure 4.13
which presents the reconstructed 𝑚Wh distribution for 𝑚𝐻

+ = 600GeV and 𝑚𝐻
+ = 1.2 TeV for the two

selection requirements. Hence, the best cut to classify ℓ𝜈𝑏�̄� (𝑞𝑞𝑏�̄�) channels is chosen as 𝑚leptop >
225GeV (𝑚leptop ≤ 225GeV) which serves as a good trade-off between the expected sensitivity and
miscategorisation of events.

6 The reconstruction of 𝑚Wh is described in Chapter 5, and is independent of the 𝑚
lep
top reconstruction.

7 The optimisation of the selection requirement is performed using events containing at least three 𝑏-tagged jets which are
used to define the signal and control regions (see Chapter 5).
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Figure 4.14: Signal selection efficiency in events passing the pre-selection requirements.

4.5.2 Event classification performance

The event classification performance is evaluated in terms of the signal selection efficiency. The
signal selection efficiency (𝜖sig) is defined as the ratio of the number of signal events at generator-level
passing the selection requirement on 𝑚leptop, to be classified as 𝑞𝑞𝑏�̄� or ℓ𝜈𝑏�̄� events, to the total number
of signal events at generator-level. It is expressed as:

𝜖sig =
𝑁
total
gen |𝑚

lep
top

𝑁
total
gen

(4.7)

where 𝑁 totalgen denotes the total number of signal events at generator-level, for the two channels, passing
the pre-selection requirements. Figure 4.14 shows the signal selection efficiency as a function of
𝑚𝐻

+ for the two channels. The efficiency varies from 10% (88%) for the lowest considered 𝑚𝐻
+ to

95% (76%) for the highest considered 𝑚𝐻
+ in the ℓ𝜈𝑏�̄� (𝑞𝑞𝑏�̄�) channels. The low signal selection

efficiency in the ℓ𝜈𝑏�̄� channel for 𝑚𝐻
+ < 700GeV is due to the miscategorisation of ℓ𝜈𝑏�̄� events as

𝑞𝑞𝑏�̄� events. At low masses, the 𝐻+ boson decay products in the ℓ𝜈𝑏�̄� channel have low transverse
momentum, and can pass the jet and lepton 𝑝T acceptance requirements leading to low 𝑚

lep
top values

which in turn populate the 𝑞𝑞𝑏�̄� channel. At high 𝐻+ boson masses, the reconstruction procedure is
seen to work comparably well for both channels.
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CHAPTER 5

Resolved Topology: Event Reconstruction BDTs

This chapter covers the remaining aspects of the analysis strategy used to perform the search for
resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. After the classification of events into 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄� channels,
BDTs are trained in both the channels to select the correct combination of jets to reconstruct theW and
ℎ boson candidates originating from the 𝐻+ boson. Section 5.1 discusses in detail the BDT training,
application, and performance in the 𝑞𝑞𝑏�̄� channel, and gives a brief overview of the BDT training
and application in the ℓ𝜈𝑏�̄� channel. Dedicated control and signal regions are defined in different
intervals of the BDT score for the two channels. The optimisation of signal and control regions is
described in Section 5.2.

5.1 Event reconstruction BDTs

The 𝑡𝑏𝐻+ → 𝑡𝑏𝑊ℎ(→ 𝑏�̄�) final state contains at least five jets, and hence the main challenge in
the event reconstruction is to correctly assign jets to the original particles, the𝑊 and ℎ bosons. To
tackle this challenge two sets of BDTs are trained separately in the two channels to perform the event
reconstruction. They are trained using the simulated events of all seventeen signal mass hypotheses
in the analysis pre-selection region. Up to nine jets arranged in decreasing order of their transverse
momentum are used to perform the training. The first set of BDTs targeting the 𝐻+ → 𝑊ℎ → 𝑞𝑞𝑏�̄�

decays (𝑞𝑞𝑏�̄� channel) are trained on input variables built from the four-vectors of the four jets used
to construct the𝑊 and ℎ boson candidates. The second set of BDTs targeting the 𝐻+ → 𝑊ℎ → ℓ𝜈𝑏�̄�

decays (ℓ𝜈𝑏�̄� channel) are trained on input variables built from the four-vectors of the charged lepton
and the neutrino1 candidates to construct the 𝑊 boson candidate, and from the four-vectors of the
two jets to construct the ℎ boson candidate. The BDTs are trained to distinguish between the correct
pairings of the final state objects, i.e. leptons and jets, labelled as signal, and the incorrect pairings
labelled as background (combinatorial background). The correct pairing is found using a spatial
matching between the generator-level particles and the reconstructed objects. A jet pair is considered to
be correctly matched to a generator-levelW/ℎ boson, if its angular distance (Δ𝑅) to the generator-level

1 The 𝑝𝑧 component of the neutrino is reconstructed using the𝑊 boson mass constraint method as described in Section
4.5.1.
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W/ℎ boson is less than 0.3 (Δ𝑅 (gen-level, reco-level) < 0.3)2. The matching between the charged
lepton + neutrino candidate and the corresponding generator-level𝑊 boson, in the ℓ𝜈𝑏�̄� channel, is
based on the same criteria.

5.1.1 𝒒�̄�𝒃�̄� channel

BDT Training

The training of the decision trees is carried out using the Toolkit for MultiVariate data Analyses
(TMVA) framework [164]. A general overview on the BDTs, and the common training parameters
known as the hyperparameters was given in Section 3.5.1. To protect against any potential biases due
to overtraining, and to ensure that the training is not tested (evaluated) on events which were used
for the training, a two-fold cross-validation method is employed. The input dataset is split into two
independent datasets based on the event number. One dataset is built from the even numbered events
(DATASET 1), and the other dataset is built from the odd numbered events (DATASET 2). Resultantly,
two trainings are performed: The first training is performed on DATASET 1 and is tested on DATASET
2, while the second training is performed on DATASET 2 and is tested on DATASET 1.
In the 𝑞𝑞𝑏�̄� channel, the training is based on ten input variables. These variables are built from the

four-vectors of the four jets denoted by 𝑗W1 , 𝑗W2 and 𝑗h1 , 𝑗h2 to construct the hadronically decaying𝑊
boson (Whad) and ℎ boson candidates, respectively. The list of variables include the invariant masses
of the two boson candidates and the pseudo-continuous 𝑏-tagging (PCBT) (see Section 3.4.3) scores3

of the four jets, which are expected to show distinct distributions between correct object pairings
(signal) and incorrect object pairings (combinatorial background). A dependence on the 𝐻+ boson
mass is reduced by taking the ratio of the transverse momentum of the reconstructed objects with
respect to the reconstructed charged Higgs boson mass. In addition, variables associated with the
angular separation between the reconstructed objects are also taken into account which can vary
between signal and combinatorial background. The input variables are defined as following:

• The invariant masses of the Whad and ℎ boson candidates: 𝑚W (𝑚 𝑗W1
𝑗W2
) and 𝑚h (𝑚 𝑗h1

𝑗h2
),

respectively,

• the PCBT scores of the four jets: 𝑏-tag 𝑗h1 , 𝑏-tag 𝑗h2 , 𝑏-tag 𝑗W1 , 𝑏-tag 𝑗W2 ,

• the ratio of the Whad transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

W
T /𝑚Wh,

• the ratio of the ℎ boson transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

h
T/𝑚Wh,

• the pseudorapidity difference between the ℎ boson and Whad candidates: |Δ𝜂(ℎ,𝑊) |,

• the azimuthal angle difference between the ℎ boson and Whad candidates: ΔΦ(ℎ,𝑊).

2 If more than two jet pairs satisfy the matching criteria, the pair with the smaller Δ𝑅 to the generator-levelW/ℎ boson is
considered as the correct pairing.
3 Following the definition of the PCBT score in Section 3.4.3, the correct jet pairings used to construct the ℎ boson
candidate populates the higher PCBT score bins whereas the correct jet pairings used to construct the𝑊 boson candidate
populates the lower PCBT score bins.
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Table 5.1: Hyperparameters used for the training of decision trees.

Parameter Value
Boosting type Gradient
Separation type GiniIndex
Shrinkage 0.1
𝑁
trees 10, 50, 100, 200, 400, 600, 1000
MinNodeSize 2%
nCuts 10, 20, 40, 60, 80
Tree depth 3, 5, 7, 9

Table 5.2: Variable ranking of BDT input variables in the 𝑞𝑞𝑏�̄� channel.

Rank Variable name
1 𝑝

h
T/𝑚Wh

2 |Δ𝜂(ℎ,𝑊) |
3 𝑝

W
T /𝑚Wh

4 𝑚h
5 𝑚W
6 ΔΦ(ℎ,𝑊)
7 𝑏-tag 𝑗h1
8 𝑏-tag 𝑗h2
9 𝑏-tag 𝑗W1
10 𝑏-tag 𝑗W2

The distributions of training input variables overlayed for signal and combinatorial background
are shown in Figures 5.1, 5.2, and 5.3. A reasonable separation between signal and combinatorial
background is observed for all the ten input variables.
Table 5.1 summarises the hyperparameters and their corresponding values used for the training.

For some of the considered hyperparameters, different values were studied and the value highlighted
in bold was chosen for the training. The choice of an optimal value out of the many studied ones
is based on attaining the best area under the Receiver Operator Characteristic (ROC) curve4, or
yielding no further improvement in this area on further increasing the hyperparameter value. The
ranking of the input variables resulting from the BDT training is shown in Table 5.2 with 𝑝hT/𝑚Wh,
|Δ𝜂(ℎ,𝑊) |5, 𝑝WT /𝑚Wh, and 𝑚h being the most important variables. The response distribution (BDT
score) resulting from the training is presented in Figure 5.4 which shows a minimum overlap between
the signal and background distributions. One can also observe that the training and test datasets for
signal and background distributions do not display any significant differences, confirming that there
are no signs of over-training.

4 A ROC curve evaluates the performance of the classifier at various classification threshold values [190].
5 The |Δ𝜂(ℎ,𝑊) | variable shown in Figure 5.2(a) shows a smaller degree of separation between signal and background in
comparison to other variables, but is among the highly ranked variables due to its moderate correlations with 𝑝WT /𝑚Wh
and 𝑝hT/𝑚Wh (see Figure A.9 in Appendix A).
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Figure 5.1: The signal and combinatorial background discrimination for the input variables used for the BDT
training in the 𝑞𝑞𝑏�̄� channel. The variables are shown in the following order: (a) 𝑏-tag 𝑗h1 , (b) 𝑏-tag 𝑗h2 , (c)
𝑏-tag 𝑗W1 , and (d) 𝑏-tag 𝑗W2 .
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Figure 5.2: The signal and combinatorial background discrimination for the input variables used for the BDT
training in the 𝑞𝑞𝑏�̄� channel. The variables are shown in the following order: (a) |Δ𝜂(ℎ,𝑊) |, (b) ΔΦ(ℎ,𝑊),
(c) 𝑚h, and (d) 𝑚W
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Figure 5.3: The signal and combinatorial background discrimination for the input variables used for the BDT
training in the 𝑞𝑞𝑏�̄� channel. The variables are shown in the following order: (a) 𝑝hT/𝑚Wh and (b) 𝑝

W
T /𝑚Wh
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Figure 5.4: The BDT response distribution resulting from the training in the 𝑞𝑞𝑏�̄� channel.
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BDT Application

BDTs trained in the 𝑞𝑞𝑏�̄� channel are applied to all possible four-jet pairings in an event. The pairing
corresponding to the largest BDT score (𝑤maxBDT) for an event is used to reconstruct the ℎ and W boson
candidates, and subsequently the invariant mass of the charged Higgs boson, 𝑚Wh. Data-to-simulation
comparisons for the highly ranked BDT input variables in events containing at least three 𝑏-tagged jets6

are shown in Figure 5.5. For all the presented data-to-simulation comparisons in this chapter, the 𝑡𝑡 +
LF and 𝑡𝑡 + HF backgrounds are corrected via the 𝐻allT reweighting procedure (see Section 4.4.1). In
addition, the 𝑡𝑡 + HF background is scaled to its normalisation factor obtained from a background-only
fit to data discussed further in Chapter 8. This scaling mitigates any residual normalisation effects
for the 𝑡𝑡 + HF background after the reweighting is applied. A good agreement between data and
simulated backgrounds is observed within the uncertainties. Data-to-simulation comparisons for the
remaining BDT input variables are shown in Figures A.10 and A.11, in Appendix A.
A comparison of 𝑤maxBDT for events passing the pre-selection requirements for two signal mass

hypotheses (𝑚𝐻
+ = 400GeV and 𝑚𝐻

+ = 800GeV) and the sum of backgrounds is shown in Figure
5.6(a). One can observe that the background distribution tends to peak at high 𝑤maxBDT values. The
dominant 𝑡𝑡 + jets background can potentially mimick the signal, particularly in the case of jets
originating from hadronically decaying𝑊 bosons which can populate the correct jet pairings, leading
to high 𝑤maxBDT values. A comparison of 𝑚Wh for events passing the pre-selection requirements for a
range of signal mass hypotheses is presented in Figure 5.6(b). The 𝑚Wh distributions for different
signal mass hypotheses are centered around their pole masses. Data-to-simulation comparsions for
𝑤
max
BDT and 𝑚Wh in events containing at least three 𝑏-tagged jets are shown in Figure 5.7. A good
agreement between data and simulated backgrounds is observed within the uncertainties. The 𝑚Wh
distributions for the backgrounds peak at lower mass values, in contrast to the 𝑚Wh distributions for
various signal mass hypotheses (cf. Figure 5.6(b)) which peak at their respective pole masses.

6 The comparison is shown for events containing at least three 𝑏-tagged jets which are used to define signal and control
regions (see Section 5.2).
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Figure 5.5: Data-to-simulation comparisons for selected BDT input variables in events containing at least three
𝑏-tagged jets in the 𝑞𝑞𝑏�̄� channel. (a) 𝑝hT/𝑚Wh, (b) |Δ𝜂(ℎ,𝑊) |, (c) 𝑝WT /𝑚Wh, and (d) 𝑚h. The background
uncertainty band shows the statistical and systematic uncertainties added in quadrature. The notation "≥5 𝑗
≥3𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).
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Figure 5.6: (a) Comparison of 𝑤maxBDT for two signal mass hypotheses and the sum of backgrounds. (b) Comparison
of 𝑚Wh for a range of signal mass hypotheses.
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Figure 5.7: Data-to-simulation comparisons for (a) 𝑤maxBDT and (b)𝑚Wh in events containing at least three 𝑏-tagged
jets in the 𝑞𝑞𝑏�̄� channel. The background uncertainty band shows the statistical and systematic uncertainties
added in quadrature. The notation "≥5 𝑗 ≥3𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).
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Figure 5.8: Matching efficiency for different selection requirements on 𝑤maxBDT in the 𝑞𝑞𝑏�̄� channel.

BDT Performance

The performance of the BDTs is studied by evaluating how often the reconstructed ℎ and𝑊 boson
candidates are chosen correctly in the 𝑞𝑞𝑏�̄� channel. This is evaluated in terms of a metric which
encodes the efficiency tomatch the reconstructed objects to the corresponding generator-level particles7,
after applying the BDTs. Furthermore, the relative 𝑚Wh resolution is also studied as an additional
metric to test the BDT performance. This section explains these two different metrics in detail.
The matching efficiency is defined as:

𝜀
match

=
𝑁
match
qq̄bb̄

𝑁
total
qq̄bb̄

(5.1)

where 𝑁
match
qq̄bb̄ denotes the number of signal events for which the reconstructed ℎ and 𝑊 boson

candidates are matched to the corresponding generator-level particles, and 𝑁 totalqq̄bb̄ denotes the total
number of signal events in the 𝑞𝑞𝑏�̄� channel. The matching efficiency is evaluated for three different
selection requirements on 𝑤maxBDT (𝑤

max
BDT ≥ 0.7, 𝑤maxBDT ≥ 0.8, and 𝑤maxBDT ≥ 0.9) as a function of the

𝐻
+ boson mass (𝑚𝐻

+), and is presented in Figure 5.8. It can be observed from this figure that the
matching efficiency ranges from 20% for the lowest considered 𝑚𝐻

+ to 90% for 𝑚𝐻
+ > 1TeV. For

low 𝐻
+ boson masses, the reconstructed ℎ/𝑊 candidates are more likely to originate from jets with

low transverse momentum, such that the reconstructed candidates do not fulfil the matching criteria to
the generator-level particles, leading to lower efficiencies with respect to those obtained at higher 𝐻+

boson masses.
The matching efficiency was also used in order to study two different BDT training scenarios.

The first scenario corresponds to a training including simulated events of all seventeen signal
mass hypotheses, which is the default training used for event reconstruction. The second scenario

7 The generator-level and the reconstruction-level objects are considered to be matched if they fuilfil Δ𝑅 (gen-level,
reco-level) < 0.3 as described earlier in Section 5.1.
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5.1 Event reconstruction BDTs

Table 5.3: The matching efficiency evaluated for different 𝑚𝐻
+ hypotheses for a unified training compared to

the training carried out on individual 𝐻+ boson masses.

𝑚𝐻
+ Default training Individual mass training

400GeV 0.48 ± 0.08 0.49 ± 0.09
800GeV 0.69 ± 0.12 0.68 ± 0.15
1.6 TeV 0.74 ± 0.13 0.73 ± 0.17

corresponds to a training performed exclusively using simulated events of an individual signal mass
hypothesis. The efficiencies were evaluated for three representative𝐻+ boson masses, namely 400GeV,
800GeV, and 1.6 TeV for the two training scenarios. The comparison of efficiencies for these two
scenarios is shown in Table 5.3, with consistent results obtained for both cases. This study proves that
there is no gain observed from training for individual signal mass hypothesis, and the default training
is sufficient for event reconstruction.
Another relevant quantity to test the reconstruction performance is the relative mass resolution

defined as:

𝑚
reco
Wh − 𝑚

pole
Wh

𝑚
pole
Wh

(5.2)

where 𝑚recoWh refers to the reconstructed charged Higgs boson mass and 𝑚
pole
Wh refers to the charged

Higgs boson pole mass. The relative mass resolution is modelled by fitting a Bukin’s function [191]
to the distribution for each signal mass hypothesis, and is able to fit asymmetric distributions. The
Bukin’s function is a convolution of a Gaussian function and an exponential function:

𝑓

(
𝑚 |𝑚𝑝, ℎ, 𝜆

)
= 𝐴 exp

[
− 1
2𝜎2

ln2
𝑚s − 𝑚

𝑚𝑠 − 𝑚𝑝

]
,

∫
𝑚𝑠−𝑚
𝑚𝑠−𝑚𝑝

𝑓 𝑑𝑥 = 1 (5.3)

where 𝑚𝑝 is the peak position (function maximum), ℎ is the full width at half maximum (FWHM), 𝜆
is an asymmetry parameter, 𝐴 is the normalisation factor, and 𝜎 corresponding to FWHM2.35 is taken as
the mass resolution. Definitions of various variables used in this function are decribed in Equations
5.4, 5.5, and 5.6.

𝑚𝑠 = 𝑚𝑝 −

(
𝑧 + 1

𝑧

)
2𝜆

(5.4)

𝜎 =
1

√
2 ln 2

ln 𝑧, 𝐴 =

√︂
2
𝜋

|𝜆 |
(𝑧 + 1

𝑧
)𝜎
exp

[
−𝜎2/2

]
(5.5)

𝑧 =

√︃
ℎ|𝜆 | +

√︁
ℎ
2
𝜆
2 + 1 (5.6)

The fits to the relative mass resolution distribution for three representative signal mass hypotheses
corresponding to 𝑚𝐻

+ = 400GeV, 𝑚𝐻
+ = 800GeV, and 𝑚𝐻

+ = 1.4 TeV8 performed using events

8 The left sideband of the distribution (in the range from -1 to -0.5) for 𝑚𝐻
+ = 1.4 TeV has slightly more events due to a
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Chapter 5 Resolved Topology: Event Reconstruction BDTs

passing the pre-selection requirements in the 𝑞𝑞𝑏�̄� channel are shown in Figure 5.9. The distributions
in these figures are centered around zero with moderate asymmetrc tails, which demonstrates that
the reconstruction BDTs perform well in identifying the correct jet pairing from the several jet
combinations.
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Figure 5.9: Relative mass resolution distributions modelled by a Bukin’s function in the 𝑞𝑞𝑏�̄� channel for (a)
𝑚𝐻

+ = 400GeV, (b) 𝑚𝐻
+ = 800GeV, and (c) 𝑚𝐻

+ = 1.4 TeV.

5.1.2 ℓ𝝂𝒃�̄� channel

The training in the ℓ𝜈𝑏�̄� channel follows the same configuration as in the 𝑞𝑞𝑏�̄� channel, and is based
on seven input variables. These variables are built from the four-vectors of the charged lepton and
neutrino candidates to construct the leptonically decaying𝑊 boson (W lep) candidate, and from the
four-vectors of the two jets denoted by 𝑗h1 and 𝑗h2 to construct the ℎ boson candidate. The input
variables are defined as following:

• The invariant mass of the ℎ boson candidate: 𝑚h (𝑚 𝑗h1
𝑗h2
),

• the PCBT score of the two jets: 𝑏-tag 𝑗h1 , 𝑏-tag 𝑗h2 ,

• the ratio of the W lep transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

W
T /𝑚Wh,

• the ratio of the ℎ boson transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

h
T/𝑚Wh,

• the pseudorapidity difference between the ℎ boson and W lep candidates: |Δ𝜂(ℎ,𝑊) |,

• the azimuthal angle difference between the ℎ boson and W lep candidates: ΔΦ(ℎ,𝑊).

Similar to the 𝑞𝑞𝑏�̄� channel, the charged lepton + neutrino candidate and the jet pairing corresponding
to the largest BDT score (𝑤maxBDT) for an event is used to reconstruct the W and ℎ boson candidates,
and subsequently the 𝑚Wh observable. A comparison of 𝑤

max
BDT for events passing the pre-selection

higher miscategorisation of events from the ℓ𝜈𝑏�̄� channel.
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Figure 5.10: (a) Comparison of 𝑤maxBDT for two signal mass hypotheses and the sum of backgrounds. (b)
Comparison of 𝑚Wh for a range of signal mass hypotheses.

requirements for two signal mass hypotheses (𝑚𝐻
+ = 400GeV and 𝑚𝐻

+ = 800GeV) and the sum of
backgrounds is shown in Figure 5.10(a). One can observe a reasonable separation between the signal
and background distributions. A comparison of 𝑚Wh for events passing the pre-selection requirements
for a range of signal mass hypotheses is presented in Figure 5.10(b). The𝑚Wh distributions for different
signal mass hypotheses are centered around their pole masses. Data-to-simulation comparsions for
𝑤
max
BDT and 𝑚Wh in events containing at least three 𝑏-tagged jets are shown in Figure 5.11. A good
agreement between data and simulated backgrounds is observed within the uncertainties. Data-to-
simulation comparsions for BDT input variables in events containing at least three 𝑏-tagged jets are
shown in Figures A.12 and A.13 in the Appendix. A detailed description of the BDT training and its
performance in the ℓ𝜈𝑏�̄� channel can be found in [176].

5.2 Signal and control regions

The definition of signal and control regions (SRs and CRs) used in the search for resolved 𝐻+ → 𝑊ℎ

decays is based on 𝑤maxBDT allocated to an event. This is motivated by the fact that the backgrounds tend
to have lower 𝑤maxBDT values than the signal process. Events are categorised according to the jet ( 𝑗)
and 𝑏-tagged jet (𝑏) multiplicities. In this context, four exclusive categories are defined: 5 𝑗 3𝑏, 5 𝑗
≥4𝑏, ≥6 𝑗 3𝑏, and ≥6 𝑗 ≥4𝑏. A dedicated signal region and a control region are defined for each event
category. The 𝑚Wh observable is used as the final discriminant between signal and backgrounds to
determine the sensitivity for 𝐻+ → 𝑊ℎ(→ 𝑏�̄�).

5.2.1 𝒒�̄�𝒃�̄� channel

Three selection requirements, namely 𝑤maxBDT ≥ 0.7, 𝑤maxBDT ≥ 0.8, and 𝑤maxBDT ≥ 0.9, are tested to define
the signal region. The selection requirements are set around high 𝑤maxBDT values due to high signal
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Figure 5.11: Data-to-simulations comparison for (a) 𝑤maxBDT and (b) 𝑚Wh in events containing at least three
𝑏-tagged jets in the ℓ𝜈𝑏�̄� channel. The background uncertainty band shows the statistical and systematic
uncertainties added in quadrature. The notation "≥5 𝑗 ≥3𝑏" refers to the jet ( 𝑗) and 𝑏-jet multiplicities (𝑏).

significance (𝑆/
√
𝐵)9 in these 𝑤maxBDT intervals. A signal region is chosen based on the most stringent

95% CL expected upper limits on the signal strength, 𝜎(𝑝𝑝 → 𝑡𝑏𝐻
+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)),

obtained for the tested selection requirements on 𝑤maxBDT. The upper limits are calculated using an
Asimov fit to the 𝑚Wh distribution, in a region containing at least five jets and at least three 𝑏-tagged
jets, under a signal-plus-background hypothesis considering statistical uncertainties on simulated
events only. A comparison of limits for the three tested selection requirements is shown in Figure
5.12. It can be observed that the requirement 𝑤maxBDT ≥ 0.9 leads to better limits in comparison to
other selection requirements. The order of the limit curves reverses for higher 𝐻+ boson masses
(𝑚𝐻

+ = 2.5 TeV and 𝑚𝐻
+ = 3TeV) for increasingly tighter selection requirements on 𝑤maxBDT. The

signal selection efficiency drops significantly for tighter selection requirements owing to the shape
of the 𝑤maxBDT distribution (see Figure 5.6(a)). The search for merged 𝐻

± → 𝑊ℎ decays (see Chapter
7) is expected to be more sensitive at high 𝐻+ boson masses, therefore the decision on the selection
requirement is taken based on the performance at low 𝐻

+ boson masses. Hence, setting a requirement
of 0.9 seems to be a suitable choice to define a signal region.
Control regions are defined by scanning 𝑆/

√
𝐵 for all signal mass hypotheses for different intervals

of 𝑤maxBDT in events containing three 𝑏-tagged jets and at least four 𝑏-tagged jets
10 as shown in Figures

9 A 𝑆/
√
𝐵 significance metric is used where S is the number of signal events, and B is the number of background events in

the region under consideration.
10 Unlike signal regions, dedicated control regions are optimised for regions split in different 𝑏-tagged jet multiplicities to
constraint the background model better in regions of kinematically different phase space.
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Figure 5.12: 95% CL expected upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) for different 𝑤maxBDT
requirements in the 𝑞𝑞𝑏�̄� channel.

5.13 and 5.14, respectively. The 𝑤maxBDT interval with low signal significance and large number of
background events is chosen as a control region. Based on this criteria, control regions are defined in
the range -0.5 ≤ 𝑤

max
BDT < 0.0 for the 5 𝑗 3𝑏 and ≥6 𝑗 3𝑏 event categories, and in the range -0.5 ≤ 𝑤

max
BDT

< 0.6 for the 5 𝑗 ≥4𝑏 and ≥6 𝑗 ≥4𝑏 event categories.
Additional signal regions are defined in the 𝑞𝑞𝑏�̄� channel to gain any signal sensitivity which can

arise from within the large-gap region in the 𝑤maxBDT distribution between the signal and control regions.
These regions are defined in the range 0.0 ≤ 𝑤

max
BDT < 0.9 for the 5 𝑗3𝑏 and ≥6 𝑗3𝑏 event categories,

and in the range 0.6 ≤ 𝑤
max
BDT < 0.9 for the 5 𝑗 ≥4𝑏 and ≥6 𝑗 ≥4𝑏 event categories. The inclusion of

these regions improves the signal sensitivity by 60% for low 𝐻
+ boson masses. These regions are

termed as "low-purity" signal regions, and the signal regions described earlier are thereby termed
as "high-purity" signal regions. The gain in the signal sensitivity by including the low-purity signal
regions is shown in Figure 5.15. A schematic representing the split of the 𝑤maxBDT spectrum in signal
and control regions for each event category of the 𝑞𝑞𝑏�̄� channel is shown in Figure 5.16.
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Figure 5.13: Significance scans for a range of 𝑤maxBDT intervals for events containing exactly 3 𝑏-tagged jets in the
𝑞𝑞𝑏�̄� channel.
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Figure 5.14: Significance scans for a range of 𝑤maxBDT intervals for events containing ≥ 4 𝑏-tagged jets in the
𝑞𝑞𝑏�̄� channel.
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Figure 5.15: 95% CL expected upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻
+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) in the 𝑞𝑞𝑏�̄� channel

with and without including the low-purity signal regions. The upper limits are estimated using an Asimov fit to
the 𝑚Wh distribution under a signal-plus-background hypothesis. The ratio panel indicates the ratio of limits
obtained from the control and low-purity signal regions to the limits obtained from the control, low-purity, and
high-purity signal regions.

Figure 5.16: A schematic representing the definitions of control and signal regions in the 𝑞𝑞𝑏�̄� channel.
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Figure 5.17: 95% CL expected upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻
+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) for different 𝑤maxBDT

selection requirements in the ℓ𝜈𝑏�̄� channel. The upper limits are estimated using an Asimov fit to the 𝑚Wh
distribution under a signal-plus-background hypothesis.

5.2.2 ℓ𝝂𝒃�̄� channel

A similar procedure as in the 𝑞𝑞𝑏�̄� channel is used to define a signal region in the ℓ𝜈𝑏�̄� channel.
95% CL expected upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) are estimated for
events containing at least three 𝑏-tagged jets for different selection requirements on 𝑤maxBDT, namely
𝑤
max
BDT ≥ 0.5, 𝑤maxBDT ≥ 0.7, and 𝑤maxBDT ≥ 0.8, as shown in Figure 5.17. The selection requirements
corresponding to 𝑤maxBDT ≥ 0.7 and 𝑤maxBDT ≥ 0.8 give most stringent limits for a large range of 𝐻+

boson masses. However, 𝑤maxBDT ≥ 0.7 performs better than 𝑤maxBDT ≥ 0.8 with an improvement of 20%
to 30% for the first three mass hypotheses. The performance for both these selection requirements
are comparable for intermediate masses. At high 𝐻+ boson masses, 𝑤maxBDT ≥ 0.7 again outperforms
𝑤
max
BDT ≥ 0.8 due to higher signal yields in the former region. Hence, 𝑤maxBDT ≥ 0.7 is chosen as a signal
region which should deliver a good trade-off between the expected sensitivity and a sufficient number
of signal events in the ℓ𝜈𝑏�̄� channel.
Control regions in the ℓ𝜈𝑏�̄� channel are defined in the range -0.5 ≤ 𝑤

max
BDT < 0.0 for all four event

categories. The optimisation procedure of these regions is detailed in [176]. A schematic representing
the split of the 𝑤maxBDT spectrum into signal and control regions for all event categories of the ℓ𝜈𝑏�̄�
channel is shown in Figure 5.18.
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5.2 Signal and control regions

Figure 5.18: A schematic representing the definitions of the control, signal, and low-purity signal regions in the
ℓ𝜈𝑏�̄� channel.

5.2.3 Acceptance times efficiency for the signal regions

The product of kinematic acceptance and reconstruction efficiency for all signal regions in the ℓ𝜈𝑏�̄�
and 𝑞𝑞𝑏�̄� channels is presented in Figure 5.19. In this context, the acceptance is defined as the
fraction of simulated signal events for which the expected final state particles pass all object definition
requirements (see Section 4.3). The reconstruction efficiency is defined as the fraction of simulated
signal events passing the selection criteria of a given signal region. The product of acceptance and
efficiency ranges from 0.1% to 3%, and is seen to be highest for the signal regions in the ℓ𝜈𝑏�̄� channel
which is expected as these regions cover a wider signal-enriched 𝑤maxBDT spectrum. The ≥6 𝑗 3𝑏 event
category contributes the most among all the signal regions. For the low-purity signal regions in
the 𝑞𝑞𝑏�̄� channel, the maximum is observed at 𝑚𝐻

+ = 350GeV as these regions improve the signal
sensitivity for low 𝐻

+ boson masses (see Section 5.2.1). For the high-purity signal regions in the
𝑞𝑞𝑏�̄� channel, the maximum is observed at 𝑚𝐻

+ = 700GeV, and at 𝑚𝐻
+ = 1.2 TeV for signal regions

in the ℓ𝜈𝑏�̄� channel. The drop at increasingly higher 𝑚𝐻
+ is due to a lower number of small-𝑅 jets

passing the selection requirements. This happens due to the large Lorentz boost of the 𝐻+ boson at
high masses resulting in the collimation of the ℎ and 𝑊 boson decay products, and their possible
reconstruction as single large-𝑅 jets which are not included in the selection of the search for resolved
𝐻

+ boson decays.
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Figure 5.19: Product of acceptance and efficiency as a function of the 𝐻+ boson mass for (a) resolved low-purity
SRs in the 𝑞𝑞𝑏�̄� channel, (b) resolved high-purity SRs in the 𝑞𝑞𝑏�̄� channel, and (c) resolved SRs in the ℓ𝜈𝑏�̄�
channel.
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CHAPTER 6

Resolved Topology: Statistical Framework

This chapter focuses on the statistical model used to scrutinise the reconstructed charged Higgs boson
mass distribution for the presence of an excess in data events over the SM background prediction.
Section 6.1 introduces the model used in the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. Section
6.2 discusses the systematic uncertainties and their treatment in the statistical model. Finally, Section
6.3 presents the various studies performed in order to validate the statistical model.

6.1 Statistical Model

The signal-plus-background hypothesis for the presented search is tested with a binned maximum-
likelihood fit performed in the RooStats framework based on the RooFit toolkit [192]. As discussed
in Section 3.6.1, the likelihood function 𝐿 enters the profile-likelihood ratio as a function of the
signal strength, 𝜇, and a set of nuisance parameters (NPs), ®𝛼. The nuisance parameters are either
left unconstrained, i.e. they are kept as independently floating in the fit, or they are left constrained
where a Gaussian probability distribution is chosen for the systematic uncertainties, and a Poisson
probability distribution is chosen for the statistical uncertainty of the simulated processes in each bin
of the 𝑚Wh distribution. The floating nuisance parameters are generally the normalisation factors of
the different background processes. In the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays, the overall
normalisation factor of the 𝑡𝑡 + HF background (𝑘HF) is left independently floating in the fit under any
tested hypothesis.
The explicit form of the likelihood function is a double-product of the Poissonian probabilities in

the regions 𝑟 and bins 𝑏 multiplied by the product of 𝑃( ®𝛼 𝑗) denoting the constraint on the 𝑗
th nuisance

parameter:
𝐿 (𝜇, ®𝛼) =

∏
𝑟

∏
𝑏

Poiss
(
𝑛
obs
𝑟𝑏 | 𝑛sig

𝑟𝑏
(𝜇, ®𝛼) + 𝑛

bkg
𝑟𝑏

( ®𝛼)
) ∏

𝛼𝑗

𝑃( ®𝛼 𝑗) (6.1)

where the indices 𝑟 and 𝑏 denote the 𝑏th bin of the 𝑚Wh distribution in the 𝑟
th region of the analysis.

𝑛
obs
𝑟𝑏 , 𝑛

sig
𝑟𝑏
, and 𝑛bkg

𝑟𝑏
are the numbers of observed data, signal, and background events, respectively. As

described in Section 5.2, the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays is divided into several
control and signal regions in both the 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄� channels. In total, these amount to 20 regions
split in different jet and 𝑏-jet multiplicity regions that enter the maximum-likelihood fit as summarised
in Table 6.1.
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Chapter 6 Resolved Topology: Statistical Framework

Binning of the 𝒎Wh distribution The 𝑚Wh distribution in the control regions is divided into 6 bins
covering a mass range from 0 to 3.6 TeV with an exception of the 5 𝑗 ≥4𝑏 and ≥6 𝑗 ≥4𝑏 ℓ𝜈𝑏�̄� channel
control regions which are defined as single-bin regions due to fewer background events. The first 5
bins are placed equidistantly with the 6th bin covering the remaining events of the 𝑚Wh distribution.
Each bin contain at least five background events1. The binning in the signal regions is optimised using
the following algorithm based on the 𝑚Wh resolution and the number of background events. The 𝑚Wh
distribution in the signal regions is intially divided uniformly into 200 bins, and the merging of the
bins is initiated from the right end of the distribution to the left end until the following conditions are
met:

• A minimum of five background events in each bin.

• A minimum bin width of 200GeV. The choice of this bin width is motivated from the 𝑚Wh
resolution. The average 𝑚Wh resolution in the probed 𝐻

+ boson mass range is 10%. For a
benchmark 𝐻+ boson mass of 1 TeV, a minimum bin width of 200GeV - twice the value of the
average mass resolution times 1 TeV - is a justified initial value.

• An exclusive condition of merging the leftmost bin of the distribution to the adjacent bin is
applied, in case the aforementioned conditions are not satisfied for the leftmost bin.

The 𝑚Wh distributions in the control and signal regions are shown in Figures 6.1 to 6.5.

Table 6.1: A summary of the selection requirements used to define the signal and control regions in the search
for resolved 𝐻± → 𝑊ℎ(𝑏�̄�) decays. The regions are defined for the 5 𝑗 3𝑏, 5 𝑗 ≥4𝑏, ≥6 𝑗 3𝑏, and ≥6 𝑗 ≥4𝑏
event categories. All the requirements are applied to all event categories, unless explicitly stated.

Region 𝒘max
BDT (ℓ𝝂𝒃�̄�) 𝒘max

BDT (𝒒�̄�𝒃�̄�)

(High-purity) signal regions 𝑤
max
BDT ≥ 0.7 𝑤

max
BDT ≥ 0.9

Low-purity signal regions - 0.0 ≤ 𝑤
max
BDT < 0.9 (for 5 𝑗 3𝑏 and ≥6 𝑗 3𝑏 categories)

0.6 ≤ 𝑤
max
BDT < 0.9 (for 5 𝑗 ≥4𝑏 and ≥6 𝑗 ≥4𝑏 categories)

Control regions −0.5 ≤ 𝑤
max
BDT < 0.5 −0.5 ≤ 𝑤

max
BDT < 0.0 (for 5 𝑗 3𝑏 and ≥6 𝑗 3𝑏 categories)

−0.5 ≤ 𝑤
max
BDT < 0.6 (for 5 𝑗 ≥4𝑏 and ≥6 𝑗 ≥4𝑏 categories)

1 This requirement ensures that the distribution of the test-statistic 𝑡 (𝜇) (see Section 3.6.1) can be determined using an
asymptotic approximation.
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Figure 6.1: Data-to-simulation comparisons for the 𝑚Wh in the control regions of the resolved 𝑞𝑞𝑏�̄� channel.
The corresponding distribution for 𝑚𝐻

+ = 900GeV (normalised to a cross section of 1 pb) is overlaid. The
uncertainty band shows the statistical and systematic uncertainties for all the background processes added in
quadrature.

93



Chapter 6 Resolved Topology: Statistical Framework

0 0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

0
0.5

1
1.5

 

D
at

a 
/ P

re
d.

1

10

210

310

410

E
ve

nt
s

-1 = 13 TeV, 140 fbs
)bbν5j 3b CR (l

Resolved

Data
 900 GeV+H

 + HFtt
 + LFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

0 0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

0
0.5

1
1.5

 
D

at
a 

/ P
re

d.
1

10

210

310

E
ve

nt
s

-1 = 13 TeV, 140 fbs
)bbν4b CR (l≥5j 

Resolved

Data
 900 GeV+H

 + HFtt
 + LFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

0 0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

0
0.5

1
1.5

 

D
at

a 
/ P

re
d.

1

10

210

310

410

510

E
ve

nt
s

-1 = 13 TeV, 140 fbs
bb)ν6j 3b CR (l≥

Resolved

Data
 900 GeV+H

 + HFtt
 + LFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

0 0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

0
0.5

1
1.5

 

D
at

a 
/ P

re
d.

1

10

210

310

410

E
ve

nt
s

-1 = 13 TeV, 140 fbs
)bbν4b CR (l≥6j ≥

Resolved

Data
 900 GeV+H

 + HFtt
 + LFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

Figure 6.2: Data-to-simulation comparisons for the 𝑚Wh in the control regions of the resolved ℓ𝜈𝑏�̄� channel.
The corresponding distribution for 𝑚𝐻

+ = 900GeV (normalised to a cross section of 1 pb) is overlaid.The
uncertainty band shows the statistical and systematic uncertainties for all the background processes added in
quadrature.
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Figure 6.3: Data-to-simulation comparisons for the 𝑚Wh in the low-purity (LP) signal regions of the resolved
𝑞𝑞𝑏�̄� channel. The corresponding distribution for 𝑚𝐻

+ = 900GeV (normalised to a cross section of 1 pb)
is overlaid. The uncertainty band shows the statistical and systematic uncertainties for all the background
processes added in quadrature.
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Figure 6.4: Data-to-simulation comparisons for the 𝑚Wh in the high-purity (HP) signal regions of the resolved
𝑞𝑞𝑏�̄� channel. The corresponding distribution for 𝑚𝐻

+ = 900GeV (normalised to a cross section of 1 pb)
is overlaid. The uncertainty band shows the statistical and systematic uncertainties for all the background
processes added in quadrature.
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Figure 6.5: Data-to-simulation comparisons for the 𝑚Wh in the signal regions of the resolved ℓ𝜈𝑏�̄� channel.
The corresponding distribution for 𝑚𝐻

+ = 900GeV (normalised to a cross-section of 1 pb) is overlaid. The
uncertainty band shows the statistical and systematic uncertainties for all the background processes added in
quadrature.
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Table 6.2: List of experimental systematic uncertainties used in the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�)
decays. This table presents the uncertainty type, specifies the uncertainty impact (shape (S), normalisation (N),
or both S and N), and the number of associated nuisance parameter components that enter the likelihood.

Type Impact Components

Luminosity N 1

Pileup modelling SN 1

Physics objects

Electrons SN 7

Muons SN 15

Jet energy scale SN 31

Jet energy resolution SN 9

Jet vertex tagger SN 1

𝐸
miss
T SN 3

Flavour-tagging of jets

𝑏-tagging efficiency SN 45

𝑐-tagging mistag rate SN 20

light-flavour tagging mistag rate SN 20

high 𝑝T extrapolation SN 3

6.2 Systematic Uncertainties

Systematic uncertainties enter the likelihood as nuisance parameters. The uncertainties are classified
into two categories, namely experimental uncertainties and modelling uncertainties, and are taken into
account for all simulated processes. Experimental uncertainties are associated with the reconstruction
of various physics objects. Modelling uncertainties are associated with the normalisation of simulated
processes and also take into account the shape differences in the 𝑚Wh distribution as observed from
simulations generated using different event generators (see Section 3.3). The experimental and
modelling uncertainties can either impact the overall normalisation (denoted by N), the shape (denoted
by S), or both the shape and normalisation of the 𝑚Wh distribution. The uncertainties are evaluated
by comparing the nominal 𝑚Wh distribution to the 𝑚Wh distribution produced by varying the source
of uncertainty by ±1𝜎. This section describes in detail the various sources of experimental and
modelling uncertainties used in the search for resolved 𝐻

+ → 𝑊ℎ(→ 𝑏�̄�) decays. A list of the
systematic uncertainties with the number of associated NP components that enter the likelihood is
shown in Tables 6.2 and 6.3.
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6.2 Systematic Uncertainties

Table 6.3: List of theoretical systematic uncertainties used in the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays.
This table presents the uncertainty type, specifies the uncertainty impact (shape (S), normalisation (N), or both
S and N), and the number of associated nuisance parameter components that enter the likelihood.

Type Impact Components

Signal and background modelling

Signal

PDF N 1

𝜇𝐹 , 𝜇𝑅 scale SN 2

Parton Shower N 1

𝑡𝑡 + jets background

PDF SN 30

𝑡𝑡 + jets reweighting SN 24

𝑡𝑡 + HF normalisation N (free floating) 1

𝑡𝑡 + LF modelling SN 21

𝑡𝑡 + HF modelling S 57

Cross-region extrapolation S 5

Heavy-flavour composition S 1

Remaining backgrounds

𝑡𝑡 + W cross-section N 2

𝑡𝑡 + Z cross-section N 2

𝑡𝑡 + W modelling SN 1

𝑡𝑡 + Z modelling SN 1

𝑡𝑡 + ℎ cross-section N 1

𝑡𝑡 + ℎ modelling SN 2

Single Top cross-section N 6

Single Top modelling SN 12

𝑊 + jets normalisation N 1

𝑍 + jets normalisation N 1

𝑉𝑉 normalisation N 1

Other backgrounds cross-section N 2

All simulated processes

Non-closure SN 1
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Chapter 6 Resolved Topology: Statistical Framework

6.2.1 Experimental Uncertainties

This section describes the various kinds of experimental uncertainties. These uncertainties are
correlated across all analysis regions and among all simulated processes, and can impact both the
normalisation and the shape of the 𝑚Wh distribution.

Luminosity and pile-up modelling

The uncertainty on the integrated luminosity for the full ATLAS Run 2 dataset is considered as
0.83% [193]. It is the only experimental uncertainty that impacts the overall normalisation of all
simulated processes. The measurement of the luminosity is described in Section 3.1.2.
An uncertainty related to the variation in the pile-up simulation is also taken into account. This

uncertainty covers the inaccuracies in the ratio of the predicted and measured inelastic cross-sections
in the fiducial2 volume defined for 𝑀𝑋 > 13 GeV, where 𝑀𝑋 is the mass of the hadronic system [194].

Uncertainties on the reconstructed objects

Charged leptons: Uncertainties associated with the charged leptons arise from the trigger selection,
object reconstruction, identification, and isolation criteria (see Section 3.4.2), as well as from the
lepton momentum scale and resolution.
The trigger, reconstruction, identification, and isolation efficiencies of electrons and muons differ

between data and simulation which is compensated for by the usage of dedicated efficiency scale
factors. These efficiency scale factors are derived using tag-and-probe techniques in 𝑍 → 𝑙

+
𝑙
−

events [195, 196]. The effect of these scale factors as well as their uncertainties are propagated as
corrections to all simulated events.
Other sources of uncertainty include those arising from the corrections applied to simulated events

to adjust the lepton momentum scale and resolution in order to reach an optimal agreement in data.
These uncertainties are calculated using the reconstructed mass of the two leptons from 𝑍 → 𝑙

+
𝑙
− and

𝐽/𝜓 → 𝑙
+
𝑙
− decays, as well as using the 𝐸/𝑝 ratio measured in𝑊 → 𝑒𝜈 events, where 𝐸 and 𝑝 are

the electron energy and momentum measured by the calorimeter and tracker, respectively [196, 197].

Jets: There are multiple sources of jet uncertainties, namely the ones arising from the efficiency
of the pile-up rejection by the jet vertex tagging (JVT), the jet energy scale (JES), the jet energy
resolution (JER), and the flavour-tagging of jets.
Dedicated scale factors are applied to correct for the differences between data and simulation for

the JVT efficiencies. These scale factors are estimated with 𝑍 → 𝜇
+
𝜇
− events using tag-and-probe

techniques [198]. The effect of these scale factors as well as their associated uncertainties are
propagated as corrections to all simulated events. The uncertainties related to the JES are derived
by combining the information from data and simulation [199]. These uncertainties include the ones
related to the jet flavour which assumes a conservative default value of ±50% (relative uncertainty) on
the quark-gluon fraction for the simulation of jets with different flavours. Other uncertainties include
the ones from the pile-up corrections, jet kinematics, and the differences between the full and fast
calorimeter simulation (see Section 3.3). The JER is measured in simulation and data, as a function of
2 A fiducial region is a region defined at the parton level that corresponds closely to a region experimentally accessible by
the detector.
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6.2 Systematic Uncertainties

jet 𝑝T and 𝜂 using dĳet events [200]. The combined uncertainty is propagated by smearing the jet 𝑝T
in simulation.
The 𝑏-tagging of jets is crucial for the presented search, and so are its associated uncertainties.

Efficiencies to tag jets containing 𝑏-hadrons, or mistag jets containing 𝑐-hadrons and jets containing
neither 𝑏- nor 𝑐-hadrons (light-flavoured jets) are corrected in simulation to match their efficiencies
in data. The efficiency scale factors are derived as a function of jet 𝑝T in dedicated calibration
analyses. 𝑏-jet tagging efficiencies are measured using 𝑡𝑡 events in a dilepton topology making use
of the pure selection of 𝑏-jets arising from the decay of the top-quarks [201]. 𝑐-jet mistag rates
are calculated using 𝑡𝑡 events in a single-lepton topology using 𝑐-jets from hadronically decaying
𝑊 bosons [202]. On the other hand, light-flavoured jet mistag rates are derived using the so-called
negative-tag method3 [203] in 𝑍 + jets events. Additional uncertainty components which extrapolate
the aforementioned uncertainties to 𝑝T regions not covered by the calibration analyses are also
considered [204]. These uncertainties are calculated from simulated events containing the decay of
𝑍
′ bosons to quark-antiquark pairs [205] by considering variations of the quantities affecting the

𝑏-tagging performance such as the impact parameter resolution, percentage of tracks from random
combinations of measurements in the ID, description of the detector material, and track multiplicity
per jet.

Missing transverse momentum: As mentioned in Section 3.4.5, 𝐸missT is calculated from the
reconstructed physics objects (hard-scatter objects) and a soft term not associatedwith any reconstructed
objects. Therefore, the 𝐸missT reconstruction is affected by the uncertainties associated with leptons,
JES, and JER. Additional uncertainties in the scale and resolution of the soft term are also considered.
These uncertainties account for the disagreement between data and simulation for the 𝑝T balance
between the hard and soft components [160, 161].

6.2.2 Modelling Uncertainties

Unlike the experimental uncertainties, the modelling uncertainties are not correlated across all
background and signal processes. However, they are correlated across analysis regions with few
exceptions related to modelling uncertainties of the 𝑡𝑡 + jets and single-top backgrounds, as discussed
in this section. The modelling uncertainties can impact both the shape and the normalisation of the
𝑚Wh distribution.

Signal modelling

Three kinds of signal modelling uncertainties are considered for the search presented in this thesis.
Firstly, the uncertainties associated with the PDF set are evaluated by replacing the nominal
NNPDF3.0nnlo PDF set [206] by the alternative CT14 [207] and MMHT2014 [208] PDF sets. The
PDF uncertainty is evaluated by comparing the maximum difference between the alternative and the
nominal PDF sets with the difference of the alternative PDF set from the root-mean-squared spread
of the nominal sets. The larger of the two differences is taken as the uncertainty. Secondly, the
uncertainty associated with the parton shower (PS) is evaluated by comparing the prediction of the

3 Negative-tag method relies on a modified tagger with reduced 𝑏-jet tagging and 𝑐-jet mistagging efficiencies but a similar
light-flavoured jet mistagging efficiency w.r.t the nominal tagger.
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nominal event generator,MadGraph 54 + Pythia 8, with an alternative5 event generator,MadGraph
5 + Herwig 7. Lastly, the QCD scale uncertainties are derived by varying 𝜇𝐹 and 𝜇𝑅 (the factorisation
and renormalisation scales) by a factor of 0.5 (2.0) for the +1𝜎 (-1𝜎) variation. No additional signal
modelling uncertainty is considered, and the most relevant signal acceptance effects are covered in the
aforementioned ones.

Background modelling

𝒕 𝒕 + jets As discussed in Section 4.2, the 𝑡𝑡 + jets background is split into two categories depending on
the flavour of the additional jets in an event, namely 𝑡𝑡 + HF (heavy-flavour) and 𝑡𝑡 + LF (light-flavour).
The 𝑡𝑡 + jets background is known to be mismodelled due to missing higher-order QCD and EW
corrections, and is corrected using a reweighting procedure (see Section 4.4). The error variations
(uncertainty components) resulting from the variation of the reweighting corrections within their
statistical uncertainties are constrained in the statistical model, and impact both 𝑡𝑡 + LF and 𝑡𝑡 + HF
backgrounds. These uncertainty components change the normalisation of the 𝑡𝑡 + LF background
within 6% which is the cross-section uncertainty on the 𝑡𝑡 + jets background, and are thus sufficient to
estimate the 𝑡𝑡 + LF background from simulation. The normalisation of the 𝑡𝑡 + HF background is not
corrected by the variation of the uncertainty components, and hence its overall normalisation factor
(𝑘HF) is allowed to float independently in the fit under a tested hypothesis.
The PDF uncertainties are derived by replacing the nominalNNPDF3.0nnlo set by the symmetrised

Hessian set PDF4LHC15_nlo_30 following the PDF4LHC recommendations for LHC Run 2 [209].
The uncertainty associated with the PS is evaluated by comparing the predictions of the nominal event
generator, PowhegBox + Pythia 8, to the predictions of an alternative event generator, Powheg
+ Herwig 7. The uncertainty associated with the matching of the matrix-element to the parton
shower (ME-PS matching) is obtained by comparing the predictions of the PowhegBox + Pythia
8 event generator with that of MadGraph 5 + Pythia 8. The uncertainties associated with the
initial- and final-state radiation (ISR and FSR) are derived by varying the strong coupling constant, 𝛼𝑠,
independently at the matrix-element and the parton shower generation stage. In the matrix-element,
the parameter 𝛼𝑠 is increased (decreased) to 0.140 (0.115) instead of the nominal value of 0.127, while
in the parton shower 𝛼𝑆 is increased (decreased) to 0.142 (0.115) instead of the nominal value [210].
The QCD scale uncertainties are derived by varying 𝜇𝐹 and 𝜇𝑅 by a factor of 0.5 (2.0) for the +1𝜎
(-1𝜎) variation. All the aforementioned uncertainties are applicable for both 𝑡𝑡 + HF and 𝑡𝑡 + LF
backgrounds. An additional uncertainty (4FS vs. 5FS) in the associated production of the top-quark
pairs and 𝑏-quarks is further considered. This uncertainty is estimated by comparing the predictions of
the Powheg + Pythia 8 event generator in which the extra 𝑏-quarks arise from the PS - five-flavour
scheme (5FS) - to the predictions of the same generator which uses the four-flavour scheme (4FS).
In the latter, additional 𝑏-quarks are produced directly in the matrix-element calculation. Since this
uncertainty is only related to the 𝑏-quark associated with the 𝑡𝑡 system, it is applicable only for 𝑡𝑡 +
HF background.
All the aforementionedmodelling uncertainties contribute as two individual uncertainty components,

each for 𝑡𝑡 + LF and 𝑡𝑡 + HF backgrounds, correlated across all analysis regions. The pre-fit impact of
these uncertainties on the 𝑚Wh distribution for few representative analysis regions is shown in Figures
4 Throughout this thesis, theMadGraph 5 event generator is used with NLO precision in QCD unless explicitly stated.
5 In general, the perturbative precision and the PDF sets used in these alternative generator configurations match those of
the nominal generators unless explicitly stated.

102



6.2 Systematic Uncertainties

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

50

100

150

200

250E
ve

nt
s

-1 = 13 TeV, 140 fbs

+HFt+HF PS, ttt
)bbν4b SR (l≥6j ≥

 (-36.5 %)σ+ 1 
 (+36.5 %)σ - 1 

Original

Modified

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

60−
40−
20−
0

20
40
60 [%

]
N

om
.

S
ys

t.-
N

om
.

(a)

0.5 1 1.5 2 2.5 3 3.5

Wh mass [TeV]

2000

4000

6000

8000

10000

E
ve

nt
s

-1 = 13 TeV, 140 fbs

+HFt+HF PS, ttt
)bbq4b Low-pur. SR (q≥6j ≥

 (-31.5 %)σ+ 1 
 (+31.5 %)σ - 1 

Original

Modified

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

60−
40−
20−
0

20
40
60 [%

]
N

om
.

S
ys

t.-
N

om
.

(b)

0 0.5 1 1.5 2 2.5 3 3.5

Wh mass [TeV]

500

1000

1500

2000

2500

3000

E
ve

nt
s

-1 = 13 TeV, 140 fbs

+HFt+HF ME-PS, ttt
)bbq6j 3b CR (q≥

 (-7.9 %)σ+ 1 
 (+7.9 %)σ - 1 

Original

Modified

0 0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

40−
20−
0

20

40 [%
]

N
om

.
S

ys
t.-

N
om

.

(c)

0.5 1 1.5 2 2.5 3 3.5

Wh mass [TeV]

2000

4000

6000

8000

10000

12000

14000

16000
E

ve
nt

s
-1 = 13 TeV, 140 fbs

+HFt+HF ME-PS, ttt
)bbq6j 3b High-pur. SR (q≥

 (-7.8 %)σ+ 1 
 (+7.8 %)σ - 1 

Original

Modified

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

40−
20−
0

20

40 [%
]

N
om

.
S

ys
t.-

N
om

.

(d)

Figure 6.6: Figures (a) and (b) show the pre-fit size of the 𝑡𝑡 + HF PS uncertainty in the ≥ 6 𝑗 ≥ 4𝑏 SR in the
ℓ𝜈𝑏�̄� channel and the ≥ 6 𝑗 ≥ 4𝑏 low-purity SR in the 𝑞𝑞𝑏�̄� channel, respectively. Figures (c) and (d) show the
pre-fit size of the 𝑡𝑡 + HF ME-PS uncertainty in the ≥ 6 𝑗 3𝑏 CR and the ≥ 6 𝑗 3𝑏 high-purity SR in the 𝑞𝑞𝑏�̄�
channel, respectively.

6.6 and 6.7. The size of the uncertainty ranges from 7% to 37%. A large uncertainty for several
analysis regions leads to over-constrained6 NPs from a signal-plus-background fit using Asimov data.
A step-wise decorrelation of uncertainties in analysis regions is hence performed in order to avoid an
over-estimation of the uncertainties. The scheme is discussed in Appendix B.2. The uncertainties
which are decorrelated in various analysis regions are the PS uncertainties for both 𝑡𝑡 + LF and 𝑡𝑡 + HF
backgrounds, the ME-PS matching uncertainties for both 𝑡𝑡 + LF and 𝑡𝑡 + HF backgrounds, the 4FS
vs. 5FS uncertainty for the 𝑡𝑡 + HF background, and the FSR uncertainty for the 𝑡𝑡 + LF background.

6 Here the term "constraint" of an NP should not be confused with the Gaussian or Poisson constraints of NPs in the
likelihood model as mentioned in Section 3.6.1. The constraint here refers to an NP leading to a shrinkage of the parabola
shape in the log-likelihood ratio. Further explanations are given in Section 6.3 which describes the pull distributions of
the NPs.
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Figure 6.7: Figures (a) and (b) show the pre-fit size of the 𝑡𝑡 + LF PS and ME-PS uncertainty in the 6 𝑗 ≥ 4𝑏 CR
and the ≥ 6 𝑗 ≥ 4𝑏 high-purity SR in the 𝑞𝑞𝑏�̄� channel, respectively. Figure (c) shows the pre-fit size of the 𝑡𝑡 +
HF 4FS vs. 5FS uncertainty in the ≥ 6 𝑗 3𝑏 CR in the 𝑞𝑞𝑏�̄� channel. Figure (d) show the pre-fit size of the 𝑡𝑡 +
LF FSR uncertainty in the ≥ 6 𝑗 ≥ 4𝑏 CR in the 𝑞𝑞𝑏�̄� channel.

Other modelling uncertainties exclusively affecting the 𝑡𝑡 + HF background are the relative
acceptance uncertainties. Relative acceptance uncertainties account for the relative normalisation
differences between regions and simulated processes with a common floating normalisation factor.
These uncertainties include the cross-region extrapolation uncertainties and an uncertainty controlling
the heavy-flavour composition of the 𝑡𝑡 + HF background. The cross-region extrapolation uncertainties
help to describe the extrapolation of the floating normalisation factor from a region A into a region B.
The cross-region extrapolation factor between two regions A and B is defined as:

𝑅A→B =
𝑛A
𝑛B

, (6.2)

where 𝑛A and 𝑛B are the yields of the 𝑡𝑡 + HF background in the regions A and B, respectively. The
associated cross-region extrapolation uncertainty between the two regions is then calculated as:
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𝜎𝑅A→B
=

√√√
𝑀∑︁
𝑖

(
𝑅
var,𝑖
A→B − 𝑅

nominal
A→B

𝑅
nominal
A→B

)2
, (6.3)

where 𝑅nominalA→B is the cross-region extrapolation factor corresponding to the 𝑡𝑡 + HF background
process generated with the nominal event generator, PowhegBox + Pythia 8, and 𝑅var,iA→B are the
cross-region extrapolation factors corresponding to the 𝑖th alternative generator used to simulate the 𝑡𝑡
+ HF background.
The cross-region extrapolation uncertainties are calculated between regions in 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄�

channels (ℓ𝜈𝑏�̄� ↔ 𝑞𝑞𝑏�̄�
7), between regions with five and at least six jets (5 𝑗 ↔ ≥ 6 𝑗), between

signal and control regions ((high-purity) SRs↔ CRs), between high-purity and low-purity signal
regions (SRs↔ low-purity SRs) in the 𝑞𝑞𝑏�̄� channel, and between low-purity signal regions and
control regions (low-purity SRs↔ CRs) in the 𝑞𝑞𝑏�̄� channel. The second kind of relative acceptance
uncertainty is the one that handles the ratio of the heavy-flavour composition (𝑡𝑡 + ≥ 1𝑏 and 𝑡𝑡 +
≥ 1𝑐 components) of the 𝑡𝑡 + HF background. It is calculated in the same way as the cross-region
extrapolation uncertainties. The extrapolation effect in this case is considered between the 𝑡𝑡 + ≥ 1𝑏
and 𝑡𝑡 + ≥ 1𝑐 background components instead of two regions.

Single Top uncertainties An uncertainty of 5% is considered on the cross-sections of the 𝑠-channel,
𝑡-channel, and 𝑊𝑡 production modes [211–215]. The 𝑡𝑍 background is assigned a cross-section
uncertainty of 7.9% for assessing the variations in 𝜇𝐹 and 𝜇𝑅, and an uncertainty of 0.9% for assessing
the PDF variations. A 50% cross-section uncertainty is applied to the 𝑡𝑊𝑍 background [216].
Uncertainties associated with the PS and ME-PS matching are evaluated by comparing the predictions
of the nominal event generator, PowhegBox + Pythia 8, with that of alternative event generators,
PowhegBox + Herwig 7 andMadGraph 5 + Herwig 7, respectively for each single-top background
process. An additional modelling uncertainty associated with the 𝑊𝑡 background modelling is
considered which reflects the interference between𝑊𝑡 and 𝑡𝑡 + jets production at NLO [217]. This
uncertainty is evaluated by comparing the predictions of the Powheg + Pythia 8 event generator
produced using the diagram removal (DR) scheme with the predictions of the same generator produced
using the diagram subtraction (DS) [183] scheme. The pre-fit impact of this uncertainty (denoted as
𝑊𝑡 DS) on the 𝑚Wh distribution in two representative analysis regions is shown in Figure 6.8 which
illustrates that the size of the uncertainty ranges up to 63%. A large uncertainty for several analysis
regions over-constraints the associated NP resulting from a signal-plus-background fit using Asimov
data. Hence, this uncertainty is decorrelated in analysis regions following the same technique as used
for the 𝑡𝑡 + jets background modelling uncertainties (see Appendix B.2).

𝑽 + jets and 𝑽𝑽 uncertainties A 40% normalisation uncertainty is considered for the 𝑊 + jets
background, and a 35% normalisation uncertainty is considered for the 𝑍 + jets background. These
normalisation uncertainties account for the uncertainties from assessing the variations in 𝜇𝐹 , 𝜇𝑅, PDF,
and any potential uncertainty in the extraction of the correction factor from data for the heavy-flavor
component of the 𝑉 + jets processes [206, 218]. A 50% normalisation uncertainty is assigned to
7 A double-sided arrow is used to denote this uncertainty, as the extrapolation factors are calculated from a region with
higher 𝑡𝑡+HF background yield to a region with lower 𝑡𝑡+HF background yield. The associated uncertainties and then
applied to the latter region.

105



Chapter 6 Resolved Topology: Statistical Framework

0.5 1 1.5 2 2.5 3 3.5

Wh mass [TeV]

50

100

150

200

250

300

350

400
E

ve
nt

s
-1 = 13 TeV, 140 fbs

Wt DS, Single Top
)bbν5j 3b SR (l

 (-54.8 %)σ+ 1 
 (+54.8 %)σ - 1 

Original

Modified

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

150−
100−
50−
0

50
100
150

 [%
]

N
om

.
S

ys
t.-

N
om

.

(a)

0.5 1 1.5 2 2.5 3 3.5

Wh mass [TeV]

50

100

150

200

250

300

E
ve

nt
s

-1 = 13 TeV, 140 fbs

Wt DS, Single Top
)bbν6j 3b SR (l≥

 (-63.0 %)σ+ 1 
 (+63.0 %)σ - 1 

Original

Modified

0.5 1 1.5 2 2.5 3 3.5

 [TeV]Whm

150−
100−
50−
0

50
100
150

 [%
]

N
om

.
S

ys
t.-

N
om

.

(b)

Figure 6.8: Pre-fit size of the𝑊𝑡 DS uncertainty in the (a) 5 𝑗 3𝑏 SR and (b) ≥ 6 𝑗 3𝑏 SR in the ℓ𝜈𝑏�̄� channel.

the 𝑉𝑉 background, which includes the uncertainties on the cross-section and any additional jet
production [219]. No additional modelling uncertainty is assumed on these backgrounds as their
relative yield in comparison to the 𝑡𝑡 + jets background is significantly smaller.

𝒕 𝒕+𝑿 uncertainties The 𝑡𝑡+ℎ background is assigned a cross-section uncertainty of 12% [220–225].
Predictions of the nominal event generator, PowhegBox + Pythia 8, are compared with that of
an alternative event generator, PowhegBox + Herwig 7, to evaluate the uncertainty due to PS.
Predictions of the PowhegBox + Pythia 8 event generator are compared with that of MadGraph 5 +
Pythia 8 to evaluate the uncertainty due to ME-PS matching. The 𝑡𝑡 +𝑊 background is assigned a
cross-section uncertainty of 12.9% for assessing the variations in 𝜇𝐹 and 𝜇𝑅, and an uncertainty of
3.4% for assessing the PDF variations. The 𝑡𝑡 + 𝑍 background is assigned a cross-section uncertainty
of 11.3% for assessing the variations in 𝜇𝐹 and 𝜇𝑅, and an uncertainty of 4% for assessing the PDF
variations [226, 227]. An additional modelling uncertainty on the 𝑡𝑡 +𝑊 /𝑍 background related to the
ME-PS matching is also considered which is evaluated by comparing the predictions of the nominal
event generator,MadGraph 5 + Pythia 8, with that of an alternative event generator, Sherpa 2.2.1.

Uncertainties on other rare top-quark backgrounds A 50% normalisation uncertainty is con-
sidered for the 𝑡𝑡𝑡𝑡 background covering effects from varying 𝜇F, 𝜇R, PDF, and 𝛼s [216, 225]. The
𝑡ℎ 𝑗𝑏 background is assigned a cross-section uncertainty of 14.9% for assessing the variations in 𝜇𝐹
and 𝜇𝑅, and an uncertainty of 3.7% for assessing the PDF variations [216].

Non-closure uncertainty

The transverse momentum of theW boson (from the 𝐻+ boson decay) in the ℓ𝜈𝑏�̄� channel is found to
be mismodelled in events containing exactly two 𝑏-tagged jets as shown in Figure 6.9. This residual8

mismodelling is prominent in the tails of the 𝑝T distribution and is taken to into account by including a

8 The mismodelling is termed as "residual" as it is observed after applying the 𝑡𝑡 + jets reweighting procedure (see Section
4.4).
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Figure 6.9: Data-to-simulation comparison for the 𝑝T of the W boson in the ℓ𝜈𝑏�̄� channel in events containing
at least five jets and exactly two 𝑏-tagged jets.

non-closure uncertainty in the statistical model. This non-closure uncertainty is evaluated by deriving
a correction function on the data-to-simulation ratio of this observable in the presented region. This
correction is then propagated as an uncertainty +1𝜎 variation to the 𝑚Wh distribution in all analysis
regions. This uncertainty is applied to all simulated processes in the ℓ𝜈𝑏�̄� channel. The pre-fit impact
of this uncertainty on the 𝑚Wh distribution for the single-top and 𝑉𝑉 & 𝑉+jets backgrounds in two
representative analysis regions is shown in Figure 6.10.
A summary of the contribution of the systematic modelling uncertainties (at the pre-fit stage) is

given in Table 6.4.
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Figure 6.10: Pre-fit size of the non-closure uncertainty in the (a) 6 𝑗 3𝑏 CR and (b) ≥ 5 𝑗 3𝑏 SR for 𝑉𝑉 & 𝑉+jets
and Single Top backgrounds, respectively in the ℓ𝜈𝑏�̄� channel.

Table 6.4: The contribution of the systematic modelling uncertainties (at the pre-fit stage). ‘𝐴 ↔ 𝐵’ indicates
cross-region extrapolation uncertainties between regions 𝐴 and 𝐵, and ‘Norm.’ is the product of the cross
section and acceptance variations. A value of ‘float’ indicates that the parameter is not constrained in the fit. A
range of values means that the size of the uncertainties varies between the regions included in a fit.

𝑡𝑡 + HF 𝑡𝑡 + LF 𝑡𝑡 + X Single Top 𝑉𝑉 & 𝑉 + jets Others Signal

Norm. float fixed 0.8%–12% 1.1%–4.7% 2.0%–34% 2.9%–47% float

PDF S 0.2%–0.5%, S – – – – 0.5%–6.0%, S

ISR S 0.7%–5.0%, S – – – – –

FSR S 1.3%–19%, S – – – – –

ME–PS Matching S 2.0%–40%, S 0.6%–7.0% 0.6%–53%, S – – –

Parton Shower S 3.3%–22%, S 1.7%–13% 2.2%–61%, S – – 1.0%–50%, S

4FS vs. 5FS S – – – – – –

Heavy-flavour composition S – – – – – –

DS vs. DR scheme (𝑊𝑡) – – – 3.3%–68%, S – – –

Renormalisation/Factorisation Scales S 0.5%–3.0%, S – – – – 1.0%–13%, S

𝐻T reweighting S 0.5%–6.0%, S – – – – –

𝑝T,𝑊 non-closure S 0.5%–0.9%, S 0.7%–1.6%, S 2.7%–4.0%, S 1.8%–3.3%, S 1.1%–2.0%, S 3.0%–30%, S

5 𝑗 ↔ ≥ 6 𝑗 17%–34% – – – – – –

(High-purity) SRs↔ CRs 11%–33% – – – – – –

High-purity SRs↔ Low-purity SRs (𝑞𝑞𝑏�̄�) 6.8%–17% – – – – – –

Low-purity SRs↔ CRs (𝑞𝑞𝑏�̄�) 5.2%–12% – – – – – –

ℓ𝜈𝑏�̄� ↔ 𝑞𝑞𝑏�̄� 5.1%–17% – – – – – –
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6.2 Systematic Uncertainties

6.2.3 Treatment of uncertainties in the statistical model

Three kinds of procedures are applied to the systematic uncertainties before they enter the likelihood
fit, namely symmetrisation, smoothing, and pruning which are defined in this section.

Symmetrisation An uncertainty symmetrisation procedure is performed for all systematic uncer-
tainties9 to avoid asymmetric nuisance parameters in a fit which can impact the fit stability. The
uncertainties are either one-sided where only a single uncertainty variation exists by construction, for
instance an uncertainty +1𝜎 variation (up variation) or -1𝜎 variation (down variation). On the other
hand, the uncertainties can be two-sided where both up and down variations exist by construction. For
one-sided uncertainties, the other variation is taken as a mirrored version of the given variation. For
two-sided uncertainties, a secondary variation is calculated bin by bin defined as half of the difference
between the up and down variations:

|𝜎up−𝜎down |
2 . This secondary variation is then taken as the primary

up variation which is mirrored as the down variation.

Smoothing and pruning A smoothing procedure is used to mitigate statistical fluctuations that can
arise in the systematic variations due to few signal and background events. The smoothing algorithm
used in this thesis is based on an iterative rebinning of the systematic variations as described in [228].
The smoothing is applied on all systematic uncertainties that impact the shape of the 𝑚Wh distribution,
except the ones where an explicit event weight is used to form a systematic variation.
Several systematic uncertainties entering the likelihood show only a negligible impact on the 𝑚Wh

distribution in various analysis regions. The statistical model is therefore simplified by removing
uncertainties according to the following pruning criteria:

• Uncertainties whose systematic variation is smaller than the statistical uncertainties in all bins
of the 𝑚Wh distribution, and for all backgrounds and signal processes are neglected,

• normalisation uncertainties are neglected if they lead to a systematic variation lower than 0.5%,

• shape uncertainties are neglected if only one bin has a systematic variation higher than 0.5%
after the overall normalisation component has been removed.

9 The symmetrisation procedure is applied only for the uncertainties described by a Gaussian probability distribution, hence
the statistical uncertainties are neglected as they are described by a Poisson probability distribution.
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Figure 6.11: A pictorial representation of the pulls for the various NPs.

6.3 Validation of the statistical model

The statistical model described in Section 6.1 is a complex model with 20 analysis regions, and a total
of 140 bins in the 𝑚Wh distribution. Hence, it is important to study the performance of this model
with the help of fit diagnostic tests which are discussed in the following section.

6.3.1 Pull distributions of nuisance parameters

Studying the NP pull distributions resulting from a fit under a tested hypothesis is a necessity while
validating a statistical model. This distribution indicate the best-fit values of the NPs and the associated
1𝜎/2𝜎 uncertainty variations around the miniumum of the negative log likelihood (NLL). An NP pull
is mathematically expressed as:

P =
𝜃𝑖 − 𝜃𝑖,0

Δ𝜃𝑖
(6.4)

where 𝜃𝑖 is the best-fit value of an NP (𝜃𝑖) resulting from a likelihood fit under a tested hypothesis, 𝜃𝑖,0
is the value of 𝜃𝑖 at the pre-fit level, and Δ𝜃𝑖 is the pre-fit uncertainty of 𝜃𝑖 . A pictorial representation
of the pulls of the various NPs is shown in Figure 6.11 which depicts four different kinds of scenarios.
NP1 is termed as a pulled NP as its best-fit value deviates outside the 1𝜎 uncertainty band of the
pull distribution. This can occur from disagreement between data and simulation or any model
specific feature related to the derivation of this NP which can cause such a pull. NP2 is termed as
an over-constrained NP10 where the pull uncertainty is seen to be considerably smaller than the 1𝜎
uncertainty band. One common cause of such a scenario is the large size of the pre-fit uncertainty for
this particular NP or a fit convergence issue. NP3, on the other hand, is termed as an under-constrained
NP which can occur from the double counting of NPs in a fit or a fit covergence issue. NP4 rather

10 For this thesis, an NP is considered over-constrained if its pull uncertainty is less than 0.5.
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exhibits a balanced behaviour and is well constrained where the NP pull matches the 1𝜎 uncertainty
band.
Figures 6.12 and 6.13 show the comparison of the NP pulls obtained from fits to collision data (black)

and Asimov data (see Section 3.6.1) (red), under a background-only hypothesis, in all analysis regions.
The names of the NPs in these figures denote the various experimental and theoretical uncertainties as
described in Section 6.2, and follow a naming convention for the following uncertainties:

• As discussed in Section 6.2.2, the𝑊𝑡 DS and 𝑡𝑡 + jets background modelling uncertainties are
decorrelated across analysis regions due to their over-constrained behaviour. The naming of the
NPs associated with these uncertainties follow the given order: uncertainty name, type of region
(CR/ SR/ jet, 𝑏-jet multiplicity region), type of analysis channel (𝑞𝑞𝑏�̄� / ℓ𝜈𝑏�̄�), and in certain
cases a symbol L/H is used, where L denotes the low-mass region of the 𝑚Wh distribution, and H
denotes the high-mass region of the 𝑚Wh distribution. If an uncertainty is not decorrelated into
any region of a channel, then the second category in the naming convention for the associated
NP is skipped,

• NP names for the uncertainties associated with the reweighting of the 𝑡𝑡 + jets background are
given as the jet multiplicity followed by the number of error variation ("EV") component,

• NP names for the different components of the jet energy scale and jet energy resolution
uncertainties are given as the pre-fix "JES" and "JER" followed by the component name,

• NP names for the flavour tagging uncertainties for the 𝑏-, 𝑐-, and light-flavoured jets follow the
given order: pre-fix "FTAG, 𝑏-/𝑐-/𝑙-jets" followed by the component number.

Overall, the pulls and constrains of all the NPs agree well between the fits using collision data,
and Asimov data indicating a stable behaviour of the statistical model. The pulls resulting from the
collision data fit are seen to be within the 1𝜎 uncertainty band. The over-constrained behaviour of the
following NPs associated with 𝑡𝑡 + HF PS uncertainty, arise from the first two to three bins of the 𝑚Wh
distribution where the uncertainty size is up to 40% (see Figure 6.6):

• 𝑡𝑡 + HF PS ≥ 6 𝑗 ≥ 4𝑏 CR 𝑞𝑞𝑏�̄� L,

• 𝑡𝑡 + HF PS ≥ 6 𝑗 ≥ 4𝑏 Low-purity SR 𝑞𝑞𝑏�̄� L,

• 𝑡𝑡 + HF PS ≥ 6 𝑗 ≥ 4𝑏 SR 𝑞𝑞𝑏�̄� L,

• 𝑡𝑡 + HF PS ≥ 6 𝑗 ≥ 4𝑏 SR ℓ𝜈𝑏�̄� L.

Another NP which is over-constrained is the HF composition (𝑡𝑡 + ≥ 1𝑏 ↔ 𝑡𝑡 + ≥ 1𝑐). This
over-constraint arises from its large uncertainty of up to 30% in some analysis regions (see Table B.6).
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Figure 6.12: Comparison of the pull distributions from fits to collision data (black) and Asimov data (red), under
a background-only hypothesis, in all analysis regions.
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Figure 6.13: Comparison of the pull distributions from fits to collision data (black) and Asimov data (red), under
a background-only hypothesis, in all analysis regions.
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6.3.2 Nuisance parameters ranking

Another widely used method to understand the behaviour of the likelihood fit is to determine the degree
of influence of the systematic uncertainties on the signal strength, 𝜇. The impact of an individual NP
on 𝜇 is determined by scanning the NP within ±1𝜎 around its nominal value during the likelihood
fit while all the other NPs are allowed to vary. The best-fit 𝜇 value, �̂�, is re-calculated for each
value of the NP under study. The NP which returns the maximum Δ𝜇 (difference of �̂� from the
nominal 𝜇 value) is placed the highest in the impact plot or the so-called ranking plot. Figures 6.14
to 6.17 show the NP ranking resulting from fits to Asimov data, under a signal-plus-background
hypothesis, in all analysis regions for various 𝐻+ boson mass hypotheses: 250GeV, 600GeV, 1.2 TeV,
and 2 TeV. A high post-fit impact of the 𝑡𝑡 + jets, and single-top background modelling systematic
uncertainties on 𝜇 is observed for all the presented mass hypotheses, which is expected as they are
the dominant backgrounds in the analysis. A high impact of statistical uncertainties11 for the 1.2 TeV
and 2TeV signal mass hypotheses is also expected due to fewer events in the high mass tails of the
𝑚Wh distribution where the bulk of the signal distribution is expected to lie. For all the presented
ranking plots, the NPs show a symmetric ±1𝜎 post-fit impact on Δ𝜇. However, NPs associated with
the single-top (𝑊𝑡) background modelling uncertainties: 𝑊𝑡 DS 5 𝑗 3𝑏 SR ℓ𝜈𝑏�̄�,𝑊𝑡 DS ≥6 𝑗 3𝑏 SR
ℓ𝜈𝑏�̄�, and𝑊𝑡 DS ≥4𝑏 ℓ𝜈𝑏�̄� show asymmetric and one-sided post-fit impacts on 𝜇 for some of the
𝐻

+ boson mass hypotheses. This one-sidedness and asymmetry seems to arise from the non-linear
correlations of these NPs with other single top background NPs [176], and do not indicate any instable
behaviour of these NPs in the statistical model.

11 Statistical uncertainties, shown in the figures, are the combined uncertainties for all simulated processes, and are
represented by 𝛾 for each bin of an analysis region.
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Figure 6.14: NP ranking from a fit under a signal-plus-background hypothesis using Asimov data for 𝑚𝐻
+ =

250GeV. The nomenclature of some specific NPs is discussed in Section 6.3.1, and the impact of uncertainties
on the 𝑚Wh distribution was listed in Tables 6.2 and 6.3.
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Figure 6.15: NP ranking from a fit under a signal-plus-background hypothesis using Asimov data for 𝑚𝐻
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on the 𝑚Wh distribution was listed in Tables 6.2 and 6.3.
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Figure 6.16: NP ranking from a fit under a signal-plus-background hypothesis using Asimov data for 𝑚𝐻
+ =

1.2 TeV. The nomenclature of some specific NPs is discussed in Section 6.3.1, and the impact of uncertainties
on the 𝑚Wh distribution was listed in Tables 6.2 and 6.3.

2− 1.5− 1− 0.5− 0 0.5 1 1.5 2

θ∆)/0θ-θ(

JES flavour composition

bbν+HF ME-PS l tt

 Lbbν4b SR l ≥6j ≥+HF ME-PS tt

 Lbbq4b CR q ≥+HF PS 5j tt

 bin 8)bbν6j 3b SR l ≥ (γ

 non-closure
WT,

p
 Hbbq6j 3b Low-pur. SR q ≥+HF ME-PS tt

 bin 4)bbν6j 3b SR l ≥ (γ

 bin 5)bbν6j 3b SR l ≥ (γ

bbν6j 3b CR l ≥Wt DS 

bbν+LF FSR l tt

 Lbbν+HF PS 5j 3b CR l tt

bbν+HF 4FS 3b l tt

bbν+HF PS 5j 3b SR l tt

HFk

bbν6j 3b l ≥+HF PS tt

bbνWt DS 5j 3b SR l 

bbν4b l ≥Wt DS 

bbν6j 3b SR l ≥Wt DS 

Wt PS

0.002− 0.001− 0 0.001 0.002
µ∆

µPost-fit impact on 
σ+1

σ-1 -1 = 13 TeV, 140 fbs

Figure 6.17: NP ranking from a fit under a signal-plus-background hypothesis using Asimov data for 𝑚𝐻
+ =

2TeV. The nomenclature of some specific NPs is discussed in Section 6.3.1, and the impact of uncertainties on
the 𝑚Wh distribution was listed in Tables 6.2 and 6.3.
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Figure 6.18: 95% CL upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)), and the corresponding best-fit 𝜇
values as a function of 𝑚𝐻

+ for an injected 𝜎 = 0.6 pb for 𝑚𝐻
+ = 400GeV.

6.3.3 Signal injection test

A final study in the series of statistical model validations is a signal injection test. A signal injection
test is performed using a fit to a pseudo-dataset, under a signal-plus-background hypothesis, in all
analysis regions. This pseudo-dataset is constructed from the simulated events of all background
processes plus the ‘injected’ simulated signal events of a tested 𝐻+ boson mass hypothesis normalised
to a specific cross-section12. The aim of this test is to check if the fitted 𝜇 value is equal to the
injected signal strength for the tested mass hypothesis, and at the same time cross-check the model
behaviour in terms of observing a "signal bump" created artificially by the pseudo-dataset. Figures
6.18 to 6.20 present the 95% CL upper limits on 𝜇 (𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�))), and
its corresponding best-fit values as a function of 𝑚𝐻

+ for three different fit scenarios. Figure 6.18
shows the fit results for an injected signal strength of 0.6 pb for 𝑚𝐻

+ = 400GeV, Figure 6.19 shows
the fit results for an injected signal strength of 0.04 pb for 𝑚𝐻

+ = 800GeV, and Figure 6.20 shows
the fit results for an injected signal strength of 0.01 pb for 𝑚𝐻

+ = 2TeV. In all three presented cases,
a broad excess depicting a maximum expected-observed discrepancy around the tested 𝐻+ boson
mass hypothesis is observed. This broad excess can potentially arise due to the mass resolution of
the reconstructed 𝐻+ boson being larger than the mass difference used to simulate the various signal
hypotheses. One can also observe that the best-fit 𝜇 values for 𝑚𝐻

+ = 400GeV, 𝑚𝐻
+ = 800GeV, and

𝑚𝐻
+ = 2TeV are equal to the injected signal strengths which validates the statistical model.

12 The injected signal strength should be equal to the injected signal cross-section value, given that 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�))
= 1.0 for the simulated signal.
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Figure 6.19: 95% CL upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)), and the corresponding best-fit 𝜇
values as a function of 𝑚𝐻

+ for an injected 𝜎 = 0.04 pb for 𝑚𝐻
+ = 800GeV.
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Figure 6.20: 95% CL upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)), and the corresponding best-fit 𝜇
values as a function of 𝑚𝐻

+ for an injected 𝜎 = 0.01 pb for 𝑚𝐻
+ = 2TeV.
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CHAPTER 7

Merged Topology

This chapter focuses on the search for merged 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. Analogous to the search
for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays, this search targets two decay channels: 𝐻+ → 𝑊ℎ → ℓ𝜈𝑏�̄�

(ℓ𝜈𝑏�̄� channel) and 𝐻+ → 𝑊ℎ → 𝑞𝑞𝑏�̄� (𝑞𝑞𝑏�̄� channel) (see Figure 4.1). In the merged topology,
the angular separation between the 𝐻+ boson decay products is small due to the large 𝐻+ boson 𝑝T
such that the decay products of the hadronically decayingW/ℎ boson can be reconstructed inside a
large-radius (large-𝑅) jet. Two kinds of neural networks (NNs) are used - one to identify the boosted
ℎ → 𝑏�̄� decays and the other to separate signal from backgrounds. Selection requirements on the
kinematic properties of the final state particles and on the output score of a classification NN are used
to define signal and control regions. The kinematic observable used for setting 95% CL upper limits
on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) is the reconstructed mass of the charged Higgs boson
(𝑚Wh).
This chapter is structured as follows: Section 7.1 describes the boosted 𝑋 → 𝑏�̄� tagging algorithm

used for the identification of ℎ → 𝑏�̄� decays and the tagger’s signal efficiency calibration using
𝑍 → 𝑏�̄� + jets events at high 𝑍 boson transverse momentum. Section 7.2 gives an overview of the
analysis strategy used to perform a search for merged 𝐻+ → 𝑊ℎ decays. This section includes a
description of the event selection requirements, an outline of the NN training in the 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄�
channels, the definition of signal and control regions, and a brief description of the statistical model.

7.1 Boosted 𝑿 → 𝒃�̄� tagging and its signal efficiency calibration

The boosted 𝑋 → 𝑏�̄� tagger is an NN-based Higgs tagger trained to separate boosted ℎ → 𝑏�̄� decays
(signal) from boosted top-quark jets and multĳet processes (backgrounds). The NN is based on the
following input variables:

• large-𝑅 jet 𝑝T and 𝜂,

• flavour information of up to three ghost-associated VR track-jets (see Section 3.4.3, Chapter 3)
provided by the DL1r tagger1.

1 The flavour description is retrieved from a high-level deep neural network based single-𝑏-tagging algorithm, DL1r [205],
designed to identify VR track-jets containing single 𝑏-hadrons.
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Details of the tagger’s training are described in [229]. The tagger provides three output scores for
each large-𝑅 jet corresponding to the probabilities of it being a Higgs boson - (𝑝Higgs) - initiated jet,
multĳet (𝑝multijet), and a top-quark - (𝑝top) - initiated jet. These output scores are combined in a single
discriminant which is defined as:

𝐷X→bb̄ = ln(
𝑝Higgs

𝑓top · 𝑝top + (1 − 𝑓top) · 𝑝multijet
) (7.1)

where 𝑓top determines the fraction of the top-quark background of the total background. A large-𝑅 jet
is tagged as a Higgs jet candidate based on selection requirements on 𝐷X→bb̄.
The 𝑋 → 𝑏�̄� tagger performance is studied for large-𝑅 jets which satisfy the following event

selection requirements:

• 𝑝T > 250 GeV,

• |𝜂 | < 2,

• masses within 76 GeV-146 GeV.

In order to study the 𝑋 → 𝑏�̄� tagger performance in simulated events, generator-level information is
used in addition to the above requirements to identify the correct Higgs and top-quark jet candidates.
The Higgs (top-quark) jet candidates are required to have exactly one ghost-associated (see Section
3.4.3) generator-level Higgs boson (top-quark). The selected large-𝑅 jets in multĳet events originate
primarily from 𝑔 → 𝑏�̄� splitting processes. The tagger performance is studied in terms of the signal
tagging efficiency and background rejection. The tagging efficiency (𝜖) for Higgs jets is defined as the
number of 𝑋 → 𝑏�̄� tagged jets divided by the total number of large-𝑅 jets passing the aforementioned
event selection requirements. Working points (WPs) of the 𝑋 → 𝑏�̄� tagger are defined as the
selection requirements on the 𝐷X→bb̄ to achieve a desired Higgs jet tagging efficiency. Three WPs
corresponding to 50%, 60%, and 70% Higgs jet tagging efficiencies with 𝑓top = 0.25

2 are defined. The
tagger threshold values for the three WPs are summarised in Table 7.1. This thesis uses the 𝑋 → 𝑏�̄�

tagger at 60%WP with 𝑓top = 0.25. On the other hand, the background rejection factors are defined as
the reciprocal value of the background mistagging efficiency (1/𝜖) for boosted top-quark and multĳet
events. Figure 7.1 shows the background rejection as a function of the Higgs jet tagging efficiency for
various 𝑓top values.
Since the tagger is trained using simulated events, the tagging efficiency in simulation may differ

from the tagging efficiency observed in data. To make use of this tagger in physics analyses, one
needs to derive data-to-simulation efficiency correction factors (scale factors) to correct the tagger
efficiency in simulation. The calibration of the 𝑋 → 𝑏�̄� tagger follow a process-based approach3

with the processes of interest being the Higgs signal, top-quark, and multĳet processes. The signal
efficiency calibration of the 𝑋 → 𝑏�̄� tagger is performed using 𝑍 → 𝑏�̄� + 𝛾 and 𝑍 → 𝑏�̄� + jets events
at high 𝑍 boson transverse momentum. The 𝑍 → 𝑏�̄� is a colour-singlet resonance with its mass
close to the Higgs boson mass, such that the kinematic properties of 𝑍 → 𝑏�̄� and ℎ → 𝑏�̄� events
are expected to be similar [231]. Moreover, since the tagger is trained mass-independently [229],
the calibration results can be readily applied to the ℎ → 𝑏�̄� topology. The background mistagging
2
𝑓top = 0.25 is the recommendation provided by the ATLAS Flavour Tagging Group [230] as it provides an optimal
rejection for both multĳet, and top-quark backgrounds.
3 This is in contrast to a flavour-based approach usually followed for the calibration of small-𝑅 jets.
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7.1 Boosted 𝑋 → 𝑏�̄� tagging and its signal efficiency calibration

(a) (b)

Figure 7.1: (a) Multĳet and (b) top-quark jet rejection as a function of the ℎ → 𝑏�̄� tagging efficiency (denoted as
"Higgs Efficiency"), for large-𝑅 jets with 𝑝T > 250 GeV. The performance of the 𝑋 → 𝑏�̄� tagger is compared
for 𝑓top = 0, 0.1, 0.25, 0.5 and 1. The efficiency and rejection are calculated with respect to jets that pass the 𝑝T,
𝜂, and jet mass requirements given in [28].

Working point 50% 60% 70%

Threshold value 3.13 2.55 1.92

Table 7.1: The 𝑋 → 𝑏�̄� tagger threshold values for all 𝑋 → 𝑏�̄� WPs with 𝑓top = 0.25.

efficiency calibration for the hadronically decaying top-quarks is performed using a tag-and-probe
method with semileptonic 𝑡𝑡 events. The leptonically decaying top-quark is used to select (‘tag’) the
events. The calibration is applied on the hadronically decaying top-quark (the ‘probe’ object) [28].
However, the mistagging efficiency calibration for multĳet processes is not provided by the ATLAS
performance group [230] due to the observed post-fit mismodelling of the fit observable in data. The
calibration scale factors are derived using dedicated techniques for this analysis as described in Section
7.2.4.
Keeping within the scope of the author’s contribution in the presented topic, this section discusses

a new method to calibrate the 𝑋 → 𝑏�̄� tagger signal efficiency using 𝑍 → 𝑏�̄� + jets events. Section
7.1.1 describes the calibration methodology, followed by the details of the calibration analysis strategy
in Section 7.1.2. Section 7.1.3 gives a brief overview of the systematic uncertainties and presents the
results of the signal efficiency calibration of the 𝑋 → 𝑏�̄� tagger.

7.1.1 Methodology

As mentioned earlier, data-to-simulation efficiency correction factors or scale factors (SFs) are needed
to correct the tagger efficiency in simulation. The scale factors are defined as: SF = 𝜖

data/𝜖 sim
and are applied to all simulated events. 𝜖data is defined as the number of data events that pass the
𝑋 → 𝑏�̄� tagger selection requirement (𝑁datapassed) divided by the total number of signal events in data
(𝑁datatotal). 𝜖

sim is analogously defined as the number of simulated events that pass the 𝑋 → 𝑏�̄� tagger
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selection requirement (𝑁simpassed) divided by the total number of signal events in simulation (𝑁
sim
total).

These efficiencies are thus expressed as:

𝜖
data

= 𝑁
data
passed/𝑁

data
total, 𝜖

sim
= 𝑁

sim
passed/𝑁

sim
total (7.2)

The equation for the SF can then be reformulated as:

SF =
𝜖
data

𝜖
sim =

𝑁
data
passed

𝑁
data
total

𝑁
sim
passed

𝑁
sim
total

=

𝑁
data
passed

𝑁
sim
passed

𝑁
data
total

𝑁
sim
total

=
𝜇post−tag

𝜇pre−tag
(7.3)

where 𝜇pre−tag and 𝜇post−tag denote the number of signal events in data divided by the number of signal
events in simulation before and after 𝑋 → 𝑏�̄� tagging, respectively. These are also referred to as the
signal strengths before and after 𝑋 → 𝑏�̄� tagging. The analysis methods used to measure both these
signal strength parameters are summarised below.
The measurement of 𝜇post−tag is performed using events where at least one large-𝑅 jet is identified

as a 𝑍 → 𝑏�̄� candidate. The 𝑍 → 𝑏�̄� candidate is determined by applying the 𝑋 → 𝑏�̄� tagger at the
60% efficiency WP. A likelihood fit to the 𝑍 → 𝑏�̄� candidate mass is used to determine the signal
strength. The dominant source of background for the 𝜇post−tag measurement is multĳet events, with
additional small contributions from𝑊 (→ 𝑞𝑞

′) + jets and 𝑡𝑡 events.
𝜇pre−tag is obtained using 𝑍 → 𝑙

+
𝑙
− (𝑙 = 𝑒/𝜇) events because of low signal significance in 𝑍 → 𝑏�̄�

events before 𝑋 → 𝑏�̄� tagging due to high contamination from multĳet background. 𝑍 → 𝑙
+
𝑙
− + jets

events have a substantially smaller multĳet background. The main backgrounds for this measurement
are the leptonically decaying𝑊𝑍 and 𝑍𝑍 events [232]. The number of 𝑍 → 𝑏�̄� events in data before
𝑋 → 𝑏�̄� tagging can be estimated at the leading order as:

𝑁
data
𝑍→𝑏�̄�

= 𝑁
sim
𝑍→𝑏�̄�

·
𝑁
data
ℓℓ − 𝑁

sim
bkg,ℓℓ

𝑁
sim
𝑍→𝑙

+
𝑙
−

, (7.4)

where 𝑁sim
𝑍→𝑏�̄�

is the number of 𝑍 → 𝑏�̄� signal events in simulation before 𝑋 → 𝑏�̄� tagging, 𝑁dataℓℓ is
the total number of selected events in data, 𝑁simbkg,ℓℓ is the number of background events predicted by
simulation, and 𝑁sim

𝑍→𝑙
+
𝑙
− is the number of 𝑍 → 𝑙

+
𝑙
− signal events predicted by simulation. 𝜇pre−tag

can hence be determined as:

𝜇pre−tag =
𝑁
data
ℓℓ − 𝑁

sim
bkg,ℓℓ

𝑁
sim
𝑍→𝑙

+
𝑙
−

(7.5)

where 𝜇pre−tag depends only on the yields obtained in the 𝑍 → 𝑙
+
𝑙
− channel. There are no additional

corrections applied in extrapolating the measurement from the 𝑍 → 𝑏�̄� to the 𝑍 → 𝑙
+
𝑙
− channel as a

similar set-up is used to generate both simulated processes. Moreover, the kinematic distributions
of 𝑍 → 𝑏�̄� and 𝑍 → 𝑙

+
𝑙
− decays are found to be similar as reported in [233]. The event selections

for both the 𝑍 → 𝑏�̄� and 𝑍 → 𝑙
+
𝑙
− events used in the calibration analysis are described in the next

section.
The SFs are measured as a function of the 𝑍 → 𝑏�̄� candidate 𝑝T. Four bins are defined for the SF

measurement: 200 GeV < 𝑝T < 450 GeV, 450 GeV < 𝑝T < 500 GeV, 500 GeV < 𝑝T < 600 GeV and
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600 GeV < 𝑝T < 1000 GeV. The SF in the first 𝑝T bin is measured using 𝑍 → 𝑏�̄� + 𝛾 events and the
SFs in the remaining 𝑝T bins are measured using 𝑍 → 𝑏�̄� + jets events. 𝑝T bins for the measurement
using 𝑍 → 𝑏�̄� + jets events are defined based on having sufficient numbers of signal and background
events in each bin. The measurement of the SFs in the high 𝑝T regime using 𝑍 → 𝑏�̄� + 𝛾 events is
not feasible due to the low number of signal events observed in data.

7.1.2 Calibration analysis strategy

Event selection for the 𝝁post−tag measurement

Events with at least two large-𝑅 jets with 𝑝T > 200 GeV and |𝜂 | < 2.0, and no electrons or muons
with 𝑝T > 25 GeV and |𝜂 | < 2.5 are selected. The leading-𝑝T large-𝑅 jet is required to fulfil the
following requirements:

• 𝑝T > 450 GeV. This requirement ensures that the applied large-𝑅 jet triggers [234, 235] are
100% efficient,

• should contain at least two ghost-associated VR track-jets with 𝑝T > 7 GeV,

• mass > 50 GeV. This requirement excludes the region where the large-𝑅 jet mass calibration is
not applicable.

Additional requirements are applied to the large-𝑅 jets to remove the the mismodelled regions and to
reject backgrounds:

• 𝑝T,1−𝑝T,2
𝑝T,1+𝑝T,2

< 0.15, where 𝑝T,1 (𝑝T,2) is the transverse momentum of the (sub-)leading large-𝑅 jet,

• |Δ𝑦1,2 | < 1.2, where |Δ𝑦1,2 | is the rapidity difference of the leading and sub-leading large-𝑅
jets.

The leading-𝑝T large-𝑅 jet passing the 𝑋 → 𝑏�̄� tagger requirement at the 60% efficiency WP is
chosen as the 𝑍 → 𝑏�̄� candidate. Data-to-simulation comparisons for the 𝑍 → 𝑏�̄� candidate mass
distribution for 𝑝T bins corresponding to 450 GeV < 𝑝T < 500 GeV, 500 GeV < 𝑝T < 600 GeV, and
600 GeV < 𝑝T < 1000 GeV are shown in Figure 7.2. One can observe a good agreement between
data and simulated processes. Slight deviations are observed for large-𝑅 jet masses above 140GeV for
𝑝T bin corresponding to 450 GeV < 𝑝T < 500 GeV. This disagreement could potentially arise from
the mismodelled multĳet background such that the flavour composition of the two 𝑏-tagged jets inside
the large-𝑅 jet vary between simulation and data. The multĳet background is hence not estimated
using simulation, but using a data-driven procedure as described later.

Event selection for the 𝝁pre−tag measurement

Events with at least two leptons of the same flavour and at least one large-𝑅 jet with 𝑝T > 200 GeV and
|𝜂 | < 2.0 are selected. In case of two muons, a 𝑝T > 27 GeV requirement on both the muons is applied
and the selected muons should have opposite charge. For electrons, a selection requirement of 𝑝T >
25 GeV is applied with no opposite charge criteria due to a higher rate of charge misidentification. A
lepton 𝑝T balance requirement: |𝑝

ℓ
+

T − 𝑝
ℓ
−

T |/𝑝ℓ
+
ℓ
−

T < 0.8 is also applied, where 𝑝ℓ
+
ℓ
−

T is the 𝑍 → 𝑙
+
𝑙
−

candidate 𝑝T. This requirement helps improve the data-to-simulation agreement at high 𝑝
ℓ
+
ℓ
−

T . In
analogy to the 𝜇post−tag measurement, the following requirements are applied:
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Figure 7.2: Data-to-simulation comparisons for the 𝑍 → 𝑏�̄� candidate mass distribution for 𝑝T bins corres-
ponding to 450 < 𝑝T < 500 GeV, 500 < 𝑝T < 600 GeV, and 600 < 𝑝T < 1000 GeV. The uncertainty band
shows only the statistical uncertainty of the simulated processes.
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• 𝑝
ℓ
+
ℓ
−

T > 450 GeV and larger than the leading large-𝑅 jet 𝑝T: 𝑝
ℓ
+
ℓ
−

T > 𝑝
lead. jet
T ,

• 𝑝T-symmetry requirement:
𝑝
ℓ
+
ℓ
−

T −𝑝lead. jetT

𝑝
ℓ
+
ℓ
−

T +𝑝lead. jetT

< 0.15,

• rapidity difference: |Δ𝑦ℓ+ℓ−,lead. jet | < 1.2.

The signal region is defined by a mass window of 66 GeV < 𝑚ℓ
+
ℓ
− < 116 GeV.

Signal and background modelling

Techniques for signal and background modelling differ for the 𝜇post−tag and 𝜇pre−tag measurements.
For the 𝜇post−tag measurement, the multĳet background is determined using data-driven techniques.
Other background processes and signal process are modelled using simulations. For the 𝜇pre−tag
measurement, no dedicated modelling technique is used as only signal and background yields are
needed to be extracted after applying the event selection requirements.
The 𝑍 → 𝑏�̄� candidate mass distribution is modelled using a double-sided Crystal Ball (DSCB)

function [236]. The functional form is fitted to the simulated 𝑍 → 𝑏�̄� candidate events after applying
the event selection requirements. The DSCB function is expressed as:

𝑓
(
𝑚 |𝑚𝑍 , 𝜎𝑍 , 𝛼𝐿 , 𝛼𝐻 , 𝑛𝐿 , 𝑛𝐻

)
=


exp

(
− 𝛼

2
𝐿

2

)
𝛼𝐿

[
𝑛𝐿
𝛼𝐿

(
𝑛𝐿
𝛼𝐿

− 𝛼𝐿 − 𝑚−𝑚𝑍

𝜎𝑍

)]−𝑛𝐿
, 𝑚 < −𝛼𝐿

exp
[
− 12

(
𝑚−𝑚𝑍

𝜎𝑍

)2]
, −𝛼𝐿 ≤ 𝑚 ≤ 𝛼𝐻

exp
(
− 𝛼

2
𝐻

2

)
𝛼𝐻

[
𝑛𝐻
𝛼𝐻

(
𝑛𝐻
𝛼𝐻

− 𝛼𝐻 + 𝑚−𝑚𝑍

𝜎𝑍

)]−𝑛𝐻
, 𝑚 > 𝛼𝐻

(7.6)
where the first and the third case of the equation describes the tails and the second case describes the
core of the distribution. 𝑚𝑍 and 𝜎𝑍 are the mean and the standard deviation of the Gaussian core,
respectively. 𝛼𝐿 , 𝑛𝐿 and 𝛼𝐻 , 𝑛𝐻 are the decay constants and normalisation of the low and the high
mass tails, respectively. Figure 7.3 depicts the fit to the 𝑍 → 𝑏�̄� candidate mass distribution using a
DSCB function for the 𝑝T range of 450 GeV < 𝑝T < 1000 GeV.
As mentioned earlier, the dominant source of background in the 𝑍 → 𝑏�̄� 𝜇post−tag measurement

is multĳet events with small contributions from 𝑊 (→ 𝑞𝑞
′) + jets and 𝑡𝑡 events. The 𝑡𝑡 events are

split into two categories. The first category consists of 𝑡𝑡 events with a large-𝑅 jet containing the
decay products of both top-quarks. The remaining events are included in the second category. The
background shapes of both the𝑊 (→ 𝑞𝑞

′) + jets and 𝑡𝑡 events are modelled using a DSCB function.
The parameters of the DSCB function are derived by fitting the simulated events after applying the
event selection requirements for different background processes.
The multĳet background is modelled using an unbinned maximum-likelihood fit to the sidebands

of the 𝑍 → 𝑏�̄� candidate mass distribution in data. The sidebands of the 𝑍 → 𝑏�̄� candidate mass
distribution are defined as 50 GeV < 𝑚𝑏�̄� < 70 GeV and 110 GeV < 𝑚𝑏�̄� < 150 GeV4. The upper
limit on the 𝑍 → 𝑏�̄� candidate mass range excludes the top-quark mass region. The fit is performed
using classes of exponential and polynomial functions of 2nd to 5th order in 𝑝T bins of the 𝑍 → 𝑏�̄�

4 The choice of the sidebands is motivated from the mass window requirement yielding least a signal significance, 𝑆/
√
𝐵,

from the different tested mass requirements.
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Figure 7.3: The fit to the 𝑍 → 𝑏�̄� candidate mass distribution using a DSCB function for a 𝑝T range of 450 GeV
< 𝑝T < 1000 GeV.

candidate. To decide on the suitable number of free parameters (the order) out of the two tested classes
of functions, an 𝐹-test is performed [237]. The test statistic 𝐹𝑝,𝑞 is calculated as:

𝐹𝑝,𝑞 =
𝜒
2
𝑝 − 𝜒

2
𝑞

𝑛𝑞 − 𝑛𝑝

/
𝜒
2
𝑞

𝑛 − 𝑛𝑞
, (7.7)

where 𝜒2𝑝 and 𝜒
2
𝑞 are computed in 𝑛 bins of the two fits with 𝑛𝑝 and 𝑛𝑞 degrees of freedom. In the

asymptotic limit, the test statistic 𝐹𝑝,𝑞 follows a Fischer distribution, F (𝐹 |𝑛𝑞 − 𝑛𝑝, 𝑛 − 𝑛𝑞). If the
additional free parameter does not significantly improve the model, the hypothesis of the function with
a smaller number of free parameters is rejected with P(𝐹 ′ ≥ 𝐹) < 0.05. The fits to the sidebands
of the 𝑍 → 𝑏�̄� candidate mass distribution in data, using the functions resulting from an 𝐹-test, in
different 𝑝T bins are shown in Figures 7.4 and 7.5.
The final decision on the functional form selected out of the two suitable functions resulting from

an 𝐹-test is taken based on a ‘spurious signal test’. Any choice of the functional form can introduce a
potential bias in the modelling of the backgrounds, and can lead to an artificial (spurious) signal. In
order to quantify this spurious signal, the signal-plus-background model is used to fit the 𝑍 → 𝑏�̄�

candidate mass distribution of the multĳet background5 in 𝑍 → 𝑏�̄� candidate 𝑝T bins. The function
with the smallest fitted signal strength (spurious signal strength) is chosen as the best function to model
the multĳet background. The best functions to describe the multĳet background are summarised in
Table 7.2.

5 The multĳet background is reweighted to match the data distribution using sideband regions.
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(a) (b)

(c) (d)

Figure 7.4: The fits to the sidebands of the 𝑍 → 𝑏�̄� candidate mass distribution in data using the functions
resulting from an 𝐹-test for 𝑝T bins corresponding to 450 GeV< 𝑝T < 500 GeV and 500 < 𝑝T < 600 GeV. The
resulting exponential functions are shown on the left, and the polynomial functions are shown on the right. The
function parameter m refers to the mass of the 𝑍 → 𝑏�̄� candidate.
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(a) (b)

Figure 7.5: The fits to the sidebands of the 𝑍 → 𝑏�̄� candidate mass distribution in data using the functions
resulting from an 𝐹-test for 𝑝T bins corresponding to 600 GeV< 𝑝T < 1000 GeV. The resulting exponential
functions are shown on the left, and the polynomial functions are shown on the right. The function parameter m
refers to the mass of the 𝑍 → 𝑏�̄� candidate.

𝑍 → 𝑏�̄� 𝑝T bin Best function

450 GeV < 𝑝T < 500 GeV
∑3

𝑖=0 𝑎𝑖 ( 𝑚
100[ GeV] )

𝑖

500 GeV < 𝑝T < 600 GeV
∑3

𝑖=0 𝑎𝑖 ( 𝑚
100[ GeV] )

𝑖

600 GeV < 𝑝T < 1000 GeV 𝑎0 exp(
∑3

𝑖=1 𝑎𝑖 ( 𝑚
100[ GeV] )

𝑖)

Table 7.2: Best functional forms used to describe the multĳet background for three 𝑍 → 𝑏�̄� candidate 𝑝T bins.
𝑎𝑖 are the free parameters in the fit, and are determined in each 𝑝T bin individually. 𝑚 denotes the mass of the
𝑍 boson candidate.
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Figure 7.6: The 𝑍 → 𝑙
+
𝑙
− candidate mass distribution in the 𝑍 boson candidate 𝑝T bin 500 GeV < 𝑝

𝑍
T < 600GeV

[28].

The signal and background processes for the 𝜇pre−tag measurement are modelled solely using
simulated events. Figure 7.6 shows one of the most representative distributions for the 𝑍 → 𝑙

+
𝑙
− +

jets process: 𝑍 → 𝑙
+
𝑙
− candidate mass distribution for 500 GeV< 𝑝T < 600 GeV. The 𝑍 → 𝑙

+
𝑙
−

candidate mass distribution for the remaining 𝑝T bins are shown in Figure C.1 in Appendix C. Overall,
a good agreement is observed between data and simulated processes.

7.1.3 Systematic uncertainties and results

The sources of systematic uncertainties considered for the calibration analysis are grouped into three
main categories: experimental uncertainties on the physics objects, theoretical uncertainties on the
modelling of the simulated processes. In addition, statistical uncertainties on the simulated processes
are also considered.
The most relevant experimental uncertainties include the large-𝑅 jet energy scale, jet mass scale,

and resolution uncertainties as described in [238, 239] for all simulated processes. Other uncertainties
include the ones on the small-𝑅 jet energy scale and resolution. Wherever relevant, uncertainties on
the trigger, reconstruction, identification, and isolation efficiencies, and on the momentum of electrons
and muons are also taken into account (see Section 6.2.1).
An uncertainty on the integrated luminosity for the ATLAS full Run 2 dataset is considered as

0.83% [193], and is applied to the physics processes whose normalisation are taken from simulation.
An uncertainty related to the pile-up simulation is also taken into account.
The uncertainties on the modelling of 𝑍 and 𝑊 + jets events are evaluated by using alternative

generator samples by varying the PDF, 𝛼s, 𝜇𝐹 , and 𝜇𝑅. A 10% normalisation uncertainty is assigned
to the𝑊 + jets background, while the normalisation of the 𝑍 + jets signal is determined from the fit. An
additional background modelling uncertainty (spurious signal uncertainty) associated with the choice
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Figure 7.7: The 𝑍 → 𝑏�̄� candidate mass distribution after the fit and applying the 𝑍 → 𝑏�̄� + jets selection and the
the 𝑋 → 𝑏�̄� tagger requirement at the 60%WP for events with the large-𝑅 jet in 500 GeV< 𝑝T < 600 GeVrange.
The dashed yellow line represents the 𝑍 + jets signal process. The dashed blue line represents the sum of all
background processes. The solid red line is the sum of all signal and background processes [28].

of the functional form for the multĳet background is taken into account. This uncertainty is evaluated
as the maximum between the smallest spurious signal strength and its associated statistical uncertainty.
Due to the small contribution of the 𝑡𝑡 background in the analysis, only its dominant modelling
uncertainties are considered which include the ones due to an alternative parton shower model
and alternative matrix-element-to-parton-shower (ME-PS) matching. An overall 6% normalisation
uncertainty on the 𝑡𝑡 production cross-section is furthermore applied. A systematic uncertainty on the
choice of the large-𝑅 jet mass range that enters the likelihood fit for the 𝜇post−tag measurement is also
considered. To evaluate this uncertainty, 𝜇post−tag is evaluated for three alternative mass ranges and
the largest variation with respect to the mass range used in the default fit is taken as the systematic
uncertainty.

𝜇post−tag in the 𝑍 → 𝑏�̄� + jets calibration is measured using the 𝑍 → 𝑏�̄� invariant mass distribution
for the three large-𝑅 jet 𝑝T bins as mentioned earlier. To extract the signal strength, an unbinned
maximum-likelihood fit is performed. The fit is performed using the RooFit toolkit in the large-𝑅
jet mass range between 50 GeV and 150 GeV. The parameters describing the functional form for the
multĳet background are allowed to float independently in the likelihood function, and are determined
directly from the fit to data. Figure 7.7 shows the post-fit 𝑍 → 𝑏�̄� candidate mass distribution with
the 𝑋 → 𝑏�̄� tagging requirement at the 60% WP for 500 GeV < 𝑝T < 600 GeV. The post-fit 𝑍 → 𝑏�̄�

candidate mass distributions for the remaining 𝑝T bins are shown in Figure C.2 in the Appendix. The
pulls defined as data minus the fitted model prediction divided by the data statistical uncertainty are
mostly within 3 𝜎.

𝜇pre−tag (see Equation 7.5) is defined as the ratio of observed yields in data minus the expected
background yields divided by the expected 𝑍 → 𝑙

+
𝑙
− signal yields. All yields are determined after the

𝑍 → 𝑙
+
𝑙
− selection requirements and in the 𝑍 boson candidate 𝑝T bins.
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Figure 7.8: Signal efficiency scale factors for 𝑋 → 𝑏�̄� tagger at the 60% efficiency WP [28].

The signal efficiency scale factors for the 𝑋 → 𝑏�̄� tagger at the 60% efficiency WP are illustrated in
Figure 7.8. As mentioned in Section 7.1.1, the SF for bin corresponding to 200 GeV< 𝑝T < 450 GeVis
measured using the 𝑍 → 𝑏�̄� + 𝛾 calibration method [28], and follows a similar strategy as the 𝑍 → 𝑏�̄�

+ jets calibration method. The SFs above 450 GeV are measured using the 𝑍 → 𝑏�̄� + jets calibration
method. The SFs are found to be consistent with unity within the systematic uncertainties except for
the bin corresponding to 600 GeV< 𝑝T < 1000 GeV. The SF in this bin is found to be significantly
below 1 which can potentially arise from insufficient background modelling due to a relatively smaller
number of background events passing the selection requirements. However, studies reported in [231]
suggest that a binned likelihood fit can help model the multĳet background better than an unbinned fit,
and is being used as a default method in the newer versions of this calibration analysis.

7.2 Analysis strategy used in the search for merged 𝑯+
→ 𝑾𝒉 decays

7.2.1 Event selection

A common set of selection requirements on the reconstructed physics objects (see Section 3.4) are
applied to both simulated events and data. The selection requirements are as following:

• Exactly one prompt e or 𝜇,

• 𝐸
miss
T > 30GeV,

• ≥ one large-𝑅 jet with exactly one 𝑋 → 𝑏�̄� tagged jet at the 60% efficiency WP, with Δ𝑅
(large-𝑅 jet, e/𝜇) > 1.0,
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• ≥ two small-𝑅 jets with Δ𝑅 (large-𝑅 jet, small-𝑅 jet) > 1.4.

The large-𝑅 jet passing the 𝑋 → 𝑏�̄� tagging requirement at the 60% efficiency WP is taken as the ℎ
boson candidate. The 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄� channels are categorised based on the following requirements:

• 𝑞𝑞𝑏�̄�: Presence of an additional large-𝑅 jet failing the 𝑋 → 𝑏�̄� tagging requirement with its
mass around the W boson mass: 50 GeV < 𝑚𝐽 < 110 GeV is taken as the 𝑊had candidate,
where 𝑚𝐽 is the mass of the large-𝑅 jet,

• ℓ𝜈𝑏�̄�: Absence of an additional large-𝑅 jet, 𝑊lep candidate is reconstructed using a charged
lepton and a neutrino candidate6.

The 𝐻+ boson candidate is then reconstructed from the ℎ boson, and the𝑊had/𝑊lep candidates in the
𝑞𝑞𝑏�̄�/ℓ𝜈𝑏�̄� channels.

7.2.2 NN training in the 𝒒�̄�𝒃�̄� and ℓ𝝂𝒃�̄� channels

Two separate networks are trained for the two analysis channels with the aim of classifying events as
either signal7 or background. The training is performed using events passing the selection requirements
described in Section 7.2.1. Simulated events from higher signal mass hypotheses, 𝑚𝐻

+ ≥ 1.2 TeV, are
included in a single training. Only those signal events which are correctly labelled as "true 𝑞𝑞𝑏�̄�"
and "true ℓ𝜈𝑏�̄�" are considered. An event is labelled as a "true 𝑞𝑞𝑏�̄�" event if the generator-level
W boson is Δ𝑅-matched to the 𝑊had candidate. Likewise, a "true ℓ𝜈𝑏�̄�" event is the one where
the generator-level W boson is Δ𝑅-matched to the 𝑊lep candidate. On the other hand, simulated
events from all the background types (see Section 4.2.2) are included in the training. A two-fold
cross-validation approach is used to help protect against any potential biases due to over-training, and
to ensure that the network predictions are not applied to the events which were used for the training.
Further details about the network architecture, and data processing can be found in [240].

NN training inputs in the 𝒒�̄�𝒃�̄� channel

In the 𝑞𝑞𝑏�̄� channel, seven variables built from reconstructed physics objects are used as inputs to
the NN. These include the angular separations between the objects and the ratio of the transverse
momentum of the objects. These variables are useful as the energy scale differences and separation
between the physics objects can vary between signal and background. Analogous to the search for
resolved 𝐻± → 𝑊ℎ decays, the dependence on the 𝐻+ boson mass is reduced by taking the ratio of
the transverse momentum with respect to the reconstructed charged Higgs boson mass, 𝑚Wh. The
input variables are defined as following:

• The fraction of the transverse momentum of the reconstructed 𝐻
+ boson’s decay products

carried by the reconstructed𝑊lep candidate: 𝑝
𝑊lep
T /

(
𝑝
𝑊had
T + 𝑝

ℎ
T

)
,

• the angular separation between the lepton 𝑙 and𝑊had candidates: Δ𝑅
(
𝑙,𝑊had

)
,

• the angular separation between the lepton and ℎ boson candidates: Δ𝑅 (𝑙, ℎ),
6 The 𝑝𝑧 component of the neutrino is reconstructed using theW boson mass constraint method (Section 4.5.1, Chapter 4).
7 In the search for merged 𝐻+ boson decays, simulated events from 𝑚𝐻

± ≥ 500GeV are used in the analysis.
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• the pseudorapidity difference between the ℎ boson and𝑊had candidates: Δ𝜂
(
ℎ,𝑊had

)
,

• the azimuthal angle difference between the ℎ boson and𝑊had candidates: Δ𝜙
(
ℎ,𝑊had

)
,

• the ratio of the 𝑊had transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

Whad
T /𝑚Wh,

• the ratio of the ℎ boson transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

h
T/𝑚Wh.

NN training inputs in the ℓ𝝂𝒃�̄� channel

NN training in the ℓ𝜈𝑏�̄� channel is based on the similar input variables as used in the 𝑞𝑞𝑏�̄� channel.
A leptonic top-quark candidate mass, reconstructed following the same procedure as described in
Section 4.5.1, is used in addition to reduce the amount of 𝑡𝑡 + jets background. The input variables are
defined as following:

• The fraction of the transverse momentum of the reconstructed 𝐻+ boson decay products carried
by the reconstructed𝑊lep candidate: 𝑝

𝑊lep
T /

(
𝑝
𝑊had
T + 𝑝

ℎ
T

)
8,

• the reconstructed leptonic top-quark candidate mass: 𝑚leptop,

• the angular separation between the lepton and ℎ boson candidates: Δ𝑅 (𝑙, ℎ),

• the pseudorapidity difference between the ℎ boson and𝑊lep candidates: Δ𝜂
(
ℎ,𝑊lep

)
,

• the azimuthal angle difference between the ℎ boson and𝑊lep candidates: Δ𝜙
(
ℎ,𝑊lep

)
,

• the ratio of the𝑊lep transverse momentum to the mass of the reconstructed charged Higgs boson,
𝑚Wh: 𝑝

Wlep
T /𝑚Wh,

• the ratio of the ℎ boson transverse momentum to the mass of the reconstructed charged Higgs
boson, 𝑚Wh: 𝑝

h
T/𝑚Wh.

Data-to-simulation comparisons for the classification NN output score (𝑤NN) overlaid with the
corresponding signal distribution for 𝑚𝐻

+ = 1TeV for the two analysis channels is shown in Figure 7.9.
This comparison is shown for events passing the selection requirements described in Section 7.2.1. A
good agreement between data and background simulated process is observed within the systematic
uncertainties. The signal distribution is seen to peak around higher 𝑤NN values in contrast to the
background distribution peaking at lower 𝑤NN values reflecting a reasonable signal-to-background
discrimination. Further details about the variable optimisation, variable ranking, and NN performance
can be found in [240, 241].

8 This variable is only built if there is a presence of an additional large-𝑅 jet under the ℓ𝜈𝑏�̄� event hypothesis, facilitating
the reconstruction of𝑊had candidate.

133



Chapter 7 Merged Topology

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NNw

0.45
0.725

1
1.275

 

D
at

a 
/ P

re
d.

1

10

210

310

410

E
ve

nt
s

-1 = 13 TeV, 140 fbs
)bbqPre-selection (q

Merged

Data
 1 TeV+H

 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

NNw

0.45
0.725

1
1.275

 

D
at

a 
/ P

re
d.

1

10

210

310

410

510

610

E
ve

nt
s

-1 = 13 TeV, 140 fbs
)bbνPre-selection (l

Merged

Data
 1 TeV+H

 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

Figure 7.9: Data-to-simulation comparisons for 𝑤NN for the two analysis channels. The corresponding signal
distribution for 𝑚𝐻

+ = 1TeV is also overlaid. This comparison is shown for events passing the selection
requirements described in Section 7.2.1.
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7.2 Analysis strategy used in the search for merged 𝐻+ → 𝑊ℎ decays

7.2.3 Signal and control regions

The definition of signal and control regions used in the search for merged 𝐻± → 𝑊ℎ decays is based
on the following criteria:

• The classification NN output score (𝑤NN) allocated to an event,

• The multiplicity of 𝑏-tagged small-𝑅 jets not originating from the 𝐻+ boson. This criteria acts
as a good discriminant for different SM background processes. Two event categories are defined
in this regard, namely the zero 𝑏-tag category (0 𝑏) and the at least one 𝑏-tag category (≥ 1 𝑏),

• The reconstructed ℎ boson candidate mass, 𝑚𝑏�̄�. The signal processes are expected to peak
around the ℎ boson mass contrary to the background processes. Events satisfying the ℎ boson
mass window requirement, 95 GeV< 𝑚𝑏�̄� < 140 GeV, constitute the signal regions, whereas
the ones falling outside this mass window requirement constitute the control regions.

A summary of the selection requirements used to define the signal and control regions9 for both the
channels is given in Table 7.3. Further details about the optimisation of signal and control regions can
be found in [240, 241].

Table 7.3: A summary of the selection requirements used to define the signal and control regions in the search
for merged 𝐻± → 𝑊ℎ(→ 𝑏�̄�) decays. The regions are defined for the zero and at least one 𝑏-tagged jets
categories. All the requirements are applied to both these event categories, unless explicitly stated.

Region 𝒉 mass window 𝒘NN (ℓ𝝂𝒃�̄�) 𝒘NN (𝒒�̄�𝒃�̄�)

High-NN score signal regions 95 < 𝑚ℎ ( GeV) < 140 𝑤NN > 0.83 𝑤NN > 0.2 (for 0 𝑏 category)

𝑤NN > 0.1 (for ≥ 1 𝑏 category)

Medium-NN score signal regions 95 < 𝑚ℎ ( GeV) < 140 0.4 < 𝑤NN < 0.83 -

Low-NN score signal regions 95 < 𝑚ℎ ( GeV) < 140 𝑤NN < 0.4 𝑤NN < 0.2 (for 0 𝑏 category)

𝑤NN < 0.1 (for ≥ 1 𝑏 category)

Low-mass sideband control region 𝑚ℎ ( GeV) < 95 - -

High-mass sideband control region 𝑚ℎ ( GeV) > 140 - -

7.2.4 Statistical Model

The statistical model used to scrutinise the 𝑚Wh distibution for the presence of an excess in data events
over the SM background prediction in the search for merged 𝐻+ boson decays is similar to the model
used in the search for resolved 𝐻+ boson decays (see Section 6.1) with the following main additions:

• Experimental systematic uncertainties related to large-𝑅 jets energy and mass scale, and
resolution [238, 239] are incorporated in the statistical model for all simulated processes.

9 The choice of the selection requirement on 𝑤NN/𝑚ℎ to define the signal regions follows a similar optimisation procedure
as described in Section 5.2.
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• Uncertainties associated with the 𝑋 → 𝑏�̄� signal tagging efficiencies, and the corresponding
mistagging efficiencies for boosted top-quarks and multĳet events are also included for the
relevant simulated processes. The 𝑋 → 𝑏�̄� signal tagging scale factors and the corresponding
uncertainties are presented in Section 7.1.3. The mistagging efficiency scale factors and the
corresponding uncertainties for boosted top-quarks are calculated using a tag-and-probe method
with semileptonic 𝑡𝑡 events as described in [28]. Uncertainties associated with the mistagging
efficiency for multĳet events are calculated exclusively for this analysis. These uncertainties are
derived from events where there are no generator-level top-quark,W/Z/ℎ bosons in the vicinity
of a large-𝑅 jet. The derivation methodology for these uncertainties can be found in [240].

• In addition to the overall normalisation factor of the 𝑡𝑡 +HF background, the overall normalisation
factor of other dominant backgrounds, 𝑡𝑡 + LF and 𝑉𝑉 & 𝑉 + jets (see Figure 7.9) are also
allowed to float independently in a fit. Unlike the strategy followed in the search for resolved
𝐻

+ boson decays (Section 4.4), the 𝑡𝑡 + LF normalisation is not corrected by a dedicated 𝑡𝑡
reweighting procedure. The search for merged 𝐻+ → 𝑊ℎ decays is more inclusive in regard of
the small-𝑅 jet multiplicity, and is therefore less dependent on the modelling of the additional
jets. Hence, the 𝑡𝑡 + LF normalisation is determined directly from the fit to data.
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CHAPTER 8

Results

This chapter presents the results of the search for 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. The results obtained
from fits under a background-only or a signal-plus-background hypothesis in the search for resolved
𝐻

+ → 𝑊ℎ(→ 𝑏�̄�) decays are discussed in Section 8.1. The 95% CL upper limits on 𝜎(𝑝𝑝 →
𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) as a function of signal mass hypothesis in the search for resolved
𝐻

+ boson decays and their combination with the limits obtained in the search for merged 𝐻+ boson
decays are shown in Section 8.2. Finally, Section 8.3 compares the 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) search results
with the 𝐻+ → 𝑡𝑏 search which has the same 𝐻+ boson production mode and final state.

8.1 Background-only and Signal-plus-background Fit Results

The distributions of the final discriminant, 𝑚Wh, in various signal and control regions in the search for
resolved 𝐻+ boson decays are shown in Figures 8.1 to 8.4. These distributions are presented after
the fit to data, under a background-only hypothesis, in all analysis regions. The observed data yields
and background predictions after the fit to data are shown in Table 8.1. A good agreement between
data and background prediction is observed. The best-fit value of the overall normalisation factor of
the 𝑡𝑡 + HF background (𝑘HF) of 1.39 ± 0.18 is found to be consistent within the uncertainties with
the values reported in various SM measurements [242, 243]. Similar results are obtained from fits,
under a signal-plus-background hypothesis, for a range of signal mass values as shown in Table D.1 in
Appendix D, confirming the stability of the statistical model. The best-fit 𝑘HF value obtained from the
fit under a background-only hypothesis is found to be consistent within 1𝜎 with the best-fit 𝑘HF values
obtained from fits under the signal-plus-background hypothesis.
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Table 8.1: The observed event yields and background predictions in various signal and control regions from
a fit to data under a background-only hypothesis. The quoted uncertainties are the statistical and systematic
uncertainties combined in quadrature. The uncertainties for the individual background processes are larger than
the total background uncertainty due to correlations between the nuisance parameters in the fit.

𝑡𝑡 + LF 𝑡𝑡 + HF Single Top 𝑉𝑉 & 𝑉 + jets 𝑡𝑡 + X Others Total Data

5 𝑗 3𝑏 CR (𝑞𝑞𝑏�̄�) 9000 ± 500 8400 ± 600 770 ± 190 500 ± 150 64 ± 11 5.0 ± 0.6 18720 ± 150 18737

5 𝑗 ≥ 4𝑏 CR (𝑞𝑞𝑏�̄�) 470 ± 80 3640 ± 130 160 ± 50 69 ± 20 100 ± 15 5.3 ± 0.6 4450 ± 70 4449

≥ 6 𝑗 3𝑏 CR (𝑞𝑞𝑏�̄�) 2200 ± 400 4100 ± 400 250 ± 80 180 ± 60 41 ± 8 6.0 ± 2.4 6790 ± 90 6788

≥ 6 𝑗 ≥ 4𝑏 CR (𝑞𝑞𝑏�̄�) 330 ± 110 5140 ± 150 160 ± 60 87 ± 25 147 ± 18 22 ± 9 5890 ± 80 5889

5 𝑗 3𝑏 Low-purity SR (𝑞𝑞𝑏�̄�) 57000 ± 4000 39000 ± 4000 3400 ± 900 1370 ± 120 530 ± 50 23.3 ± 1.3 100980 ± 330 100957

5 𝑗 ≥ 4𝑏 Low-purity SR (𝑞𝑞𝑏�̄�) 330 ± 60 1650 ± 80 68 ± 24 27.9 ± 3.2 66 ± 10 2.46 ± 0.18 2140 ± 50 2145

≥ 6 𝑗 3𝑏 Low-purity SR (𝑞𝑞𝑏�̄�) 41000 ± 6000 54000 ± 6000 2600 ± 700 1380 ± 140 1030 ± 100 78 ± 31 100500 ± 500 100485

≥ 6 𝑗 ≥ 4𝑏 Low-purity SR (𝑞𝑞𝑏�̄�) 520 ± 140 6850 ± 190 190 ± 80 81 ± 8 290 ± 40 29 ± 13 7960 ± 90 7963

5 𝑗 3𝑏 High-purity SR (𝑞𝑞𝑏�̄�) 5900 ± 700 5600 ± 800 470 ± 160 130 ± 10 117 ± 13 5.59 ± 0.28 12130 ± 140 12130

5 𝑗 ≥ 4𝑏 High-purity SR (𝑞𝑞𝑏�̄�) 64 ± 16 356 ± 27 15 ± 5 4.2 ± 0.7 16.3 ± 2.9 0.66 ± 0.06 456 ± 21 456

≥ 6 𝑗 3𝑏 High-purity SR (𝑞𝑞𝑏�̄�) 7900 ± 1400 14100 ± 1500 640 ± 230 236 ± 24 410 ± 40 26 ± 10 23260 ± 160 23258

≥ 6 𝑗 ≥ 4𝑏 High-purity SR (𝑞𝑞𝑏�̄�) 190 ± 60 2850 ± 100 80 ± 40 28 ± 4 187 ± 26 16 ± 7 3340 ± 60 3343

5 𝑗 3𝑏 CR (𝑙𝑣𝑏�̄�) 820 ± 80 1310 ± 130 230 ± 90 220 ± 70 14 ± 4 1.22 ± 0.16 2600 ± 50 2599

5 𝑗 ≥ 4𝑏 CR (𝑙𝑣𝑏�̄�) 5.2 ± 2.2 34 ± 6 3.0 ± 1.9 5.0 ± 1.7 0.60 ± 0.15 0.05 ± 0.05 48 ± 6 49

≥ 6 𝑗 3𝑏 CR (𝑙𝑣𝑏�̄�) 710 ± 120 1870 ± 180 140 ± 70 240 ± 70 33 ± 7 5.0 ± 2.2 3000 ± 50 2991

≥ 6 𝑗 ≥ 4𝑏 CR (𝑙𝑣𝑏�̄�) 6.2 ± 2.7 121 ± 14 7 ± 5 8.9 ± 2.7 2.5 ± 0.4 0.68 ± 0.32 146 ± 12 147

5j 3b SR (𝑙𝑣𝑏�̄�) 1380 ± 130 1060 ± 170 380 ± 80 165 ± 13 46 ± 5 2.86 ± 0.20 3030 ± 50 3026

5j ≥ 4𝑏 SR (𝑙𝑣𝑏�̄�) 15.0 ± 2.8 130 ± 14 15 ± 6 8.1 ± 1.1 6.3 ± 0.9 0.44 ± 0.06 174 ± 13 175

≥ 6 𝑗 3b SR (𝑙𝑣𝑏�̄�) 1060 ± 170 2090 ± 220 200 ± 100 223 ± 21 98 ± 10 10 ± 4 3690 ± 60 3703

≥ 6 𝑗 ≥ 4𝑏 SR (𝑙𝑣𝑏�̄�) 17 ± 4 403 ± 32 24 ± 19 23.9 ± 2.6 21.9 ± 2.8 3.6 ± 1.7 494 ± 22 495
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Figure 8.1: Data-to-simulation comparisons for the 𝑚Wh observable in the low-purity (LP) signal regions of
the resolved 𝑞𝑞𝑏�̄� channel from a fit to data, under a background-only hypothesis, in all analysis regions. The
uncertainty band shows the post-fit statistical and systematic uncertainties for all the background processes
added in quadrature.
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Figure 8.2: Data-to-simulation comparisons for the 𝑚Wh observable in the high-purity (HP) signal regions of
the resolved 𝑞𝑞𝑏�̄� channel from a fit to data, under a background-only hypothesis, in all analysis regions. The
uncertainty band shows the post-fit statistical and systematic uncertainties for all the background processes
added in quadrature.
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Figure 8.3: Data-to-simulation comparisons for the 𝑚Wh observable in the signal regions of the resolved ℓ𝜈𝑏�̄�
channel from a fit to data, under a background-only hypothesis, in all analysis regions. The uncertainty band
shows the post-fit statistical and systematic uncertainties for all the background processes added in quadrature.
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Figure 8.4: Data-to-simulation comparisons for the 𝑚Wh observable in the control regions of the (a) resolved
ℓ𝜈𝑏�̄� and (b) resolved 𝑞𝑞𝑏�̄� channels resulting from a fit to data, under a background-only hypothesis, in all
analysis regions.
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8.1 Background-only and Signal-plus-background Fit Results

A breakdown of the relative contributions of the different categories of uncertainties1 to the
uncertainty in the best-fit signal-strength parameter, �̂�, for two signal mass hypotheses corresponding
to 𝑚𝐻

+ = 400 GeV and 𝑚𝐻
+ = 1.6 TeV is given in Table 8.2. The contributions are obtained by

fixing the relevant nuisance parameters, for a particular category of uncertainty, to their best-fit
values obtained from a fit to data under a signal-plus-background hypothesis. The relative impact is
determined as: √√

(Δ�̂�nom)
2 − (Δ�̂�category)

2

(Δ�̂�nom)
2 (8.1)

where Δ�̂�nom is the uncertainty on �̂� obtained from a fit to data where all the NPs are allowed to vary
and fitted to their best values (nominal scenario), and Δ�̂�category is the uncertainty obtained by fixing
the relevant NPs to their best-fit values for a particular category of uncertainty. The contribution from
data statistical uncertainties is determined from fits with all NPs fixed to their best-fit values. The
dominant uncertainties for low 𝐻

+ boson masses (i.e. 𝑚𝐻
+ = 400 GeV) are related to the modelling of

𝑡𝑡 + HF and 𝑡𝑡 + LF backgrounds, while at high 𝐻+ boson masses (i.e. 𝑚𝐻
± = 1.6 TeV) the dominant

uncertainties are related to the size of the data sample and non-𝑡𝑡 modelling uncertainties. This
observation confirms the expectation discussed earlier in Section 6.3.2.

1 The statistical uncertainty of the simulated processes is placed under the category of modelling uncertainties.
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Table 8.2: Breakdown of the relative contributions of the different categories of uncertainties to the uncertainty
in �̂� for the two signal mass hypotheses, 𝑚𝐻

+ = 400 GeV and 𝑚𝐻
+ = 1.6 TeV. The contributions are obtained

by fixing the relevant NPs to their best-fit values in a fit to data, under a signal-plus-background hypothesis. The
sum in quadrature of the individual components differs from the total uncertainty due to correlations between
uncertainties in different categories.

𝑚𝐻
+ = 400 GeV 𝑚𝐻

+ = 1.6 TeV

Category Relative contribution Category Relative contribution

Modelling uncertainties

𝑡𝑡 + HF modelling 74% Non-𝑡𝑡 modelling 37%

𝑡𝑡 + LF modelling 34% Simulation statistical uncertainty 26%

Extrapolation 20% 𝑡𝑡 + LF modelling 25%

Non-𝑡𝑡 modelling 9% Extrapolation 15%

Signal modelling 6% Signal modelling 22%

𝑡𝑡 + HF normalisation 5% 𝑡𝑡 + HF modelling 10%

Non-closure 3% 𝑡𝑡 + HF normalisation 2%

Simulation statistical uncertainty 3% Non-closure 1%

Experimental uncertainties

Small-𝑅 jets 16% Small-𝑅 jets 27%

𝑏-tagging 13% 𝑏-tagging 10%

Pile-up 5% Pile-up 7%

Luminosity 3% Electrons 3%

Electrons 2% Pile-up 3%

Muons 1% Muons 2%

Missing transverse momentum <0.1% Missing transverse momentum 1%

Total uncertainty on simulated processes 93% Total uncertainty on simulated processes 64%

Data statistical uncertainty 37% Data statistical uncertainty 77%
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8.2 95% CL Upper Limits

8.2 95% CL Upper Limits

As no significant excess in data events over the SM prediction is found, the results of this search
are expressed as 95% CL upper limits on the signal strength (𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�))).
Figure 8.5 shows the 95% CL upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) ×𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) as a function
of 𝑚𝐻

+ for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays. The observed limit ranges from 2.77 pb for 𝑚𝐻
+

= 250GeV to 3.80 fb for 𝑚𝐻
+ = 3TeV. The largest deviation from the SM prediction is found for

𝑚𝐻
+ = 900GeV, and corresponds to a significance of 0.9 𝜎 with a 𝑝-value of 0.1842. Figure 8.6

shows the 95% CL upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) as a function of 𝑚𝐻
+ for

the combination of resolved and merged 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays3. A simple combination of the
two searches is performed and the most stringent expected limit for each 𝑚𝐻

+ hypothesis is selected.
The search for resolved 𝐻+ boson decays is more sensitive for 𝑚𝐻

+ ≤ 900GeV, while the search for
merged 𝐻+ boson decays is more sensitive for 𝑚𝐻

+ > 900GeV. The observed limit ranges from 2.77
pb for 𝑚𝐻

+ = 250GeV to 1.18 fb for 𝑚𝐻
+ = 3TeV, with the largest deviation from the SM prediction

observed at 𝑚𝐻
+ = 900GeV from the resolved 𝐻+ boson decays.

An overlay of the 95% CL expected upper limits obtained in the searches for resolved and merged
𝐻

+ boson decays is presented in Figure D.5 in the Appendix. For the lowest probed 𝐻+ boson mass of
500GeV (common to both the searches), the expected limits obtained in the search for resolved 𝐻+

boson decays are a factor of four times better than the ones obtained for merged 𝐻+ boson decays. On
the other hand, for the highest probed 𝐻+ boson mass of 3 TeV, the expected limits obtained in the
search for merged 𝐻+ boson decays are a factor of four times better than the ones for resolved 𝐻+

boson decays.

8.3 Comparison with the 𝑯+
→ 𝒕𝒃 search

The 95% CL expected upper limits obtained in the search for resolved 𝐻+ → 𝑊ℎ(→ 𝑏�̄�) decays are
compared with the ones obtained from the search for resolved 𝐻+ → 𝑡𝑏 decays. The production mode
for both searches is the same: 𝑝𝑝 → 𝑡𝑏𝐻

+, and they share the same final state. The 𝐻+ → 𝑡𝑏 search
was also performed within the ATLAS collaboration [23] using the full Run 2 dataset, and currently
shows the best limits from the LHC for this decay mode. This search categorises events based on
jet and 𝑏-jet multiplicities, in analogy to the 𝐻+ → 𝑊ℎ search, and uses a neural-network-based
discriminant to separate signal from backgrounds and to determine the search sensitivity. Figure 8.7
shows a comparison4 of the expected upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑌 ) (𝑌 = 𝑊ℎ, 𝑡𝑏)
for the two 𝐻+ boson decay modes. Overall, the limits from the 𝐻+ → 𝑊ℎ search are up to nine times
better than those from the 𝐻+ → 𝑡𝑏 search. For low 𝐻

+ boson masses (𝑚𝐻
+ = 250GeV and 𝑚𝐻

+ =
300GeV), the 𝐻+ → 𝑡𝑏 search shows better limits. This is potentially due to a huge impact of the 𝑡𝑡 +
jets background at low 𝐻

+ boson masses in the 𝐻+ → 𝑊ℎ search, owing to the shape of the 𝑚Wh
observable in various analysis regions.

2 The quoted 𝑝-value and significance are local in nature which corresponds to the chance of a statistical fluctuation
being at least as large as the observed one at its specific location in contrast to a global 𝑝-value or significance which
corresponds to a fluctuation anywhere in the analysis.
3 The 𝑚Wh distributions in the signal regions used in the search for merged 𝐻

+ boson decays from a background-only fit to
data in all analysis regions are shown in Figures D.2 to D.4 in the Appendix.
4 This comparison is performed with a caveat that the branching ratios for the two 𝐻+ boson decays from theoretical
predictions are not taken into account.
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Figure 8.5: 95% CL upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) as a function of 𝑚𝐻
+ for resolved

𝐻
+ → 𝑊ℎ(→ 𝑏�̄�) decays.
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8.3 Comparison with the 𝐻+ → 𝑡𝑏 search
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Figure 8.7: Comparsion of 95% CL expected upper limits on 𝜎(𝑡𝑏𝐻+) × 𝐵𝑅(𝐻+ → 𝑌 ) as a function of 𝑚𝐻
+
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CHAPTER 9

Summary and Outlook

A search for a heavy charged Higgs boson produced in association with a top- and a bottom-quark,
and decaying into a 𝑊 boson and a 125GeV Higgs boson was performed for the first time at the
LHC in the 𝐻+ boson mass range from 250GeV to 3 TeV. Two different scenarios were studied to
ensure a high sensitivity for both low- and high-mass resonances. The author’s main contribution
focused on the search for resolved charged Higgs boson decays which was seen to be more sensitive for
𝑚𝐻

+ ≤ 900GeV. This search probed final states with exactly one charged electron or muon, missing
transverse momentum, and at least five small-𝑅 jets. Events were classified based on the kinematic
requirements as well as the multiplicity of 𝑏-tagged jets per event. Boosted decision trees were used
to reconstruct the four-momentum of the charged Higgs boson candidate, and hence its invariant mass.
The search for merged charged Higgs boson decays was seen to be more sensitive for 𝑚𝐻

+ > 900GeV,
and probed final states with exactly one charged electron or muon, missing transverse momentum, and
at least one large-𝑅 jet. Recently developed 𝑋 → 𝑏�̄� tagging techniques were used to reconstruct the
boosted Higgs bosons, and neural networks were employed to separate between signal and background
processes.
The reconstructed invariant mass of the charged Higgs boson was scrutinised for an excess in

140 fb−1 of 13 TeV proton-proton collision data collected from 2015 to 2018 with the ATLAS detector
at the LHC. No significant excess of events above the SM prediction was observed, and 95% CL
upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) were set ranging from 2.77 pb for 𝑚𝐻
+ =

250GeV to 1.18 fb for 𝑚𝐻
+ = 3TeV.

A potential area to explore for future iterations of this analysis can be towards training a multi-class
classifier for distingishing between signals from the ℓ𝜈𝑏�̄� and 𝑞𝑞𝑏�̄� channels and backgrounds
simultaneously in the search for resolved charged Higgs boson decays. This classifier can help reduce
the search complexity. Other potential improvements are an optimisation of the search for resolved
and merged charged Higgs boson decays in a statistically independent way. For the presented search,
no overlap removal of events between the two search scenarios is taken into account. The fraction of
events within the signal regions of the resolved charged Higgs boson decays passing the selection
requirements for merged charged Higgs boson decays can range upto 50% in the studied charged
Higgs boson mass range, as reported in [240]. The optimisation of signal regions after removing the
overlapping events in both search scenarios would help reduce the background contamination and
improve the signal efficiency, thus enhancing the search sensitivity. A dedicated comparison of the
upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻

+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) to the predictions of benchmark points
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Chapter 9 Summary and Outlook

of the theoretical models presented in Chapter 2 can also be considered as a future extension of this
project.
The quest for an extended Higgs sector opens up a wide scope for testing the Standard Model

and looking for new physics. A continuous evolution of charged Higgs boson searches, within the
ATLAS and CMS collaborations, involves the development of new and improved event reconstruction
techniques to handle the challenges posed by different final states. Moreover, an increased amount of
data from the future LHC runs might bring us closer to observing new particles from an extended
Higgs sector. Such an observation could help answer some of the open questions of the Standard
Model like the baryonic asymmetry of the universe, unravel the mysterious hierarchy problem, or
provide a dark matter candidate.
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APPENDIX A

Additional plots supporting the analysis strategy
used in the search for resolved charged Higgs
boson decays

A.1 Analytical fits to the correction factor used in 𝑯all
T reweighting

This section presents the fits performed for modelling the correction factor, C(𝐻allT ), as described in
Section 4.4.1, where the fits using an exponential-plus-sigmoid functional form were shown in Figure
4.6. The fits for the hyperbola-plus-sigmoid functional form fitted to the data points, describing C(𝐻allT ),
in bins of 𝐻allT in different jet multiplicity regions are shown in Figure A.1, and the corresponding fits
for the combination of second-order polynomial and a first-order exponentiated polynomial are shown
in Figure A.2.
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Appendix A Additional plots supporting the analysis strategy used in the search for resolved charged
Higgs boson decays
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Figure A.1: (a)-(d) show the analytical fits to the correction factor, (C(𝐻allT )), in bins of 𝐻
all
T modelled by a

hyperbola-plus-sigmoid functional form in different jet multiplicity regions (a: 5 jets, b: 6 jets, c: 7 jets, d: ≥ 8
jets) for events containing two 𝑏-tagged jets.
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A.1 Analytical fits to the correction factor used in 𝐻allT reweighting
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Figure A.2: (a)-(d) show the analytical fits to the correction factor, (C(𝐻allT )), in bins of 𝐻
all
T modelled by a

combination of a second-order polynomial and a first-order exponentiated poynominal in different jet multiplicity
regions (a: 5 jets, b: 6 jets, c: 7 jets, d: ≥ 8 jets) for events containing two 𝑏-tagged jets.
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Appendix A Additional plots supporting the analysis strategy used in the search for resolved charged
Higgs boson decays

A.2 Additional distributions on 𝒕 𝒕 + jets reweighting validation
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Figure A.3: 𝐻allT distributions, for 𝑛jets = 5 and 7, before (left) and after (right) the reweighting is applied in
events containing two 𝑏-tagged jets.
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A.2 Additional distributions on 𝑡𝑡 + jets reweighting validation
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Figure A.4: 𝐻allT distributions, for 𝑛jets = 5 and 7, before (left) and after (right) the reweighting is applied in
events containing three 𝑏-tagged jets.
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Appendix A Additional plots supporting the analysis strategy used in the search for resolved charged
Higgs boson decays
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Figure A.5: 𝐻allT distributions, for 𝑛jets = 5 and 7, before (left) and after (right) the reweighting is applied in
events containing at least four 𝑏-tagged jets.
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A.2 Additional distributions on 𝑡𝑡 + jets reweighting validation

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

 [TeV]
T

Leading jet p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

200

400

600

800

1000

1200

1400
310×

E
ve

nt
s/

 5
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(a)

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8

 [TeV]
T

Leading jet p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

200

400

600

800

1000

1200

1400
310×

E
ve

nt
s/

 5
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(b)

0 50 100 150 200 250 300

 [GeV]
T

Muon p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

100

200

300

400

500

600

310×

E
ve

nt
s/

 2
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(c)

0 50 100 150 200 250 300

 [GeV]
T

Muon p

0.5
0.75

1
1.25

1.5

D
at

a 
/ P

re
d.

0

100

200

300

400

500

600

310×

E
ve

nt
s/

 2
0 

G
eV -1 = 13 TeV, 140 fbs

5j 2b≥
Resolved

Data
 + LFtt
 + HFtt

Single Top

VV & V+jets
 + Xtt

Others
Uncertainty

(d)

Figure A.6: The distributions for leading jet 𝑝T and muon 𝑝T, before (left) and after (right) the reweighting is
applied in events containing at least five jets and two 𝑏-tagged jets.
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Appendix A Additional plots supporting the analysis strategy used in the search for resolved charged
Higgs boson decays

A.3 Data-to-simulation comparison for 𝒎lep
top observable

Figure A.7 shows the data-to-simulation comparison for the 𝑚leptop in pre-selection. The 𝑡𝑡 + LF and
𝑡𝑡 + HF backgrounds are corrected via the 𝐻allT reweighting procedure (see Section 4.4.1). A good
agreement between data and simulated backgrounds is observed within the uncertainties.
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Figure A.7: Data-to-simulation comparison for the 𝑚leptop. The background uncertainty band shows the statistical
and systematic uncertainties added in quadrature.
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A.4 Study on jet bound used for constructing the input dataset for reconstruction BDT training

A.4 Study on jet bound used for constructing the input dataset for
reconstruction BDT training

Figure A.8 shows the matching efficiency (see Equation 5.1) from the reconstruction BDT training, in
the 𝑞𝑞𝑏�̄� channel, on input datsaset constructed using different number of jets arranged in decreasing
order of their 𝑝T. It can observed from this figure that using up to nine leading jets to construct the
input dataset is suitable for the training.

500 1000 1500 2000 2500 3000
 [GeV]+Hm

0

0.2

0.4

0.6

0.8

1

1.2

1.4

1.6

M
at

ch
in

g 
ef

fic
ie

nc
y

-1=13 TeV, 140 fbs
Pre-selection

T
upto 5 leading jets in p

T
upto 6 leading jets in p

T
upto 7 leading jets in p

T
upto 8 leading jets in p

T
upto 9 leading jets in p

T
upto 10 leading jets in p

T
upto 11 leading jets in p

T
upto 12 leading jets in p

Figure A.8: The matching efficiency resulting from the 𝑞𝑞𝑏�̄� event reconstruction BDT training on the input
datsaset constructed using different number of jets sorted in 𝑝T.
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Appendix A Additional plots supporting the analysis strategy used in the search for resolved charged
Higgs boson decays

A.5 Linear correlation coefficients between reconstruction BDT input
variables in the 𝒒�̄�𝒃�̄� channel

(a) (b)

Figure A.9: Linear correlation coefficients between the reconstruction BDT input variables for the (a) signal and
(b) combinatorial background in the 𝑞𝑞𝑏�̄� channel.
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A.6 Data-to-simulation comparisons for reconstruction BDT input
variables
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Figure A.10: Data-to-simulation comparisons for the BDT input variables in events containing at least three
𝑏-tagged jets in the 𝑞𝑞𝑏�̄� channel. (a): 𝑚W, (b): |ΔΦ(ℎ,𝑊) |, (c): 𝑏-tag 𝑗h1 , and (d): 𝑏-tag 𝑗h2 .
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Figure A.11: Data-to-simulation comparison for the BDT input variables in events containing at least three
𝑏-tagged jets in the 𝑞𝑞𝑏�̄� channel. (a): 𝑏-tag 𝑗W1 , (b): 𝑏-tag 𝑗W2 .
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Figure A.12: Data-to-simulation comparisons for the BDT input variables in events containing at least three
𝑏-tagged jets in the ℓ𝜈𝑏�̄� channel. (a): 𝑝hT/𝑚Wh, (b): |Δ𝜂(ℎ,𝑊) |, (c): 𝑝WT /𝑚Wh, and (d): 𝑚h.
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Figure A.13: Data-to-simulation comparisons for the BDT input variables in events containing at least three
𝑏-tagged jets in the ℓ𝜈𝑏�̄� channel. (a): |ΔΦ(ℎ,𝑊) |, (b): 𝑏-tag 𝑗h1 , and (c): 𝑏-tag 𝑗h2 .
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APPENDIX B

Additional studies supporting the set-up of the
statistical model used in the search for resolved
charged Higgs boson decays

B.1 Relative acceptance uncertainties

𝑏-tag multiplicity region Uncertainty

3𝑏 ℓ𝜈𝑏�̄� CR 0.178

≥ 4𝑏 ℓ𝜈𝑏�̄� CR 0.223

3𝑏 ℓ𝜈𝑏�̄� SR 0.166

≥ 4𝑏 ℓ𝜈𝑏�̄� SR 0.294

3b 𝑞𝑞𝑏�̄� CR 0.195

≥ 4𝑏 𝑞𝑞𝑏�̄� CR 0.235

3b 𝑞𝑞𝑏�̄� SR 0.343

≥ 4𝑏 𝑞𝑞𝑏�̄� SR 0.227

3b 𝑞𝑞𝑏�̄� Low-purity SR 0.215

≥ 4𝑏 𝑞𝑞𝑏�̄� Low-purity SR 0.222

Table B.1: Pre-fit size of the cross-region extrapolation uncertainty - 5 𝑗 ↔ ≥ 6 𝑗 - applicable for relevant
analysis regions. The jet multiplicity region giving a lower yield of the 𝑡𝑡 + HF background is assigned the
corresponding extrapolation uncertainty.
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Appendix B Additional studies supporting the set-up of the statistical model used in the search for
resolved charged Higgs boson decays

Region Uncertainty

5 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.165

≥6 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.093

5 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.106

≥6 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.068

Table B.2: Pre-fit size of the cross-region extrapolation uncertainty - High-purity SRs↔ Low-purity SRs -
in the 𝑞𝑞𝑏�̄� channel applicable for relevant analysis regions. The region giving a lower yield of the 𝑡𝑡 + HF
background is assigned the corresponding extrapolation uncertainty.

Region Uncertainty

5 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.124

≥6 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.074

5 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.056

≥6 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.052

Table B.3: Pre-fit size of the cross-region extrapolation uncertainty - Low-purity SRs↔ CRs - in the 𝑞𝑞𝑏�̄�
channel applicable for relevant analysis regions. The region giving a lower yield of the 𝑡𝑡 + HF background is
assigned the corresponding extrapolation uncertainty.

Region Uncertainty

5 𝑗 3𝑏 CR 0.053

≥6 𝑗 3𝑏 CR 0.082

5 𝑗 ≥4𝑏 CR 0.164

≥6 𝑗 ≥4𝑏 CR 0.111

5 𝑗 3𝑏 (High-purity) SR 0.15

≥6 𝑗 3𝑏 (High-purity) SR 0.051

5 𝑗 ≥4𝑏 (High-purity) SR 0.165

≥6 𝑗 ≥4𝑏 (High-purity) SR 0.075

Table B.4: Pre-fit size of the cross-region extrapolation uncertainty - ℓ𝜈𝑏�̄� ↔ 𝑞𝑞𝑏�̄� channel - applicable for
relevant analysis regions. The region of an analysis channel giving a lower yield of the 𝑡𝑡 + HF background is
assigned the corresponding extrapolation uncertainty.
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B.1 Relative acceptance uncertainties

Region Uncertainty

5 𝑗 3𝑏 ℓ𝜈𝑏�̄� 0.123

≥6 𝑗 3𝑏 ℓ𝜈𝑏�̄� 0.114

5 𝑗 ≥4𝑏 ℓ𝜈𝑏�̄� 0.264

≥6 𝑗 ≥4𝑏 ℓ𝜈𝑏�̄� 0.115

5 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.333

≥6 𝑗 3𝑏 𝑞𝑞𝑏�̄� 0.158

5 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.165

≥6 𝑗 ≥4𝑏 𝑞𝑞𝑏�̄� 0.125

Table B.5: Pre-fit size of the cross-region extrapolation uncertainty - (High-purity) SRs↔ CRs - applicable
for relevant analysis regions. The region giving a lower yield of the 𝑡𝑡 + HF background is assigned the
corresponding extrapolation uncertainty.
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resolved charged Higgs boson decays

Region Uncertainty

ℓ𝜈𝑏�̄� 5 𝑗 3𝑏 CR 0.201

ℓ𝜈𝑏�̄� ≥6 𝑗 3𝑏 CR 0.272

ℓ𝜈𝑏�̄� 5 𝑗 ≥4𝑏 CR 0.211

ℓ𝜈𝑏�̄� ≥6 𝑗 ≥4𝑏 CR 0.310

𝑞𝑞𝑏�̄� 5 𝑗 3𝑏 CR 0.262

𝑞𝑞𝑏�̄� ≥6 𝑗 3𝑏 CR 0.329

𝑞𝑞𝑏�̄� 5 𝑗 ≥4𝑏 CR 0.148

𝑞𝑞𝑏�̄� ≥6 𝑗 ≥4𝑏 CR 0.129

𝑞𝑞𝑏�̄� 5 𝑗 3𝑏 Low-pur. SR 0.288

𝑞𝑞𝑏�̄� ≥6 𝑗 3𝑏 Low-pur. SR 0.266

𝑞𝑞𝑏�̄� 5 𝑗 ≥4𝑏 Low-pur. SR 0.199

𝑞𝑞𝑏�̄� ≥6 𝑗 ≥4𝑏 Low-pur. SR 0.126

ℓ𝜈𝑏�̄� 5 𝑗 3𝑏 SR 0.251

ℓ𝜈𝑏�̄� ≥6 𝑗 3𝑏 SR 0.176

ℓ𝜈𝑏�̄� 5 𝑗 ≥4𝑏 SR 0.228

ℓ𝜈𝑏�̄� ≥6 𝑗 ≥4𝑏 SR 0.109

𝑞𝑞𝑏�̄� 5 𝑗 3𝑏 High-pur. SR 0.312

𝑞𝑞𝑏�̄� ≥6 𝑗 3𝑏 High-pur. SR 0.233

𝑞𝑞𝑏�̄� 5j ≥4𝑏 High-pur. SR 0.301

𝑞𝑞𝑏�̄� ≥6 𝑗 ≥4𝑏 High-pur. SR 0.137

Table B.6: Pre-fit size of the heavy-flavour composition (𝑡𝑡 + ≥ 1𝑏 ↔ 𝑡𝑡 + ≥ 1𝑐) uncertainty for the 𝑡𝑡 + HF
background in various analysis regions. The component giving a lower yield is assigned the corresponding
extrapolation uncertainty, and the other component is varied in such a way that the overall normalisation of the
𝑡𝑡 + HF background remains constant.
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B.2 Decorrelation of constrained nuisance parameters

B.2 Decorrelation of constrained nuisance parameters

On performing a signal-plus-background fit using Asimov data in all analysis regions, 7 NPs were
seen to be over-constrained (NP pull uncertainty < 0.5) indicating an over-estimation of the associated
uncertainties. These uncertainties are the PS uncertainties for both the 𝑡𝑡 + LF and 𝑡𝑡 + HF backgrounds,
the ME-PS matching uncertainties for the both 𝑡𝑡 + LF and 𝑡𝑡 + HF backgrounds, the 4FS vs. 5FS
uncertainty for the 𝑡𝑡 + HF background, the FSR uncertainty for the 𝑡𝑡 + LF background, and the𝑊𝑡

DS uncertainty for the single-top background. As discussed in Section 6.2.2, the pre-fit impact of the
modelling uncertainties of the 𝑡𝑡 + jets background on the 𝑚Wh distribution in some analysis regions
ranges up to 37% and up to 63% for𝑊𝑡 DS uncertainty. These large uncertainties in various analysis
regions lead to over-constrained NPs from a signal-plus-background fit. A step-wise decorrelation
of these uncertainties among analysis regions is performed in order to avoid an over-estimation of
these uncertainties. A decorrelation of NPs is performed up to a stage where they are seen to be well
constrained in a fit or their behaviour is understood.
The first step of the decorrelation procedure is to decorrelate the NPs into 𝑞𝑞𝑏�̄� and ℓ𝜈𝑏�̄� analysis
channels (Step 1). A decorrelation of NPs into the two analysis channels is motivated from the varying
modelling impact of the event generators in the two channels due to the selection requirement on the
leptonic top-quark candidate mass. Figure B.1 shows the comparison of the pull distributions from a
signal-plus-background fit using Asimov data for Step 1 (red) and Step 0 (black). Step 0 is the step
prior to performing any decorrelation of NPs in various analysis regions.
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Figure B.1: Comparison of the pull distributions from a signal-plus-background fit using Asimov data for Step 1
(red) and Step 0 (black).

170



B.2 Decorrelation of constrained nuisance parameters

It can be observed from Figure B.1 that several NPs from Step 1 show over-constrained behaviour.
These NPs are then decorrelated, based on the 𝑏-jet multiplicity i.e. in 3𝑏 and ≥ 4𝑏 regions (Step
2). A decorrelation of NPs in the two 𝑏-jet multiplicity regions is motivated from targeting different
kinematic regions due to varying selection requirements on the reconstruction BDT score. Figure B.2
shows the comparison of the pull distributions from a signal-plus-background fit using Asimov data
for Step 2 (red) and Step 1 (black).
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Figure B.2: Comparison of the pull distributions from a signal-plus-background fit using Asimov data for Step 2
(red) and Step 1 (black).
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B.2 Decorrelation of constrained nuisance parameters

It can be observed from Figure B.2 that several NPs from Step 2 are further over-constrained. These
NPs are then decorrelated based on the jet multiplicity i.e. in 5 𝑗 and ≥ 6 𝑗 regions (Step 3). A
decorrelation of NPs in the two jet multiplicity regions is motivated from the varying modelling of the
𝑚Wh distribution in data for the two regions. Figure B.3 shows the comparison of the pull distributions
from a signal-plus-background fit using Asimov data for Step 3 (red) and Step 2 (black).
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Figure B.3: Comparison of the pull distributions from a signal-plus-background fit using Asimov data for Step 3
(red) and Step 2 (black).

174



B.2 Decorrelation of constrained nuisance parameters

It can be observed from Figure B.3 that further decorrelation of some NPs is needed. This is
performed in a final step (Step 4) by decorrelating NPs in individual analysis regions, or a particular
analysis region split into a low-mass (L) region containing 70%-75% of the background events, and
a high-mass (H) region containing the remaining background events. The latter split is performed
only for cases where an NP associated with an individual analysis region shows an over-constrained
behaviour. The low-mass/high-mass split is not performed for the𝑊𝑡 DS NP due to fewer background
events in the 𝑚Wh distribution. Figure B.4 shows the comparison of the pull distributions from a
signal-plus-background fit using Asimov data for Step 4 (red) and Step 3 (black).
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Appendix B Additional studies supporting the set-up of the statistical model used in the search for
resolved charged Higgs boson decays
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Figure B.4: Comparison of the pull distributions from a signal-plus-background fit using Asimov data for Step 4
(red) and Step 3 (black).
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B.2 Decorrelation of constrained nuisance parameters

It can be observed from Figure B.4 that there are few remaining NPs which show an over-constrained
behaviour. These over-constraints arise from the first two to three bins of the 𝑚Wh distribution where
the size of the uncertainty is up to 40% (see Figure 6.6). The step-wise decorrelation procedure leads
to following independent components for the given uncertainties:

• 𝑡𝑡 + HF PS: 28

• 𝑡𝑡 + HF ME-PS: 13

• 𝑡𝑡 + LF PS: 11

• 𝑡𝑡 + LF ME-PS: 4

• 𝑡𝑡 + HF 4FS vs. 5FS: 12

• 𝑡𝑡 + LF FSR: 3

• 𝑊𝑡 DS: 6
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APPENDIX C

Additional plots supporting the studies related to
the search for merged charged Higgs boson
decays

C.1 𝝁pre−tag: 𝒁 → 𝒍+𝒍− candiate mass distributions
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Figure C.1: The 𝑍 → 𝑙
+
𝑙
− candidate mass distribution in two 𝑍-boson candidate 𝑝T bins: (a) 450 GeV

< 𝑝
𝑍
T < 500 GeV and (b) 600 GeV < 𝑝

𝑍
T < 1000 GeV [28].
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Appendix C Additional plots supporting the studies related to the search for merged charged Higgs
boson decays

C.2 𝝁post−tag: Post-fit 𝒁 → 𝒃�̄� candidate mass distributions

0
200
400
600
800

1000
1200
1400
1600
1800
2000
2200
2400

Ev
en

ts
 / 

1 
G

eV Data
Signal+Backgrounds
Signal
Backgrounds

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

)+jets calibrationbb →Z(

post-tag
± = 60%, MC

b b→X∈

: 450-500 GeV
T

 jet pRLarge-

50 60 70 80 90 100 110 120 130 140 150
 jet mass [GeV]RLarge-

5−

0

5

Pu
ll

(a)

0

200

400

600

800

1000

1200

1400

Ev
en

ts
 / 

1 
G

eV Data
Signal+Backgrounds
Signal
Backgrounds

ATLAS Preliminary
-1 = 13 TeV, 139 fbs

)+jets calibrationbb →Z(

post-tag
± = 60%, MC

b b→X∈

: 600-1000 GeV
T

 jet pRLarge-

50 60 70 80 90 100 110 120 130 140 150
 jet mass [GeV]RLarge-

5−

0

5

Pu
ll

(b)

Figure C.2: The 𝑍 → 𝑏�̄� candidate mass distribution after the fit and applying the 𝑍 → 𝑏�̄� + jets selection
and the 𝑋 → 𝑏�̄� tagger requirement at the 60% working point for events with the large-𝑅 jet in (a) 450 GeV
< 𝑝T < 500 GeV and (b) 600 GeV < 𝑝T < 1000 GeV range. The dashed yellow line represents the 𝑍 + jets
signal process. The dashed blue line represents the sum of all background processes. The solid red line is the
sum of all signal and background processes [28].
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APPENDIX D

Additional studies supporting the analysis
results

D.1 Resolved Topology

Table D.1 shows the best-fit 𝑘HF values from a signal-plus-background fit to data in all analysis regions,
for the full range of signal mass hypotheses.

Figure D.1 shows the local 𝑝-values, as a function of 𝐻+ boson mass, obtained from a signal-plus-
background fit to data in all analysis regions.
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Figure D.1: Local 𝑝-value scan as a function of 𝑚𝐻
+ in the search for resolved 𝐻+ → 𝑊ℎ(𝑏�̄�) decays.
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Appendix D Additional studies supporting the analysis results

Table D.1: Best-fit 𝑘HF values from a signal-plus-background fit to data in all regions.

𝑚𝐻
+ [GeV] Best-fit 𝑘HF

250 1.41 ± 0.19

300 1.38 ± 0.19

350 1.43 ± 0.19

400 1.41 ± 0.18

500 1.39 ± 0.17

600 1.40 ± 0.18

700 1.39 ± 0.18

800 1.38 ± 0.18

900 1.37 ± 0.18

1000 1.37 ± 0.18

1200 1.40 ± 0.17

1400 1.39 ± 0.17

1600 1.38 ± 0.18

1800 1.38 ± 0.18

2000 1.38 ± 0.18

2500 1.38 ± 0.18

3000 1.37 ± 0.18

D.2 Merged Topology

Figures D.2 to D.4 show the event distributions of the 𝑚Wh in the signal regions used in the search for
merged 𝐻+ → 𝑊ℎ(𝑏�̄�) decays. These distributions are presented after the fit to data in all analysis
regions under a background-only hypothesis. A good agreement between data and post-fit background
prediction is observed.
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D.2 Merged Topology
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Figure D.2: Data-to-simulation comparisons for the 𝑚Wh in the signal regions of the merged 𝑞𝑞𝑏�̄� channel
resulting from a background-only fit to data in all analysis regions. The uncertainty band shows the post-fit
statistical and systematic uncertainties for all the background processes added in quadrature.
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Appendix D Additional studies supporting the analysis results
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Figure D.3: Data-to-simulation comparisons for the𝑚Wh in the low-, and medium-NN score signal regions of the
merged ℓ𝜈𝑏�̄� channel resulting from a background-only fit to data in all analysis regions. The uncertainty band
shows the post-fit statistical and systematic uncertainties for all the background processes added in quadrature.
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D.2 Merged Topology
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Figure D.4: Data-to-simulation comparisons for the 𝑚Wh in the high-NN score signal regions of the merged
ℓ𝜈𝑏�̄� channel resulting from a background-only fit to data in all analysis regions. The uncertainty band shows
the post-fit statistical and systematic uncertainties for all the background processes added in quadrature.
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Appendix D Additional studies supporting the analysis results

D.3 95% CL upper limits
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Figure D.5: 95% CL upper limits on 𝜎(𝑝𝑝 → 𝑡𝑏𝐻
+) × 𝐵𝑅(𝐻+ → 𝑊ℎ(→ 𝑏�̄�)) as a function of 𝑚𝐻

+ , obtained
in the search for resolved and merged 𝐻+ boson decays. The results from the search for resolved 𝐻+ boson
decays are used up to 𝑚𝐻

+ ≤ 900GeV and those from the search for merged 𝐻+ boson decays are used for 𝑚𝐻
+

> 900GeV.
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