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Abstract

This thesis focuses on advancing quantum chemistry using machine learning methods. For this
purpose, a dataset for the lanthanoid elements is generated, conformer ranking is addressed leveraging
novel machine learning architectures and the widely used extended tight-binding model is enhanced
with automatic differentiation.
The LnQM dataset, a comprehensive benchmark of 17 269 mono-lanthanoid complexes optimized at
PBE0-D4/def2-SVP level, enables systematic evaluations of quantum chemical and machine learning
methods across the lanthanoid series. It features geometric, energetic, molecular and electronic
properties at lB97M-V/def2-SVPD level, granting insights into lanthanoid chemistry and highlighting
limitations of current atomic charge models.
The ConfRank ansatz improves conformer ranking through pairwise training of state-of-the-art
machine learning models. Utilizing the DimeNet++ architecture, the accuracy of relative energy
prediction on GMKTN55 conformational subsets is improved by 29% on average. Moreover, a
considerable 100-fold computational speed-up compared to the currently used GFN2-xTB method is
achieved using GPU infrastructure.
The dxTB model, a PyTorch implementation of GFN-xTB, demonstrates a novel integration of
quantum chemical algorithms into machine learning frameworks. It allows for differentiation of any
input parameters to arbitrary order, achieving similar runtimes as the original Fortran implementation,
which in turn lacks automatic differentiation. Moreover, parameter optimization can now be conducted
using backpropagation, harnessing the extensive existing machine learning infrastructure, opening up
possibilities to investigate new functional forms of internal xTB procedures and to develop individual,
problem-specific GFN parametrizations.
Together, these contributions chart new directions across different dimensions of computational
research, ranging from data science aspects to model development. This thesis conduces to the
ongoing advancement of machine learning in the domain of computational quantum chemistry and
aims to offer a valuable contribution on the path to improved material sciences, healthcare and beyond.
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CHAPTER 1

Introduction

Along the search for artificial intelligence, the field of machine learning (ML) has evolved since
the development of an artificial neuron by Warren McCulloch und Walter Pitts in 1943 [1] and the
perceptron by Frank Rosenblatt in 1958 [2]. After a couple of “AI winters” [3] the topic gained
accelerated traction in the 2000s when algorithms, compute power and data availability had sufficiently
advanced.
The advent of ML in the modern age has led to many improvements in natural science research.
From protein structure prediction [4] to particle identification at the Large Hadron Collider [5], ML
has been adopted to countless applications and has become indispensable in contemporary research.
In chemistry, ML-based methods have enabled rapid predictions of molecular energies, forces,
and reaction pathways, drastically reducing computational costs compared to traditional quantum
mechanical calculations [6–8].
The field of quantum chemistry (QC) emerged with the postulation of the Schrödinger equation in 1926
[9] and the first calculation of the diatomic hydrogen molecule using quantum mechanics by Heitler
and London in 1927 [10]. With the development of density functional theory and the groundbreaking
Kohn-Sham equations [11], computational methods gained more and more attention for the calculation
of atoms and molecules in the 1990s [12].
Nowadays, computational methods have become an integral part of QC and an indispensable tool
for the theoretical description of chemical processes and systems. Computational chemistry offers
a unique contribution to research where experimental realizations are difficult due to toxicological
hazards, resource constraints, or time limitations. In this respect, the application of computational
chemistry in drug discovery[13], catalyst development [14] and material science [15] has significantly
transformed research in the respective areas. Since recently, general-purpose methods in the family
of force fields [16] and semiempirical methods [17, 18] have facilitated calculations of molecular
properties. Thereby opening up unprecedented large-scale analyses of massive amounts of chemical
data, supporting theoretical researchers and researchers in the lab alike. In turn, this data can be used
for parameterizing and benchmarking novel methods or studying chemical space. As a result of the
increased data abundance, aspects of data management, augmentation, and extension have made data
science increasingly important in the field of QC research. Furthermore, since vast amounts of data
are the very context in which ML excels, its methods have become powerful tools for improving and
complementing traditional computational approaches.
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Chapter 1 Introduction

This thesis is chapterized into sections that explore different levels of ML integration with QC.
Starting from an introduction to the theoretical foundations of QC and ML, it presents scientific work
ranging from dataset generation to the native embedding of ML into QC algorithms. To provide a
comprehensive overview of the theoretical background relevant to the projects presented in this thesis,
chapter 2 outlines the foundations of QC and ML. In this context, section 2.1 contains a derivation of
the Hartree-Fock energy expression from the time-independent Schrödinger equation. Furthermore,
the section addresses the principles of wavefunction theory (WFT) and density functional theory
(DFT), leading up to the fundamental considerations of semiempirical quantum mechanical (SQM)
methods. Further, in section 2.2 the fundamentals of neural networks, along with essential optimization
techniques such as gradient descent and backpropagation are explained. Additionally, the section
highlights the importance of graph neural networks in computational QC, as they allow for an intrinsic
embedding of molecular structures and their associated information. Based on the core idea behind
DFT, the parallels between function approximation in DFT and ML are explored.
Subsequent chapters focus on specific research questions along the integration of ML in the QC

domain. The ensuing chapter 3 explores data generation for lanthanoids. Thereby, the LnQM dataset is
presented – a novel collection of several thousand mono-lanthanoid complexes. This dataset constitutes
the first comprehensive resource covering the entire lanthanoid series, providing electronic, energetic,
and geometric trends across the series. As part of this study, the performance of various charge models
within the lanthanoid regime is analyzed.
In chapter 4 an application of ML for conformer ranking is featured. For this task accurate ranking
of relative energies is essential for the identification of the most favorable conformer. Conformer
ranking is of critical importance for drug design and molecular biology, yet existing methods are either
computationally expensive or lack accuracy for robust predictions in large-scale applications. The
ML-assisted ConfRank approach developed in this research project demonstrates improved ranking
accuracy while significantly reducing computational costs compared to currently employed methods.
The following chapter 5 deep dives into the development of dxTB, a framework designed for the
integration of ML into the widely used xTB method. Using this new framework, it is possible to
compute nuclear gradients of arbitrary order, facilitating the determination of molecular spectra, for
instance. Additionally, ML techniques can be applied to optimize individual parameters within the
GFN parametrization. Moreover, the framework permits for the native use of xTB as a component in
novel ML architectures. In a sense, the dxTB framework allows the reinterpretation of existing QC
methods as ML models. This maintains the accuracy and robustness of traditional QC methods, i.e.
adherence to fundamental physical principles, while facilitating the adaptability of ML models. This
synergistic combination of knowledge enables the use of ML methods without discarding the rich
knowledge in physics and chemistry accumulated over centuries of research.
The thesis concludes with a summary and outlook in chapter 6, which highlights the key findings and
outlines possible future research avenues.
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CHAPTER 2

Theoretical background

This chapter provides an overview of the most important theoretical concepts relevant to this thesis,
starting with a thematic contextualization of quantum chemistry in section 2.1. Thereby, special focus
is put on wavefunction theory (subsection 2.1.1) and density functional theory (subsection 2.1.2)
concluding with a brief introduction of semiempirical quantum mechanical methods (subsection 2.1.3).
Subsequently, an introduction to machine learning is given in section 2.2, focusing on the basics such
as optimization techniques (subsection 2.2.1) and molecular representations (subsection 2.2.2). A
general overview over supervised machine learning methods in the field of quantum chemistry is
provided in subsection 2.2.3 including the foundations of neural networks. Due to their considerable
importance in the field of computational quantum chemistry, graph neural networks are explored
in greater detail in subsection 2.2.4. For more information on the quantum chemical background,
see also Szabo et al. (1996) and Jensen (2017) [19, 20]. Except for the introduction into quantum
mechanics, atomic units will be used throughout this chapter.

2.1 Quantum Chemistry

Quantum Chemistry (QC) is, as the name suggests, the field in which principles of quantum mechanics
are applied to chemistry. Granted that for many macroscopic phenomena quantum mechanics can
be neglected, its application becomes crucial when addressing small structures. To understand the
different length scales, figure 2.1 provides an overview of the characteristic length scales encountered in
natural science disciplines. Note that the schematically indicated research areas may extend depending
on the specific subtopics within each field.

Figure 2.1: Overview over length scales in nature and a schematic indication on the different research domains
in natural sciences. Adapted from reference [21].
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Chapter 2 Theoretical background

In the quantum mechanical picture, particles are treated as waves and therefore cannot be described
by Newtonian dynamics anymore. Instead of Newton’s second law in classical mechanics [22], the
Schrödinger equation [9] governs the equation of motion for non-relativistic particles:

8ℏ
m

mC
Ψ(r, C) = ĤΨ(r, C) (2.1)

In this equation, 8 is the imaginary unit, ℏ denotes the reduced Planck constant, and m
mC

represents the
partial derivative with respect to time C, capturing the time evolution of the system. The wavefunction
Ψ(r, C) describes the quantum state of the system as a function of the position vector r and time C,
while the Hamiltonian operator Ĥ encodes the total energy (both kinetic and potential) of the system.
The relation for stationary properties, such as the total energy of the system � or discrete energy levels
in atoms or molecules, can be derived from the time-independent formulation of the Schrödinger
equation:

ĤΨ(r) = �Ψ(r) (2.2)

The resulting eigenvectors Ψ8 give rise to different states of the system, whereby the eigenvalues �8
determine the energy of each state. In order to ensure particle number conservation, the wavefunction
of a particle needs to be normalized 〈Ψ|Ψ〉 = 1. Furthermore, as Ĥ is Hermitian, its non-degenerate
eigenfunctions are orthogonal. The orthonormality condition on the wavefunction can be formulated
in Dirac notation [23] as follows:

〈Ψ8 |Ψ 9〉 =
{

1 for 8 = 9
0 else

(2.3)

The energy of a given eigenstate (or a superposition of eigenstates) can be obtained as the expectation
value of the Hamiltonian

〈�〉 = 〈Ψ|Ĥ|Ψ〉 =
∫ +∞

−∞
Ψ
∗ĤΨ 3r (2.4)

For a specific eigenstates the corresponding energy is retrieved from the main diagonal of the
Hamiltonian matrix

�8 = 〈Ψ8 |Ĥ|Ψ8〉 = �8 〈Ψ8 |Ψ8〉 = H88 (2.5)

For any Hermitian operator with a discrete spectrum, such as Ĥ, the variational principle holds,
resulting in the ground state wavefunctionΨ0 minimizing the energy to �0, while any other admissible
wavefunction Ψ̃ produces an expectation value exceeding �0 ≤ �̃ :

〈Ψ̃|Ĥ|Ψ̃〉 =
∑
_1,_2

〈Ψ̃|Ψ_1
〉〈Ψ_1

|Ĥ|Ψ_2
〉〈Ψ_2

|Ψ̃〉 (2.6)

=
∑
_

_ |〈Ψ_ |Ψ̃〉|
2 ≥

∑
_

�0 |〈Ψ_ |Ψ̃〉|
2
= �0〈Ψ̃|Ψ̃〉 (2.7)

Note that for an accurate description of relativistic systems the Dirac equation [24] is required.
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2.1 Quantum Chemistry

However, in many organic chemistry applications that typically involve only light elements, relativistic
effects can generally be neglected. This is because electrons in these systems are subject to only
moderate electric fields and accelerations, and thus rarely approach speeds near that of light. In
contrast, for heavier elements relativistic corrections become significant [25]. To address these effects,
several approaches are available, for example using effective core potentials (ECPs) [26]. ECPs replace
inner (core) electrons with an effective pseudopotential to reduce computational effort while efficiently
incorporating relativistic effects by treating only the valence electrons explicitly. Relativistic effects
become particularly relevant in systems containing heavy elements, as demonstrated by examples such
as liquid mercury [27], the color of caesium [28], and lead-acid batteries [29].
For a single-electron system, such as an isolated hydrogen atom, the Schrödinger equation can be
solved analytically. In this case, the wavefunction corresponding to the quantum numbers =, ;, and <
is given by

Ψ=;<(A, \, q) = '=; (A).;<(\, q) (2.8)

where '=; (A) represents the radial component using generalized Laguerre polynomials, and .;<(\, q)
the angular component expressed by spherical harmonics. The associated energy levels �= are
determined by

�= = −
`2

2
U

2

2=2 ≈ 13.6 eV
=

2 (2.9)

with ` = <H<e
<H+<e

≈ <e being the reduced mass, 2 the speed of light, and U ≈ 1
137 the fine-structure

constant. In this formulation, corrections due to fine structure, the Lamb shift, and hyperfine structure
are neglected [30–34]. This analytical solution allows for simplified treatment of multiple systems
such as alkali metals and ions [35].

However, for many-particle systems, analytical solutions are impossible. Even though the underlying
physics and mathematical equations are exactly known, the emerging complexity for many-particle
system is prohibitively high and by far exceeds the expected growth in computational power in the
upcoming decades (c.f. Moore’s law [36]). Therefore, in chemistry, where molecules often contain hun-
dreds or even thousands of electrons, approximation methods are needed. The development of suitable
approximations that allow to calculate solutions for the many-particle Schrödinger equation within finite
computational time is the fundamental challenge in QC. In a nutshell, QC applies quantum mechanical
approximations to model the complex many-particle interactions problem present in molecular systems.

2.1.1 Wavefunction Theory

Wavefunction theory (WFT) comprises methods in QC that explicitly compute a wavefunction by
approximating the Schrödinger equation. Thereby, WFT offers a detailed treatment of quantum
mechanical effects and typically yields highly accurate results. However, this accuracy comes at
the cost of substantial computational demand, limiting the scalability of pure quantum mechanical
approaches. To overcome these limitations, electronic structure theory provides strategies for efficiently
calculating molecular geometries, energy gradients, and other physical properties in larger chemical
systems. For this purpose, the following section will first discuss how the Hamiltonian for general
molecular systems is constructed and simplified using the Born-Oppenheimer approximation. It will

5



Chapter 2 Theoretical background

subsequently explain how one-electron orbitals are build from basis functions and combined into a
many-electron wavefunction via a Slater determinant.

Electronic Hamiltonian
Starting from the time-independent Schrödinger equation 2.2 the wavefunction and corresponding
energy of a molecule can be determined using a Hamiltonian constructed from kinetic T̂ and potential
energy terms V̂ for electrons and nuclei (subscripts 4 and =):

Ĥ = T̂4 + T̂= + V̂44 + V̂=4 + V̂== (2.10)

In the Born-Oppenheimer approximation [37], the significant mass difference between nuclei and
electrons is exploited. Since electrons change momentum on much shorter timescale than the heavy
nuclei, the equations of motion for the fast (electronic) degrees of freedom can be solved independently
from those of the slow (nuclear) ones. In the adiabatic limit, the kinetic energy of the nuclei, T̂=,
can be neglected while the potential between the nuclei becomes a constant, V̂== = �== = const.,
simplifying Equation 2.10 to the electronic Hamiltonian, which depends only on nuclear positions but
not their momenta:

Ĥ4 = T̂4 + V̂44 + V̂=4 + �== (2.11)

For a #-electron system the electronic kinetic energy operator is given by

T̂4 = −
1
2

#∑
8

∇2
8 (2.12)

with ∇8 being the partial differential with respect to the coordinates of electron 8. The electronic
interaction between the particles is given by the Coulomb potentials

V̂44 =
#∑
8

#∑
9
8> 9

1
|®A8 − ®A 9 |

=
1
2

∑
8≠ 9

1
A8 9

(2.13)

V̂=4 = −
#∑
8

 ∑
k

/k

|®A8 − ®'k |
(2.14)

whereby the repulsive electron potential V̂44 is constituted of the pairwise interaction given the
electron coordinates ®A {8, 9 } and the resulting distance A8 9 = |®A8 − ®A 9 | between electrons 8 and 9 . The
attractive nucleus-electron potential V̂=4 for the  nuclei in the system and their coordinates ®'k and
nuclear charge /k is composed respectively. For practicality reasons, grouping all terms into one- and
two-electron operators yields

ĥ = T̂4 + V̂=4 and ĝ = V̂44 (2.15)

Having defined the required Hamiltonian, the electronic energy of a molecular system can be obtained
by solving the Schrödinger equation as shown in equations 2.2 to 2.5.
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2.1 Quantum Chemistry

Basis Sets
The exact electronic wavefunction Ψ(r1, r2, . . . , r# ) of an #-electron system depends on 3# spatial
coordinates and is generally too complex to be determined directly. To make the problem tractable,
an approximate form of the wavefunction is constructed, typically using an orbital-based ansatz. In
this approach, the many-electron wavefunction is built from simpler, one-electron functions called
orbitals, which in turn are expressed as linear combinations of fixed basis functions. These orbitals are
usually chosen to be centered on atomic nuclei to reflect the localized nature of electrons around atoms.
For this reason they are commonly referred to as atomic orbitals (AOs). The full set of the utilized
basis functions constitutes the basis set, which plays a central role for the accuracy and efficiency of
electronic structure methods.
A natural starting point for constructing AOs are the analytical solutions of the hydrogen atom. These
functions, such as 1B, 2?, etc., describe the spatial distribution of a single electron bound to a single
nucleus and are well understood both analytically and physically. These so called Slater-type orbitals
(STOs) [38] are solutions to the Schrödinger solution for a hydrogen-like atom (c.f. Equation 2.8)

jSTO(A, \, q) = # A
=−1
4
−Z |A |

.;<(\, q) (2.16)

Slater functions correctly model the cusp behavior at the nucleus and the exponential decay at
large distances. However, their use in multi-electron integrals leads to computational challenges
due to the complexity of evaluating the necessary multi-center integrals. Hence, despite physical
correctness, their high computational cost renders them impractical for numerical integration. In
contrast, Gaussian-type orbitals (GTOs) [39] are computationally significantly more efficient. The
general form of a GTO in Cartesian coordinates is

jGTO(A, \, q) = # A
2(=−1)−;

4
−Z A2

.;<(\, q) (2.17)

where # is a normalization constant, = is the principal quantum number, ; the orbital angular
momentum quantum number and Z is the Gaussian exponent. The angular part is given by the
spherical harmonics .;<(\, q) accordingly [20]. Despite lacking the correct cusp at the nucleus
and decaying too rapidly at large distances, GTOs are employed by most modern QC programs to
approximate the “more physical” STOs [40, 41]. On the one hand, this is due to the fact that integrals
of Gaussian functions possess an analytical closed-form solution, speeding up numerical calculations.
Furthermore, the Gaussian product theorem, which states that the product of two GTOs centered on
different atoms can be expressed as a finite sum of Gaussians along the interatomic axis, facilitates
the calculations further. As a result, multi-center integrals can be reduced to sums over one-center
integrals, achieving a speedup of four to five orders of magnitude compared to Slater functions – even
though a larger number of basis functions is required in general [42].

To flexibly describe the electronic structure of atoms, a wide variety of basis sets, i.e. sets of basis
functions and coefficients, have been developed, each with different advantages and areas of focus.
Thereby, as the basis set size increases, the variational principle ensures an improvement in the total
energy (Equation 2.6). Consequently, the quality of a calculation can be evaluated by performing
computations with progressively larger basis sets [20]. In the limit of infinite number of basis functions,
a complete basis set (CBS) is obtained, which in principle represents the exact wavefunction of a
system. While such a basis set cannot be used in practice due to computational constraints, it serves
as a theoretical benchmark. Many high-level methods aim to systematically approach the CBS limit

7



Chapter 2 Theoretical background

by using increasingly larger and more flexible basis sets, allowing for extrapolation techniques to
estimate the results one would obtain with a truly complete basis set. On the other hand, a minimal
basis set is a type of basis set in which each AO is represented by exactly one basis function. As a
result, it employs the smallest possible number of basis functions needed to describe all electrons in
the ground state of an atom. For example, one function for the 1B- and 2B-orbitals, and three functions
for the 2?-orbitals are used. Due to the limited number of functions, calculations using minimal
basis sets are computationally very efficient. Although computationally inexpensive, such minimal
basis sets offer limited flexibility and are generally mostly suitable for qualitative or educational
purposes. To make basis sets practically useful, they require optimized coefficients to ensure accuracy
and robustness. This is typically achieved by optimizing the basis sets to reference data. Again, the
variational principle (c.f. Equation 2.6) ensures that any improvement in the basis set results in a
lower total energy, ensuring strict convergence from above toward the true ground-state energy. This
property enables the systematic optimization of basis set parameters, as improved parameterizations
necessarily yield lower energy expectation values.
Typically for the generation of basis sets, multiple GTOs are combined into contracted GTOs to

mimic STO-like behavior to compensate for their physical shortcomings [43]. A widely used minimal
basis is the STO-nG family [43], where each STO is represented by = primitive Gaussians. For this
purpose in STO-3G, three GTOs are fitted to each STO, providing a computationally cheap basis
set that is useful for qualitative studies. For improved accuracy, split-valence basis sets have been
developed. One such widely used basis is the Pople basis set 6-31G [44], where core orbitals are
modeled with six contracted Gaussians, while valence orbitals are split into two parts – one represented
by three Gaussians, the other by a single uncontracted Gaussian. This separation into core and valence
orbitals increases variational flexibility in the chemically important valence region.
Extensions to a basis set involve the addition of polarization and/or diffuse functions. Polarization
functions increase the flexibility of the basis by allowing the electron density to become more
asymmetric about the nucleus, which is important for hydrogen bonding involving otherwise isotropic
B-orbitals, for instance. For polarization always function of higher angular momentum are used,
i.e. ?-functions are used to polarize B-orbitals, 3 for ?-orbitals, and so on. Diffuse functions are
additional B- and ?-type basis functions designed to describe electron density far from the nucleus.
They are characterized by small Gaussian exponents, which extend the tail of the AOs and provide the
flexibility needed to model long-range interactions. Diffuse functions are especially important for
accurately describing anions, dipole moments and can also play a crucial role in modeling intra- and
intermolecular bonding. For Pople basis sets polarization functions are indicated after the “G” and
diffuse functions by a “+” or “++” such as seen in the 6-31+G(d) basis set, which is a split valence basis
set with one set of diffuse B?-functions and a single 3-type polarization function on non-hydrogen
atoms [20].
An improvement over minimal basis sets is achieved by increasing the number of basis functions
per atomic orbital. For instance, so-called “Double-Zeta” (DZ) basis sets use two functions for each
orbital, i.e. two B-functions for hydrogen, four B-functions and two sets of ?-functions for second row
elements [20]. This concept can be extended to Triple-Zeta (TZ) and Quadruple-Zeta (QZ) basis sets
accordingly. Well-known examples of making use of zeta-type basis sets include the Ahlrichs def2
basis set family [45], which are widely used due to their computational efficiency and broad elemental
coverage. Moreover, correlation-consistent polarized valence =-zeta (cc-pVnZ) basis sets [46] are
specifically designed to systematically recover electron correlation energy. They do not impose the
same constraints as Pople-style sets (e.g. equal exponents for B- and ?-functions), making them more
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flexible and accurate for correlated methods. The correlation-consistent design ensures that functions
contributing similar amounts to the correlation energy are included at the same function stage. These
basis sets can be further augmented with diffuse functions (aug-cc-pVnZ) [47].
For heavier elements, the large number of core electrons requires many basis functions to describe
them accurately, even though those core electrons are chemically less important. Without this, the
valence orbitals cannot be properly represented due to poor treatment of electron-electron repulsion.
Additionally, relativistic effects become significant for heavier atoms (see above). Both issues can be
addressed by using ECPs, which replace the core electrons with a simplified potential, allowing only
the valence electrons to be treated explicitly [20].
Above described basis sets are focused on molecular calculations. For solid state applications where
periodic boundary conditions are required, plane-wave basis sets based on the lattice wave vector 48 ®: ·®A

can be employed [48].

In molecular systems, where electrons are influenced by multiple nuclei, the localized AOs alone are
not sufficient to represent the full electronic structure. To describe electron distributions that extend
over an entire molecule, molecular orbitals (MOs) are introduced. In the context of computational
chemistry, a MO is a mathematical function that describes the spatial distribution and wave-like
behavior of a single electron within a molecule. A common approach to constructing MOs is via a
linear combination of atomic orbitals (LCAO), in which each molecular orbital q8 is expressed as a
linear combination of AOs j`:

q8 =

#AO∑̀
2`8j` (2.18)

The coefficients 2`8 determine the contribution of each basis function to the MO and are subject to
optimization in later electronic structure methods. As shown in the next section, the coefficients �`8
are typically determined variationally in an iterative procedure whilst #AO and j` are pre-defined.
The LCAO approach approximates the full multi-electron wavefunction of a molecule by expressing it
in terms of MOs, which are constructed from AOs. Since these AOs are defined by the chosen basis
set, the quality and design of the basis set has great influence on the quality in the accuracy of the
resulting wavefunction approximation. Importantly, this idea precedes the formal introduction of the
Hartree-Fock method, which will in the following provide a principled way to determine the optimal
set of MOs for a given system.
Note that in addition to basis sets, alternative methods exist to obtain MOs such as grid-based [49] or
wavelet-based methods [50].

Basis Set Errors
Before diving into how to obtain a molecular wavefunction from a given basis set using the Hartree-
Fock Method, error sources of using basis set representations are briefly addressed. Despite the use of
large and flexible basis sets, finite basis sets inevitably introduce two significant sources of error: the
basis set superposition error (BSSE) and the basis set incompleteness error (BSIE).
BSSE arises when two interacting fragments in a molecular complex can use each other’s basis
functions, leading to an artificially low total energy. Especially with large, flexible basis sets, the
BSSE becomes apparent when calculating the energy of complexes such as hydrogen-bonded dimers.
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In these cases, the basis functions of one monomer contribute additional variational freedom to the
other monomer, leading to an artificial lowering of the complex energy and an overestimation of the
interaction strength. The conventional method to estimate and correct for BSSE is the CounterPoise
(CP) correction [20]. Initially, the complexation energy of the dimer is calculated as

Δ�complexation = � (��)
∗
01 − � (�)0 − � (�)1 (2.19)

where � (��)∗01 represents the energy of the dimer computed with the full combined basis set 01, and
� (�)0 and � (�)1 are the energies of the isolated monomers calculated with their respective basis
sets. Typically, the geometries of molecules A and B in the complex differ from those of the isolated
molecules, therefore the complex’s geometry is indicated by an asterisk (*). To correct for BSSE,
additional calculations are performed in which each monomer is computed in the presence of the
“ghost orbitals” of the other fragment, i.e. the basis functions of the other monomer without its nuclei.
The CP correction is then defined as

Δ�CP =
[
� (�)∗01 − � (�)

∗
0

]
+

[
� (�)∗01 − � (�)

∗
1

]
(2.20)

and the corrected complexation energy is obtained by subtracting this correction from the initially
calculated complexation energy Δ�corrected = Δ�complexation − Δ�CP. Intramolecular BSSE can occur
when non-bonded parts of a molecule, though spatially close, are not bonded and thus benefit artificially
from the additional variational flexibility provided by neighboring basis functions, leading to errors in
computed relative conformational energies. A parameterized correction for intramolecular BSSE,
known as geometrical CP (gCP), requires only geometric information and straightforwardly computed
overlap integrals [51, 52].
In addition to BSSE, the basis set incompleteness error (BSIE) arises from the inherent limitations of
any finite basis set: for an atom, the BSIE is defined as the difference between the value obtained
with a specific basis set and the CBS limit. While in a molecular system the error is a combination
of BSIE and BSSE effects, it is difficult to disentangle both effects [20]. Various approaches have
been developed to minimize both BSSE and BSIE, including the use of larger basis sets to approach
the complete basis set limit or the CP correction method described above. Ultimately, the careful
selection of a balanced basis set and the implementation of correction schemes such as the CP method
are essential for obtaining accurate interaction energies, especially when high precision is required for
weak intermolecular interactions.

Hartree-Fock Method
One of the most important methods to determine a surrogate wavefunction for molecules was developed
by Hartree and Fock around 1930 [53, 54]. Albeit relatively concise to formulate, its importance
can barely be overstated, laying the foundation of quantum chemical computational calculations and
giving rise to many modern QC methods.
In the Hartree-Fock (HF) ansatz, for a system of # electrons, the electronic ground state wavefunction
Ψ4,0 is described by a single normalized Slater determinant [55–57] composed of # independent
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one-electron wavefunctions q8 = f8 · k8 with spin component f8 ∈ {U, V} and spatial orbital k8:

Ψ4,0 ≈ ΦHF(1, 2, . . . , #) =
1
√
#!

���������
q1(1) q2(1) · · · q# (1)
q1(2) q2(2) · · · q# (2)
...

...
. . .

...

q1(#) q2(#) · · · q# (#)

��������� (2.21)

The Slater determinant represents an antisymmetrized product of one-particle functions, abiding the
Pauli principle ΦHF(8, 9) = −ΦHF( 9 , 8) [58]. Moreover, if two electrons were to occupy the same
quantum state, the determinant would vanish, reflecting the impossibility for fermions to share identical
quantum numbers ΦHF(8, 8) = 0. In the case of non-interacting fermions, a single Slater determinant
represents the exact wavefunction.
Following the variational principle from Equation 2.6, in the HF ansatz a set of MOs q8 is sought that
minimizes the energy expectation value. Using the expression for the electronic Hamiltonian from
Equation 2.15

Ĥ4 =
#∑
8

ĥ8 +
#∑
8 9

ĝ8 9 (2.22)

and inserting relation Equation 2.13 yields the energy expectation value with respect to Ψ4,0

� = 〈Ψ4,0 |Ĥ4 |Ψ4,0〉 =
#∑
8

〈q8 |ĥ8 |q8〉 +
1
2

#∑
8 9

(
〈q8q 9 |

1
A8 9
|q8q 9〉 − 〈q8q 9 |

1
A8 9
|q 9q8〉

)
(2.23)

To minimize the energy � the Lagrange multipliers n8 9 are introduced to enforce the constraint of
orbital orthonormality 〈q8 |q 9〉 = X8 9 and form the Lagrangian

L = � −
#∑
8 9

n8 9

(
〈q8 |q 9〉 − X8 9

)
(2.24)

The stationarity condition XL = 0 with respect to variations in the spin-orbitals q8 leads to the HF
equations:

f̂8 q8 = n8 q8 8 = 1, . . . , #, (2.25)

where the one-electron Fock operator f̂8, which combines one-electron and effective two-electron
interactions, is defined as

f̂8 = ĥ8 +
#∑
9

(
Ĵ8 9 − K̂8 9

)
(2.26)

Thereby, the two-electron part is expressed by Coulomb operator Ĵ 9 which represents the electron-
electron Coulomb repulsion, approximated by the electron interaction with a mean field generated by
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all other electrons

Ĵ8 9 |q8〉 = 〈q 9 |
1
A8 9
|q 9〉|q8〉 (2.27)

and the Exchange operator K̂ 9 which originates from the wavefunction anti-symmetry due to the Pauli
principle and occurs only for two electrons of the same spin

K̂8 9 |q8〉 = 〈q 9 |
1
A8 9
|q8〉|q 9〉 (2.28)

To solve the eigenvalue problem in Equation 2.25, the MOs q8 can be expanded as linear combinations
of AOs, as shown in Equation 2.18. Note that the canonical MOs q8 serve as a convenient basis
for performing the variational energy minimization. However, the total energy depends only on
the full wavefunction, which is represented by a Slater determinant built from the occupied MOs
(Equation 2.21). Given that the value of a determinant is invariant under unitary transformations of
its rows and columns, the wavefunction and thus the total energy, remains unchanged under unitary
rotations among the occupied MOs. Since the Coulomb and Exchange contribution cancel for an
identical electron K̂88 |q8〉 = Ĵ88 |q8〉, no artificial self-interaction of an electron with itself occurs. This
exact cancellation ensures that the Hartree-Fock method remains free from self-interaction error (SIE).

The Hartree-Fock equations 2.25 in matrix form, known as the Roothaan-Hall equations [59, 60],
can be formulated as

FC = SC& (2.29)

which involves the Fock matrix F, the LCAO coefficient matrix C to represent MOs as linear
combination of AOs, the overlap matrix S and the matrix of orbital energies & . The overlap matrix
accounts for possible non-orthogonality of the orbitals (8 9 = 〈q8 |q 9〉. Thereby, the Roothaan-Hall
equations require an iterative solution due to the dependence of the Fock matrix F on the MOs
themselves (c.f. Equation 2.27 and 2.28) as a given orbital can only be determined if all other occupied
orbitals are known. This leads to a self-consistent field (SCF) procedure, which updates the Fock
matrix F and MO coefficients C iteratively until convergence is achieved. The process commences
with an initial guess for the MO coefficient matrix CC=0, often based on the core Hamiltonian (i.e. no
electron-electron interactions) or a superposition of atomic densities [61]. From these, the electron
density matrix is calculated dC=0

= 2
∑occ
8 �

C=0
`8 �

C=0
a8 , the Fock matrix is constructed FC and the

Roothaan-Hall eigenvalue problem is solved to yield new coefficients CC+1, which are then in turn
used to update the density matrix dC+1. This cycle continues until the change in energy or density falls
below a defined threshold. Once convergence is reached, the resulting orbitals represent a variationally
optimized single-determinant approximation to the ground-state wavefunction of the system. The
self-consistent set of molecular orbitals obtained from this procedure is then used to compute the HF
energy according to

�HF =

#∑
8

〈q8 |ĥ8 |q8〉 +
1
2

#∑
8 9

(
〈q8 |Ĵ8 9 |q8〉 − 〈q8 |K̂8 9 |q8〉

)
(2.30)
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So far, identical orbitals q8 have been used for both spin-up and spin-down electrons. Whereas for
open-shell species the unrestricted HF method is often employed, allowing electrons of different spins
to occupy distinct spatial orbitals q↑

8
and q↓

8
, resulting in different LCAOs for each spin channel.

It is noteworthy that the computational effort for HF calculations formally scales as O(#4
AO) with

respect to the number of atomic orbitals #AO. The primary limitation of the HF method lies in
its mean-field nature: each electron experiences only the averaged potential of all other electrons.
This approximation does not account for the full instantaneous electron-electron interaction V̂44.
Moreover, the use of a single Slater determinant includes electron repulsion only in an averaged
sense. Consequently, even in the CBS limit, the HF method does not yield the exact solution to the
electronic Schrödinger equation within the Born-Oppenheimer approximation. Rather it provides the
best possible wave function that can be obtained using a single determinant [20]. The discrepancy
between the exact non-relativistic energy and the HF energy is known as the electron correlation
energy, defined as �corr = � − �HF [62, 63]. Electron correlation is commonly divided into dynamic
and static correlation. Dynamic correlation accounts for the instantaneous motion of electrons to avoid
one another. While HF includes Fermi correlation for same-spin electrons through antisymmetrization,
it neglects Coulomb correlation between electrons of opposite spin. Static correlation becomes
significant when a single Slater determinant fails to describe the electronic ground state adequately, e.g.
in systems with near-degenerate configurations requiring a multi-determinant description. Although
the correlation energy is often small in absolute terms (�corr/� < 1 %), it is essential for accurately
capturing relative energies, reaction barriers and molecular properties [20].

2.1.2 Density Functional Theory

Density functional theory (DFT) is a quantum mechanical method family in which the ground-state
properties of a molecular system are determined using the electron density d(r) as the fundamental
variable rather than the many-electron wavefunction [64]. In doing so, DFT transits from using
individual particle coordinates to using the total density, circumventing the need to solve the
many-electron Schrödinger equation directly. The theoretical foundation for DFT is laid by the
Hohenberg-Kohn theorems [65]: The first theorem asserts that the ground-state electron density
uniquely determines the external potential Vext(r) (up to a constant), and thus all observables of
the system. Note that for an isolated system, the external potential equates to the nucleus-electron
potential V=4. The second theorem establishes a variational principle: for any trial density d̃(r) that
corresponds to a valid external potential, the energy functional obeys

� [ d̃] ≥ �0 (2.31)

where �0 is the true ground-state energy. Thus, given the energy functional � [d] the ground state and
its energy can be determined by systematically varying the electron density [66]. Early attempts of
DFT development tried to express all energy contributions as a functional of the electron density

�DFT [d] = T4 [d] + V=4 [d] + V44 [d] (2.32)
= T4 [d] + V=4 [d] + J[d] + K[d] (2.33)

where T4 [d] signifies the kinetic energy of the electrons and V=4 [d] the nuclear-electron interaction.
The electron-electron interaction V44 [d] is divided into the classical Coulomb repulsion J[d] and the
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Exchange contribution K[d]. However, these orbital-free approaches had poor performance due to
inadequate description of the kinetic energy T4 [d] [20].
In Kohn-Sham DFT (KS-DFT)[11] the concept of orbitals is reintroduced to improve upon the
determination of the kinetic energy and find a variational ansatz for optimizing d(r). Thereby, the KS
formalism decomposes the complex many-body interactions into a set of self-consistent single-particle
equations, rendering DFT practical for applications in QC [67]. For this purpose, in KS-DFT the
kinetic energy is calculated using an auxiliary set of orbitals that reproduces the exact ground-state
electron density.
The kinetic energy functional is divided into two parts: one that can be calculated exactly and a smaller
correction term. For this purpose, a systematic framework for separating the kinetic energy is provided
by introducing a modified Hamiltonian. A _-dependent Hamiltonian can be formulated to establish an
adiabatic connection between the non-interacting reference system and the fully interacting electron
system

Ĥ(_) = T̂ + V̂ext(_) + _ V̂44 (2.34)

where T̂ is the kinetic energy operator, V̂ext(_) is an external potential that is adjusted for each
value of _ to ensure that the ground-state electron density remains constant, and V̂44 represents the
electron-electron interaction. At _ = 1, V̂ext(_) corresponds to the actual electron-nuclear potential
V̂=4, yielding the Hamiltonian of the real interacting system. In contrast, at _ = 0 the electrons do not
interact, and the KS orbitals q8 allow to express the kinetic energy of the fictitious non-interacting
electrons exactly as

TSD [d] =
#elec∑
8=1
〈q8 | −

1
2
∇2 | q8〉 (2.35)

which is equivalent to the HF theory using a Slater determinant utilizing KS orbitals. Note that
KS-DFT is thereby closely related to the HF method, sharing the same formulas for kinetic energy,
electron-nuclear interactions, and Coulomb electron-electron interactions. Despite being only an
approximation for the _ = 1 case, this formulation has two major advantages. First, by computing
TSD [d] exactly from the orbitals, the method captures about 99% of the kinetic energy correctly.
Second, because �XC [d] is typically much smaller than the kinetic energy, the errors introduced by
approximate treatments of exchange and correlation are significantly mitigated. The remaining part,
the kinetic correlation energy, is incorporated into the exchange-correlation energy �XC [d], which
remains the only unknown functional in the KS energy expression. The exchange-correlation energy
is defined by the residual term

�XC [d] =
(
T4 [d] − TSD [d]

)
+

(
V44 [d] − J[d]

)
(2.36)

whereby the first parenthesis can be interpreted as the kinetic correlation energy and the second
considers potential correlation and exchange energy [20]. In a sense, the postulation of the theoretically
exact �XC [d] functional in DFT theory is analogous to the restriction to a single Slater determinant in
HF, where both theories assume non-interacting electrons. Generally, �XC [d] accounts for only a
small portion of the total energy, and even relatively simple approximations yield remarkably accurate
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computational results [20]. The total energy expression in KS-DFT is given by

�KS-DFT [d] = TSD [d] + V=4 [d] + J[d] + �XC [d] (2.37)

Furthermore, �XC [d] encapsulates the exchange-correlation effects that account for the difference
between the true and the non-interacting kinetic energies stemming from the auxiliary reference
system. Thereby, �XC [d] includes for all many-body interactions beyond the classical electrostatic
contributions. However, the exact form of �XC [d] is unknown [68, 69], presenting a fundamental
challenge in DFT, as it prevents the systematic improvement of known DFT models. Consequently, a
hierarchy of approximations has been developed to approach this exact form, balancing computational
efficiency with accuracy. Figure 2.2 gives an overview over the different levels of DFT functionals
and the approximations used on every level.

Figure 2.2: Overview over the different density functional approximation classes.

Local Density Approximation
The simplest approximation is the local density approximation (LDA), derived from the uniform
electron gas (UEG) [12, 70, 71]. Analytic expressions for the correlation energy of the UEG
are available in the high- and low-density limits [72–74], while accurate quantum Monte Carlo
simulations [75, 76] at intermediate densities yield precise values for the correlation energy density
[77]. Furthermore, the LDA exchange part is given by [78, 79]

�
LDA
X [d] = −3

4

(
3
c

) 1
3
∫

d(r)
4
3 3r (2.38)

Although LDA is computationally efficient, by assuming a uniform electron density its usability
is limited to systems exhibiting pronounced electron density homogeneities, such as metals. LDA
implementations include the VWN functional [80] for instance.

Generalized Gradient Approximation
To improve upon LDA, the generalized gradient approximation (GGA) not only incorporates the local
electron density d(r) but also its gradient ∇d(r) [81]. For a GGA the exchange-correlation energy is

15



Chapter 2 Theoretical background

given by

�
GGA
XC [d] =

∫
n
LDA
XC [d(r)] �

GGA
XC [d(r),∇d(r)] 3r (2.39)

where nLDAXC is the local exchange-correlation energy density and �GGA
XC is an enhancement factor that

accounts for density gradients [82]. As �GGA
XC incorporates information from the immediate vicinity of

the local electron density, GGAs are classified as semi-local DFT functionals. Nevertheless, GGAs still
lack sufficient non-local exchange to cancel self-interaction, hence resulting in an over-delocalization
of the electron density (as electrons spuriously repel themselves). Nonetheless, GGAs such as PBE
[82] or BLYP [74], are widely used for molecular systems.

Meta-Generalized Gradient Approximation
The meta-generalized gradient approximation (meta-GGA) extends the GGA approach by including
additional information on the curvature of electron density∇2

d(r) [81]. Due to its numerical instability,
∇2
d(r) is usually substituted by the kinetic orbital energy g(r) [83], which is defined as

g(r) = 1
2

∑
f

#f∑
8=1

��∇q8 (r)��2 (2.40)

with q8 (r) denoting the KS orbitals and #f the number of electrons with spin f ∈ {U, V}. Meta-GGA
functionals (e.g. TPSS [84], r2SCAN [85]) use the most semi-local information among the common
DFT functionals and only lack description of non-local effects. For the calculation of thermochemistry
meta-GGAs provide generally good results [86]. The formal scaling of GGAs and meta-GGAs can be
reduced to O(#3

AO) using approximations such as the resolution-of-identity method [87].

Hybrid Functionals
Hybrid functionals improve upon semi-local approximations by incorporating a fraction of non-
local exact exchange from HF theory (“Fock exchange”), thereby also including information about
the occupied KS orbitals [68]. The theoretical foundation for hybrid functionals is provided by
the Adiabatic Connection Formula (ACF) [88], which expresses the exchange-correlation energy
as an integral over the coupling parameter _ from Equation 2.34 that continuously connects the
non-interacting KS reference system (_ = 0) with the fully interacting physical system (_ = 1)

�XC =

∫ 1

0

〈
Ψ_

��V̂XC(_)
��Ψ_〉 3_ (2.41)

This formulation allows for the systematic inclusion of exact exchange at the non-interacting end of
the integration path, where the exchange energy matches that of HF theory. Hybrid functionals can
thus be viewed as approximations to the ACF, where the exchange energy is constructed as a weighted
average of exact and approximate contributions. The general expression for a hybrid XC functional is

�
hybrid
XC = �

(meta-)GGA
C + (1 − 0X) �

(meta-)GGA
X + 0X �

HF
X (2.42)

where 0X is the mixing parameter and �HF
X represents the non-local exchange energy. The inclusion of

non-local exchange reduces the SIE, and enhances the accuracy of reaction barriers [89]. An overlarge
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addition of non-local exchange may lead to overestimated orbital energy gaps and could worsen
thermochemical predictions that are already well captured by (meta-)GGA functionals. Conversely,
a lower HF exchange fraction tends to better preserve the accurate thermochemistry of semilocal
functionals while providing a less aggressive correction of delocalization errors. The optimal fraction
of exact exchange depends on the property of interest, and therefore varies between different functionals.
Because exchange is evaluated non-locally by integrating d(r, r′) over two spatial coordinates, the
computational cost increases to a formal O(#4

AO) scaling [81]. Examples for hybrid DFT functionals
include B3LYP [68, 74, 90], PBE0 [91, 92] or TPSSh [93, 94].

Range-Separated Hybrid Functionals
Range-separated hybrid (RSH) functionals address inherent limitations in conventional hybrid
approaches by partitioning the electron-electron Coulomb operator into short-range and long-range
components. This partitioning is typically achieved using the error function

1
A12

=
1 − 0′X − 0

′′
X erf (lA12)
A12

+ 0
′
X + 0

′′
X erf (lA12)
A12

(2.43)

where l controls the range separation and 0′X, 0
′′
X are parameters that weight the short- and long-range

contributions, respectively. In practice, the short-range part is treated with a density-based exchange
functional, while the long-range part is evaluated using exact HF exchange. The motivation for
using RSH functionals arises from systematic deficiencies in traditional DFT methods, which often
underestimate excitation energies for charge-transfer and Rydberg states. Such errors are linked to
self-interaction and an overdelocalization of the electron density, resulting in an unphysical lowering
of energies for delocalized systems [20]. By incorporating 100% HF exchange in the long-range,
RSH functionals restore the correct asymptotic behavior of the exchange-correlation potential and
effectively eliminate SIE at large distances. A key aspect of the RSH approach is the free parameter
l, which defines the crossover between the short- and long-range interactions. This parameter can
be tuned either empirically [95, 96] against experimental data or non-empirically [97] by enforcing
conditions such as Koopmans’ theorem [98]. The latter being a so-called “optimally tuned” approach
that yields a distinct l for each system.
This tunability of RSH functionals allows for improved predictions in systems with loosely bound
electrons, such as anions and zwitterions, and helps to avoid issues like the dissociation into fraction-
ally charged fragments. Additionally, this range-separation concept has been widely incorporated
into various DFT functionals, leading to the development of methods such as lB97X [95, 96]
and lB97X-V [99]. Alternative strategies, like the inverse separation used in the HSE functional
[100, 101], which employs HF exchange at short distances and density exchange at longer ranges,
offer different approaches to range separation. In addition, the HISS functional [102] introduces a
modulation in which the HF exchange is initially increased and then decreased as a function of A12,
providing another means of fine-tuning the exchange contributions.

Double-Hybrid Functionals
Double-hybrid functionals further extend the concept of hybrid functionals by incorporating information
from both occupied and virtual KS orbitals, thereby capturing non-local correlation effects [103–106].
They typically include a second-order Møller-Plesset perturbation theory (MP2)-like term to account
for dynamic electron correlation [107]. Thereby, the non-local correlation correction is computed
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using the MP2 formulation, employing DFT orbitals and orbital energies. The general form of a
double-hybrid functional is

�
double-hybrid
XC = (1 − 0C)�

(meta-)GGA
C + 0C �

MP2
C + (1 − 0X)�

(meta-)GGA
X + 0X �

HF
X (2.44)

with 0C controlling the amount of MP2 mixing and �MP2
C representing the perturbative, non-local

second-order correlation energy. Double-hybrid functionals were first introduced by Neese and
Grimme in 2006 [105], since then, a multitude of variants have emerged [108]. Although double-
hybrid functionals, like B2-PLYP [104], achieve high accuracy in QC calculations [89, 109], their
MP2-like scaling of O(#5

AO) limits their applicability to moderately sized systems. Moreover, due to
the presence of theMP2 expression, basis set convergence is slower compared to pureDFTmethods [20].

2.1.3 Semiempirical Quantum Mechanical Methods

Semiempirical quantum mechanical (SQM) methods offer a balanced compromise between accuracy
and efficiency. Usually built upon the HF or DFT formalism, these methods incorporate numerous
approximations, such as neglecting or approximating two-electron integrals, and compensate for the
resulting loss of information by introducing empirically derived parameters. Consequently, SQM
methods have become invaluable in computational chemistry, especially for treating large molecular
systems where full HF or DFT calculations would be computationally prohibitive [110]. Furthermore,
SQM methods find widespread applications in molecular structure optimization and the elucidation
of reaction mechanisms in both organic and inorganic chemistry [108, 111, 112], as well as in
high-throughput screening [113–115] or multilevel modeling [116].
Over the last century, multiple SQM method families have been developed. The Hückel method
[117–119], introduced in the 1930s, was pivotal in simplifying the treatment of c-electron systems
using a SQM approach, approximating the Hamiltonian by employing a minimal basis set with only
on-site and nearest-neighbor interactions. Despite its simplicity, the method proved highly effective in
capturing the essential features of conjugated molecules. To improve the description of more complex
systems, such as non-planar molecules or transition metal complexes [120], the extended Hückel theory
was developed [121]. This method expanded the original framework by including all valence electrons
and was successfully applied in many qualitative studies of inorganic and organometallic compounds
[122]. Historically, the Hückel approaches were pivotal as they introduced key approximations that
laid the groundwork for more advanced SQM methods [122].
Building on the conceptual foundation of Hückel theory, the tight binding (TB) approach was
introduced in 1954 [123]. Closely related to the LCAO ansatz explained above [20], TB assumes that
electrons are tightly bound to their parent atoms [124, 125]. Initially developed for the description of
electron movements in solids, electrons are assumed to remain localized at their respective atomic
centers, with limited interactions with states of surrounding atoms, leading to wavefunctions that
closely resemble the atomic orbitals of isolated atoms [126].
Moreover, SQM methods can broadly be divided into those based on the HF formalism and those
derived fromDFT. Among the HF-based methods, early models such as NDDO (Neglect of Differential
Diatomic Overlap) [127] form the basis, where differential overlap between orbitals is assumed to
be small and hence the overlap matrix is replaced by a unit matrix. Thereby, under the assumption
of zero differential overlap, two-electron integrals containing differential overlap between orbitals
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on two different atoms are neglected, but all two-electron integrals with differential overlap between
orbitals on the same atom are retained [128]. The following methods are essentially modified
versions of the NDDO model, differing primarily in their treatment of core-core repulsion and distinct
parameterizations. InMNDO (Modified Neglect of Diatomic Overlap) [129, 130] empirical parameters
are adjusted to reproduce experimental properties from ground-state stable molecules. For this reason,
MNDO does not capture correlation effects in transition and excited states well [20]. Building upon
MNDO, AM1 (Austin Model 1) was developed to address some of its shortcomings by incorporating
additional Gaussian functions into the core-core repulsion term [131]. This modification helps to
better capture short-range interactions. PM3 (Parametric Method 3) [132, 133] represents another
reparameterization of the AM1 framework, retaining the same underlying NDDO formalism. In PM3,
exactly two Gaussian functions per element are used in the repulsion term, and all parameters are
determined through a fully automated fit to an extensive data set. Later developments such as PM6
[134] and PM7 [135] have significantly advanced the HF-based semiempirical family. PM6 uses a
much larger reference data set for parameter optimization and refines the treatment of core potentials
by employing pairwise parameters for each atomic pair, allowing to reduce the number of Gaussian
repulsion terms to only one for each atom [20]. Furthermore, including parametrization for third-period
elements and transition metals. This improvement allows PM6 to extend its applicability to a wide
range of systems, from organic molecules to inorganic complexes and biological macromolecules,
though it still does not fully account for all non-covalent interactions [136]. PM7 builds on PM6
by incorporating explicit corrections for dispersion and hydrogen bonding, removing the Gaussian
core-core terms for all but the H, C, N, O atoms [20]. These enhancements result in improved accuracy
for typical organic molecules and a more robust overall description without the need for separate a
posteriori corrections. Still, a persistent shortcoming of all NDDO-based methods is their tendency to
significantly underestimate rotational barriers in bonds with partial double-bond character.
In contrast to the HF-based methods, SQM approximations to DFT include Density Functional Tight
Binding (DFTB) [137–141]. DFTB takes a fundamentally different approach by expanding the total
electronic energy around a reference electron density d0, usually derived from a superposition of
neutral atomic densities, and retaining only the leading terms in the expansion:

� [d] = � (0) [d0] + �
(1) [d0, Xd] + �

(2) [d0, (Xd)
2] + � (3) [d0, (Xd)

3] + · · · (2.45)

with Xd = d − d0. Typically, this series expansion is truncated after the third-order term [142, 143], as
higher order terms contribute only marginally to the total energy while substantially increasing compu-
tational complexity and the number of parameters needed. In the regime of small density fluctuations,
the first three terms capture the dominant physical effects, providing a good balance between accuracy
and efficiency. Similar to NDDO methods, DFTB employs a minimal basis set, neglects three- and
four-center integrals, and treats only valence electrons explicitly [20]. The core-core repulsion energy
in DFTB corresponds to the zeroth-order term including no electronic contribution and is typically
parameterized using spline functions fitted to corresponding all-electron DFT results. In its simplest
form, the interactions between atomic orbitals are treated in a TB-like manner using precomputed
Slater-Koster tables derived from DFT calculations. This makes DFTB especially suitable for large
systems such as biomolecules or periodic solids where full DFT calculations would be computationally
prohibitive [144, 145]. However, the standard DFTB formulation struggles with highly polar or
charged systems. To address this limitation, the Self-Consistent Charge extension (SCC-DFTB) [141]
introduces an iterative scheme to adjust Mulliken atomic partial charges. Furthermore, additional
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polarization terms can be added to better describe proton affinities and hydrogen binding [142, 143].
Like standard DFT, DFTB does not inherently account for dispersion interactions, but these can be
added a posteriori [146]. Additional empirical corrections can also be applied to better describe
specific interactions that are poorly captured by DFTB alone, such as halogen bonding [147].
Another prominent DFT-based SQM method is the extended Tight Binding approach. As it is
of particular relevance for this thesis, the following section will present the method developed by
Bannwarth et al. (2019) [17, 18] in detail.

Extended Tight Binding
Inspired by the successes of DFT-based tight binding approaches, the so-called “extended Tight
Binding” (xTB) methods [17, 18, 148, 149] were developed, in which additional corrections and
interactions are incorporated to further refine the electronic structure description in complex systems.
The GFN-xTB method family represents a modern class of semiempirical quantum mechanical
approaches, specifically tailored for efficient and accurate prediction of molecular geometries,
vibrational frequencies, and non-covalent interactions. It is implemented in two parametrizations:
GFN1-xTB [17] and its successor GFN2-xTB [18]. Both methods are based on a minimal valence basis
of atom-centered, contracted Gaussian functions (STO-mG), employing polarization functions for most
main group elements to better capture hypervalent bonding situations. The GFN-xTB Hamiltonian
closely resembles that of DFTB, with GFN2-xTB incorporating electrostatic and exchange-correlation
effects up to second order in a multipole expansion. Contrary to DFTB’s element pair-specific
parameters, GFN-xTB requires only a global and element-specific parameter set. Both methods
GFN1-xTB and GFN2-xTB are parametrized for elements up to radon (/ = 86), thereby including
lanthanoids via an interpolation scheme. For lanthanoids, where the 4 5 shell is very compact and
has thus little influence on chemical bonding, the “ 5 -in-core” approximation [18, 150] is applied,
effectively treating all lanthanoids as lanthanum while implicitly accounting for the 4 5 electrons
through parametrization. Notably, GFN-xTB being spin-restricted, favoring low-spin configurations,
is generally advantageous for electronically complex systems, as it results in more stable calculations
compared to those involving high-spin states.
Similar to DFTB, the Taylor expansion of the total electronic energy in Equation 2.45 forms the basis
for the derivation for the xTB energy. In the GFN1-xTB framework the total energy is decomposed as

�GFN1−xTB = �
(0)
rep + �

(0)
D3 + �

(0)
XB + �

(1)
EHT + �

(2)
ies + �

(3)
ies + )el(el (2.46)

where each term accounts for distinct physical interactions. The zeroth-order energy terms do not
depend on the charge density but account for geometric factors. Density independent terms include
the Coulomb repulsion energy � (0)rep . It is given by the classical pairwise repulsion term, modified by
screening effects:

�rep =
1
2

∑
8, 9

/
eff
8 /

eff
9

A8 9
exp

(
−√U8U 9 A : 58 9 )

(2.47)

with /eff
{8, 9 } the effective nuclear charge, U{8, 9 } element-specific parameters, and a global scaling factor

: 5 . All these parameters are fitted, leading to e.g. optimized values of /eff that deviate from the
initial nuclear charge / by up to 30% [17]. Another density independent contribution is the D3
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dispersion correction � (0)D3 [146]. Since GFN1-xTB accounts only for isotropic electrostatics, an
additional correction � (0)XB is required to accurately describe halogen bonding:

�
(0)
XB =

∑
XB

5damp:-

(
Z

12 − :-2Z
6
)
/
(
1 + Z12

)
, with Z =

(
Acov,�-

A�-

)
(2.48)

Thereby, the correction takes the form of a modified Lennard-Jones potential with the effective covalent
distance Acov,�- = :-' (Acov,� + Acov,- ) and global, halogen-specific parameters :- , :-2 and :-'.
The damping depends on the angle \ = ^�-� between the acceptor atom � closest to the halogen,
the halogen - , and the donor atom � (Nitrogen or Oxygen) and is designed such that it vanishes for
non-planar configurations:

5damp =

(
1
2
− 1

4
cos \

)6
(2.49)

The first-order energy terms depend linearly on charge density fluctuations, with covalent bond
formation described by Extended Hückel Theory (EHT) providing the dominant contribution:

�
(1)
EHT =

∑̀
,a

%`a �
EHT
`a (2.50)

where %`a is the density matrix in a non-orthogonal basis, and �EHT
`a describes the interaction of

neutral atoms accounting for atomic-environment effects via fractional coordination numbers. The
density matrix is obtained by solving the Roothaan-Hall equations (c.f. Equation 2.29). To simplify
the description of covalent bonding, only valence electrons are considered. Effective one-electron
interactions are computed by scaling the averaged on-site level energies �EHT

``/aa with the overlap
matrix (`a and a shell-pair- and distance-dependent polynomial Π`a:

�
EHT
`a =

�
EHT
`` + �

EHT
aa

2
· (`a · Π`a (2.51)

The function Π`a , which depends on distance and orbital shape, is defined as:

Π`a =
(
1 + :�,;Z

) (
1 + :�,;Z

)
, with Z =

(
A��

Acov,� + Acov,�

)1/2
(2.52)

where ; is the azimuthal quantum number, Acov denotes the covalent radius, and : are element-
specific parameters. Additionally, the initial on-site energies ℎ` are scaled based on the local atomic
environment, incorporating D3 coordination number CN and empirical shell-specific parameters ::

�
EHT
`` = ℎ` (1 + :`CN`) (2.53)

The second-order energy terms describe interatomic electrostatic interactions in an isotropic manner:

�
(2)
ies =

1
2

∑̀
,a

@`�`a@a (2.54)
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where @` and @a are the atomic charges, and the interaction is mediated by the Coulomb tensor �. In
GFN1-xTB, the charge-charge interaction kernel is defined as:

�`a =

√
1

A
2
�� + 5avg(*`,*a)

−2 (2.55)

Here,* represents the Hubbard parameters of the respective orbitals, characterizing their chemical
hardness. The function 5avg provides an averaged value of these parameters, typically using arithmetic
or harmonic means. Since the atomic reference is assumed to be spherical, the chemical hardness* is
uniquely defined for each angular momentum quantum number ; and chemical element. Thereby, atom-
resolved partial charges @� for atom � can be obtained from the sum of orbital charges @� =

∑
`∈� @`.

The third-order energy terms capture on-site exchange-correlation effects using the shell-resolved
partial charges

�
(3)
ies =

1
3

∑
�

Γ� @
3
� (2.56)

with Γ� being an atom-specific Hubbard parameter and @� the Mulliken charge on atom �.
To incorporate Fermi smearing, which accounts for fractional orbital occupations, the electronic free
energy is introduced. This approach considers different electronic temperatures )el and an electronic
entropy (el, following a Fermi distribution for varying occupation numbers. The finite electronic
temperature framework facilitates covalent bond dissociation and enhances the stability of GFN-xTB
methods, particularly for describing transition states and transition metal complexes.

GFN2-xTB refines the GFN1-xTB framework by incorporating improved long-range and anisotropic
interactions. Its total energy expression is given by

�GFN2−xTB = �
(0)
rep + �

(1)
EHT + �

(2)
ies + �

(2)
aes + �

(3)
ies,l + �

(∞)
D4 + )el(el (2.57)

where the D3 dispersion correction is replaced by the D4 dispersion model, along with anisotropic
electrostatic terms, eliminating the need for explicit halogen bonding corrections and using shell-
resolved partial charges in the third-order onsite electrostatics. The anisotropic electrostatic terms are
realized through a multipole expansion, extending the interaction tensors beyond simple point-charge
interactions to include higher-order dipole-dipole and charge-quadrupole terms.
Further implementations of TB include the PTB model [151], which focuses on obtaining the

electronic density matrix d at DFT-level accuracy. By employing a deeply contracted, polarized
valence double-zeta basis set, PTB eliminates the major accuracy bottleneck of traditional SQM
approaches and conducts only two self-consistent field steps after which an interpolation scheme is
employed. Although no explicit energy expression is provided, PTB – constructed in the spirit of
GFN2-xTB and enhanced with additional corrective terms – delivers excellent electronic properties
while reducing computational cost by orders of magnitude compared to conventional DFT methods.
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2.2 Machine Learning

Machine Learning (ML) is a subfield of Artificial Intelligence (AI) focused on algorithms that learn
patterns from data [152]. ML algorithms are computational methods which are typically statistical
and data-driven and characterized by their ability to identifying patterns and relationships within
data. Instead of relying on explicit, hard-coded instructions, ML algorithms build internal models
using statistical techniques and iterative optimization during the training phase [153]. In contrast, AI
encompasses any general pursuit of intelligent behavior in machines to mimic human intelligence,
which includes rule-based systems, logic programming, and other methods not necessarily learning
from data (c.f. [154]).
In recent years, ML has been increasingly employed in QC to efficiently predict molecular properties.
Conventional first-principles methods, such as DFT, become computationally prohibitive as system size
grows (c.f. section 2.1). MLmodels can overcome this limitation by directly mapping molecular inputs
to target properties using data obtained from QC calculations. For this purpose, ML models require
sufficiently diverse and high-quality training data as predictions may become unreliable for molecules
substantially outside the training distribution. Although the initial generation of a representative
dataset and the training process itself can be computationally costly, trained ML models provide fast
predictions at often negligible computational cost, typically scaling linearly with system size $ (#).
As a result of providing rapid predictions and the capability to compute large structures at reasonable
cost, ML models significantly accelerate exploration of chemical space, enabling high-throughput
screening tasks in drug discovery and large-scale applications in molecular simulations, where systems
comprising thousands of atoms at near-DFT accuracy are modeled [155–157].
Primary focus of ML in the context of this thesis lies on supervised learning, where the task is
to approximate a mapping function from an input (molecular representation) to a target property
(energy, force, dipole moment, ionization potential, etc.) based on given input-output pairs as training
reference. However, for a holistic view on ML, it is worth mentioning other paradigms of ML in
the following: Unsupervised learning deals with finding patterns or structure in unlabeled data.
In chemistry, unsupervised methods can be used, for example, to cluster molecules according to
structural similarity or to learn low-dimensional representations of molecular conformations [158, 159].
Generative unsupervised models such as autoencoders [152, 160], generative adversarial networks
[161], or diffusion models [162] can learn distributions of molecular structures and have been used
to propose new molecules or materials with desired attributes by sampling the learned distribution
[163]. Reinforcement learning involves an agent learning a policy for making sequential decisions that
maximize a defined reward. In QC and drug design, it has been employed for tasks such as optimizing
multi-step reaction routes and design chemical libraries with a bias towards compounds within a
desired range of physical properties [164, 165].

Parallels between traditional QC approaches and ML
As described in section 2.1, DFT research aims at finding a functional �DFT [d] that maps electron
density d(r) to the energy of a system (cf. [11, 65]). Since the exact functional remains unknown,
researchers typically construct approximate functionals (e.g. LDA, GGA, hybrid functionals) by
enforcing known physical constraints and fitting to empirical data or higher-level calculations. Similarly,
SQM methods determine optimal parameters by fitting to chemical reference data, effectively
approximating physical interactions through a parameterized model. Both DFT’s search for an
appropriate functional form and SQM’s parameter optimization are reflected in the central idea of
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supervised ML: approximating an unknown function by learning from labeled training data. This
analogy between traditional QC approaches and ML methods naturally suggests the question: Can the
advantages of physics-based QC methods and data-driven ML techniques be effectively combined?
Note that, unlike many common ML applications (e.g. image recognition), where governing equations
are unknown, the ground-truth in QC is given by the Schrödinger equation, which is yet computationally
too costly to compute accurately. As shown in the following section, this scenario has motivated
the development of physics-informed ML methods, which explicitly encode fundamental principles,
such as symmetry invariance or interaction properties, directly into their network architectures.
Indeed, recent work increasingly integrates these approaches, leveraging ML algorithms for automated
functional development, while explicitly incorporating physical constraints to ensure correct asymptotic
behavior and consistency with fundamental principles [166–168]. The integration of physics-based
knowledge and statistical ML approaches will be a central theme throughout this thesis. To establish the
theoretical foundation, this section briefly outlines essential ML concepts relevant to QC applications.

2.2.1 Fundamentals and Key Concepts

In the following key ML principles are introduced, including model training, parameter optimization
via backpropagation, and regularization techniques to reduce overfitting and improve generalization.
Generally, regression predicts continuous values, while classification assigns discrete labels to samples.
In chemistry, regression is widely used to estimate molecular properties like energies, reaction barriers,
or solubilities, whereas classification helps identify toxic compounds, functional groups or charge
transfer nature for instance. For brevity and alignment with projects covered in the thesis presented, this
theoretical introduction focuses solely on regression tasks. It is worth noting that most classification
tasks can essentially be viewed as a form of regression, where continuous predictions are converted
into discrete outcomes using a predefined threshold. The fundamental concepts detailed here will be
used for the optimization of various supervised methods as explained in subsection 2.2.3.

Quantum Chemical Datasets
Before diving into ML concepts, one needs to take a look at the generation and processing of data.
QC datasets form the backbone of ML applications in chemistry and typically consist of collections
of molecules, which can represent a sampling of chemical space [169, 170], sets of conformations
[171, 172], or reaction data [173, 174]. Typically, besides molecular geometries and element types,
QC datasets contain detailed molecular information in the form of physical properties (energies,
dipole moments, atomic charges, etc.) or non-physical properties (SMILES identifiers [175–177],
stereochemistry information, etc.), which can serve as labels for supervised learning tasks. These
properties are either computed using QC calculations (e.g. DFT or SQM methods) or obtained from
experimental measurements.
ML models can be tailored to a specific target (e.g. a distinct reaction or a particular class of chemical
systems), or designed as general-purpose models capable of handling multiple elements and diverse
chemical classes (e.g. ML potentials). Depending on the intended application, the dataset must either
accurately represent a homogeneous chemical domain or be sufficiently diverse to capture broader
chemical complexity. In both cases, robust ML models typically require substantial amounts of data.
While for simpler tasks just a few dozen or hundreds of data points might suffice, more complex tasks
generally require beyond thousands of samples to ensure robust and accurate predictions [178].
It is common ML practice, that the available data is partitioned into separate subsets to facilitate
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objective model development and evaluation [152]. A common approach is to allocate a large portion
of the dataset, often around 80%, for model training and reserve the remaining 20% as a hold-out
test set, ensuring that performance after training is assessed on unseen data for an unbiased estimate
of generalization ability. The training portion is frequently further split to create a validation set,
which is used for hyperparameter tuning and to monitor the learning process. It is critical that the
test set be completely disjunct from the training set and remain unseen by the model during training.
Any inclusion of test data in the training or tuning process results in information leakage, potentially
leading to artificially inflated model performance [179]. Moreover, the repeated use of a single test set
over the years can lead to overly optimistic evaluations, causing benchmarks to become less reflective
of a model’s true performance in real-world scenarios [152].

Overfitting occurs when a model captures not only the underlying data patterns but also the noise in
the training data, resulting in high performance on the training set but poor generalization to unseen
data (i.e. poor performance on the test set). To counteract overfitting, techniques such as regularization
can be employed (see below). Furthermore, when the dataset is small, dividing it into a fixed training
set and (a small) test set can introduce significant statistical uncertainty in the generalization estimation.
In such cases, :-fold cross-validation provides a more robust evaluation method by partitioning the
data into : non-overlapping subsets. In each fold, one subset serves as the test set while the remaining
data is used for training, and the final error is averaged over all folds [152]. Another statistical model
validation method is bootstrap aggregating, where multiple samples are drawn with replacement from
the original dataset to form new training sets. For each bootstrap sample, a model is trained and then
evaluated on the remaining out-of-bag data. The resulting ensemble of trained models can then be
evaluated on the test set. This approach not only provides an estimate of the model’s performance but
also allows for the computation of confidence intervals. Bootstrapping is particularly useful when
dealing with small datasets, as it maximizes the use of available data while mitigating overfitting [152].
Prominent examples of organic datasets include GDB-17 [169], QM9 [170], GEOM [171], and

SPICE [180, 181], which contain millions of molecular structures capturing a wide range of chemical
properties. In addition, specialized datasets such as tmQM [182] for transition metal complexes,
LnQM for lanthanoids [183], and AcQM [184] for actinoids provide targeted insights into specific
classes of molecules. Handpicked collections like GMTKN55 [89, 185], although comprising fewer
molecules, are highly valued for their chemical relevance and diversity. Other notable datasets
include the ANI-1 dataset [157, 186], and the S66x8 dataset [187], which offers detailed insights into
intermolecular interactions at a coupled-cluster reference level. Additionally, the MD17 dataset [188],
derived from molecular dynamics trajectories, and datasets focusing on conformers and solvent effects
in large drug-like molecules [172] further enrich the available resources. This diversity in data not
only enables precise analysis but also fosters the development of robustMLmodels in chemical research.

Loss Functions for Regression Tasks
In supervised learning, the loss function is used to quantify the discrepancy between model predictions
and reference values, directly influencing optimization dynamics of gradient-based methods. Its
appropriate choice is critical to aligning model performance with scientific objectives. For each
input sample G with its associated label Ĥ, a parameterized function 5 with parameters \ generates a
prediction H = 5\ (G). A general loss function ! can then be written as

! := ! (y, ŷ) = ! ( 5\ (x), ŷ) (2.58)
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where \ represents the parameters of the model, x denotes the input data, ŷ the reference labels,
and y = 5\ (x) the predicted outputs for all samples in the dataset. In regression tasks common loss
functions include mean squared error (MSE) and mean absolute error (MAE), each with distinct
properties affecting sensitivity to outliers. The MSE loss corresponds to the !2 norm of the error
vector and is defined as

!MSE =
1
#

#∑
8=1
(H8 − Ĥ8)

2 (2.59)

where H8 is the reference value and Ĥ8 is the predicted value for the 8-th sample. MSE measures the
average squared error, penalizing larger deviations more strongly due to the quadratic term. However,
this makes MSE highly sensitive to outliers, as large errors contribute disproportionately to the loss.
MSE is a smooth, differentiable function with respect to the difference between H and Ĥ, which
facilitates optimization of the network parameters \ through gradient-based methods (see below).
Additionally, MSE corresponds to performing maximum likelihood estimation under the assumption
of Gaussian noise [189], further justifying its widespread use in regression. Furthermore, the MAE
loss corresponding to the !1 norm of the error vector is defined as

!MAE =
1
#

#∑
8=1
| H8 − Ĥ8 | (2.60)

which represents the average absolute error between predictions and ground truth. Unlike MSE,
MAE is less sensitive to large outliers, making MAE more robust in the presence of high-variance or
noisy data. Note that minimizing the MAE leads the model to predict the median of the conditional
distribution of H given G, in contrast to MSE, which corresponds to the mean [190]. One major
drawback of MAE is that it is not differentiable at zero error due to the cusp of the absolute value
function, though this is typically handled using subgradient methods or smooth approximations in
optimization frameworks [191].
In practice, a variety of loss functions are utilized, each tailored to specific problem characteristics and
data distributions [192]. Further examples include the Root Mean Squared Error (RMSE) loss, which
provides an error metric in the same units as the target variable and gives an unbiased expectation
forecast for asymmetric predictive distributions:

!RMSE =
√
!MSE (2.61)

The Huber loss function [193] combines the advantages of MSE and MAE, behaving quadratically
for small errors and linearly for large ones, making it more robust to outliers. Another example is
the Log-Cosh loss [194], which is defined as the logarithm of the hyperbolic cosine of the predic-
tion error. Similar to Huber loss, it smooths the effect of large deviations while remaining differentiable.

Optimization Algorithms and Backpropagation
For the optimization of many parametric models, especially neural networks, the loss function and
backpropagation play a central role. It is important to note that non-parametric models are generally
trained differently, for example Gaussian processes models typically combine a prior and likelihood
function based on the training samples [195]. In the following the optimization of parametric models
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will be elaborated, as parametric models play a pronounced role in this thesis. Once a loss function
is defined, optimizing a parametric ML model involves finding the model parameters (so-called
“weights”) that minimize this loss on the training data, a process corresponding to a parameter
optimization and in ML referred to as “training”. In most cases, an analytical solution to this
optimization problem is neither feasible nor possible due to the complexity and high dimensionality
of modern ML models. Therefore, numerical optimization techniques are employed to iteratively
adjust parameters and minimize the loss. Gradient descent and its variants, such as stochastic gradient
descent (SGD) [2] and Adam optimizer [196], are widely used, particularly in neural network training,
due to their scalability and efficiency in large parameter spaces. Nevertheless, alternative optimization
techniques exist, including Newton’s method [197–199], quasi-Newton methods (e.g. L-BFGS
[200–204]), and evolutionary algorithms [205, 206], which can be advantageous in specific settings
where gradient information is unavailable.
Gradient descent in its simplest form updates the model parameters \ iteratively in the direction of the
negative gradient of the loss:

\ ← \ − [ ∇\! (\, x) (2.62)

where [ is the learning rate controlling the step size, and ! (\, x) is the loss function evaluated on
the training data x. In practice, computing the gradient on the entire training set x for each update
can be very slow when the dataset is large. Therefore, most implementations use SGD or mini-batch
gradient descent: at each step, the gradient is estimated from a random subset (“mini-batch”) x8 of the
training points [2, 152]. This introduces some noise in the gradient but allows much faster iterations
and often helps escape local minima due to the stochastic nature. For SGD the size of the mini-batch
amounts to one, i.e. a single sample, whereas for mini-batch gradient descent the batch size is a
variable hyperparameter.
Modern optimization algorithms build on basic gradient descent with various enhancements to
improve convergence speed, robustness, and adaptability. One such technique is “momentum”, which
introduces a velocity term that accumulates past gradients as an exponential moving average. This
smooths oscillations in the gradient descent trajectory, particularly in narrow, steep valleys of the
loss landscape, and often accelerates convergence along consistent gradient directions [152]. The
momentum update follows

a ← Va + (1 − V)∇\! (\, x) , \ ← \ − [ a (2.63)

where V is the momentum coefficient, [ is the learning rate, and ∇\! (\, x) is the gradient of the loss
function with respect to the parameters \. An important class of optimizers employs adaptive learning
rates, i.e. adjusting the step size for each parameter based on the history of gradient magnitudes.
A widely used method in this category is the Adam (adaptive moment estimation) optimizer [196],
which combines momentum with adaptive learning rates. Adam maintains exponentially decaying
averages of past gradients <C and squared gradients EC at a given training iteration C via

<C = V1<C−1 + (1 − V1) 6C (2.64)

EC = V2EC−1 + (1 − V2) 6
2
C (2.65)

where 6C = ∇\! (\C , x) is the current gradient, and V1, V2 are decay rates. To correct for initialization
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bias, Adam applies bias correction before updating the parameters:

\ ← \ − [
<̂F√
ÊF + n

(2.66)

where n << 1 prevents division by zero and the weighted moments <̂F = <C/(1 − V
C
1) and

ÊF = EC/(1 − V
C
2) compute the bias-corrected moment estimate. These weighted moments are used to

counterbalance the initial bias introduced by setting the moment estimates to zero. As the time step C
increases, the correction factors converge to <̂F ≈ <C and ÊF ≈ EC . Since EC estimates the uncentered
variance of the gradient at each step, it can be interpreted as providing an adaptive learning rate
∼ 1/

√
ÊC , resulting in larger(smaller) steps when the gradient fluctuations are small(large). Although

Adam does not guarantee convergence for all convex objectives [207], it has become a standard
optimizer in deep learning due to its robustness, ability to handle sparse gradients, and adaptability
across different parameter scales [208].
Second-order optimization methods, such as Newton’s method [197–199] and quasi-Newton techniques
like Limited-memory BFGS (L-BFGS) [200–204], leverage curvature information to accelerate
convergence. L-BFGS approximates the Hessian using a compact set of vectors, making it feasible for
high-dimensional problems without storing the full matrix [204]. While it requires fewer iterations
than first-order methods, each step is computationally expensive due to the high computational
cost of inverting the Hessian, limiting its use to smaller-scale tasks like fine-tuning small networks.
Large-scale deep learning instead favors first-order stochastic optimizers like Adam, which scale much
more efficiently. In contrast to gradient-based optimization, evolutionary algorithms (EAs) take a
population-based approach, inspired by natural selection [205, 206]. These methods iteratively evolve
candidate solutions using genetic operators such as mutation, crossover, and selection. Evolutionary
strategies and genetic algorithms are particularly useful in non-convex, high-dimensional, or black-box
optimization problems where gradients are unavailable or impractical to compute. While EAs are
often less sample-efficient than gradient-based methods, they excel in optimization landscapes with
multiple local optima and are applied in hyperparameter tuning, reinforcement learning, and neural
architecture search [209].
The basis for gradient-based optimization in neural networks is the backpropagation algorithm

[210], which efficiently applies the chain rule of calculus to systematically compute gradients of
the loss function with respect to each weight within the network. By propagating prediction errors
backward through the network layers, backpropagation enables efficient parameter adjustments for
arbitrary depth of the network, progressively minimizing the loss [152]. One notable advantage
of backpropagation lies in the reuse of all computed partial derivatives, eliminating the need to
recalculate the entire chain of derivatives from scratch for each gradient. Despite its effectiveness,
particularly in supervised learning tasks, gradient-based optimization encounters challenges such as
the vanishing and exploding gradient problems in deep neural networks [211–213]. To mitigate these
issues, specialized architectures and optimization techniques, including residual networks [214, 215]
and normalization methods (e.g. batch and layer normalization) [211, 216], have been developed.
Importantly, backpropagation itself is not an optimization algorithm but a procedure to compute
gradients, which are subsequently used by optimizers such as SGD or Adam to update network
weights. Without backpropagation or a similar automatic differentiation technique, training deep
neural networks with millions of parameters would be impractical [152].

28



2.2 Machine Learning

Regularization Techniques
A constant concern in ML is overfitting, whereby a model captures random noise or specific
idiosyncrasies in the training data instead of the underlying general patterns. Overfitting reduces
the model’s ability to generalize to unseen data, thus necessitating regularization techniques, which
impose constraints or penalties on model complexity. Regularization often involves adding penalty
terms to the loss function !, resulting in a modified cost function !reg that is minimized during model
training. Thereby, the hyperparameter _ controls the strength of the regularization penalty. Two
common approaches are lasso and ridge regularization. In lasso regression (L1), the absolute values
of the weights are penalized [217, 218]:

!reg = ! + _
∑
9

|F 9 | (2.67)

The L1 penalty induces sparsity, potentially driving individual weights to zero and effectively selecting
relevant features, beneficial for identifying critical molecular descriptors in chemical applications. In
ridge regression (L2), the squared Euclidean norm of the weight vector w is penalized [219–221]:

!reg = ! + _
∑
9

F
2
9 (2.68)

This penalty also mitigates overfitting by controlling model complexity. In comparison to L1
regularization, L2 regularization is not sparse, driving weights only close to zero.
Further regularization techniques include early stopping, dropout and data augmentation: In iterative
training methods, it can be observed that both training and validation error initially decrease together,
but after a certain number of iterations, the validation error begins to rise again while the training
error continues to decline. In those cases, early stopping terminates the training process once the
performance on a validation set begins to deteriorate, hence reducing overfitting [152]. Dropout
randomly sets the weight of a fraction of neurons to zero during each training iteration, preventing
individual neurons from relying excessively on specific noise patterns [222–224]. At inference time,
all neurons are utilized again. To compensate for dropout during training, the outgoing weights
of a unit that was kept with probability ? are scaled by ?, ensuring that the expected activation
remains consistent [223]. Data augmentation increases dataset diversity by applying transformations or
perturbations, such as small variations in molecular geometries or alternative molecular representations,
thus improving the model’s invariance and generalization capability. Examples include augmentation
of SMILES string representation [175–177] to enhance ML model performance [225, 226]. Each
of these aforementioned regularization techniques can be used individually or in combination. In
practice, the choice of regularization and its strength (_ or dropout rate, etc.) is often tuned via
cross-validation to find the best trade-off between training and validation error [152].

2.2.2 Molecular Representations and Descriptors

An important step in applying ML to QC is choosing how to represent a molecule in a computer-
interpretable way. This representation, often referred to as a “molecular descriptor” or “feature
vector”, must capture the salient information about the molecule’s structure and composition that
determines the property of interest. At the same time, it should satisfy symmetries with respect to
permutations, rotations and translations of atomic coordinates. Note that most scalar properties (e.g.
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energy) are invariant to the aforementioned transformations, while vector properties (e.g. dipole
moments) generally transform covariant under these transformations. Furthermore, for extensive
properties, descriptors must exhibit size extensivity, i.e. combined non-interacting subsystems should
yield descriptors and predictions reflecting additive contributions. Molecular representations that do
not fulfill these criteria might lead to unphysical behavior. For an overview over different approaches,
in this section common traditional handcrafted descriptors and graph representations are introduced.

Handcrafted Molecular Representations
Early work of ML in QC relied on explicit, fixed-length descriptors of molecules. These descriptors
are mathematical quantities that are derived from the molecular structure including atoms and their
positions and are often designed to be invariant to certain transformations such as rotation of the
molecule.
One of the first successful representations of molecules is the Coulomb matrix [155]. For a molecule
with # atoms, the Coulomb matrix � is an # × # matrix defined by

�8 9 =

{ /8/ 9

‖'8−' 9 ‖
8 ≠ 9

1
2/

2.4
8 8 = 9

(2.69)

where /8 is the atomic number of atom 8 and '8 its Cartesian coordinates. Off-diagonal elements
represent the Coulomb repulsion between atoms 8 and 9 , while diagonal elements are an arbitrary,
fixed formula related to the atomic number – originally 1

2/
2.4
8 was proposed as a heuristic to encode a

notion of atom self-energy. The Coulomb matrix is symmetric and, in principle, contains enough
information to reconstruct the full set of interatomic distances and atom types. However, one problem
is that the matrix depends on the ordering of atoms via the indices 8, 9 . Permuting atom labels will
thus lead to a different matrix and thereby complicating a unique representation for a given system.
To counter this, different sorting strategies can be applied to the entries in the Coulomb matrix (e.g.
by atomic charge). However, this introduces a degree of discontinuity, whereby small changes in
geometry might change the sorting order of atoms.
To improve upon the Coulomb matrix, the Bag-of-Bonds (BoB) representation was developed [227]
by eliminating the need to sort whole matrices. The idea is to treat each type of pairwise interaction
separately. Thereby, all off-diagonal Coulomb matrix elements are grouped into “bags” according
to the pair of atom types involved (e.g. C-H, H-H, C-N, ...). Within each bag, the Coulomb terms
are sorted and padded with zeros to a fixed bag size. Finally, the sorted values from all bags are
concatenated into one long vector. The BoB representation is invariant to atom index permutations but
typically yields a higher-dimensional representation than a Coulomb matrix for the same molecule,
due to being effectively a sparse expansion of the Coulomb matrix entries.
Instead of a global descriptor for the whole molecule, Atom-Centered Symmetry Functions (ACSF)
[228] are a set of local descriptors computed around each atom. ACSFs encode the local chemical
environment of each atom in a way that is invariant to permutations of neighboring atoms and to
overall translation and rotation of the molecule. Typically, a set of radial and angular functions are
defined. For example Behler (2011) suggests, a radial symmetry function for atom 8

�
rad
8 =

∑
9

4
−[ ('8 9−'B)

2
52 ('8 9) , (2.70)
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where '8 9 is the distance between atom 8 and 9 , [ and 'B are parameters , and 52 (') is a cutoff
function that smoothly goes to 0 at some cutoff radius '2 , so that only neighbors within '2 contribute,
ensuring locality. This captures a smoothed histogram of neighbor distances around atom 8. To
enhance local resolution, multiple radial symmetry function can be constructed for different choices
of [, 'B. Angular symmetry functions consider triplets of atoms [228]

�
ang
8
= 21−Z

∑
9

∑
:≠8

(1 + _ cos \8 9:)
Z
4
−[ ('2

8 9+'
2
8:+'

2
9: ) 52 ('8 9) 52 ('8:) 52 (' 9:) (2.71)

with parameters Z, _, [. Here \8 9: is the angle at atom 8 subtended by neighbors 9 and : . This function
accumulates contributions from each pair of neighbors ( 9 , 8) and (:, 8), encoding both their distances
to 8 and the angle between them. By using various parameter sets ([, 'B, Z , _), one generates a vector
of symmetry function values for each atom that uniquely describes the environment of that atom up to
the cutoff radius. The ACSFs are invariant to swapping neighbors 9 and : due to summation and to
rotation/translation due to their sole dependence on interatomic distances and angles. Despite their
advantages in accurately capturing the local atomic environment, ACSFs become computationally
expensive as chemical complexity increases due to the large number of symmetry functions required.
Additionally, while they explicitly encode local geometry up to three-body correlations, ACSFs
necessitate careful function selection and rely on a fixed cutoff, meaning that long-range interactions
beyond this threshold are neglected unless addressed separately.
Further molecular descriptors include: The many-body tensor representation which generalizes
the Coulomb matrix to include higher-body terms [229]. The smooth overlap of atomic positions
(SOAP) uses a rotationally invariant power spectrum of atomic neighbor density expansions [230].
Classical cheminformatics fingerprints such as Morgan fingerprints [231, 232] encode substructure
patterns as a binary vector in which each bit indicates the presence of a particular chemical fragment
up to a certain radius. These fingerprints are invariant to atom reordering and are extremely effi-
cient to compute, yet they lose geometric information because they typically consider only connectivity.

Graph-Based Molecular Representations
An efficient way to represent molecules is as graphs [233]. In a molecular graph [234], each node
corresponds to an atom, and each edge to a chemical bond connecting the corresponding atoms.
Optionally, graph edges can also connect non-bonded atoms, e.g. by using a distance cutoff to
connect atoms within a certain radius, thereby incorporating geometric proximity beyond formal
bonds. Furthermore, features can be assigned to nodes, edges or even the entire graph. In that case,
each node holds a feature vector containing information such as an encoding of the element type as
well as other atomic properties (e.g. atomic partial charge, hybridization state, electronegativity).
Edges can also store information, such as bond order or distance-based metrics.

An advantage of graph-based molecular representations lies in their intrinsic ability to handle inputs
of variable size. Molecules with arbitrary numbers of atoms directly map to graphs of corresponding
topology. Furthermore, graphs explicitly encode locality via adjacency, naturally capturing the
molecular environment for each atom. Additionally, graph representations facilitate interpretability
by aligning with chemical intuition, offering a direct correspondence between nodes and atoms, as
well as functional groups and subgraphs. In comparison to handcrafted descriptors, little domain
knowledge needs to be embedded explicitly in graph-based approaches as features are “learned” by
the model itself during training [235, 236].
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Another advantage of graph-based molecular representations lies in their inherent adherence to
symmetry. Thereby, representing molecules as graphs naturally respects key physical invariances.
Permuting node indices does not alter the abstract graph structure, since a graph is formally defined by
its connectivity pattern rather than by specific node labels. Consequently, algorithms, which operate on
connectivity and node features, inherently treat isomorphic graphs equivalently, independent of atom
labeling [237]. Furthermore, pure graph representations based solely on connectivity are inherently
invariant to translations and rotations, as they exclude absolute spatial information. However, this
invariance introduces a notable limitation: connectivity-only graphs cannot distinguish between
different spatial arrangements, such as stereoisomers. Therefore, explicit inclusion of geometric
information, typically via distance-based node or edge features, is necessary to enable graph-based
methods to perform tasks like conformational searches effectively. In such cases, modern models
predominantly utilize relative spatial information (e.g. interatomic distances or angles) or employ
specialized equivariant architectures to maintain symmetries [238]. Examples include equivariant
networks such as NequIP [239] and MACE [240], which in-detail go beyond the scope of this
theoretical overview but represent powerful tools for incorporating physical symmetries into learned
representations.

It is important to note that representation quality often directly correlates with model performance:
A powerful learning algorithm cannot fully compensate for a poor choice of representation that does
not reflect important symmetries or loses crucial information. Conversely, a well-chosen representation
can in-theory simplify the task so much that even a simple model would achieve excellent results [152,
241]. The development of representations and models has gone hand-in-hand, leading to the next
section on how supervised learning models are built on top of these representations.

2.2.3 Supervised Learning Approaches in Quantum Chemistry

Having established how to represent molecular data for ML, this section turns to the various supervised
learning models that can be used to map those representations to desired properties. Supervised
models in QC span from simple regression techniques to complex deep learning architectures. The
following section briefly surveys the landscape of these approaches, starting with classical regression
methods and then focusing on neural networks, which are of key relevance to this work.

Traditional Regression Models
Early applications of ML in chemistry often utilized relatively simple regression algorithms on top of
handcrafted molecular descriptors. These methods are grounded in statistical learning theory [242]
and usually offer advantages in terms of interpretability and training on smaller datasets, at the cost of
potentially lower asymptotic performance compared to large neural networks trained on huge datasets.

The arguably most simple regression model is linear regression [189]. This assumes the property H
is a linear combination of the features G 9 : Ĥ = F0 +

∑
9 F 9G 9 . Training involves solving for weights F 9

that minimize loss on the training data. While a linear model is too simplistic for most QC properties
across diverse chemistry, it can be useful in limited contexts such as correlating a property for a series
of similar molecules. Often linear regression in combination with lasso and ridge regularization
(c.f. subsection 2.2.1) is applied in the context of sparse data availability or for feature selection (i.e.
selecting most relevant descriptors from a larger pool). Despite being limited to linear correlations, its
interpretability makes linear regression a great supplement to many statistical analyses.
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Classical linear models such as ridge regression often struggle to capture nonlinear relationships
effectively. A common strategy to address this is transforming input data G into a higher-dimensional
feature space via G ↦→ q(G), where complex nonlinear patterns become linearly representable. However,
explicitly performing this transformation q(G) is typically expensive or impractical.
Kernel ridge regression (KRR) [243, 244] is a nonlinear extension of ridge regression using the

“kernel trick”. Instead of solving the regression in the input space, one implicitly maps G to a
high-dimensional feature space via a kernel function : (G, G ′) = q(G)>q(G ′) that computes scalar
products in the feature space without the need of explicit information on transformation q. Solving the
the regression problem in the feature space using the kernel, enables KRR to model complex nonlinear
relationships while retaining computational efficiency. Kernel functions are designed such that they
quantify the similarity between data points based on their descriptors. Common kernels in chemistry
include Gaussian kernels [155]:

: (G, G ′) = exp
(
− ‖G − G

′‖2

2f2

)
(2.72)

KRR features uncertainty estimates and a closed form solution which is advantageous for small to
medium-sized datasets regarding computing time. However, KRR scales poorly with the number
of training points # , due to solving the linear system requiring $ (#3) operations. Thus, for large
datasets other regression methods (e.g. neural networks) become more feasible.

Gaussian process regression (GPR) [245] is closely related to KRR. Both KRR and GPR leverage
the kernel trick to enhance their expressiveness, allowing them to better fit the training data. While
KRR identifies a single target function by minimizing a loss function, GPR adopts a probabilistic
framework. In GPR, Bayes’ theorem [246] is used to construct a Gaussian posterior distribution
over target functions, effectively merging prior beliefs with a likelihood function derived from the
observed data to estimate the posterior distribution. Indeed, given appropriate hyperparameters, the
mean of this posterior with observation noise is the KRR predictor. GPR intrinsically provides a
prediction uncertainty, making it useful for guiding experiments or active learning approaches [247,
248]. Similar to KRR, the scaling of $ (#3) limits GPR to a small datasets unless sparse GPs or
approximations are used [249, 250].

Generally, the presented regression models require choosing a suitable kernel or assuming linearity,
which means they rely heavily on the quality of the chosen descriptors. If the descriptors lead to the
target quantity being relatively smooth or linear in some transformed space, these regression methods
can produce excellent results even with limited data. However, for more complex tasks where the
choice of descriptors is not straight-forward, neural networks as presented in the next section pose a
viable alternative.

Neural Networks
Neural networks (NNs) are a class of regression models constructed in a layer-wise fashion, which
enables them to capture complex, non-linear relationships within data. Supported by the Universal
Approximation Theorem, even a single hidden layer neural network can approximate any continuous
function on a compact domain to an arbitrary degree of accuracy, given enough hidden units [251,
252]. As a result, NNs have emerged as the method of choice for addressing a wide range of challenges,
from standard pattern recognition [253] to advanced applications in QC [254–256]. Their scalability
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and flexibility allow them to effectively model intricate relationships in data that are often intractable
by traditional methods. In the following, ML architectures most relevant to this thesis are elucidated,
starting with fully-connected feedforward neural networks and progressing to graph neural networks
in the next section, which are particularly pertinent for applications in QC.

Multi-Layer Perceptrons (MLPs) [257] are fully-connected feedforward networks that transform a
fixed-length input vector (i.e. a molecular descriptor) through successive layers to capture complex
nonlinear relationships. Each layer performs a linear transformation followed by a nonlinear activation
function f. A single layer is generally defined by

h8 = f(,8h8−1 + b8) (2.73)

with,8 being the weight matrix and b8 the bias vector in the given layer. By sequentially propagating
vector h8 through each layer, information is processed. Layers other than the input and output layers
are commonly referred to as “hidden layer”. Specifically, the input vector x is fed into the network such
that h0 = x, and the final layer outputs the predicted quantity hlast = ŷ. As detailed in subsection 2.2.2
the input vector x can constitute molecular descriptors such as Coulomb matrix eigenvalues. Common
activation function include rectified linear unit (ReLU) and sigmoidal functions such as logistic and
hyperbolic tangent:

fReLU(G) = max(0, G) (2.74)

flogistic(G) =
1

1 + 4−G
(2.75)

ftanh(G) = tanh(G) = 4
G − 4−G

4
G + 4−G

(2.76)

Typically, the same activation function is used throughout all hidden layers. Depending on the research
question, the activation function for the output layer is adjusted, e.g. when predicting a continuous
scalar variable H ∈ [−∞, +∞] the activation function in the last layer is usually omitted. Optimization
of the network parameters (,8 and b8) is usually performed using backpropagation in combination
with adaptive methods such as Adam (c.f. subsection 2.2.1). Figure 2.3 illustrates a fully connected
feedforward NN with an input vector of dimension 3, a single hidden layer, and a scalar output.

The architecture of a MLP is highly flexible, with no predefined constraints on the number of hidden
layers or the size of each individual layer, i.e. the dimensionality of,8, b8, and consequently h8+1.
The predictive accuracy of NN models often depends not only on the availability of data but also on
the chosen architecture. Deep models have gained prominence for their ability to automatically learn
hierarchical feature representations from raw data [152]. Unlike shallow architectures, deep NNs
stack multiple hidden layers, allowing them to extract increasingly abstract features. This automated
feature learning reduces the reliance on manual feature engineering and often leads to improved
predictive performance [257]. However, the training of deep models can be challenging due to issues
like vanishing or exploding gradients [213] (see also subsection 2.2.1). For example, when the outputs
of multiple sigmoid activations are very small, the gradient associated with these parameters can
become nearly zero. To mitigate these problems, modern techniques∗ such as batch normalization
[211], residual connections [214] or gradient clipping [258] are employed. These innovations have
not only enhanced training stability but have also propelled deep learning to achieve state-of-the-art

∗ Probably, Jürgen Schmidhuber had invented them all already back in 10 000BC.
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Figure 2.3: A fully connected feedforward neural network with an exemplary input vector x (blue), one hidden
layer (yellow), and a scalar output (gray). The arrows represent the flow of information, where weights,8 9 and
corresponding bias terms 18 9 are applied, followed by an activation function f. For visual clarity, these terms
are not explicitly shown on every arrow.

results across a wide range of applications, for instance in computational chemistry [259].
Further examples of the application of NNs in QC include the development of NN potentials by

Behler et al. (2007), which employ MLPs to represent high-dimensional potential energy surfaces
of complex molecular systems [6]. In this approach, the total energy of a system is partitioned into
atomic contributions, applying a separate MLP associated with each element type, that computes
an atom-specific embedding. This is based on the locality assumption, as an atom’s contribution to
the total energy is primarily determined by its local environment. Hence, many´ NN-based models
compute the total energy as a sum of atomic contributions. Moreover, ACSF-based descriptor
models have been proposed [228], taking the ACSF vector of an atom as input for these NNs (c.f.
subsection 2.2.2). Another notable example is ANI-1 [157], a NN potential designed to predict
molecular energies with near-DFT accuracy at the computational cost of classical force fields. It
employs a modified version of Behler-Parrinello symmetry functions to construct atomic environment
vectors, which serve as molecular representations that capture both configurational and conformational
degrees of freedom. For the generation of training data, ANI-1 utilizes Normal Mode Sampling to
produce a diverse set of molecular conformations, thereby enhancing its transferability. Additionally,
PhysNet [260] is a high-dimensional NN designed to predict properties such as energies, forces,
dipole moments, and partial charges. It applies MLPs that leverage learnable distance-based attention
masks to model atomic interactions in a physically meaningful way. By integrating residual blocks
and explicit electrostatic terms, PhysNet effectively captures both short- and long-range interactions,
making it suitable for a wide range of chemical systems.

2.2.4 Graph Neural Networks

Graph Neural Networks (GNNs) [261–263] represent a significant advancement in molecular ML by
providing a native representation of molecular structure (c.f. subsection 2.2.2). Unlike traditional
NNs, like MLPs, which require fixed-size input vectors, GNNs can process molecular graphs of
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arbitrary size, enabling predictions at the node, edge, or global graph level. In a message passing
scheme each atom is initially assigned a feature vector, which is then refined through multiple graph
layers with iterative message passing. This native integration of molecular descriptors renders GNNs
one of the most universally applicable and high-performing architectures, thus playing a central role
in state-of-the-art models for QC [4, 264, 265]. Thereby, a GNN can be trained end-to-end using
techniques such as gradient descent to minimize the loss on the target property (c.f. subsection 2.2.1).
In the following a detailed look at GNNs in the context of QC is given, including their mechanisms,
advantages, and some specific architectures and challenges.
Commonly, a molecule is represented as a graph � = (+, �), where each node 8 ∈ + corresponds

to an atom and each edge (8, 9) ∈ � signifies a bond or interaction between atoms 8 and 9 [263]. The
graph is further augmented with node features ℎ (0)

8
for each atom, which encode the atomic number

– typically represented as a one-hot vector over element types or as an integer embedding – and
may also include additional properties such as atom type, formal charge or hybridization. Similarly,
edge features 48 9 capture characteristics of each bond, such as bond type (e.g. single, double, triple,
aromatic), ring participation, or, in the context of 3D graph networks, spatial information like the
vector or distance between atoms [235]. In fully connected graph representations every pair of atoms
is linked by an edge defined by the interatomic distance A8 9 , with those beyond a certain cutoff typically
being disregarded to manage complexity. In molecular graph representations, rather than constructing
a fully connected graph where every pair of atoms is linked by an edge defined by the interatomic
distance A8 9 , a cutoff is introduced to retain only local connections. This approach yields a graph that
is not fully connected overall, although the resulting subgraphs within the cutoff radius are densely
connected. The ultimate objective is to utilize these inputs and topology to generate predictions of
physical quantities. For molecular properties that apply to the entire molecule, information from all
atoms is aggregated, whereas for atom-specific outputs, such as atomic charges or forces, the network
directly provides per-node predictions.
The core mechanism of many GNNs is iterative message passing. At iteration C, each node 8 has

a state vector (embedding) ℎ (C)
8
. Initially ℎ (0)

8
is the feature embedding of atom 8, usually a learned

vector associated with its element type. At each iteration a “message” is sent from node 9 to neighbor
8:

<
(C)
8 9
= "

(C) (
ℎ
(C)
8
, ℎ
(C)
9
, 48 9

)
(2.77)

The function " (C) for generating messages could be the same at every layer or different. Sometimes,
messages are computed only using the neighbor’s state ℎ (C)

9
and edge features 48 9 – hence not using

ℎ
(C)
8

explicitly as this information is already processed using the update function* (C) (see below) [261,
263]. After message generation node 8 aggregates all incoming messages:

<
(C)
8
=

∑
9∈N (8)

<
(C)
8 9

(2.78)

where N (8) denotes neighbors of 8. Note that the sum (or average) is invariant with respect to
permutations of neighbors. Subsequent to message aggregation the node state is updated using an
update function* (C)

ℎ
(C+1)
8

= *
(C) (

ℎ
(C)
8
, <
(C)
8

)
(2.79)
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where* (C) is typically an MLP that produces the new embedding ℎ (C+1)
8

from the previous embedding
ℎ
(C)
8

and the aggregated message < (C)
8
. Since embeddings and aggregated messages have the same

fixed size for all nodes, fixed-size MLPs can be utilized. The size for these internal representations
are hyperparameters which are part of the architectural design of the model. Hence, the input/output
dimensionality for the employed MLPs is independent of the graph size and thus the same model can
be applied to molecules of different sizes.
Repeating this messing passing for several iterations allows information to propagate through the
graph. After ) iterations, each node’s embedding ℎ () )

8
contains information about the node and its

environment up to ) edges away. This naturally defines a receptive field for each node, i.e. the part
of the graph, whose information influences the given node. At that point, for a graph-level target, a
readout function ' is applied, “pooling” the information of the graph

Ĥ = '({ℎ () )
8
| 8 ∈ +}) (2.80)

which must be invariant to node ordering. A simple and common ' is summation: Ĥ =
∑
8 5out(ℎ

() )
8
),

where 5out might be a small network to map node embeddings to contributions. This works especially
well for extensive properties like energy, where the total energy is expected to be the sum of atomic
contributions [235, 240, 266–268]. Indeed, GNNs can be seen as an extension of the idea behind
Behler-Parrinello networks but with learned message functions instead of fixed symmetry functions
(c.f. [6]). Nevertheless, even for intensive properties, if the network can learn to distribute the
intensive property appropriately among atoms, simple node summation could yield reasonable results.
Though generally for intensive properties, more complex pooling is used [235, 269–271]. A schematic
illustration of a GNN as molecular representation is given in Figure 2.4.
By stacking layers, GNNs can approximate many-body interactions, such as three-body and

four-body interactions, which can be associated with bond and torsion angles, respectively. Thus,
increasing the number of layers expands the receptive field and facilitates the integration of many-body
effects. Some architectures, like DimeNet, even explicitly incorporate angular terms in the message
function rather than relying solely on multiple layers [266, 267].
One limitation of message passing is its inherent locality, which does not explicitly address long-
range interactions. Many molecular properties, however, are affected by interactions beyond nearest
neighbors. For example, in conjugated systems, electron delocalization extends over multiple bonds,
and in proteins or large molecules, non-bonded interactions such as electrostatics and dispersion
operate over long distances. To overcome this limitation, several strategies have been proposed. One
approach is to increase the number of message passing steps ) , so that, in theory, every node can
influence every other within ) hops. However, a large ) can complicate training due to issues like
oversmoothing, where repeated averaging causes node embeddings to become too similar [272], and
oversquashing, where the influence between nodes decreases exponentially with the number of hops
between them [273, 274]. Another strategy is to incorporate distance-based edges beyond covalent
bonds, i.e. connecting all atom pairs within a specified cutoff radius, thereby directly capturing
long-range non-bonded interactions, such as intramolecular hydrogen bonds or interactions between
spatially adjacent regions [238, 266, 267]. Additionally, specialized architectural elements, such as
attention mechanisms, gating functions or Ewald-based message passing, can facilitate the propagation
of indirect influences from far-away nodes by enabling gradients to flow globally [275, 276]. Finally,
multi-scale or hierarchical GNNs can coarsen the graph by merging groups of atoms into super-nodes
[277].
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Figure 2.4: Illustration of a graph-based molecular representation using a GNN. The molecular topology is
represented by a graph whose nodes (blue and green) correspond to atoms, and whose arrows denote covalent
bonds. The node embeddings (yellow) and edge attributes (red) encode the local chemical environment.
Messages are generated from these features and passed between the nodes to propagate information. After
multiple iterations of message passing, a global output quantity can be computed via pooling over all node
vectors.

Multiple GNN architectures for applications in QC have emerged as powerful tools to predict
molecular properties with high accuracy. For example, SchNet [238] employs continuous filter
convolution, where each pair of atoms within a specified cutoff contributes to the message via a radial
basis expansion of the interatomic distance multiplied by a learned filter. Building upon SchNet,
PhysNet [260] incorporates explicit terms for long-range electrostatics and extends the framework
to predict atomic charges and dipoles. It introduces mechanisms to model physical atomic charge
interactions and to ensure energy conservation in MD simulations. Another notable architecture is
DimeNet/DimeNet++ [266, 267], which explicitly incorporates directional (angular) information
during message passing by using a triplet of atoms to compute an angular basis function that modulates
the messages. This design enables DimeNet to achieve very high accuracy particularly for properties
sensitive to angular variations. More advanced recent architectures, such as EGNN [278], GemNet
[268], PaiNN [279], NequIP [239], and MACE [240], have focused on equivariance with respect to
geometric transformations. For instance, PaiNN [279] and similar equivariant GNNs ensure that
rotations of the input coordinates lead to corresponding rotations in the predicted vectorial properties
(e.g. forces or dipoles). NequIP [239] and MACE [240] further utilize ($ (3) group representations,
such as spherical harmonics, to systematically capture directional geometric information, achieving
state-of-the-art performance on force field predictions with substantially reduced data requirements.
As outlined above, GNNs offer several significant advantages for tasks in QC, i.e. a flexible yet

structured approach that aligns well with molecular structure. They effectively overcome many
earlier limitations, like fixed-size input, and thus allow the model complexity to be focused on
learning chemistry rather than symmetries. GNNs naturally allow for constructing predictions that are
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invariant with respect to permutations of atoms, eliminating the need for explicit sorting or additional
preprocessing to fulfill symmetry requirements. Furthermore, GNNs allow for efficient encoding
of local chemical information by directly leveraging the bonded connectivity and functional group
structures inherent in molecular graphs. Unlike traditional methods that rely on MLPs or kernel
approaches to indirectly infer connectivity from descriptors, GNNs operate directly on the graph
structure. In addition, many GNN architectures are inherently extensible, as they capture how a
property scales with molecular size. For instance, adding another CH2 group to a chain can typically
be handled without retraining the model, with the network predicting an incremental change in the
property. Empirically, GNNs have achieved state-of-the-art accuracy on numerous benchmarks, often
outperforming fixed-descriptor methods as data abundance increases [7, 8, 240, 267].
Despite these advantages, several challenges and limitations remain. GNNs can require large

amounts of data to avoid overfitting, especially when deep architectures with many parameters are
used [152, 263]. To mitigate this, techniques such as data augmentation [280], e.g. through rotations
of moieties or small perturbations to atomic positions, and transfer learning via pretraining on large
datasets have been employed [281]. While message passing scales linearly with the number of edges
O( |� |), the inclusion of dense graphs (e.g. by connecting all atom pairs within a large cutoff) can
lead to quadratic scaling ∼ O( |+ |2), which becomes problematic for large molecules, such as proteins,
unless partitioning or sparse representations are utilized. Furthermore, although attention-based GNNs
can provide insights by highlighting influential bonds or substructures, exact interpretability remains
daring [275]. Notably, even with extensive training datasets, GNNs remain stochastic methods that
primarily interpolate within the chemical space defined by the training data. In general, guaranteeing
or even assessing their extrapolation capabilities is challenging. For instance, a model trained on
small organic molecules might not generalize well to larger, more complex drug-like molecules if it
encounters novel patterns or scales beyond those represented in its training set. Additionally, GNNs
typically operate on static graphs, which limits their ability to model dynamic chemical processes
such as reactions or bond-breaking events. Although some approaches have been developed to handle
dynamic graphs or predict bond rearrangements [282, 283], capturing continuous bond transformations
remains difficult. Furthermore, integrating GNNs with established physical principles is an ongoing
research area. Hybrid physics-ML models [284, 285], the prediction of Hamiltonian matrix elements
[286, 287], or corrections to physics-based simulations [288, 289] are under active development.
Eventually ensuring that the outputs of GNNs (and other ML methods) adhere to physical constraints,
such as energy conservation and symmetry requirements (e.g. through equivariant architectures), is
crucial for advancing their applications in QC.
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Chapter 3 Hybrid DFT Geometries and Properties for 17k Lanthanoid Complexes

Lanthanoids play a central role in modern technologies and applications, from display technology
[290–292] and medical imaging [293, 294] to catalysis [295] and energy production [296]. However,
despite their importance, there is a need of comprehensive lanthanoids datasets that can support
both theoretical quantum chemical investigations as well as data-driven approaches such as machine
learning.
The LnQM dataset, introduced in this study, addresses this gap by providing detailed information

on 17 269 mononuclear lanthanoid complexes, including their geometrical, electronic, and energetic
properties. A key feature of the LnQM dataset is the systematic permutation of the central lanthanoid
for each ligand motif, ensuring comparability of different lanthanoid complexes. Due to its large
effective ionic radius, lanthanum is taken as a starting point in the +3 oxidation state. The permutation
of other lanthanoids allowed the isolation of specific chemical influences and trends within the
lanthanoid series. Thereby, the dataset focuses entirely on lanthanoid complexes in the +3 oxidation
state combined with a variety of ligands. In total, 31 distinct ligands were included, showcasing a wide
range of chemical variability. These ligands range from simple molecules like water to more complex
structures such as bipiperidine. The molecular distribution covers molecular charges from -1 to +3 and
molecules comprising 10 to 87 atoms. Whereby the majority of samples in the dataset are either neutral
or carry a charge of ±1. The overall dataset composition is well balanced between all lanthanoids.
To ensure the validity of each complex created, various criteria are applied. These constraints range
from convergence of quantum chemical calculations to confirming structural integrity. The latter
include limiting heavy-atom RMSD deviations from the initial lanthanum structures, discarding
strongly distorted complexes or enforcing a minimum coordination number, among others. Generally,
a high convergence rate could be observed, out of 18 075 investigated structures 96% passed the
selection process and could be used for the final dataset. Geometrical optimizations were performed
at the PBE0-D4/def2-SVP level [45, 68, 82, 91, 92, 297–299], while single-point calculations at the
lB97M-V/def2-SVPD level [45, 99, 298–300] level determined the energetic properties. To correct
for London-dispersion, the D4 dispersion correction [301, 302] is applied.
The dataset further includes chemical data such as bond lengths, atomic partial charges, dipole

moments, coordination numbers, and the HOMO-LUMO gap. The aforementioned diversity enables
the dataset to facilitate a detailed comparison of lanthanoid properties independent of ligand effects,
which is crucial for analyzing chemical and physical trends. For instance, the influence of lanthanoid
contraction becomes apparent in bond lengths and HOMO-LUMO energy differences, with the
HOMO-LUMO gap varying by up to 2 eV across the lanthanoid series, peaking, as expected, for
europium and gadolinium. Another key focus of the dataset is the analysis and validation of different
quantum chemical methods for calculating atomic partial charges. In comparison to the orbital-
independent Hirshfeld [303] partition scheme, the Charge Extended Hückel [304] model proved
particularly reliable, whereas orbital-dependent models, such as Mulliken [305] and Löwdin [306],
showed larger deviations, partially due to the diffuse basis set. Additionally, the performance of
force field and semiempirical methods like GFN-FF [16] and GFN2-xTB [18, 148] on lanthanoid
complexes were evaluated. While these methods provide overall reasonable geometrical structures,
they exhibit weaknesses in predicting bond lengths. These limitations can be addressed by specific
parameterizations for lanthanoids, which are now more feasible with the LnQM dataset.

Overall, the LnQM dataset provides a robust foundation for the advancement of quantum chemical
methods and data-driven analyses on lanthanoids. Its open accessibility allows researchers to
explore new research avenues, such as extending the dataset with additional ligands or incorporating
aforementioned spin-orbit couplings. Future studies could include multi-nuclear lanthanoid complexes
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or focus on experimentally relevant parameters. By enabling a detailed exploration of the versatile
properties of lanthanoids, the LnQM dataset opens new perspectives for scientific research in this
future-oriented domain of chemistry.
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Chapter 4 Improving GFN-FF Conformer Ranking with Pairwise Training

The ConfRank research project centers on advancing the ranking of molecular conformers, a
challenge that remains central in drug discovery and related fields of computational chemistry.
Leveraging machine learning (ML) and focusing on pairwise training techniques, this approach refines
the prediction of energy differences between conformers, ultimately achieving better performance
than common semiempirical quantum chemical methods in terms of both accuracy and computational
speed.
In pharmaceutical research, the three-dimensional structure of a molecule is critical for its

interactions with biological targets [308–310]. Subtle conformational changes can affect binding
affinity and thus influence biological activity. However, the complexity of conformational space
poses a significant computational challenge. Many molecules adopt multiple conformations with
minimal energy differences, making it difficult to identify the most stable structure. Traditional
methods to tackle conformer search are often based on molecular-dynamics simulations, which can
incur high computational costs [311]. To overcome this, programs such as the Conformer-Rotamer
Ensemble Sampling Tool (CREST) employ meta-dynamics for enhanced conformer sampling [312,
313]. Thereby, force fields or semiempirical quantum mechanical methods can be used to explore the
potential energy surface. For this purpose, both the GFN-FF force field [16] and the semiempirical
GFN-xTB methods [17, 18] are integrated into CREST.

Building upon the advancement of recent ML models predicting single-point energies on individual
molecules [240, 266–268, 314], the project presented extends this research by training pointwise ML
models on relative energy differences between conformers. Instead of predicting absolute conformer
energies for individual samples (pointwise prediction), ConfRank employs a pairwise training strategy
by learning energy differences between conformer pairs from an ensemble (pairwise prediction),
focusing on learning relative differences rather than absolute energy values, facilitated by a pairwise
loss function during training. On a theoretical note, it is argued that taking the difference between two
pointwise model predicitions for a pair of conformers is the most reasonable ansatz for predicting
relative conformer energies in the light of symmetry requirements. Moreover, this approach can be
motivated by the consideration that by focusing on relative rather than absolute energies, the model
should become more sensitive to subtle geometric variations, such as rotations of moieties, and might
benefit from some degree of error cancellation, potentially reducing biased offsets caused by shifts or
scaling issues in the prediction of the absolute energy.

Since in principle any pointwise ML model suitable for the prediction of structure-property relation-
ships could be utilized for the pairwise approach, the performance of different ML models based on
molecular graph representation is examined. The training set for all models includes a comprehensive
collection of 159 760 organic molecules taken from the GEOM dataset [171], with reference data
computed at the r2SCAN-3c [315] level of theory. Thereby, ensembles were generated using CREST
at the GFN-FF level. Subsequently, the conformer ranking accuracy of the ConfRank ansatz was
evaluated compared to GFN-FF and GFN2-xTB, being the default option in CREST. Thereby, the ML
models trained in a pairwise fashion did not only outperform the GFN-FF and GFN2-xTB methods
but also their pointwise trained counterparts. The DimeNet++ [267] demonstrates best overall per-
formance in terms of computational cost to accuracy ratio and is therefore used as baseline hereinafter.
On the GEOM test set it reduces the GFN-FF mean absolute deviation (MAD) of 4.08 kcalmol−1

down to 0.49 kcalmol−1. Accordingly, the root mean square deviation (RMSD) is improved from
5.65 kcalmol−1 down to 0.71 kcalmol−1, achieving an accuracy below the conformer-ranking-relevant
energy window of 1.0 kcalmol−1.
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ConfRank’s enhancements in statistical accuracy translate directly into better conformer identific-
ation. For this purpose, besides comparison of basic statistical measures such as MAD or RMSD,
correlation and ranking coefficients are taken into account as well as self-developed metrics centered
on conformer ranking. The latter include sign flip probability and the probability for containing
the lowest conformer within a given energy window. The pairwise trained DimeNet++ successfully
identifies 81% of the lowest-energy conformers, a considerable increase compared to the 10%
success rate achieved by GFN-FF and even outperforming GFN2-xTB (47%). Such high accuracy in
identifying the correct conformer is critically important CREST / CENSO pipelines [116, 316], where
incorrectly ranked conformers lead to high computational costs at later stages of the optimization
funnel. Furthermore, using a pairwise trained ML model yields an almost 100-fold computational
speedup for energy calculation compared to GFN2-xTB, leveraging GPU-parallelization and batching.
To assess the robustness and generalizability, ConfRank was also tested against external datasets,

including QM9 [170] and GMTKN55 [89]. These datasets contain a wide variety of molecular
structures, differing in size, complexity, and chemical composition. On the QM9 dataset, large
conformer ensembles on GFN-FF level were evaluated, whereby on the conformational subsets of the
GMTKN55 chemical relevant ensembles were investigated. In both studies the pairwise DimeNet++
excels over the GFN methods. Moreover, the model was also successfully tested on an ensemble
of a biomolecular complex of 176 atoms, a size larger than all structures used in training. Despite
slightly worse results compared to previous studies, the ConfRank ansatz shows promising evidence
to generalize to larger structures.
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Chapter 5 An Efficient And Fully Differentiable Framework For Extended Tight-Binding

The integration of quantum mechanical methods into machine learning (ML) models has become
increasingly fundamental in advancing computational quantum chemistry (QC). Numerous approaches
have emerged that utilize ML to predict chemical properties based on features calculated by existing QC
methods [318]. Among those, the extended tight-binding methods GFN1-xTB [17] and GFN2-xTB
[18] have emerged as effective semiempirical quantum mechanical methods for fast and robust
optimization of geometries and calculation of molecular properties. In this project, the groundwork is
laid to enhance these GFN-xTB and enable their further integration into ML frameworks.
The developed method dxTB is an efficient and fully differentiable framework for extended tight-

binding, currently supporting the GFN1-xTBHamiltonian. Thereby, dxtb provides a re-implementation
of the GFN1-xTB method in PyTorch, which allows for automatic differentiation (AD) and seamless
integration into ML frameworks. Generally, fast computation of gradients is paramount for QC
methods as it is not only required for geometry optimization but also for the calculation of higher-order
properties. Although analytical gradients and Hessians are favorable in terms of accuracy and speed,
their derivation demands considerable effort and expertise, often resulting in long development
times and complicated expressions that can be difficult to adapt for new methods. Alternatively,
numerical differentiation for nuclear gradients, whereby derivatives are approximated by evaluating
finite perturbations of atomic positions, is prone to numerical inaccuracies, and scales poorly with
system size, making it less feasible for investigations of larger systems. In contrast, AD offers a
compelling solution by automatically deriving partial derivatives through the application of the chain
rule to the sequence of arithmetic operations conducted in a computer program. By those means,
AD combines the accuracy of analytical methods with the flexibility and ease of implementation
typically associated with numerical approaches, while remaining highly scalable and adaptable to
new models. Moreover, AD inherently facilitates efficient computation of derivatives of the output
quantity (typically energy) with respect to arbitrary input parameters, not just nuclear coordinates. This
capability within dxTB is particularly beneficial for exploring the influence of individual parameters
in highly-parametrized methods such as GFN1-xTB. Such flexibility is generally not achievable using
analytic closed-form solutions, due to the enormous required effort in manual deduction and the large
number of involved parameters.
However, dynamic computational graphs, as used in frameworks like PyTorch, present challenges for
iterative procedures such as the self-consistent field (SCF) procedure in GFN-xTB methods. These
can be addressed either by explicitly differentiating through all iterations (unrolling) [319, 320] or by
applying implicit differentiation [320]. Explicit differentiation for the SCF procedure is supported
by dxTB, but naive unrolling in dynamic graphs leads to high memory usage and computational
overhead, as the memory consumption scales linearly with each iteration, making it unfeasible for the
calculation of large systems. Inspired by experiences from TBMaLT[321], a “perfect guess” shortcut
was tested, where the SCF runs outside the graph and is reconnected via a final tracked iteration.
However, this yields inaccurate gradients, as intermediate charge dependencies are lost. Implicit
differentiation, based on the implicit function theorem, on the other hand requires differentiation only
at the SCF’s converged solution, not across all iterations [320]. This removes guess-dependency,
yields well-defined errors tied to the SCF convergence threshold, and allows for the flexible choice of
iterative solvers. Additionally, it reduces memory usage to a constant footprint.

Regarding software design, dxTB is written in Python and leverages PyTorch [322, 323], a widely
used ML framework. As mentioned above, PyTorch’s automatic differentiation and high-performance
tensor operations enable efficient computation of derivatives, crucial for optimizing molecular
geometries and exploring potential energy surfaces. This eliminates the need for manual derivative
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calculations and avoids numerical differentiation errors. Also, PyTorch facilitates GPU computation,
making dxTB particularly suited for large-scale ML applications where modern GPU infrastructure
becomes rather indispensable. Additionally, PyTorch’s widespread infrastructure facilitates seamless
integration into research workflows and allows easy extension by other scientists. Also for this
purpose, the dxTB framework embraces a highly modular architecture. This modularity simplifies
the process of adding new features, integrating alternative Hamiltonians, or coupling the framework
with ML models for property prediction. Core functionalities within the software include routines for
computing classical energy terms, such as those related to repulsion and dispersion, as well as the
management of self-consistent interactions that are fundamental in describing electronic structure. A
particularly noteworthy enhancement is the integration of the “libcint” library [324], a state-of-the-art
computational backend built to handle integral evaluations with high computational performance.
By incorporating libcint via the DQC package [325, 326], dxTB achieves a remarkable speed boost
relative to purely Python-based approaches, ensuring that the framework runs efficiently even on larger
and more complex molecular systems. For the implementation of implicit differentiation the xitorch
library[327] was utilized.

Compared to the compiled, Fortran-based tblite implementation of GFN1-xTB [328], dxTB achieves
comparable runtimes for energy and gradient evaluations, managing to limit the overall slowdown to
a factor of about two to five. Note that this difference is expected when contrasting an interpreted
language like Python with a compiled language such as Fortran, yet the aforementioned optimizations
substantially close the performance gap. For example, evaluating energies and gradients for a large
LNCI16 system with 538 atoms [329] takes approximately 180 s with dxTB, versus 41 s with tblite.
When parallelized over four cores, these runtimes reduce to 50 s and 14 s, respectively. Notably, dxTB
with libcint and implicit differentiation significantly outperforms its naive Python AD version, which
requires around 4 000 s for the same system. For the QM9 dataset [170], which comprises around
134 000 molecules, total energy and gradient evaluations using dxTB with libcint take 214min. This
is substantially faster than both the pure AD implementation of dxTB (397min) and dxTB using
analytical derivatives for overlap integrals (366min). In comparison, tblite is still roughly twice as
fast, completing the full set in 99min. A similar trend holds for the smaller yet chemically more
diverse GMTKN55 dataset [89], where the optimized dxTB outperforms pure AD implementation
and completes in 4.1min, while tblite again runs approximately a factor of two faster (1.7min).
These results highlight the significant speed-up enabled by integrating libcint, and demonstrate

that dxTB supporting the GFN1-xTB Hamiltonian, delivers robust and scalable performance across
a wide range of molecular sizes and chemistry. Notably, batching significantly improves runtime.
Batched calculations are consistently faster than sequential processing, both in single-core and parallel
execution. This performance gain is largely due to the elimination of repeated setup steps and overhead
inherent in processing molecules one at a time. For instance, computing energies and gradients for
1 000 molecules from the QM9 dataset takes only 22.2 s when batched on a single core, compared
to 55.4 s when processed sequentially. Parallelizing the batch over four cores further reduces the
runtime to just 15.9 s. To fully exploit the capability of efficiently computing arbitrary higher-order
derivatives using dxTB, vibrational modes and spectroscopic properties of planar ammonia could be
reproduced employing non-numerical (exact) Hessians. Furthermore, the IR spectrum of capsaicin
could be computed without the need of numerical differentiation. The calculation of these higher-order
derivatives could not be done beforehand with the Fortran implementation and is novel to dxTB.
Furthermore, even arbitrary-order derivatives could theoretically be computed using dxTB, opening
up avenues to further investigate chemical space.
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CHAPTER 6

Summary and Outlook

In the field of computational quantum chemistry (QC) the upcoming usage of machine learning
(ML) leads to transformative advancements, enabling breakthroughs with respect to both accuracy
and computational speed. This allows previously unattainable system sizes and quantities to be
calculated and opens up new research possibilities for investigations in the field of biology and
medicine. Traditional approaches, such as semiempirical quantum mechanical (SQM) methods
and density functional theory (DFT), have long formed the backbone of computational chemistry,
allowing accurate predictions of molecular properties and guiding experimental designs. However,
these methods face challenges in scalability and computational cost, particularly for high-throughput
studies and large or chemically diverse systems. In recent years, advances in computing facilities and
QC methods have enabled the creation of large amounts of high-quality reference data, driving the
development of ML models that achieve high accuracy at a fraction of the traditional computational
cost. Notably, ML not only complements established methods like SQM and DFT but also extends their
applicability to problems previously deemed computationally prohibitive. Thereby, ML techniques
accelerate molecular property prediction, automate retrosynthetic analysis or aid reaction discovery.
In this context, ML is not merely a tool for speeding up calculations but a catalyst for innovation
in QC. ML methods facilitate the exploration of uncharted chemical spaces, enabling large-scale
compound screening, and allowing for iterative improvement through hybrid workflows that combine
ML predictions with physics-based concepts. The development of physics-inspired ML architectures
further enhances the ability to capture the underlying equations of quantum systems, paving the way
for breakthroughs in drug design and materials development.

This thesis focuses on a) the generation of high-quality data and b) the integration of ML methods
into QC algorithms. Data serves as the foundation for most computational methods, making it a
critical resource for research. Hence, the availability of datasets with not only ample quantity but
also sufficient variance and quality is indispensable. However, especially many areas of inorganic
chemistry lack comprehensive datasets to train and test models effectively. To address this gap,
the introduced LnQM dataset provides a foundation benchmark in the context of mono-lanthanoid
complexes. The dataset features a diverse range of 31 organic ligands, including both neutral and
anionic types, and uses permutation of the central lanthanoids to achieve high comparability across
the lanthanoid series. In this, 17 269 structures are optimized at the PBE0-D4/def2-SVP level and
the featured content comprises geometric, energetic, molecular and electronic properties for each
structure at lB97M-V/def2-SVPD level. By enabling systematic comparisons between lanthanoids
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Chapter 6 Summary and Outlook

within the LnQM, expected trends in the lanthanoid series such as the SOMO- and HOMO-LUMO
gaps can be verified. Moreover, the influence of lanthanoid contraction and discernible trends in
bond lengths for different central lanthanoids are apparent. It could also be shown that neither the
GFN-FF nor the GFN2-xTB method are fully suitable for treating lanthanoid complexes. Even though
geometry optimization through these methods leads to surprisingly similar overall structures compared
to PBE0-D4/def2-SVP level, bond lengths around the central lanthanoid are heavily distorted. Both
methods are therefore inadequate for extensive usage in the lanthanoid regime and should only be
used carefully when treating complexes containing lanthanoids. As noted this is partially due to an
insufficient lanthanoid parametrization of the GFN methods. This topic has been further explored by
Rose et al. (2024) in [330], showing promising results in the description of lanthanoid complexes
using an adopted GFN-FF parametrization. Subsequently, the LnQM study revealed shortcoming in
several charge models. Compared to the density-based Hirshfeld charges, the ab initio charge models
Mulliken and Löwdin exhibit a large spread and no discernible trend along the lanthanoid series. Even
though this is particularly favored due to the diffuse basis set which was employed for the feature
calculation, it highlights the fragile nature of these basis set dependent charge models. At the time of
the study, the atomic partial charges on the central lanthanoid could best be described by the charge
extended Hückel model. Nevertheless, this highlights the importance of evaluating different atomic
partial charge theories and the ongoing need for consistent and reliable charge models, particularly in
the field of inorganic chemistry. To overcome aforementioned charge partition issues, new methods
are constantly being developed. In the course of this research direction, the LnQM dataset has
been utilized for parametrizing new charge models, such as the Charge Extended Hückel model, as
demonstrated by Müller et al. (2024) in [331]. Beyond these insights for QC methods, the systematic
construction of the included lanthanoid complexes allows for the methodical evaluation of QC and
ML model performance across different elements. The controlled ligand motif provides a unique
framework for evaluating the performance of new QC and ML models in a manner that isolates the
influence of the central lanthanoid. By maintaining structural consistency, the methodology enables
a direct comparison of model performance across the entire lanthanoid series, thereby facilitating
the development and benchmarking of models tailored to these elements. As a result, the LnQM
dataset not only supports research in the realm of lanthanoids, but might also inspire the construction
of datasets in adjacent chemical domains.

Another central topic of this thesis is the integration of ML into QC workflows, with the ConfRank
ansatz addressing a core challenge in computational chemistry: the energetic ranking of molecular
conformers. Common computational techniques for conformer generation and ranking often rely
on fast force field methods, which can predict geometries but often lack the accuracy in energy
required to confidently rank near-degenerate conformers. By employing a pairwise training approach,
the prediction accuracy of relative conformer energies can be substantially improved. For a pair
of two conformers from an ensemble, pseudoenergies are inferred using a pointwise ML model.
The conformational energy for the given pair is then calculated using the difference between these
pseudoenergies. In the study it is even shown that the plain difference between these pseudoenergies
is not only the most-straightforward function to combine pseudoenergies for a given pair, but in
fact the only viable choice when symmetry and transitivity constraints should hold. This novel
finding, albeit rather trivial to formulate, might help future researchers to design even more efficient
algorithms for conformer ranking. The employed pairwise loss function focuses on energy differences
between conformers, thus honing sensitivity to geometric variations and benefiting from intrinsic error
cancellation. Especially the latter is of paramount importance when comparing relative rather than
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absolute energies. For the model choice, various state-of-the-art ML architectures in computational QC
are deployable, ultimately selecting the DimeNet++ as a representative model, based on criteria such as
inference speed and the number of trainable parameters. Using a large organic dataset based on small-
to medium-sized drug molecules for training and testing, it can be shown that the prediction accuracy
for conformer energies improves dramatically compared to the widely used GFN-FF and GFN2-xTB
methods, reducing the root mean square deviation (RMSD) from 5.65 kcalmol−1 to 0.71 kcalmol−1.
Given that these methods are used as default in CREST, one of the de facto standard tools for generating
conformer ensembles, the results highlight the significant possible advancements in conformer search
achievable with ML-based approaches. Further tests on datasets covering a vast organic space, such as
QM9 and GMTKN55, confirm the robust performance of the ConfRank approach. In a significant
part of the ensembles, the lowest-energy conformer could be accurately identified, surpassing the
aforementioned traditional ranking methods by a substantial margin. For example, the RMSD on
the GMTKN55 subsets improves by 29% on average. Furthermore, the performance of the ML
model even closely resembles the performance of the reference r2SCAN-3c composite meta-GGA
DFT-functional on some subsets. Beyond its notable predictive accuracy, the new method is up to
orders of magnitude faster than even GFN-FF, particularly when utilizing GPU infrastructure - which
will probably become indispensable for computational QC laboratories in the future. This speedup in
ranking makes it feasible to scan through vast libraries of conformer geometries and lowers the barrier
for large-scale studies, such as those often required in drug development. Also, the development of new
metrics for the evaluation of conformer ranking accuracy during this work will help future developers
to more efficiently assess and compare new model performances. While future developments can
expand on capabilities to account for non-covalent interactions and incorporate molecular charges,
thereby expanding the range of analyzable systems, ConfRank already demonstrates highly promising
performance in improving the energetic ranking of conformers using ML techniques.

The concluding work in this thesis transitions from merely using ML models as additive corrections
to existing QC algorithms to investigating how the two fields QC and ML can be holistically integrated.
To achieve this, the well-established semiempirical extended tight-binding (xTB) program has been
reimplemented in PyTorch, a leading ML framework written in Python. The differential xTB
(dxTB) model allows for full differentiability by leveraging PyTorch’s native support for automatic
differentiation. Using backpropagation - a technique widely employed in the domain of ML neural
networks - this optimization technique can now be applied to the original method xTB. One challenging
aspect of the implementation lies in the self-consistent field (SCF) procedure, a recursive part of the
calculation that can lead to a computational graph blow-up when using standard explicit differentiation.
To circumvent this and maintain computational efficiency, implicit differentiation is implemented,
utilizing the implicit function theorem. This allows differentiation with respect to the optimality
conditions rather than the entire iterative process. The dxTB implementation is almost fully vectorized,
enabling GPU acceleration for enhanced computational performance. Additionally, all integral-related
computations are delegated to the high-performance C library libcint, offloading the most time-
consuming tasks and allowing overall efficiency close to the Fortran reference implementation. The
dxTB implementation supports batch-wise processing, allowing efficient computations for multiple
molecular systems simultaneously. Furthermore, it enables higher-order nuclear derivatives than
previously possible with the default xTB implementation, in fact even up to arbitrary orders. Even
derivatives with respect to any input variable, such as parameters from the GFN parameterization,
are now feasible. These parameters can also be optimized directly through gradient descent and
backpropagation, offering a new way to optimize the model for specific applications. In the future,
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dxTB will support additional Hamiltonians beyond GFN1-xTB, such as GFN2-xTB with its multipole
expansion. Moreover, dxTB enables the native integration of xTB into PyTorchMLmodels, allowing it
to become an integral part of the ML pipeline rather than serving solely as a feature provider. Thereby,
through backpropagation, all parameters of the GFN1-xTB implementation can be individually trained,
enabling the native adjustment of the GFN parametrization to less commonly studied chemical groups,
such as lanthanoids. The LnQM dataset [183], for instance, could serve as a starting point for such
efforts. Additionally, KAN networks [332] could be applied to analyse the functional dependencies of
physical quantities. Their learnable activation functions make them particularly apt for the design
and optimization of internal functions, such as the calculus of coordination numbers. Thereby their
inclusion might provide a flexible attempt for fine-tuning and extending the GFN-xTB model further.
The development of dxTB illustrates the paradigm shift from applying ML to QC towards fully
integrating QC into ML frameworks. Thereby, dxTB serves as a proof of concept on how QC can
evolve into an integral component of ML frameworks, combining the strengths of both disciplines.
In summary, the work of this thesis provides advancements in improving computational QC with

ML along multiple dimensions. Starting from the generation of datasets, over using ML models within
existing QC workflows, up to the integration of QC and ML methods. The combination of the QC and
ML domains is expected to contribute significantly to future research in material science, medicine
and biology. For this purpose, this thesis provides a toolbox and foundation for future developments.
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Abstract The unique properties of lanthanoids and their diverse applications make them an
indispensable part of modern research and industry. While the field has garnered attention, there
remains a gap in availablemolecule datasets that facilitate both classical quantum chemistry calculations
and the burgeoning field of machine learning in data science applications. This research addresses
the need for a comprehensive dataset that allows for a comparative analysis of various lanthanoids.
The herein presented, curated dataset includes 17269 mono-lanthanoid structures derived from 1205
distinct ligand motifs. Structures encompass all 15 lanthanoids in the +3 oxidation state and exhibit
molecular charges ranging from −1 to +3, including structures with high spin multiplicity up to
8. Starting from lanthanum complexes, samples were processed with a permutation of the central
lanthanoid atom, resulting in highly comparable subsets, facilitating comparative studies in which
the influence of the lanthanoid can be investigated independently of ligand effects. The dataset
provides a broad range of features such as PBE0-D4/def2-SVP optimized geometries and optimization
trajectories, while also coveringlB97M-V/def2-SVPD energies, rotational constants, dipole moments,
HOMO−LUMO energies, and Mulliken, Löwdin, and Hirshfeld population analyses. Additionally,
coordination numbers, polarizabilities, and partial charges from D4, EEQ, GFN2-xTB, and CEH
calculations are included. The dataset is openly accessible and may serve as a basis for further
investigations into the properties of lanthanoids.

A.1 Introduction

Lanthanoid complexes play an important role in various scientific and technological applications,
such as light-emitting materials used in display technologies and optical sensors [290–292, 333,
334], bio-imaging [335–337], and are particularly important in magnetic resonance and fluorescence
imaging [293, 294, 338–340]. Lanthanoid complexes are also relevant for homogeneous catalysis
[295, 341–344]. Furthermore, lanthanoids are employed as neutron absorbers in nuclear reactors, for
instance, up to less commonplace applications as energy sources in satellites [296, 345].
However, there is currently a significant gap in the available data sets for conducting theoretical

studies on lanthanoid complexes. This lack of available data sets for theoretical studies on lanthanoid
complexes impacts both quantum chemical (QC) methods, such as density-functional theory (DFT),
and emergingmachine learning (ML) approaches [69, 346, 347]. AlthoughMLmethods are considered
promising, they are data-intensive and require sufficient amounts of reference data for model building
and validation. Their effectiveness is therefore highly dependent on the availability and quality of data.
Diverse quantum chemical data sets for more common chemical elements exist for offering validation
opportunities for QC methods. They typically feature relatively few but high-quality data points,
usually at coupled-cluster wave function theory level. For instance, the S66x8 dataset [187] provides
valuable insights into intermolecular interactions at a highly accurate coupled-cluster reference
level (CCSD(T)/CBS) [348]. Moreover, the GMTKN55 database offers an extensive repository of
reaction data widely employed in QC research to validate and enhance computational methods for
thermochemical and kinetic properties [89, 185].
On the other hand, datasets generated with relevant features for ML applications often contain

abundant data points of potentially lower data quality (often below DFT level). The majority of existing
ML datasets focus on organic or main group elements. A typical example is the widely utilized QM9
dataset [169, 170], which contains DFT calculations for a variety of small organic molecules, and the
ANI-1 dataset [157, 186], which was developed specifically for neural network applications to predict
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molecular properties. In addition, datasets such as QM7, QM7b, and QM8 allow for a more in-depth
study of the electronic properties of small organic molecules [155, 169, 349–351]. In this context,
it is pertinent to accord special recognition to the "transition metal Quantum Mechanics" (tmQM)
dataset, a compilation that encompasses an extensive set of transition metal geometries along with
corresponding properties of organometallic structures [182]. The tmQM was recently extended by
the tmQMg and the tmQMg-L dataset [352, 353]. Although the tmQM dataset considerably extends
the spectrum of available sets beyond organic chemistry to transition metals, there is currently no
extensive dataset for ML applications in the field of lanthanoids.

In the present study, we introduce a comprehensive dataset for all 15 lanthanoids, focusing on small
to medium-sized mono-lanthanoid complexes, optimized for compatibility with conventional QC
methodologies. This Lanthanoid Quantum Mechanics dataset (LnQM) is designed to provide features
and geometries for ML applications and to facilitate the development of semiempirical methods
with focus on lanthanoids. Our objective is to extend the prevailing momentum of constructing
specialized datasets targeting distinct regions of the periodic table, akin to the tmQM dataset. By
doing so, we aim to facilitate scientific investigations in the domain of lanthanoids. Furthermore,
manual generation of thousands of lanthanoid structures is both time-consuming and susceptible to
errors. Data sources such as the Cambridge Structural Database (CSD) [354] present limitations,
as the quality of the data cannot automatically be assured. Anomalies such as incorrectly assigned
hydrogen atoms could emerge, which cannot be accurately identified and filtered out through automated
means. For this reason, synthetically generated data was used for the study. To facilitate this, we
employed the recently published Architector program, which is specifically designed for the robust
generation of organometallic complexes [355]. A key advantage of generating synthetic data is that it
offers control over created structures, parameters like molecular charge, oxidation state, and ligand
properties. Geometries with various ligand motifs are generated on the GFN2-xTB level [18, 148],
subsequently optimized on the PBE0-D4/def2-SVP level, and singlepoint features evaluated on the
lB97M-V/def2-SVPD level [68, 82, 91, 92, 99, 297, 300]. Details of the software and methods used
are detailed in section A.2. Section A.3.1 outlines the workflow for generating the samples and the
dataset. Following this, section C.4 examines the dataset’s properties. A concluding discussion is
provided in section B.6.

A.2 Computational Details

Quantum mechanical calculations were performed using the ORCA computational chemistry software
suite (version 5.0.4) [40, 356]. Using the PBE0 functional [68, 82, 91, 92, 297], geometry optimizations
employed the def2-SVP basis set [45, 298, 299] and were carried out under default convergence settings.
Dispersion corrections were applied with the D4 scheme [302], integral approximations were enabled
with the RIJCOSX setting [357], and the DEFGRID2 option was used to set up the DFT integration
grid. In accordance with general recommendations on the selection of DFT functionals [86], the
single-point feature calculations have been conducted using the range-separated hybrid lB97M-V
functional [99, 300] utilizing the def2-SVPD basis [45, 298, 299]. This functional integrates the
post-SCF evaluated VV10 non-local dispersion correction [358]. For feature calculation TightSCF
convergence criteria were used. The basis set was chosen to be efficient due to the large number of
calculations required for the dataset, while also accommodating for anions via the diffuse functions.
The def2-ECP Effective Core Potentials (ECPs) were employed for the lanthanoids [359–361]. Atomic
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partial charge calculations are conducted with GFN2-xTB [18, 148] using the tblite framework [328].
Furthermore, for force field calculations, the GFN-FF was applied [16].
The structures of the complexes were generated using the Architector tool (version 0.0.10), the

source code of which is available on GitHub [355, 362]. To facilitate utility tasks and enable efficient
scaling in the generation of structural complexes, the ArchitectorWrapper package was employed
[363]. Data is stored in the hierarchical data format (HDF5) [364]. All scripts were written in Python
version 3.11.4 [322, 365].

A.3 Results and Discussion

A.3.1 Creation of the LnQM dataset

A comprehensive overview of the steps involved in generating the LnQM dataset is given in Figure A.1.
The workflow for the dataset creation is divided: (1) Sample creation, (2) 3D structure generation, (3)
permutation, and (4) feature calculation. The following subsections provide a detailed description of
each step.

Figure A.1: Workflow for dataset creation. Components using the ORCA (ArchitectorWrapper) framework are
indicated by blue (yellow) highlighting. For sample creation, ligands and settings are prepared and fed into the
Architector package for generation of 3D structures. Subsequently, these structures are optimized and permuted.
Finally, singlepoint properties are calculated for each individual sample and stored in a database.

1. Sample Creation
The initial step involves the selection of ligands that are utilized in constructing the samples.
Also, molecular charge and oxidation state of the ligand-lanthanoid complex are determined. The
ArchitectorWrapper package is employed for automated generation of input parameters.

Lanthanum serves as the initial central atom and starting point for generating samples. As elaborated
in the subsequent "Permutation" section, samples for the other 14 lanthanoids are derived based on
these initial lanthanum-based structures. As detailed in Table A.1, lanthanum was selected as the
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Element EC0C< OS R+3 / Å
La [Xe] 5d1 6s2 +3 1.05
Ce [Xe] 4f1 5d1 6s2 +3, +4 1.00
Pr [Xe] 4f3 6s2 +3, +4 1.00
Nd [Xe] 4f4 6s2 +3, +4 0.98
Pm [Xe] 4f5 6s2 +3 0.97
Sm [Xe] 4f6 6s2 +2, +3 0.96
Eu [Xe] 4f7 6s2 +2, +3 0.95
Gd [Xe] 4f7 5d1 6s2 +3 0.94
Tb [Xe] 4f9 6s2 +3, +4 0.92
Dy [Xe] 4f10 6s2 +3, +4 0.91
Ho [Xe] 4f11 6s2 +3 0.90
Er [Xe] 4f12 6s2 +3 0.89
Tm [Xe] 4f13 6s2 +2, +3 0.88
Yb [Xe] 4f14 6s2 +2, +3 0.87
Lu [Xe] 4f14 5d1 6s2 +3 0.86

Table A.1: Overview over lanthanoids and their properties. Denoted are the atomic electron configuration
(EC0C<), the lanthanoid’s formal oxidation states (OS) and effective ionic radii (R+3) [367–370].

starting point for generating lanthanoid samples for two primary reasons. First, it exhibits the largest
atomic radius among lanthanoids, making it an ideal candidate for initial structure generation, i.e.
allowing for adaptability during lanthanoid permutation without compromising coordination patterns.
Second, its natural oxidation state is +3, which is also the only oxidation state universally available
across all lanthanoids. In accordance with these considerations, the parameters for metal oxidation
state and total spin were set to +3 and 0, respectively. Spin-orbit coupling effects are not considered in
this study, as they are expected to be small for the considered properties [366]. We further constrained
the coordination numbers (CN) for all complexes to fall within a range of 5 to 9, aiming to encompass
a representative set of realistic geometries. Additionally, only samples with molecular charges ranging
from −1 and +3 are considered. This charge constraint was implemented to avoid the generation of
chemically irrelevant or unrealistic structures, particularly as highly negatively charged systems are
prone to yielding implausible (gas phase) geometries not relevant to actual chemical contexts.

A diverse range of ligands was employed to probe the structural and chemical space of lanthanoid
complexes. Table A.2 presents a detailed account of the 31 ligands utilized for constructing the dataset
as well as their frequency in the lanthanum subset. The selection spans from simple, small uncharged
ligands like water, to larger, more complex molecules such as bipiperidine. Mono-atomic anions
like fluoride, chloride, bromide, and iodide were also included to study the influence of halogens.
The inclusion of ligands like thiocyanate allows to investigate varying degrees of polarity and charge
distribution. Additionally, a range of nitrogen-based ligands like pyridine, pyrazine, and ammonia
were employed. Also the role of sulfur and phosphorus containing ligands, such as trimethylphosphite,
were examined. Moreover, neutral and charged ligands have been taken into account. This variability
enables a study of the interactions between lanthanoids and multiple charge carriers. The choice of
ligands includes a diverse array of binding characteristics, featuring mono- and multidentate ligands,
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including bidentate and tridentate configurations. The inclusion of these varied ligands in the sample
permits the investigation and categorization of various bond types and spatial arrangements.
The dataset focuses exclusively on mono-nuclear lanthanoid structures. Aside from the central

lanthanoid atom, no heavy metals or similar entities are included within the ligands or the overall
complexes. This decision was made to isolate the effects of the lanthanoid center and to avoid
additional complexities arising from the presence of other heavy atoms. Systems are inspired by
experimentally synthesizable compounds although explicit verification or restriction to exclusively
experimentally available structures has not been performed.

2. 3D Structure Generation
Subsequent to ligand selection, 3D structures are generated by attaching ligands to the central
lanthanoid using the Architector framework, which involves determining metal center symmetry,
ligand geometry, complex conformers, and identifying the lowest conformers. The Architector setup
was configured using the following settings: GFN2-xTB [18, 148] was selected for both conformer
assembly and final conformer evaluation, multiple conformers were generated and relaxed, with up to
10 different metal-centered symmetries investigated. Initial lanthanoid structures featured lanthanum
in its +3 oxidation state. Final geometric relaxation of the complexes with GFN2-xTB was conducted,
improving the quality of the generated structure. Lanthanum was chosen as initial central lanthanoid
ion for this preliminary structure generation step. Finally, the GFN2-xTB geometries were optimized
at the PBE0-D4/def2-SVP level in the gas-phase.

Figure A.2: Overview over various optimized geometries for different ligand motifs and lanthanoids. Given is a
shortened version of the unique identifier used in the dataset.
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Name SMILES Frequency Charge / 4

Neutral systems
Acetonitrile CC#N 252 0
Ammonia N 463 0
Bipiperidine N1CCCCC1-C2CCCCN2 205 0
Carbon monoxide [C-]#[O+] 252 0
Diethylenetriamine NCCNCCN 164 0
Ethanol CCO 225 0
Ethylendiamin NCCN 197 0
Methanol CO 272 0
Pyridine C1CCNCC1 242 0
Pyrazine C1CNCCN1 267 0
Tetrahydrofuran C1CCCO1 217 0
Trimethylphosphine CP(C)C 228 0
Trimethylphosphine oxide CP(=O)(C)C 245 0
Trimethylphosphite COP(OC)OC 216 0
Water O 240 0

Ionic systems
Azide [N-]=[N+]=[N-] 196 -1
Acetylacetonate CC(=CC(=O)C)[O-] 177 -1
Benzoate C1=CC=C(C=C1)C(=O)[O-] 155 -1
Bromide [Br-] 179 -1
Chloride [Cl-] 182 -1
Cyanide [C-]#N 395 -1
Ethanolate CC[O-] 193 -1
Fluoride [F-] 202 -1
Glycinate C(C(=O)[O-])N 167 -1
Hydroxide [OH-] 174 -1
Iodide [I-] 186 -1
Isothiocyanate S=C=[N-] 187 -1
Methanolate C[O-] 204 -1
Nitrate [N+](=O)([O-])[O-] 178 -1
Nitrite N(=O)[O-] 197 -1
Thiocyanate [S-]C#N 203 -1

Table A.2: The 31 ligands used for the dataset creation, their SMILES representation, and their abundance in
the lanthanum subset.
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3. Permutation
To create a dataset with comparable lanthanoid configurations, the central lanthanum ion of the initially
generated and optimized complexeswas interchangedwith the other lanthanoids to create corresponding
subsets for each of them. At this point lanthanum complexes are a chemically reasonable starting
point, due the typically similar chemical compositions throughout the lanthanoid series. Moreover,
the ionic radii of the lanthanoids vary systematically as highlighted in Table A.1 with lanthanum
incorporating the largest ion radius, thus preventing structural clashes in the subsequent permutation
steps. By this permutation strategy, the volume of data that is essential for data science applications
is systematically increased. Further, direct comparability across various lanthanoids is guaranteed,
enabling comparative benchmark studies evaluating performance for individual lanthanoids.

During permutation, the ligands and thus the molecular charge remained unchanged; only the spin
multiplicity was affected by the substitutions. As the attached ligands are exclusively closed-shell,
the spin multiplicity was set equivalent to the multiplicity of the isolated lanthanoid ion in the +3
oxidation state according to the NIST database [371].

Furthermore, an examination of spin multiplicities of actinoid compounds as reported by Andreadi
et. al aligned with this adopted methodology, prompting its extrapolation for lanthanoids [372]. In
total, 2406 closed-shell systems are included in the dataset, for higher spin multiplicities up to +8 over
2200 samples are available per multiplicity.

The permutated structures were subsequently optimized at the PBE0-D4/def2-SVP level. To ensure
consistency in data management, samples in the dataset are tagged with a unique identifier (UID).
This UID is based on a hash value of ligands and configuration. Hence, for each lanthanoid, the
LnQM holds a distinct subset with unique structures, but shared ligand motifs. The substitution of
lanthanoids generally exerts a negligible impact on the overall molecular geometry, as illustrated in
Figure S1 in the Supporting Information. For a comparison of the geometric structures for different
lanthanoids, see Figure A.2, which displays a selection of structures from the dataset.

Dataset Composition
Initially, 1500 structures were processed using Architector, of which 1205 (80%) successfully
underwent 3D generation. During the DFT optimization phase, 17661 samples (98%) converged, and
subsequently, 17385 single points (98%) were successfully completed. To ensure the quality of the
dataset, different criteria for the inclusion of samples are scrutinized. Exclusion criteria are based on
several constraints:

1. Heavy atom root-mean-square deviation (RMSD), excluding hydrogen, for each sample was
ensured to not exceed 3Å from the initial structure generated by Architector framework on the
GFN2-xTB level.

2. Permuted samples that diverged from the initial PBE0-D4/def2-SVP optimized lanthanum
complex by an RMSD of more than 4Å were discarded.

3. Samples with an artificially low coordination number CNLn < 2.5 were excluded.

4. All samples with a Ln-{C,N,O,S} distance surpassing 15 00 (∼ 8Å) were removed.

5. Intermediary non-convergence during the geometry optimization process, i.e. observed in
ytterbium samples, led to sample exclusion.
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Figure A.3: Overview over the LnQM dataset composition and relative sizes of individual lanthanoid subsets.

The refined dataset comprises a total of 17269 data points containing 1205 different motifs in total.
Within this, 657 motifs are presented in all possible permutation combinations, accounting for 9855
directly comparable structures. The dataset is balanced in terms of lanthanoid distribution, the size of
each lanthanoid subset is given in Figure A.3.

Figure A.4 depicts the elemental and molecular size distribution within the LnQM. As expected for
mostly organic ligands, hydrogen and carbon atoms dominate the dataset with relative frequencies of
approximately aH = 0.5 and aC = 0.4, respectively. The relative frequencies for nitrogen and oxygen
range up to aN,O = 0.1. Other elements included in the data, such as fluorine, phosphorus, sulfur,
chlorine, bromine, and iodine, as well as lanthanoids, exhibit relative frequencies significantly below
ax = 0.1. Furthermore, molecules carry a molecular charge ∈ [−1, +3], with 30% of the molecules
being neutral, while 50% carrying a charge of ±1. The dataset predominantly features medium-sized
structures, with the average sample size being =avgatm = 42 atoms. The sample sizes range from =

min
atm = 10

to =max
atm = 87 atoms. Structures with =atm > 90 atoms are deliberately excluded during dataset creation,

as choice of coordination number and ligands inherently limit the overall size of the samples.

4. Feature Calculation
All DFT-based features were computed at the lB97M-V/def2-SVPD level. Geometric properties
include optimized geometries, trajectory points of atomic positions during optimization, as well as
energies and gradients at these points. These points are chosen from the total trajectory using a
logarithmic sampling scheme. The trajectory points provide a dynamic view of the structure, shedding
light on the the local structure of the PES. Such insights prove valuable for studies on non-equilibrium
states and temporal analyses such as molecular dynamics. Additionally, coordination numbers from a
D4 calculation are available, allowing investigations of coordination patterns. Energetic properties
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Figure A.4: The figure provides a comprehensive overview of the LnQM dataset composition. The upper section
(A) depicts the relative distribution of included elements, with lanthanoids consolidated under the label Ln.
Each column is provided with absolute frequency values. The lower left section (B) visualizes the distribution of
molecular sizes. The lower right section (C) displays the distribution of molecular charges across all structures.
The entire dataset comprises 17269 structures.

include the total single-point energy, dispersion correction, exchange-correlation energies. Orbital
energies are available (for open-shell systems in both spin channels) are provided. Molecular properties
include rotational constants, components of the dipole moment along rotational axes, its overall
magnitude, and separate contributions from electronic and nuclear sources. Electronic properties
include the molecular charge, number of unpaired electrons, and overall electron count. Additionally,
the dataset features polarizabilities from D4 calculations using default parameters and diverse sets of
atomic charges from electronegativity equilibration (EEQ) model [149, 373], charged extended Hückel
(CEH) [304], and GFN2-xTB [18, 148] methodologies. Population analyses using Mulliken [305],
Löwdin [306], and Hirshfeld [303] partition schemes were conducted including spin populations.
Mayer bond orders [374], along with free and bonded valences, are included.
Note that only a selection of features can be discussed in detail. A comprehensive overview over all
properties featured in the LnQM is given in Table S1 in the Supporting Information.
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A.3.2 Analysis of Selected Properties

This chapter offers an analysis of select properties included in the LnQM dataset. It further examines
structural aspects of the LnQM and several properties are investigated for possible trends within the
lanthanoid series.

Frontier Orbital Gaps
Many chemical and spectroscopic characteristics of organometallic complexes correlate with the
energetics of the corresponding frontier orbitals. For closed-shell compounds typically the HOMO-
LUMO gap Δ��−! – the difference between the highest doubly occupied and the lowest unoccupied
molecular orbitals – determines many properties and has a significant impact on the chemical behavior.
With many of the included lanthanoid complexes being open-shell compounds, also the SOMO-LUMO
gapΔ�(−! is of key importance. As illustrated in Figure A.5, clear trends across lanthanoids are evident
in both the average SOMO−LUMO and HOMO−LUMO gaps. Due to the electronic configuration
of the lanthanoid series, unpaired electrons are added to the f -shell from lanthanum to gadolinium.
From gadolinium to lutetium, these unpaired electrons are progressively paired correspondingly. The
SOMO−LUMO gap depicted for the higher populated spin channel is thus sensitive to systems with
many unpaired electrons, like europium (half-filled f -shell, deviation of 0.8 eV), and remains nearly
constant from terbium onward as the unpaired electrons are progressively paired up. The electronic
configuration also results in a continuous increase in the average HOMO−LUMO gap up to gadolinium
(highest number of unpaired electrons), followed by a decrease towards lutetium. This leads to an
overall difference in the average HOMO−LUMO gaps of 2.0 eV.

Atomic partial charges
Partial charges play a crucial role across various chemical domains, such as EEQ within D4
dispersion corrections [302], the newly developed q-vSZP basis set [304] or calculation of the
hydrophilic/lipophilic index [375]. Atomic partial charges of the central lanthanoid are explored based
on various charge models. Figure A.6 contrasts (basis set-based) ab initio and semiempirical charge
models to density-based Hirshfeld charges. In comparison to AIM charges [376, 377], Hirshfeld
charges tend to be numerically smaller and thus in better agreement with common chemical sense.
Hirshfeld and other ab initio partial charges have been calculated on the lB97M-V/def2-SVPD level.

The ab initio charge models, Mulliken and Löwdin, are basis set dependent [20]. Particularly, Mul-
liken partial charges are spread out due to the diffuse functions in the def2-SVPD basis [20] and do not
feature a strong correlation with Hirshfeld partial charges (Pearson correlation coefficient rMul = 0.44,
rLöw = 0.38). A charge model comparison across varying basis set sizes is given in Supporting
Information section 4. This study reveals that Hirshfeld charges exhibit minimal basis set dependence,
establishing them as a robust reference choice. Additionally, basis set dependence for other charge
models is relatively small, affirming the continued suitability of the def2-SVPD basis set in this context.
Although the semiempirical methods EEQ, CEH and GFN2-xTB include parameters for lanthanoids,
these are not explicitly fitted for each individual lanthanoid element but interpolated through the series.
In the EEQ method, the partial charges across different lanthanoids remain consistent (rEEQ = 0.27,
MDEEQ

Ln ≈ 0.6 4) due to uniform parameters across all lanthanoids. The CEH model, optimized to
reproduce Hirshfeld partial charges on lB97X-D4/def2-TZVP level, excellently reproduces the Hirsh-
feld charges for lanthanoids (rCEH = 0.79, MDCEH

Ln < 0.1 4). The trend towards heavier lanthanoids
can possibly be attributed to the interpolation of CEH parameters between lanthanum and lutetium.
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Figure A.5: Average SOMO−LUMO gap (A) and HOMO−LUMO gap (B) for each subset, calculated on the
lB97M-V/def2-SVPD level. The 1f standard deviation is shaded in gray.

These results are remarkable, particularly when considering the CEH method’s low computational
cost, as currently, no other semiempirical charge model can achieve such accuracy. Accounting for
the f-in-core approximation [18], partial charges calculated with GFN2-xTB lead to mean deviations
similar to the CEH deviations. However, as can be derived from Figure A.6 and Figure S2 and S3 in
the Supporting Information, correlation of GFN2-xTB partial charges with Hirshfeld partial charges is
poor (rxTB ≈ 0.00). GFN2-xTB features rather constant partial charges, similar to the EEQ model, as
there is no specific parameterization for lanthanoids. In general, the data suggests that only the CEH
charge model is currently capable of adequately reproducing Hirshfeld partial charge distribution
on lanthanoid structures. More detailed information is provided in the Supporting Information section 3.
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Figure A.6: Overview of atomic partial charges on the central lanthanoid for each subset of the LnQM for
different charge models (A). Comparison of the mean deviation (MD) of partial charges on the central lanthanoid
atom across various charge models relative to Hirshfeld partial charges (B).

Structural Features
Lanthanoids have gained increasing interest in studies on bioinorganic systems [343, 378], metallopro-
teins [379, 380] and chelating markers for biomolecular NMR [381–383], among other applications.
Therefore, an accurate characterization of their geometrical structures is of key importance. However,
for the study of large structures, computationally efficient methods are essential. In this regard, we
evaluate the performance of GFN-FF and GFN2-xTB compared to hybrid DFT for the assessment of
geometric features.

Nitrogen and oxygen are among the predominant bonding partners of lanthanoids in typical structures
since, as small and hard ions in the +3 oxidation state, they tend to form ionic bonds, with small and
hard donor atoms particularly favored. Therefore, a comparison of nitrogen and oxygen bond lengths
on PBE0-D4/def2-SVP level in different subsets of the LnQM is shown in Figure A.7. For a coherent
comparison, only samples with identical ligand motifs are considered. Bonds are determined using
a Mayer bond order larger than 0.3. Average bond lengths 3PBE0-D4(Ln--) are reasonably close to
expected covalent radii, highlighting the lanthanoid contraction leading to shorter bond lengths. The
covalent radii of cerium and ytterbium exhibit distinctive behavior, which might stem from the initial
calculation of diatomic covalent radii for cerium and ytterbium [384]. In general, the bonds in LnQM
are longer than the theoretically determined covalent radii [384], a result of Pauli repulsion and steric
effects. On average the bond lengths are longer by 6% (3%) for lanthanoid - nitrogen (oxygen) bonds.
These systematically longer bonds are most likely attributed to inter-ligand steric repulsion, such as
touching ligand spheres or imperfectly aligned bidentate ligands.
The potential energy surface (PES) vicinity of the PBE0-D4/def2-SVP optimized structures for

different methods is investigated by re-optimizing these structures using a semiempirical (GFN2-xTB)
and a force field (GFN-FF) method. The histogram in Figure A.8 provides a comparative analysis of
the heavy atom RMSD between PBE0-D4/def2-SVP and GFN2-xTB (GFN-FF) optimized structures
over the whole dataset. Both GFN methods cluster around an RMSD between 0.5 and 1Å. Two
effects arising from using the semiempirical and force field methods seemingly cancel each other
out leading to similar RMSD distributions – on the one hand, GFN2 incorporates the electronic
structure and therefore tends to be closer to the DFT PES. On the other hand, GFN-FF establishes
more rigid bonds based on the original topology, making bond changes less likely. Generally, the
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Figure A.7: Bond lengths between central lanthanoid atom and nitrogen (A) and oxygen (B) considered
in structures with identical motifs for all 15 lanthanoid subsets. Bonds are identified using Mayer bond
orders and respective distance estimates. The red dot indicates the sum of covalent radii of bonded partners
Acov = A

Ln
cov + A

{N, O}
cov .

RMSD displays only little differences from the PBE0-D4/def2-SVP optimized structures. However,
investigating individual bond lengths reveals major discrepancies between the GFN methods and
PBE0-D4/def2-SVP. A comparison of bond lengths 3X(Ln-N) and 3X(Ln-O) between DFT and
semiempirical or force field level is shown in Figure A.9. The GFN2-xTB bond lengths feature a
reasonable correlation rxTB > 0.70, though displaying a large spread. The force field shows only weak
correlation with the PBE0-D4/def2-SVP bond lengths (rFF < 0.60). Indicating reasonable geometries,
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although offering room for improvement for geometry optimization on lanthanoids below the DFT
level. Better geometries could be achieved by lanthanoid-specific parameterizations for the GFN
methods.

Figure A.8: Comparison of GFN2-xTB and GFN-FF geometry-optimized structures to PBE0-D4/def2-SVP
level using the heavy atom RMSD.

A.4 Conclusions

Despite the widespread utility of lanthanoids in various research applications, few publicly available
standardized datasets for big data applications are available. To close this gap, the LnQM dataset
is introduced, a comprehensive compilation of more than 17000 mono-lanthanoid structures in the
+3 oxidation state optimized at the PBE0-D4/def2-SVP level. The dataset’s extensive array of DFT
features offers a starting point for data-intensive explorations in the realm of lanthanoids. Beyond
geometries, the dataset encapsulates gradients, optimization trajectories, coordination numbers,
energy-related features like single-point energies and the HOMO−LUMO gap, and partial charges
from various charge models (Hirshfeld, Mulliken, Löwdin, EEQ, among others), and electronic
attributes such as dipole moments, computed at the lB97M-V/def2-SVPD level. Due to the variation
of the central lanthanoid, several lanthanoid-specific subsets are available for all 15 lanthanoids.

The analysis of the dataset demonstrates notable variations in the HOMO-LUMO gap. Furthermore,
LnQM reveals shortcomings in some ab initio and semiempirical charge models, where only the
newly developed CEH method provides satisfactory results. Generally, GFN methods yield reasonably
accurate geometries for lanthanoid complexes, although there is potential for improvement through
dedicated parametrizations for lanthanoids, a capability now made feasible by the LnQM.
The dataset enables comparative analyses across different lanthanoids and serves as a platform

for evaluating the performance of QC methods on distinct lanthanoid complexes and set up machine
learning studies in the future. Upcoming studies might explore different avenues such as extending the
dataset, adjusting initial oxidation states, or modifying molecular charges. Also the incorporation
of additional ligands into the generation setup could yield further insights, particularly for metallic
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Figure A.9: Bond lengths 3X (Ln-{N, O}) using geometry optimization on GFN2-xTB (A) and GFN-FF (B)
level compared to PBE0-D4/def2-SVP level.

complexes or experiment-specific setups. Moreover, the inclusion of multi-lanthanoid structures
could shed light on lanthanoid-lanthanoid interactions. In more detailed analyses, the inclusion of
spin-orbit coupling might be considered. Introducing spin state screening could be implemented to
reliably identify ground states. This might currently pose an issue if the ground state is not identified
correctly. Further limitations arise from the semi-automated Architector generation of structures.
While we strive for a balanced representation in ligand structures, subtle biases, such as more frequent
occurrences of ligands like ammonia or cyanide, are challenging to circumference. Potential biases
may also stem from the limited diversity of ligand motifs, which cannot fully represent "all" real-world
chemical environments. The LnQM is designed to serve as a starting point for continued exploration
in the field of lanthanoid research.
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Data availability The dataset is available at https://github.com/grimme-lab/lnqm. Please refer to
the information available there for instructions on setting up and loading the data. The dataset is stored
in HDF5 format. To facilitate access, we provide a Python module for reading the data. Furthermore,
molecular geometries are accessible in xyz and coord file formats.
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Appendix B ConfRank: Improving GFN-FF Conformer Ranking with Pairwise Training

Abstract Conformer ranking is a crucial task for drug discovery, with methods for generating
conformers often based on molecular (meta)dynamics or sophisticated sampling techniques. These
methods are constrained by the underlying force computation regarding runtime and energy ranking
accuracy, limiting their effectiveness for large-scale screening applications. To address these ranking
limitations, we introduce ConfRank , a machine learning-based approach that enhances conformer
ranking using pairwise training. We demonstrate its performance using GFN-FF-generated conformer
ensembles, leveraging the DimeNet++ architecture trained on pairs of 159 760 uncharged organic
compounds from the GEOM dataset with r2SCAN-3c reference level. Instead of predicting only on
single molecules, this approach captures relative energy differences between conformers, leading
to a significant improvement of the overall conformational ranking, outperforming GFN-FF and
GFN2-xTB. Thereby, the pairwise RMSD of the relative energy difference of two conformers
can be reduced from 5.65 kcalmol−1 to 0.71 kcalmol−1 on the test dataset, allowing to correctly
identify up to 81% of all lowest lying conformers correctly (GFN-FF: 10%, GFN2-xTB: 47%).
The ConfRank approach is cost-effective, allowing for scalable deployment on both CPU and GPU,
achieving runtime accelerations by up to two orders of magnitude compared to GFN2-xTB. Out-
of-sample investigations on CREST-generated conformer ensembles from the QM9 dataset and
conformers taken from an extended GMTKN55 dataset show promising results for the robustness of
this approach. Thereby, ranking correlation coefficient such as Spearman can be improved to 0.90
(GFN-FF: 0.39, GFN2-xTB: 0.84) reducing the probability of an incorrect sign flip in pairwise energy
comparison from 32% to 7%. On the extended GMTKN55 subsets the pairwise MAD (RMSD)
could be reduced on almost all subsets by up to 62% (58%) with an average improvement of 30%
(29%). Moreover, an exemplary case study on vancomycin shows similar performance, indicating
applicability to larger (bio-)molecular structures.

Furthermore, we motivate the usage of the pairwise training approach from a theoretical perspective,
highlighting that while pairwise training can lead to a decline in single sample prediction of absolute
energies for ML models, it significantly enhances conformer ranking performance.

The data and models used in this study are available at https://github.com/grimme-lab/confrank.

B.1 Introduction

In drug research, understanding and identifying conformational isomerism is crucial as the biological
activity of a molecule significantly depends on its precise three-dimensional geometry when interacting
with biological targets, such as enzymes or receptors [308–310, 385–387]. Hence, developing methods
to identify structural and energy differences between conformers is highly important. Thereby,
pinpointing the energetically most favorable conformers is challenging due to the often relatively
small energy differences (on the order of thermal energy at room temperature) and a large number
of conformations [388–392]. Moreover, identifying the lowest-lying conformer in an ensemble of
conformers (”stabilomer”) is particularly relevant, as the lowest energy conformer is generally the most
abundant and relevant form of a molecule under physiological conditions [393–395] and the predicted
effectiveness and specificity of a drug can heavily depend on the most abundant conformer [396–400].
Therefore, understanding and predicting conformational behavior may lead to the development of
drugs with better efficacy, reduced side effects, and improved pharmacokinetic properties. As
such, conformational analysis is a key component in the optimization of therapeutic agents and the
rational design of new drugs. Furthermore, conformers are relevant in quantitative structure-activity
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relationship analyses [401] in the context of biodegradability [402, 403], industrial applications
[404–409], and consumer goods [410–413].

Software designed to generate conformational libraries for a large number of compounds needs to
be computationally efficient while producing high-quality geometries. These models are required to
provide a broad conformational coverage, representing each compound with diverse, non-redundant,
and physically plausible conformers. Conformer ensembles can be generated through systematic,
stochastic, or machine learning (ML)-based methods [414–416].
In the last years, several methods for generating conformer ensembles based on ML models have
been developed, including ones leveraging supervised learning [417, 418], unsupervised learning
[419–421], and reinforcement learning [422–425]. Furthermore, recent advancements in diffusion
models have led to the creation of multiple implementations for conformer generation [426–428].
Systematic methods employ rule-based conformed generation such as rotations around bonds with
fixed angles [429–431] or more elaborated methods i.a. using allowed paths to constrain the search
space [432] or other knowledge bases [433–435]. Other physics- and heuristics-based conformer
generation methods include the open-source cheminformatics library RDKit, which utilizes distance
geometry algorithms for generating small-molecule conformers [436]. Additionally, commercial
software such as OpenEye’s OMEGA [437, 438] employs a torsion-driving approach for conformer
generation.
Various methods explore the conformational space using stochastic methods, often employing
physically inspired approaches such as surface collision [439, 440], Monte Carlo-sampling [441] or
using (accelerated) molecular-dynamics [311, 442, 443].
Among this plethora, the meta-dynamics based Conformer-Rotamer Ensemble Sampling Tool

(CREST) [115, 312, 313, 444, 445] has established itself as one popular method for ensemble
generation due to its robustness and effectiveness in finding and generating relevant conformers [446].
For conformational analysis, two steps are essential: generation of conformer structures and

energetic ranking of these structures. The latter requires a) accurate conformational energies at b) fast
inference timings such that large-scale scanning applications become feasible. Often heuristics or
computationally fast methods such as classical force fields are employed for this task [447–449]. In
recent years multiple ML-based ab initio force fields were introduced [8, 157, 450]. Albeit yielding
sufficient computational speed, classical force fields often lack the accuracy needed for the precise
identification of energetically relevant conformers.

Therefore, conformer generators such as CREST are often concluded with tools like a Commandline
ENergetic SOrting of Conformer Rotamer Ensembles (CENSO) [116, 316] pipeline to refine ensembles
at a higher theoretical level, usually different levels of Density Functional Theory (DFT). Following
different optimization and energy calculations steps, the selection of conformers is narrowed down to
identify the lowest lying conformer. Thereby, major causes of high computational costs are incorrect
geometries or inaccurate energy rankings, and overall computational costs can be significantly reduced
if the initial energetic ranking is improved. An improved energetic sorting allows fewer conformer
candidates to be evaluated using higher-level DFT functionals, which are computationally demanding.
Research on improving geometries during conformer generation, such as through specialized force
fields and ML potentials, is ongoing. In this study, the focus is placed on improvements for the relative
energy prediction. Even though various ML models demonstrate promising results in this context [7,
8, 157, 451, 452] and show promising outcomes when inferring ensemble data instead of single data
[453], to the best of the authors’ knowledge, few research has been conducted on pairwise comparisons
of conformers using ML methods so far.
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In this research, a ML training ansatz is developed to improve upon energetic ranking using existing
ML architectures. For this purpose, the training objective of a ML model is shifted towards predicting
relative energies for a given pair of conformers. We exemplarily show that this approach can be applied
to various ML architectures to obtain DFT-like energy rankings at force field cost. In the following
section C.2, the theoretical motivation for the specifics of our pairwise training workflow is presented.
Subsequently, in section B.3 a short overview of the technical setup is given. Section B.4 describes
the training data and curation steps. In the first part of section C.4, the ranking performance of ML
methods is compared to conventional quantum chemistry (QC) methods, in the later part a comparison
of pairwise and pointwise training procedures is conducted. For this purpose, different datasets are
curated, spanning from GEOM and QM9 to GMTKN55. For all samples, references at r2SCAN-3c
level are provided and a trained DimeNet++ model is made available. Section B.6 concludes with a
discussion on potential future research directions such as targeting broader areas of chemical space.

B.2 Theory and Methods

The following section features a formal mathematical problem statement for conformer ranking,
focusing on pairwise training. A brief discussion of the machine learning models evaluated in this
study is provided, followed by an overview of the GFN-FF theory and background, which serves as
the baseline method.

B.2.1 Conformer Ranking with Machine Learning

Problem statement Our goal is the ranking of conformers in an ensemble with respect to their
conformation energy. For a specific molecule, we are given an ensemble of # molecular conformers{
X(8)

}#
8=1

. The 8-th molecular conformer of an uncharged molecule with = atoms is given as

X(8) =
{(

r(8)
9
, / 9

)}=
9=1
, (B.1)

where r(8)
9

denotes the Cartesian coordinates of the 9-th atomic nuclei and / 9 is the respective
atomic number.
Essentially, one can view the total energy as a function � (8)C>C = 5

(
X(8)

)
and approximate it, for

example, by a statistical model and subsequently rank the conformers with respect to the prediction.
The rise ofMachine Learning Interatomic Potentials (MLIPs) over the past years together with advances
of hardware and in particular accelerators such as GPUs has lowered the bar for the development of
highly accurate, yet fast surrogate models. Inspired by the growing availability of powerful machine
learning architectures that have shown their ability to model large datasets, we decide to tackle the
problem of high-throughput conformer ranking by tailoring such a model to our specific application.

Pairwise approach A key challenge in conformer ranking is that we are mainly interested in
potentially very small (. 1 kcal mol−1) relative energy differences between conformers of the same
chemical composition and covalent bond topology, whereas chemically different ensembles might
differ in their total energies by orders of magnitude. A natural solution to overcome this difficulty is to
consider the relative energy of two conformers 8 and 9 , rather than their respective total energies:

�
(8, 9)
A4;

= �
(8)
C>C − �

( 9)
C>C (B.2)
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In this work, we approximate � (8, 9)
A4;

by a neural network based model 5\

�
(8, 9)
A4;
≈ 5\

(
X(8) ,X( 9)

)
, (B.3)

where \ denotes the set of trainable parameters. In particular, we investigate the process of
minimizing a loss function L over a dataset D containing relative energies � (8, 9)

A4 5
for pairs of

conformers as computed by a reference method, i.e. finding an optimal set of model parameters \∗ via

\
∗
= arg min

\
E(

X(8) ,X( 9) ,� (8, 9)
A4 5

)
∼D

L
(
�
(8, 9)
A4 5

, 5\

(
X(8) ,X( 9)

))
.

(B.4)

In contrast to the pointwise training process that is common for most machine learned interatomic
potentials, equation (B.4) minimizes a loss function that depends on pairs of data points, hence we are
in the setting of pairwise learning [454–456]. As a result of learning differences, special importance
is put on (geometric) changes that lead to energetic changes within an ensemble. On the other hand,
contributions that are more or less constant within the same ensemble cancel out in equation (B.2).
Note that machine learning models for ranking have been investigated in various contexts before
[457–462]. Conceptually, our work is closest to the idea of pairwise difference regression [463] and
twinned regression [464, 465].

Symmetry requirements The prediction of relative energies needs to satisfy certain consistency
requirements in order to be meaningful from both a physical perspective and a technical perspective.
That is, for any two pairs 8 and 9 of data points or respectively for any triplet 8, 9 and : our predictive
model 5\ needs to fulfill

I : 5\

(
X(8) ,X( 9)

)
+ 5\

(
X( 9) ,X(8)

)
= 0 (B.5)

II : 5\

(
X(8) ,X( 9)

)
+ 5\

(
X( 9) ,X(:)

)
+ 5\

(
X(:) ,X(8)

)
= 0.

(B.6)

The first condition simply implies that the prediction should change its sign when commuting
the arguments (antisymmetry). The second condition guarantees that the prediction for the relative
energy of (:, 8) is consistent with the prediction for (8, 9) and ( 9 , :) (transitivity). More general, the
predictive model 5\ should yield consistent predictions also for arbitrary =-tuples of data points which
is referred to as higher order loop consistency. As outlined by Wetzel et al. [464], conditions (B.5)
and (B.6) are sufficient for higher order loop consistency. Wetzel et al. [464] suggest using a pairwise
neural network architecture and enforcing the consistency requirements by additional regularization
terms in the loss function. At inference, they consider violations of loop consistency as a measure for
uncertainty of the model prediction. However, in the spirit of Informed Machine Learning [466], we
include these constraints directly into the model architecture, allowing for exact fulfillment of loop
consistency. To that end, we will achieve 2- and 3-loop consistency by decomposing the pairwise
model as
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5\

(
X(8) ,X( 9)

)
= 6\

(
X(8)

)
− 6\

(
X( 9)

)
. (B.7)

This choice seems very natural, and indeed we argue in the Supporting Information that this is the
only way to build a pairwise architecture that satisfies the loop consistency relations.

Additionally, we assume 5\ to be invariant with respect to translations and rotations of the molecule
and invariant with respect to permutations of atom indexing. Hence, it is a natural choice to employ
an architecture from the vast pool of ML models for atomistic systems that have been developed over
the past years [157, 239, 240, 260, 266–268, 278, 314, 450, 467–470] as 6\ . Another nice feature of
decomposing 5\ according to equation (B.7) is that, despite being trained in a pairwise fashion, at
inference, new structures can be evaluated in a pointwise manner by simply applying 6\ . Therefore,
in practice, we still deal with model architectures that operate on single samples but train them in
a pairwise fashion. However, the output of 6\ does not necessarily equate to the actual potential
energy but rather to some pseudo-energy that can be used for computing pairwise differences during
training and for direct ranking at inference time. Intuitively, we expect that during the pairwise training
process, 6\ is optimized to account for differences within ensembles, while being less sensitive to
dependencies that are more or less constant among conformers of the same ensemble. If 6\ was
a classical force field with bond, angle, torsion energy terms etc. we can imagine locally constant
contributions to cancel out in equation (B.7), potentially leading to a less complex loss function
landscape. This becomes especially prevalent in the context of conformer search, where isolated atom
energies, covalent bond energies etc. cancel out (almost) entirely. In the Supporting Information, we
describe how pseudo-energies can be related in part to the actual potential energies by performing a
linear fit of constant per-atom energy contributions.

B.2.2 Machine Learning Interatomic Potentials

Machine Learning Interatomic Potentials are MLmodels that predict the potential energy surface (PES)
of atoms in a system. Traditional methods such as QC can be highly accurate but computationally
expensive. MLIPs aim to provide a balance by offering accuracy close to that of ab initio computations
at a fraction of the computational cost. [471] They are trained on data generated from high-level QC
calculations or (less often) experimental data and can be used to simulate large systems over longer
timescales. Common applications of MLIPs include material science or drug design [472].
Most MLIPs are designed to achieve a linear scaling behavior in terms of the system size by

representing the predicted value as a sum over atom-wise contributions [6]. Of particular importance
for this work are Graph Neural Networks (GNNs), which often construct these atomic contributions
from learned node features that result from the training process. Many GNNs used for the prediction
of atomistic properties employ a variant of message passing [473] and thus belong to the group of
Message Passing Neural Networks (MPNNs). The concept of message passing allows for propagating
information between nodes, edges, etc. along the molecular graph, that is usually specified based on
inter-atomic Euclidean distances and a cutoff radius. As a result, MPNNs can be used to model both
short-range dependencies and long-range dependencies up to the boundary of their receptive field
while retaining their linear scaling behavior. The size of the receptive field can usually be adjusted
by choosing the hyperparameters of a specific MPNN architecture appropriately. An advantage of
modern GNN architectures is that they are usually agnostic to the specific dataset they are trained
on and are often ready to use, requiring almost no feature engineering. During the training process
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functional dependencies with respect to the molecular geometry, such as dependencies of the energy
on bond stretching or bending, are learned by the network. Note that only atomic coordinates and
atom identifiers are taken as an input.
We want to stress the vast amount of different model architectures available through publications

and open-source software. Although there are publications [471, 474–477] providing an overview of
different architectures, it is usually not obvious which architecture is the best for a specific problem a
priori. For practical reasons, we restrict ourselves to only a few different MPNN architectures. In the
following, we give a short overview of architectures used in this work.

SchNet [314] employs a continuous-filter convolutional neural network architecture to model
atomic interactions, thus transferring the convolution concept from images to molecular graphs.
Its architecture enables the efficient capture of both local chemical environments and long-range
interactions by propagating information across the molecular graph.

DimeNet++ [267] is a MPNN architecture designed to predict molecular properties by leveraging
directional message passing. It is an enhancement of the original DimeNet [266], improving both
performance and computational efficiency. Internally, a radial Bessel basis and a 2D spherical
Fourier-Bessel basis expansion are employed to encode information on interatomic distances and
angular dependencies of nodes. DimeNet++ was one of the first GNNs to incorporate directional
information in its message passing process, allowing for improved accuracy.

GemNet [268] is another architecture based on DimeNet++. In contrast to DimeNet++ it allows
for the explicit description of 4-body interactions (GemNet-Q), although using 3-body information
exclusively is possible as well (GemNet-T). Building on spherical representations the authors show
that GemNet is a universal GNN, hence being able to approximate any continuous function of a point
cloud that is invariant to (global) rotations, translations and permutations. This theoretical result in
combination with diverse training data makes GemNet a promising candidate for accurate modeling
of molecular properties in a wide area of applications.

MACE [240] [478] has its theoretical foundation in the atomic cluster expansion [479] and builds
on (� (3)- and � (3)-equivariant modeling [480] in combination with higher order message passing.
In particular, the message passing process builds on a hierarchical body order expansion. The largest
body order that is taken into account is treated as a hyperparameter providing the possibility – in
addition to other hyperparameters – to balance between computational cost and performance.

B.2.3 GFN-FF

The GFN-FF is a multi-purpose force field in the GFNmethod family that enables accurate and efficient
predictions of molecular geometries, vibrational frequencies, and non-covalent interactions [16]. The
GFN-FF method handles c-conjugated systems by an iterative Hückel scheme. Covalent-bonding
information, atomic charges, and bond orders are calculated from the input molecular structure.
The covalent topology is based on inter-atomic distances '�� compared to a reference value '0

��,
calculated as:

'
0
�� = ('

0
� + '

0
� + 'B 5 C ) (1 −

∑
8

28 |Δ�# |
8) (B.8)

where coordination number dependent '0
� and '

0
� are derived from D3 damping radii [481], 'B 5 C is
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an element-specific shift, 28 are fitted parameters and Pauling atomic electronegativities �# are taken.
A covalent bond is assigned if '�� < 5' (@)'

0
��, with 5' (@) a charge-dependent scaling function.

Atoms are assigned hybridization states based on neighbors, identifying c-conjugated fragments and
assigning c-electrons. Initial topology-based electronegativity-equilibrium (EEQ)[373, 482] charges
@eeq are derived, and the procedure is iterated to obtain an improved topology.
The total energy is given by the sum of covalent interactions and non-covalent interactions

�GFN-FF = �CI + �NCI, with the covalent part featuring Gaussian-type potentials and three-body
bonding corrections. The non-covalent part employs the EEQ atomic charge model for electrostatics,
a topology-based D4 scheme for dispersion [302], and charge-dependent corrections for hydrogen and
halogen bonds. Energy contributions are composed of the sum of two- and three-particle energies
covalent bonding �1>=3 , angular bending �bend, repulsion �

CI
rep, rotational torsion �tors and three-body

repulsion correction �abc for the covalently bonded part. The intra- and inter-molecular non-covalent
contribution (“non-bonded”) is given by the sum of isotrophic electrostatics �IES, dispersion �disp,
Pauli repulsion �NCI

rep , as well as hydrogen bridge �HB and halogen bridge bond �XB correction terms
[16]:

�CI = �bond + �bend + �
CI
rep + �tors + �abc (B.9)

�NCI = �IES + �disp + �
NCI
rep + �HB + �XB . (B.10)

Although there are a plethora of other force fields (UFF, AMBER, etc.) [447–449], GFN-FF
is highly suitable for the generation of conformer ensembles due to its focus on geometries and
non-covalent interactions. Moreover, GFN-FF includes parametrization for the full periodic table for
elements up to radon (Z ≤ 86), allowing for a broad applicability in chemistry. Furthermore, GFN-FF
is available in CREST [312]. Note that, as the name "GFN" implies, GFN-FF is particularly suitable
for producing reasonable geometries at force field level. However, it was not designed to yield very
accurate conformational energies and performs in this respect similar to other ”traditional” FFs like
Amber or MM3 [449, 483]. In this study, we improve upon this aspect.

B.3 Technical Setup

All quantum mechanical DFT calculations were performed using the ORCA computational chemistry
software suite (version 5.0.4) [40, 356]. Following general recommendations for selecting DFT
functionals [86], reference calculations were conducted using the r2SCAN-3c functional [315].
This composite electronic-structure functional includes a modified version of the semi-classical D4
dispersion model [301, 302, 484, 485] and a geometrical counter-poise correction [51]. The default
convergence criteria were applied, with the DEFGRID2 option for the DFT integration grid. To
compare with semi-empirical quantum methods, the GFN2-xTB method [18, 148] and for force
field calculations, the GFN-FF method was used [16], utilizing xtb version 6.6.1 [486]. Conformer
generation was conducted using CREST [115, 312, 313, 444, 445] version 2.12 and 3.0.2 [487],
employing the default configuration and GFN-FF for the underlying PES. All scripts are written in
Python 3.11.5 [322, 488] using PyTorch [323] version 2.1.0 [489]. Dimenet++ and SchNet model
architectures were directly imported from PyG (PyTorch Geometric) version 2.5.0 [490]. The MACE
architecture used in this work was imported from the mace_torch package version 0.3.5 [491]. The
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code from the GemNet architecture was copied from the gemnet_pytorch repository [492] and the
included code for transforming training data into the required format was slightly modified to allow
for integration into our framework. For more details on the software versions used, see the setup
description in the GitHub repository of this work. Data is stored on disk in the hierarchical data
format (HDF5) [364]. Unless explicitly mentioned otherwise, calculations were performed on Intel
Xeon "Sapphire Rapids" 48-core/96-thread 2.10GHz CPUs. Training of machine learning models was
performed on a single Nvidia RTX3070 with 8GB VRAM.

B.4 Dataset and Preprocessing

Figure B.1: Generation of ConfRank training data involves three main steps: sampling, reference calculation,
and feature parsing. During sampling, 20 conformers are randomly selected from each ensemble, including the
lowest energy conformer at the reference energy level. The selected conformers are then optimized on GFN-FF
level. Subsequently, the training targets, energies and gradients, are determined using DFT calculations on the
GFN-FF geometries. Additionally, a GFN-FF singlepoint calculation is performed on the GFN-FF equilibrium
geometries, and further features from the GFN-FF calculation are parsed. Energy and gradient values from
both the r2SCAN-3c reference and GFN-FF calculations are incorporated into the dataset, with nomenclature
indicating geometry level (subscripts) and singlepoint level (superscripts).

For training the MLmodel, a subset of the GEOM dataset [171], encompassing 37 million molecular
conformations across 450 000 molecules was employed in this study. The published GEOM dataset is
characterized by its CREST-generated equilibrium structures and its focus on organic compounds,
making it well-suited for the target purpose in this study. The dataset includes 317 000 conformers for
molecules related to experimental data, e.g. molecules found by in-vitro high-throughput screening
approaches [493].
The workflow for data generation and preprocessing is depicted in Figure B.1. To ensure a broad

representation of chemical diversity and improve generalization across organic chemical space, the
number of samples per conformer ensemble was limited to a fixed amount, which allows the model to
encounter a wide variety of molecules while optimizing computational resources and avoid over- or
undersampling of molecules for which a large or respectively small number of conformers is available.
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From the molecules related to experimental data, we randomly select uncharged ensembles with
a number of unique conformers =conf > 20. Subsequently, per ensemble, the lowest DFT-ranked
conformer is sampled alongside 19 other conformers at random.
Samples included in the GEOM dataset are CREST structures optimized on GFN2-xTB level. In

order to train on geometries while being consistent regarding the level of theory, which is compatible
with common CREST output, all samples are optimized on GFN-FF level before further singlepoint
calculations are conducted. As reference labels for training, singlepoint total energies and gradients
are calculated on r2SCAN-3c level and included in the dataset. The r2SCAN-3c DFT functional was
chosen due to its generally good performance on organic conformers and excellent cost-accuracy ratio
[86, 315, 494]. Note that explicitly providing GFN-FF features as input into existing ML architectures
did not yield improvements during training. This can be attributed to the fact that these aforementioned
ML architectures were designed with a focus on geometrical input and feature learning, implying
that relevant features are learned internally and not given explicitly as input. For completeness,
GFN-FF singlepoint features such as topology, bond orders, angle- and torsion- force-constants
and EEQ atomic charges are included in the dataset, allowing for the possibility of stratification
and exploratory data analysis. For future research avenues, we provide this data free of charge at
https://zenodo.org/records/13354132.
Moreover, GFN2-xTB energies and gradients are calculated as well as energies of various ML

models. To prevent overlap of training and test sets, particularly in the context of investigating datasets
from different sources as in section C.4, duplicates were identified and removed using the MolBar
identifier [495]. MolBar hereby identifies constitutional, configurational as well as conformational
isomerisms.

Following this procedure, one arrives at a dataset of 8 986 randomly picked ensembles containing
179 720 conformers - in the following signified as “ConfRank ” dataset. An overview over the content
of the ConfRank dataset is given in Figure B.2. For training 7 349 ensembles are used, keeping 639
ensembles for validation and 998 for testing. It is noteworthy that only 2% of the ensembles from
the initial GEOM dataset are sampled. Nonetheless, we deem the resulting model performances
(c.f. subsection B.5.2) to be sufficient for our purposes, while keeping the computational effort for
r2SCAN-3c reference calculations minimal, and disregard the option to sample more data. The
dataset comprises organic drug-like molecules including biologically active functional groups and
medium-sized compounds up to 145 atoms. An overview on the elemental composition and the
distribution of the number of atoms is shown in Figure B.2. Most conformation energies are below
10 kcalmol−1, making them particularly challenging to resolve, especially for force field methods
[496]. The distribution of relative energies is given in the Supporting Information.

B.5 Results

B.5.1 Energetic Improvement

In order to obtain an overview over the capabilities of existing MLIPs, energetic improvements are
compared for existing force field and semiempirical quantum methods (GFN-FF and GFN2-xTB) [16,
18, 148] with a selection of before-mentioned ML architectures: SchNet, DimeNet++, GemNet-T¶

¶ We found the implementation of GemNet-Q to be too slow in the training process and hence, for practical reasons,
collected results for GemNet-T.
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Figure B.2: Overview of the composition of the ConfRank dataset. The main plot displays the elemental
composition of all samples, with absolute values indicated on each column. The inset illustrates the distribution
of molecular sizes in the dataset.

and MACE.
For training and testing the preprocessed ConfRank dataset is employed (c.f. section B.4).
To allow for a fair comparison, all models are trained from randomly initialized weights on the

same training dataset, are evaluated on the same validation dataset (during training) and compared on
the same test set (after training). All of these subsets were selected randomly.

To that end, we adapt the respective open-source implementations to our specific training framework.
Each architecture’s hyperparameters are selected such that the number of trainable parameters is
comparable (ranging from 100k-150k for all models) and such that the receptive fields of the models
are equal. The latter is achieved by setting the number of message passing layers to 3 and the cutoff
radius of each layer to 4Å. Hence, in total the ML models’ receptive fields cover a sphere with a
radius of 12Å. r2SCAN-3c total atomic ground state energies are used to compute a constant energy
contributions of the atoms in the molecule allowing for a fit of total energies. More information on the
training process and hyperparameters can be found in the Supporting Information.

As evaluation metrics, regular statistical measures such as MAD, RMSD, etc. as well as ensemble-
averaged correlation coefficients are evaluated. Details on the metrics and their calculation are given
in the Supporting Information. Furthermore, to emphasize ranking capabilities in the context of
conformer identification, we included the following metrics:

• The sign flip probability (SF) indicates the percentage of wrong sign assignment, i.e. sign(�� −
��) ≠ sign(�DFT

� − �DFT
� ).

87



Appendix B ConfRank: Improving GFN-FF Conformer Ranking with Pairwise Training

• The ranking accuracy (Top-) denotes the probability of identifying the “true” lowest conformer
at DFT-level within the - lowest predicted samples using the reference method.

• The energy window accuracy (EW-) represents the probability of finding the “true” lowest
conformer at DFT-level within a given energy window - in kcalmol−1 to the energy of the
lowest predicted sample.

An overview over the performance of different QC methods and ML models is given in the top rows
of Table B.1 and Table B.2.

MD↓ MAD↓ RMSD↓ X2
d? dB g 

GFN-FF 0.54 4.08 5.65 -0.79 0.07 0.07 0.05
GFN2-xTB 0.02 1.90 2.59 0.62 0.81 0.75 0.62
DimeNet++ (single) 0.16 1.16 1.64 0.85 0.92 0.88 0.76
DimeNet++ (pair) 0.05 0.49 0.71 0.97 0.98 0.97 0.90
GemNet-T (single) 0.20 1.13 1.63 0.85 0.92 0.88 0.76
GemNet-T (pair) 0.02 0.46 0.66 0.98 0.99 0.97 0.90
SchNet (single) 0.21 1.61 2.38 0.68 0.85 0.81 0.67
SchNet (pair) 0.19 0.99 1.44 0.88 0.94 0.90 0.79
MACE (single) 0.41 1.65 2.29 0.70 0.84 0.80 0.65
MACE (pair) 0.07 0.56 0.83 0.96 0.98 0.96 0.88

Table B.1: Statistical performance metrics for different models and training modes on the test set. MD, MAD and
RMSD of relative energies are given in kcalmol−1. The coefficient of determination ('2) and rank correlation
metrics Pearson d?, Spearman dB and Kendall g are given in absolute values. Correlation coefficients are
ensemble averaged over pointwise energy predictions. Metrics annotated with a ↓ indicate that lower values are
better, otherwise, higher values are preferred.

TheGFN-FFmodel exhibits significant inaccuracies in ranking tasks, as indicated by the highest error
metrics recorded among the evaluated models. Specifically, the statistical measures are extraordinarily
high, with an MAD of 4.08 kcalmol−1 and RMSD of 5.65 kcalmol−1. The high variance and negative
coefficient of determination ('2) underscore the substantial uncertainty associated with using the
GFN-FF model for conformer ranking. These uncertainties support the claim that, despite its fast
runtime, the GFN-FF model alone is only suitable with large energy windows for conformer ranking
tasks (c.f. EW5 in Table B.2). Furthermore, the high SF rate of 0.47 effectively equates to a random
guess when comparing two conformers with the GFN-FF model. The very low ranking accuracy
and energy window accuracy further highlight the high rate of incorrectly assigned lowest-energy
conformers. Only within an energy window of 5 kcalmol−1 can a substantial percentage of the
lowest-energy conformers be reliably considered.

The semiempirical GFN2-xTBmodel significantly improves upon many of the deficiencies observed
with the GFN-FF model, justifying its default setting in CREST despite its higher runtime. Nearly
all statistical measures show improvements of more than 50% compared to GFN-FF. The notably
low MD of 0.02 kcalmol−1 compared to the MAD of 1.90 kcalmol−1 indicates symmetric results
around zero. Despite showing good correlation in conformational energies (d? = 0.77) and ranking
(dB = 0.75), the predictive power of GFN2-xTB remains improvable for reliable conformer ranking.
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SF↓ Top1 Top3 Top5 EW1 EW3 EW5

GFN-FF 0.47 0.10 0.21 0.33 0.29 0.57 0.77
GFN2-xTB 0.19 0.47 0.73 0.86 0.74 0.94 0.99
DimeNet++ (single) 0.12 0.61 0.88 0.95 0.88 0.99 1.00
DimeNet++ (pair) 0.05 0.81 0.97 1.00 0.99 1.00 1.00
GemNet-T (single) 0.12 0.61 0.89 0.95 0.89 0.98 1.00
GemNet-T (pair) 0.05 0.82 0.98 1.00 0.99 1.00 1.00
SchNet (single) 0.17 0.49 0.79 0.89 0.79 0.95 0.98
SchNet (pair) 0.11 0.66 0.90 0.96 0.93 0.99 1.00
MACE (single) 0.17 0.45 0.73 0.86 0.77 0.95 0.99
MACE (pair) 0.06 0.79 0.96 0.99 0.98 1.00 1.00

Table B.2: Advanced performance metrics for different models and training modes on the test set. Sign flip
probability (SF), ranking accuracy (Top-), energy window accuracy (EW- , with - in kcalmol−1) are given in
%. Ranking accuracy and energy window accuracy are evaluated on pointwise energy predictions. Details
on the metrics can be found in the main text. Metrics annotated with a ↓ indicate that lower values are better,
otherwise, higher values are preferred.

Aside from GFN-FF’s high errors and GFN2-xTB as a more reliable alternative, ML models
trained on highly accurate data from QC calculations in a pointwise fashion (referred to as “single”)
demonstrate superior performance. Models such as DimeNet++, GemNet-T, SchNet and MACE
outperform both GFN-FF and GFN2-xTB regarding error metrics and correlation. These pointwise
trained models achieve RMSD values between 1.63 and 2.38 kcalmol−1, along with '2 values ranging
from 0.68 to 0.85. Special emphasis can be paid to the best-performing ML models DimeNet++ and
its successor GemNet-T. Those display very good ranking capabilities (d? = 0.92), and allow for tight
energy windows (EW1 > 0.88). However, these “single” sample trained models do not match the
performance levels of their “pair”wise trained model counterparts, presented in the following section.

B.5.2 Pairwise Training

At the core of the ConfRank training workflow resides the pairwise training approach minimizing a
pairwise loss function in the sense of equation (B.4).
Instead of running backpropagation through single entities as is most common in supervised

machine learning, model weights are updated by minimizing a loss function depending on pairs of
data points. Thereby, pairs of conformers within each ensemble are sampled, adapting the model
weights to minimize the relative differences between conformers, and better capture subtle variations
among conformers, leading to more accurate ranking predictions (see below).

Setup An illustrative depiction of the training setup is provided in Figure B.3. By training on
relative energies, the persistent issue of different energy scales between various method classes can be
overcome (esp. between GFN and DFT methods). We minimize the !1-loss between predicted and
actual relative energies according to DFT:
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Figure B.3: Schematic approach for pairwise training. For a pair of two conformers from a given ensemble,
pseudo-energies � ′� and � ′� are calculated using a single model (e.g. DimeNet++ architecture). The model
weights are updated using a pairwise loss function.
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The same model instance is used for both conformers, with weight updates performed after
completing both inference steps. Note that in principle any ML architecture which operates on a single
molecular input can be employed.
The sets of ensembles used for training, validation and testing are the same as in the pointwise

training process. As described earlier, we restrict each ensemble to a number of 20 conformers and we
sample all pairs up to permutation, i.e. we consider all 20(20 − 1)/2 = 190 pairs in each ensemble.
This leads to 1 396 310 pairs in the training set, 121 410 pairs in the validation set and 189 620 pairs
in the test set.

Observations For an exhaustive overview over the performance differences between pointwise and
pairwise training see Table B.1 and Table B.2. Pairwise trained models consistently outperform their
pointwise trained counterparts across virtually all metrics. For detailed description of training settings,
see Supporting Information. The pairwise-trained DimeNet++ shows a substantial improvement of
ranking probability (SF: 0.05, Top1 Accuracy: 0.81) compared to its pointwise trained version (SF:
0.12, Top1 accuracy: 0.61). When selecting all conformers in an energy window of 1 kcalmol−1

starting from the lowest prediction the pairwise trained DimeNet++ finds the actual lowest conformation
99% of the cases, outperforming the pointwise trained model by 11%. For reference, randomly
guessing the lowest conformation would equate to a Top1 accuracy of 1

20 = 5%, as the number
of conformers in each ensemble is exactly 20. Similar improvements are observed for GemNet-T,
SchNet and MACE models, highlighting the superior predictive accuracy and consistency of pairwise
training. Closely followed by Dimenet++ and MACE, the pairwise-trained GemNet-T stands out as the
best performer, achieving the lowest MAD of 0.46 kcalmol−1, the highest '2 of 0.98 and displaying
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the strongest correlation metrics (Pearson’s d?: 0.99, Spearman’s dB: 0.97, Kendall’s g : 0.90),
indicating robust and accurate energy predictions of the relative energy well below chemical accuracy
of 1.00 kcalmol−1 (chemical accuracy). Leveraging pairwise training reduces the SF probability
to 5%, allowing to capture 99% of the lowest lying conformers within chemical accuracy. These
results suggest that the pairwise training approach on relative energies allows for very good results for
conformational ranking.

For visual comparison, see the correlation plots in Figure B.4. GFN-FF shows poor correlation with
r2SCAN-3c , with many relative energies exceeding 5 kcalmol−1 and 10 kcalmol−1. It furthermore
fails to distinguish between different conformers, where DFT does not (non-zero conformational
energies). GFN2-xTB improves with a visible correlation and no conformational energies beyond a
10 kcalmol−1 window. In contrast, DimeNet++ demonstrates excellent correlation, with all relative
energies well within a 5 kcalmol−1 window.

B.5.3 Timings

A crucial aspect of improving conformer search is runtime. Enhancements that require excessive
computational time compared to the GFN-FF calculations are impractical and render possible energetic
improvements futile. Therefore, we investigate the runtime of ML models that were adapted to
the ConfRank setup, comparing them with conventional methods. It should be noted that certain
code modifications were required to adapt open-source implementations of the architectures studied
to our framework. Also, model performance might be highly dependent on the chosen model
hyperparameters. Therefore, all results are only representative of our specific implementation and
chosen hyperparameters.
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a)

b)

c)

Figure B.4: Correlation of r2SCAN-3c (DFT) and predicted relative energies on the test set across different
methods: a) GFN-FF, b) GFN2-xTB and c) DimeNet++.
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Figure B.5: Computational runtime of DimeNet++ as a function of the batch size for different numbers of Open
Multi-Processing (OMP) threads and on the GPU when evaluated on its test set. Performance deterioration when
using a single OMP thread for batch sizes larger than 16 is likely due to inefficiencies in workload distribution
and overheads associated with processor-specific chunking of the task. Results are averaged over three runs and
error bands correspond to the standard deviation of those runs.

Figure B.5 compares the runtime of DimeNet++ inference for different degrees of parallelization on
CPU and GPU. Increasing the number of threads in OMP enhances the processing capacity, but GPU
performance far exceeds CPU OMP, enabling an order of magnitude more samples to be processed per
time. Batching also shows a greater impact on GPU performance yielding up to over 1 000 samples /s,
allowing for high-throughput screening and energetic ranking of CREST runs. For comparison,
GFN-FF (GFN2-xTB) singlepoint calculation achieve 143.9 (111.3) samples per second when running
10 single-thread processes in parallel. For GFN-FF and GFN2-xTB timing measurements, data is
read from disk, while for ML models data is stored in PyTorch data structures already loaded in
RAM. Furthermore, given that GFN-FF is expected to be over 100 times faster than GFN2-xTB,
the measured runtimes are likely dominated by I/O operations and system calls. Nevertheless, the
qualitative differences in runtime of traditional and ML methods become apparent. Hence, employing
ConfRank on top of regular GFN-FF calculations results in practically no significant increase in
runtime. Timings are measured on an Intel(R) Core(TM) i7-12700 CPU and a NVIDIA RTX 3070.

As shown in Figure B.6, different ML models exhibit varying inference timings, influenced by their
individual architectures and chosen hyperparameters. We selected a comparable set of hyperparameters
(e.g. cutoff radius and number of message passing layers) and number of trainable parameters for
consistency. DimeNet++ demonstrates a good balance regarding accuracy and computational speed.
Thus, we will focus on and report the DimeNet++ model performance in the following experiments.
However, this choice is not a strict decision, as other models like MACE or GemNet-T can also be
employed at an acceptable computational cost, given the significant runtime advantage over regular
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Figure B.6: Comparison of inference times for various ML models on GPU based on batch size. Single sample
inferences were performed on the ConfRank test set, averaged over three runs. Black markers indicate the
standard deviation.

GFN-FF calculations as mentioned before. Furthermore, detailed tweaking of each model and its
hyperparameters beyond the chosen selection could yield further performance gains.

Besides the inference of pairwise energies, the runtime of the conformer sorting process is equivalent
to that of standard sorting algorithms, as it relies on the intermediate energy-like outputs produced by
the ML model (c.f. Figure B.3). In this sorting of pairs, pseudo-energies are directly compared and
conformers sorted accordingly.
These findings highlight that the proposed ML operation for enhancing conformer ranking incurs

minimal costs relative to the initial GFN-FF singlepoint calculations. Additionally, in a typical CREST
run, the computational time is predominantly consumed by geometry optimizations, with singlepoint
evaluations being significantly faster.

B.5.4 Out-of-Sample Performance Evaluation

QM9 + CREST
So far the ConfRank dataset is derived from conformers identified by CREST using GFN2-xTB, as
documented in the GEOM dataset. In the preprocessing step we implicitly assumed that optimizing
these structures at the GFN-FF level yields samples comparable to those from a CREST GFN-FF
run (c.f. section B.4). However, it is important to note that a CREST run using GFN-FF may not
necessarily identify the same conformer geometries as a run using GFN2-xTB due to differences in
the underlying PES.
Since the target of this study is to enhance CREST GFN-FF runs, we test this hypothesis using

conditions reflecting a real-world scenario. For this, we utilize the QM9 subset of the GEOM dataset
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[169–171], conducting an unpruned CREST GFN-FF run on each ensemble.
In order to maintain reasonable computational effort for testing, ensembles were randomly sampled

from the QM9 set. To simulate a realistic scenario where only individual structures are known but
not their ensembles, a random conformer was selected from each ensemble. New ensembles are
then created using CREST with GFN-FF and default settings, followed by a subsequent r2SCAN-3c
singlepoint computation for each conformer. In comparison to the accelerated training setup previously,
exhaustive sampling is conducted and all found conformers are taken into account. In the following,
the term “QM9-CREST ” signifies CREST generated ensembles from the GEOM subset corresponding
to QM9 molecules.

The so created dataset initially includes 1 162 712 conformers (110 926 217 pairs) distributed across
17 467 ensembles. The elemental composition comprises H, C, N, O, and F, mirroring that of the
ConfRank training dataset, with no additional elements included. All samples are uncharged and
contain up to nine heavy atoms. As a result, the size distribution of molecules covers a complementary
range not represented in the ConfRank dataset used for training, leading to an out-of-sample scenario.
In a second step, we remove 130 ensembles that include intermolecular non-covalent interactions
according to the molecular topology generated by GFN-FF. Therefore, statistics are computed with
respect to r2SCAN-3c reference energies for 17337 ensembles, corresponding to 1 114 449 conformers
(96 013 287 pairs).

As shown in Figure B.7, the pairwise-trained DimeNet++ outperforms both GFN methods in terms
of ranking accuracy. Notably, DimeNet++ achieves a TOP3 accuracy of 85% and an EW1 of 92%.
These results demonstrate the high efficiency of conformer selection when employing DimeNet++ for
ranking tasks, enabling a tight selection of candidates to identify the lowest-lying DFT conformers
and thus lowering computational costs in downstream calculations such as CENSO.
A full statistical overview over the performance on the QM9-CRESTdataset can be found in the

Supporting Information.
Confclean conformers To assess the robustness of the pairwise trained ML models on out-of-

sample data, we investigate their performance across different datasets. Although a rigorous train-test
split was performed on the ConfRank dataset (see section B.4), the training and testing domains remain
similar due to their common origin. Therefore, in order to thoroughly evaluate the robustness across the
organic chemical space, we compile the Confclean dataset that is mainly based on conformer subsets
of the GMTKN55 dataset [89] which contains carefully curated samples over a wide range of chemical
domains. These GMTKN55 subsets are organically comprised ensembles of varying molecular
size and ensemble magnitude. Chemical motifs range from basic alkane chains to RNA-backbone
conformers. The eight conformer sets of the original GMTKN55 database are further enhanced by the
following subsets: 37conf8 [497], Glucose [498], Maltose [498], MPCONF196 [499]. Each subset
containing different additions to the already present data. A tabular overview of the Confclean dataset
can be found in Table B.3. For statistical evaluation, all combinatorial pairs within each subset’s
ensemble were considered. In contrast to previous experiments, ConfRank results are reported with
respect to coupled-cluster reference energies, primarily based on CCSD(T)/CBS calculations. For a
detailed explanation of the reference methods used, please refer to the corresponding subset publication
cited in Table B.3. Note that parts of the GMTKN55 were used in the parametrization of the GFN-FF.

As shown in Figure B.8 and Figure B.9, DimeNet++ outperforms both GFN-FF and GFN2-xTB on
most subsets. On average, the MAD (RMSD) of relative energies is improved by 30% (29%) across all
subsets. With almost 62% the largest MAD improvement can be observed for the BUT14DIOL subset,
achieving an MAD of 0.38 kcalmol−1 compared to an MAD of 0.98 kcalmol−1 for GFN-FF. Large
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Figure B.7: Comparison of GFN methods and DimeNet++ on the QM9-CREST dataset. The units are agreeing
with those reported in previous tables.

MAD improvements can also be observed for MPCONF196 (59 %), Maltose (53%) and Amino20x4
(49%), although for MPCONF196 and Maltose the MADs of 1.90 kcalmol−1 and 1.80 kcalmol−1,
respectively, are still rather large.

However, on certain subsets, DimeNet++ is not able to outperform GNF-FF. On the MCONF subset,
DimeNet++ and GFN-FF perform equally well with an MAD of 0.81 kcalmol−1, outperforming
GFN2-xTB by 48%. Additionally, we included the UPU23 subset, which contains charged RNA-
backbone conformers. Since our model does not account for molecular charge, DimeNet++ processes
these samples as neutral, despite their charged nature. Consequently, DimeNet++ shows the
lowest performance on this subset, with a MAD of 3.85 kcalmol−1, in comparison to GFN-FF’s
2.77 kcalmol−1. In contrast, both GFN-FF and GFN2-xTB can handle charged samples accurately.
The investigation of models that can properly handle charged samples in combination with our
ConfRank framework is left as a possible direction for future research.
When evaluated on the PCONF21 subset, DimeNet++ shows a deterioration of accuracy as well,

resulting in a −23.50% performance decrement compared to GFN-FF. The differences likely stem
from the peptide nature of the PCONF21 conformers for which intramolecular hydrogen bonds play a
pivotal role in this subset, which were underrepresented during training. As a result, we can consider
PCONF21 as a meaningful test case for model development in the future. Interestingly, sugar subsets
perform reasonably well and could be of research interest for cellular membrane molecules. A tabular
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Dataset Type Description #pairs Reference
37conf8 O Industry-related organic drug-like conformers 1 036 Sharapa et al.[497]
ACONF H Short alkane chain conformers 73 Goerigk et al.[89]
ACONFL H Long alkane chain conformers 462 Ehlert et al.[500]
AMINO20x4 P Amino acid conformers 200 Goerigk et al.[89]
BUT14DIOL O Butane-1,4-diol conformers 2 080 Goerigk et al.[89]
Glucose S Glucose conformers 13 266 Marianski et al.[498]
MCONF O Melatonin conformers 1 326 Goerigk et al.[89]
MPCONF196 P (A)cyclic peptides andmacrocyclic conformers 1 380 Rezáč et al.[499]
Maltose S U-Maltose conformers 24 753 Marianski et al.[498]
PCONF21 P Tri- and tetrapeptide conformers 75 Goerigk et al.[89]
SCONF S Sugar conformers 111 Goerigk et al.[89]
UPU23 O RNA-backbone conformers 276 Goerigk et al.[89]

Table B.3: Overview of selected GMTKN55 and additional datasets that contribute to the Confclean dataset
[115]. #pairs denotes the number of pairs per respective subset. In total 1 655 peptides (P), 38 130 sugars (S),
535 hydrocarbons (H) and 4 718 other molecules are included.

overview over the results and improvements are given in the Supporting Information.

Figure B.8: Comparison of pairwise MAD for different methods on various subsets of the GMTKN55 containing
conformers. The MAD is averaged across all ensembles within each subset.

Vancomycin To evaluate the applicability of the ConfRank approach to larger molecules, we
included a case study with respect to vancomycin. Vancomycin is selected for two reasons: (a)
vancomycin is a highly relevant molecule in the context of drug development, it being used as an
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Figure B.9: Comparison of pairwise RMSD for different methods on various subsets of the GMTKN55
containing conformers. The RMSD is averaged across all ensembles within each subset.

effective antidote against multidrug-resistant Staphylococcus infections [501] and therefore being
classified as critically important for human medicine by the WHO [502]; (b) with 176 atoms,
vancomycin represents a sensible upper limit for performing CREST and DFT reference calculations
with given computational resources. Containing almost twice as many atoms as the largest molecule
in the training set, it also serves as a suitable test system for evaluating the extrapolation ability of our
model. Therefore, we investigate vancomycin as a suitable proxy for evaluating the ConfRank approach
with respect to bio-molecular systems. CREST on GFN-FF level was used to generate the conformer
ensemble, and reference-level r2SCAN-3c conformational energies were subsequently calculated.
As can be seen in Table B.4 the pairwise trained DimeNet++ outperforms the GFN2-xTB in both,

error metrics (RMSD: 2.59 kcalmol−1 vs. 3.26 kcalmol−1) and metrics that measure the ranking
capability (spearman coefficient d(: 0.95 vs. 0.92). Particularly, the capability to include only
conformers within an energy window of 1.00 kcalmol−1 will enhance conformer generation methods
like CREST. Note that both GFN2-xTB and the pairwise trained DimeNet++ model are able to find
the energetically lowest conformer, as defined by the r2SCAN-3c reference computation, within an
energy window of 1 kcalmol−1, whereas GFN-FF does not display sufficient accuracy in this example.
As expected, we observe that the Ml model does not outperform most GFN2-xTB metrics as strongly
as on the test set. This can be explained by the out-of-sample nature of vancomycin compared to the
training set. Although not necessary in this example, this stresses the potential need to enrich the
training set with suitable samples that are relevant for the respective application when moving too far
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from the original training distribution. Retraining on custom datasets and therefore adaption of the
ConfRank approach to specific applications is possible using our code. In summary, this exemplary
study shows promising evidence that the ConfRank approach using e.g. the DimeNet++ architecture
appears to be applicable for larger (bio-)molecular structures. However, the authors emphasize that
the investigation of the ConfRank approach in a more realistic biological setting, including solvent
effects and the presence of biological targets, was beyond the scope of this study and remains to be
explored in future work.

MAD↓ RMSD↓ X2 SF↓ EW1 d? dB g 

GFN-FF 7.01 8.71 -0.11 0.53 0.00 -0.12 -0.10 -0.07
GFN2-xTB 2.54 3.26 0.84 0.12 1.00 0.92 0.92 0.75
DimeNet++ (pair) 2.00 2.59 0.90 0.09 1.00 0.95 0.95 0.81

Table B.4: Overview of selected performance metrics for the vancomycin ensemble. Since only a single
ensemble is considered, most ensemble metrics are omitted. For detailed descriptions of the metrics, see
Table B.1 and B.2.

B.6 Conclusion

In this study, we demonstrate that pairwise training of pre-developedMLmodels significantly enhances
their ability to improve conformational ranking tasks. These models effectively identify conformational
differences in organic, drug-like molecules across a diverse range of compounds. As detailed in
section C.4, while the GFN-FFmodel exhibits poor correlation in conformer ranking, GFN2-xTB offers
a more reliable albeit computationally more costly alternative. However, pairwise trained ML models
outperform both methods regarding accuracy and computational timing, with the pairwise-trained
GemNet-T model achieving the highest accuracy and Dimenet++ the best cost-benefit ratio.
Despite a relatively small training set of ∼ 160 000 molecules, the pairwise trained models

demonstrate high data efficiency, achieving strong performance also due to the combinatorial increase
of samples and robustness (c.f. transferability to QM9-CREST and Confclean datasets). Additionally,
first tests on vancomycin indicate good performance on larger molecules relevant in the biological
context. ConfRank is hence both data-efficient, requiring fewer samples, and cost-efficient, with fast
inference times. Moreover, the approach yields the flexibility to integrate practically any MLIP with
the pairwise learning for improved conformer ranking. Note that for this purpose, hyperparameter
optimization could be conducted more extensively. In this study we focused on a fair comparison
between the models rather than an undisputable final model.

Future work could explore ranking in solution and address the intrinsic incorporation of molecular
charges to the ranking approach. Special attention should also be given to the accurate representation
of hydrogen as well as halogen bonds. Additionally, the chemical domain space should be expanded
to include non-organic compounds, such as transition metal complexes or lanthanoid structures. In
passing we note, that besides improved energetic sorting, a more accurate geometry optimization is
of high interest for future improvement on conformer search. Furthermore, one could investigate,
the extend to which the presented results are independent of the specific ML model and reference
DFT method. Overall, our results show an improvement in conformer ranking using pairwise training
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for GFN-FF geometries and r2SCAN-3c reference energies, paving the way for more efficient and
accurate drug discovery in the future.

Data and Software Availability
The trainedMLmodels andConfRank dataset are available underhttps://github.com/grimme-lab/
confrank and https://zenodo.org/records/13354132. Please refer to the information avail-
able there for instructions on setting up and loading the data and models. The dataset is stored in
HDF5 format. To facilitate access, we provide a Python module for reading the data and models.
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Appendix C dxtb – An Efficient And Fully Differentiable Framework For Extended Tight-Binding

Abstract Automatic differentiation (AD) emerged as an integral part of machine learning, ac-
celerating model development by enabling gradient-based optimization without explicit analytical
derivatives. Recently, the benefits of AD and computing arbitrary-order derivatives with respect
to any variable were also recognized in the field of quantum chemistry. In this work, we present
dxtb – an open-source, fully differentiable framework for semiempirical extended tight-binding
(xTB) methods. Developed entirely in Python and leveraging PyTorch for array operations, dxtb
facilitates extensibility and rapid prototyping while maintaining computational efficiency. Through
comprehensive code vectorization and optimization, we essentially reach the speed of compiled xTB
programs for high-throughput calculations of small molecules. The excellent performance also scales
to large systems, and batch operability yields additional benefits for execution on parallel hardware.
Specifically, energy evaluations are on par with existing programs, whereas the speed of automatically
differentiated nuclear derivatives is only 2 to 5 times slower compared to their analytical counterparts.
We showcase the utility of AD in dxtb by calculating various molecular and spectroscopic properties,
highlighting its capacity to enhance and simplify such evaluations. Furthermore, the framework
streamlines optimization tasks and offers seamless integration of semiempirical quantum chemistry in
machine learning, paving the way for physics-inspired end-to-end differentiable models. Ultimately,
dxtb aims to further advance the capabilities of semiempirical methods, providing an extensible
foundation for future developments and hybrid machine learning applications. The framework is
accessible at https://github.com/grimme-lab/dxtb.

C.1 Introduction

With Kohn–Sham density functional theory (DFT),[11, 65] an accurate description and representation
of electronic structure is available for routine calculations of energies and structures.[86, 503] However,
even using systematic approximations to reduce the computational cost,[315, 504–510] DFT remains
too costly for large scale calculations.[110] The recently introduced extended tight-binding (xTB) based
semiempirical methods[17, 18, 148] alleviate this issue, allowing for a quantummechanical description
while retaining favorable computational cost. Correspondingly, they are routinely applied in high-
throughput calculations (e.g. drug discovery[113], computation of mass spectra[511–513]), molecular
and meta dynamics,[313] conformational searches,[114, 115, 514] and multilevel modeling.[116]
In these applications, semiempirical methods are particularly tasked with evaluating the more

expensive nuclear derivatives: Gradients are essential for geometry optimizations and propagating
forces in molecular dynamics. Hessian matrices, on the other hand, play a crucial role for characterizing
stationary points on potential energy surfaces (transition state search[515, 516]) and to compute
thermostatistical corrections.[517] Moreover, the importance of derivatives in quantum chemistry
extends to other molecular (response) properties or general optimization problems.[518] As a result,
significant efforts in method development are dedicated to the deduction and implementation of
efficient analytical derivatives. Alternatively to these analytical derivatives, more costly and possibly
unstable numerical differentiation algorithms are employed. The rise of machine learning (ML),
however, drew attention to a third method: automatic differentiation (AD).[320, 519] Based on
the chain rule, AD automatically accumulates the known elementary derivatives of any arbitrarily
complicated function with machine precision, avoiding the pitfalls of both former methods. Therefore,
AD holds the potential to significantly streamline and simplify method development by circumventing
explicit derivative code.
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C.1 Introduction

Following its widespread adoption in ML (particularly through back-propagation[210]) and the
accompanying plethora of frameworks, AD recently also found its way into computational chemistry
(as well as other disciplines[520–523]) with diverse applications ranging from classical molecular
dynamics, through established mean-field methods, to elaborate correlation methods. For example, the
calculation of forces was automatized inmolecular dynamics[524–526] as well as quantumMonte Carlo
(QMC).[527] Other response properties were also computed with AD in auxiliary-field QMC.[528]
Fully differentiable implementations of Hartree–Fock (HF[54, 529]),[326, 530–533] correlated wave
function methods,[531, 532] and DFT[326, 532, 534, 535] were presented with applications to basis
set optimization,[326, 530, 532] arbitrary-order derivatives,[531, 536] response properties,[537] and
ML.[325, 538] Other works utilize AD in the context of coupled cluster,[539, 540] excited states,[541]
or tensor-based methods.[542, 543] Despite these advancements, fully differentiable semiempirical
methods, in particular the xTBmethods, are still underexplored. Recent applications primarily focus on
HF-based approximations,[544, 545] and the density functional tight-binding (DFTB)[137, 141–143,
546, 547] family of methods, facilitated by the TBMaLT toolkit.[321] In our recent contribution to this
field, we implemented an interface to the GFN1-xTB[17] core Hamiltonian within TBMaLT.[321]

To provide a package for extended tight-binding methods, we present dxtb – an open-source, fully
differentiable extended tight-binding framework written in Python and employing PyTorch[548]
for AD. Currently, dxtb implements only GFN1-xTB,[17] but the modular, toolbox-like structure
facilitates straightforward incorporation of both existing tight-binding methods (GFN2-xTB[18]) and
new variants. Besides the simple access to typical response properties already explored in HF and
DFT, dxtb’s PyTorch-based implementation naturally furthers the recently highlighted[549] synergistic
relation between semiempirical methods and ML.

In particular, the xTB Hamiltonian, or, more generally, the parametrization, represents an intriguing
target for (ML-based) optimization. Indeed, the benefit of re-parametrizing semiempirical methods
was already successfully explored for extended Hückel-based[117, 121] models,[550, 551] HF-based
approximations,[552, 553] and DFTB.[554–557] These works employ ML-generated, dynamically
augmentedHamiltonians, often leveraging fully differentiable implementations. While xTB is generally
robust and versatile, its accuracy can be limited in specialized applications that benefit from tailored
parameters. For instance, the IPEA-xTB variant emerged from re-fitting GFN1-xTB to DFT reference
ionization potentials (IPs) and electron affinities (EAs) to enhance mass spectra calculations.[511]
GFN1-xTB was also optimized for organosilicon compounds and halide perovskites.[558, 559] In
fact, even adjusting a single parameter can significantly impact the treatment of uncommon chemical
interactions.[560] Although some programs[328, 561] already provide rudimentary re-parametrization
capabilities for xTB, dxtb considerably simplifies and advances this procedure.
For applications with a stronger focus on machine learning, semiempirical methods offer the

necessary efficiency to be used in tandem with ML, while simultaneously embedding domain
knowledge for enhanced, physics-inspired models. This favorable interplay is exemplified in the ΔML
approach, where the model is trained to predict the difference between a low-level base method and a
high-level target method.[562] Particularly, models rooted in semiempirical methods have demonstrated
remarkable capabilities, achieving corrections towards DFT or Coupled Cluster accuracy, not only
for the training data but also extending beyond.[7, 452, 563–565] With dxtb, full back-propagation
becomes possible, paving the way for even tighter integration of quantum chemistry into ML.[566]
Moreover, dxtb enables the extraction of quantum mechanical features such as the charge distribution
via atomic partial charges, local anisotropy via multipoles, and atom-resolved energy contributions,
enriching the feature set for machine learning models and facilitating a more nuanced representation
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of molecular systems.
In essence, dxtb not only provides a crucial stepping stone to further unlock the potential of

semiempirical methods in ML, but also permits the refinement of tight-binding methods for specific
problems.

The paper is organized as follows. In section C.2, the theory of GFN1-xTB is explained and a detailed
overview of AD is given. The implementation of dxtb is described in section C.3 covering design
choices, performance, and framework-specific challenges. Applications are presented in section C.4.
We summarize our work and consider future directions in section C.5. Finally, we want to emphasize
that dxtb is an open-source project, which can be found at https://github.com/grimme-lab/dxtb,
along with examples and extensive documentation.

C.2 Theory and Methods

C.2.1 Extended Tight-binding (xTB)

We derive the tight-binding energy expression by approximating a non-local KS-DFT energy
functional � [d] expanded around a known reference density d0 up to a given order

� [d] = �
(0) [d0] + �

(1) [d0, Xd] + �
(2) [d0, (Xd)

2]
+� (3) [d0, (Xd)

3] +$ ((Xd)4) , (C.1)

where the reference density d0 is the superposition of spherical, neutral atomic densities, which
allows expressing the energy contributions in terms of charge fluctuations Xd restricted to the valence
electrons.
Correspondingly, the wave function for the xTB Hamiltonian is formulated in terms of a partially

polarized, valence-only minimal basis set of spherical Gaussian-type atomic orbitals (GTO). The GTO
expansion is obtained by approximating a Slater-type orbital (STO) using the STO-nG expansion.[43]
We parametrize the molecular orbitals k 9 as linear combination of atomic orbitals (LCAO)

k 9 (®A) =
#AO∑̀

�` 9q` (®A) (C.2)

where q` are the GTOs and �` 9 are the orbital coefficients obtained self-consistently solving the
Roothaan–Hall type[567, 568] equation

FC = SC9 , (C.3)

where S is the overlap between the GTOs, 9 are the orbital energies, and F is the tight-binding Fock
matrix derived from variationally minimizing the tight-binding energy expression detailed in the
subsequent paragraph. Note that the following expressions focus on GFN1-xTB[17] and are adjusted
to yield atom-resolved§ energies to reflect the implementation.

§ In contrast to Ref. [17], the summations in the equations only run over a single atom, instead of both atoms or all atom
pairs. Hence, the obtained energies do not reflect the total energy of the tight-binding component, but only the energy for
a single atom.
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For the zeroth order energy contribution, we find the interaction between the spherical atomic
reference densities. Since we use a non-local functional as a starting point, we include the repulsive
interaction between the screened nuclear charges as well as the London dispersion from instantaneous
dipole polarization

�
(0) [d0] =

#atom∑
A

(
�atom [d

A
0 ] + �

rep
A + �

disp
A

)
, (C.4)

where the atomic energies �atom [d
A
0 ] are usually removed since they are constant.The repulsion � rep

A
energy is calculated by a pairwise energy expression using the screened Coulomb law between effective
nuclear charges /eff

�
rep
A =

1
2

#atom∑
B≠A

/
eff
A /

eff
B

'AB
exp

[
−√0A0B'

:
AB

]
, (C.5)

where 0A/B describe the screening of the density and factor : an empirical scaling factor.[569] For the
dispersion energy �disp

A , we use the established DFT-D3(BJ)[146, 570] correction

�
disp
A = −1

2

#atom∑
B≠A

6,8∑
=

B=
�
AB
=

'
=
AB + (01'

0
AB + 02)

=
, (C.6)

where 01 and 02 are the global parameters of the rational damping function,[571–573] '0
AB are the

square root of quotients of the �6 and �8 dispersion coefficients. The scaling factor B6 is fixed to unity
to obtain the correct asymptotic behavior, while the B8 scaling factor is a free parameter to compensate
for missing higher order contributions to the dispersion energy.

The first-order contributions from the density arise from the deformed atomic densities interacting
with the zero field of the remaining atoms. This can be concisely expressed by the atomic energy
arising from the core Hamiltonian H0

�
EHT
A =

#AO∑̀
∈A

#AO∑
a

�
0
`a%a` , (C.7)

where P is the density matrix evaluated from the orbital coefficients of occupied molecular orbitals. The
core Hamiltonian itself employs the usual extended Hückel theory (EHT[117, 121]) type approximation
of calculating the diatomic elements from the scaled average of the onsite elements proportional to the
overlap integral S (Wolfsberg–Helmholtz approximation[574, 575])

�
0
`a =  ·

�`` + �aa
2

· (`a , (C.8)

where the �``/aa are the atomic level energies. Instead of the simple Wolfsberg–Helmholtz constant,
 represents an elaborate scaling function that depends on the angular momenta of the shells,
interatomic distance and electronegativity to provide the necessary flexibility to capture different
effects not encoded in the overlap alone. In fact, the majority of the xTB parameters (> 50%) are used
to parametrize this transformation of the overlap integral to the core Hamiltonian.

Finally, the interatomic electrostatic interactions are accounted for by the second-order and
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third-order Coulomb electrostatic contributions defined as

�
coul
A = �

coul, 2
A + �coul, 3

A (C.9)

=
1
2

#AO∑̀
∈A

#AO∑̀
@`@a�`a +

1
3
· ΓA

©­«
#AO∑̀
∈A
@`

ª®¬
3

, (C.10)

with ΓA being the derivative of the Hubbard parameter*A,ℓ and �`a as the Coulomb matrix based on
the Mataga–Nishimoto–Klopman–Ohno interaction kernel[576–578] given as

�`∈A,a∈B =
(
'
6

AB + 5av(*A,ℓ ,*B,ℓ′)
−6)−1/6 , (C.11)

where 5av is an average like the harmonic mean. We define the orbital partial charges using the
Mulliken partition scheme via

@` = =
0
` −

#AO∑
a

(`a%a` , (C.12)

where =0
` is the reference population of the respective orbital in the free atom.

The monopole approximation of the electrostatic energy, however, leads to a poor description of
halogen bonds.[139] To correct this deficiency, we additionally include a classical, atom-pairwise,
Lennard–Jones-like halogen-bond correction

�
hal
X =

#B∑
B
5
damp
AXB :X

[(
:XR'

cov
XB

'XB

)12

− :X2
(
:XR'

cov
XB

'XB

)6]
[(
:XR'

cov
XB

'XB

)12

+ 1

]−1

, (C.13)

where - defines the halogen (Br, I, At), � the non-covalently bound Lewis base (N, O), and � the
nearest neighbor of - . The halogen-specific parameter :- adapts the overall strength of the bond,
while :XR and :X2 are global scaling parameters. 'cov

XB denotes the covalent distance of the halogen
bond, and 5 damp

AXB an angle-dependent damping function.

Including the electronic free energy resulting from the fractional occupation of orbitals )el
(
el,[579]

yields the final energy expression for GFN1-xTB[17]

�
GFN1-xTB
total =

#atom∑
A

(
�
rep
A + �

disp
A + �EHT

A

+�coul
A + �hal

A
)
+ )el

(
el . (C.14)

Variational minimization leads to the tight-binding Fockian, which can be decomposed into the core
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Hamiltonian (H0) and charge-dependent contributions (H1).

�`a = �
0
`a + �

1
`a =

1
2
(`a

(
 

(
�`` + �aa

)
︸              ︷︷              ︸

EHT

−
∑

^

(
�`^ + �a^

)
@^︸                   ︷︷                   ︸

2nd order

−
(
Γ`@

2
` + Γa@

2
a

)
︸             ︷︷             ︸

3rd order

)
(C.15)

Owing to the charge-dependency of H1, a self-consistent procedure is required for solving the
Roothaan–Hall type equation (Equation C.3).

C.2.2 Automatic Differentiation

Although automatic differentiation (AD) has been researched since the 60s,[319, 320] it only emerged
as a mainstream technique due to its wide-spread adoption by the machine learning community over
the last decade.[580, 581] While its success sparked various recent applications in computational
chemistry,[321, 325, 326, 524, 525, 527, 528, 530–532, 534–536, 538, 545, 582] AD still remains a
rather underexplored differentiation paradigm. For this reason, we give a detailed account of its inner
workings and compare to the established numerical and analytical differentiation techniques.

Analytical differentiation requires the derivation of explicit expressions, either by hand or with
the help of computer tools (symbolic differentiation), and their efficient implementation. Therefore,
the feasibility of analytical derivatives is governed by the complexity of the underlying formulas and
often incurs tremendous human effort. In fact, (even nuclear) gradients of many intricate quantum
chemistry methods were published significantly later than the method itself[583–585] or are still
lacking.[586, 587] The main advantage of analytical differentiation lies in the computational speed
of closed-form expressions, which rationalizes the prevalence of this technique in computational
chemistry. In machine learning, however, the variety and rapid development of model architectures
renders analytical derivatives impractical.
Numerical differentiation, on the other hand, approximates derivatives using discretized points,

usually by employing finite difference methods. Consequently, this technique becomes indifferent
toward the underlying problem or theory, which allows black-box-like application. On the downside,
numerical differentiation is inherently ill-conditioned, prone to step size-related errors, and quickly
becomes computationally expensive due to its scaling with the gradient size.[580] Owing to this
inefficiency, numerical derivatives often only serve as temporary solutions in computational chemistry
when analytical derivatives are unavailable. Moreover, the scaling even represents an insurmount-
able obstacle for state-of-the-art machine learning models, where the number of parameters, and
consequently, the gradient entries, can exceed billions.[588, 589]
These major shortcomings of analytical and numerical differentiation are alleviated by AD – a

set of techniques that augment a computer program such that derivatives are computed without
explicit derivative statements or programmer intervention. The key concept behind AD exploits the
chain rule of differential calculus: Any arbitrarily complicated function can be decomposed into a
sequence of primitives (elementary arithmetic operations, mathematical functions), and combining
their known analytical derivatives following the chain rule gives the derivative of the whole function.
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This not only implies derivative evaluation with machine precision but, in principle, also effortless
differentiation through control flow statements (loops, conditionals, recursion) and complete algorithms.
Correspondingly, general derivative evaluation of arbitrary order is made possible out-of-the-box,
which can considerably simplify method development by relinquishing tedious implementation work.

Despite existing theoretical complexity bounds for automatic derivative evaluation (Baur–Strassen
theorem[590]), judging the general efficiency of AD is not straightforward. The observed cost usually
lies between analytical and numerical differentiation, but is ultimately governed by the underlying
problem, the flavor and implementation of AD. Its recent success in machine learning sparked the
development of a plethora of Python-based (general-purpose) AD frameworks.[548, 591–598] The
Python frameworks utilize the core concepts of the initial, non-ML-oriented AD tools developed in
Fortran or C++, i.e, employing either source code transformation techniques[599–602] or the operator
overloading approach[602–604] for derivative computation. Both variants have differing, almost
opposing benefits regarding flexibility, accessibility and efficiency,[605] that are naturally inherited by
the Python adaptations. The distinction is often expressed in the nature of the computational graph
(static or dynamic) – a directed acyclic graph representation of the complete program with operations
and data as nodes and data flow encoded by edges.

In TensorFlow[595] and Theano[596], for example, programs are constructed in a framework-specific
sub-language to facilitate (source code) transformation into a static computational graph (intermediate
representation). Before execution, this low-level graph representation is compiled/interpreted,
permitting structural and algebraic optimizations.[581] The increased efficiency, however, is bought at
the expense of programmatic flexibility and development convenience.
Frameworks like PyTorch[548] and JAX[593, 594], on the other side, provide more pythonic,

general-purpose AD capabilities. Here, operator overloading facilitates on-the-fly construction of a
dynamic computational graph. While this incurs a performance decrease due to additional overhead
at runtime and missing compiler optimization, PyTorch-like frameworks grant full flexibility with
arbitrary control flow statements, abolish the need for another compiler or interpreter, and uphold
Python’s convenient and simple syntax. Nowadays, most applications in computational chemistry
utilize PyTorch-like frameworks, not least because of the ubiquitous nature of control flow statements
like loops and conditionals.[321, 325, 326, 524, 525, 528, 531, 532, 534, 538, 545, 582] In fact, even
TensorFlow introduced a paradigm shift from static graph building to eager execution in their second
major release.

Besides the specific implementation, the efficiency of AD also depends on the execution order of the
derivative evaluation. Permitted by the associativity of the chain rule, AD is divided into forward and
reverse (backward) mode. In forward mode, derivatives are accumulated along with each primitive
evaluation (constant memory complexity), which translates to solving the chain rule from right to
left or from inputs to outputs. Reverse mode starts from the outputs and traverses the chain rule
in opposite direction (left to right), which necessitates storage of intermediates. Correspondingly,
the memory complexity scales with the number of intermediates. More importantly, however, the
runtime complexities of forward and reverse mode scale with the number of inputs and outputs,
respectively. For this reason, machine learning applications almost exclusively employ reverse mode
AD (backpropagation[210]), as the inputs are usually large features vectors while the output is a
scalar-valued loss. Computational chemistry often follows the same approach due to the central
importance of energy derivatives (e.g. nuclear gradients), although arguments in favor of forward mode
differentiation have also been brought forward.[528, 530] Problems regarding memory consumption
can be alleviated by checkpointing.[320, 528]
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Figure C.1: Schematic overview of the dxtb framework. Starting from the left, the user simply provides
the atom types and Cartesian coordinates of a single or multiple structures as input (blue). Secondly, a
tight-binding method is chosen for the calculation. While dxtb implements convenient shortcuts for known
methods (GFN1-xTB), other Hamiltonians and energy contributions can also be selected, as depicted by the
puzzle pieces. Finally, the calculator (gray) is tasked with computing properties like energy, vibrations, or
dipole moments (yellow). Note that the calculator does not implement any derivatives but utilizes PyTorch’s
autograd engine to obtain arbitrary order derivatives of any quantity.

With this in mind, the following section details the implementation and design of our fully
differentiable extended tight-binding package dxtb, which uses PyTorch as a framework for reverse
mode AD and machine learning integration. Furthermore, we discuss important considerations and
caveats of developing tight-binding models in a fully differentiable fashion.

C.3 Implementation

C.3.1 Structure and Design

The main goal of dxtb lies in providing an easily accessible and flexible framework for extended tight-
binding methods that lays the foundation for machine learning applications and method optimization.
Correspondingly, dxtb is written in Python, which currently takes the place of the most popular and
fastest-growing programming language. Additionally, Python established itself as the preferred choice
for ML applications, which is bolstered by the multitude of powerful frameworks and tools.[548,
591–598, 606] From this vast pool, we chose PyTorch[548] due to its easy-to-use, pythonic nature
and flexible AD engine, as outlined in the previous section. All tight-binding expressions are fully
implemented in PyTorch syntax to support unrestricted AD. The overall dxtb framework is constructed
in a modular fashion that abstracts implementation details and provides a robust, consistent and
intuitive user interface in order to facilitate extensibility and library integration. The software design
concept is visualized in Figure C.1 and detailed in the following.
The modular structure is inspired by the different contributions to the final tight-binding energy
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expression (Equation C.14). We split the energy contributions into two overarching base classes:
While the non-self-consistent Classicals (e.g. repulsion or dispersion energy) are simply additive,
the self-consistent Interactions (e.g. electrostatic terms) are charge-dependent and contribute to the
Hamiltonian. The general workflow of all classes encompasses three steps: (1) Initialization with the
parameters of the chosen tight-binding method, (2) building its cache object that avoids superfluous
calculations, and (3) running the energy or potential evaluations.
Since all components of the tight-binding model inherit from one of the two base classes, they

only differ in the specific implementations of their energy or potential evaluation, which allows
further abstraction by collecting all contributions in two lists of component objects. Hence, any new
tight-binding term, or even other (external) interactions, that follow the template classes can simply
be appended to the corresponding lists. We provide a detailed example for the implementation of
the electric field as an additional interaction in the documentation.[607] Finally, we note that all
classes implement functionality for changing the data type (floating-point accuracy) and computation
device, similar to PyTorch’s tensor and model types. Per default, all calculations utilize double-
precision floating-point accuracy, following the standard approach in quantum chemistry and ensuring
consistency with the original Fortran program.
All components of the tight-binding model are consolidated in an ASE-inspired[608], general

Calculator object that acts as the primary entry point for calculations. Upon instantiation, the
Calculator is supplied with a parametrization, from which it creates all required contributions
that define the given tight-binding method. The whole parametrization is conveniently stored in a
single TOML file, although JSON and YAML formats are also supported. The data is then collected
and validated through a recursive Pydantic[609] model. The Calculator also accepts additional
energy contributions that are not defined through the parametrization, like solvation models or external
fields. After initialization, the desired quantities can be requested from the Calculator by calling
the corresponding methods supplied with the target systems. All necessary calculation steps from
classical repulsion energy evaluation to solving the self-consistent charge equations happen in the
background and do not require user intervention. Permitted by the full PyTorch implementation of the
entire workflow, derivatives are available for all results and parameters simply by invoking the AD
engine.

C.3.2 Performance

To uphold the low computational cost associated with semiempirical methods, an implementation that
approaches the efficiency of the original xtb Fortran implementation[486] is desirable. Unfortunately,
a Python implementation usually sacrifices performance for convenience and flexibility. To reduce
computation time, we extensively utilize PyTorch’s efficient handling of operations onmultidimensional
arrays and formulate the vast majority of the code in a vectorized fashion. This avoids slow Python
loop structures by outsourcing the bulk of the computations to PyTorch’s backend, and simplifies
execution on massively parallel hardware thanks to PyTorch’s native graphical processing unit (GPU)
support. Additionally, AD itself benefits from vectorization,[610, 611] and the implementation in
terms of multidimensional arrays lends itself well for an extension to batch operability, which further
exploits vectorization. In batched calculations, = :-dimensional arrays are concatenated to form a
single (: + 1)-dimensional array, eliminating one additional Python loop. Note that the arrays in the
batch dimension must have the same size, i.e. prior to concatenation, arrays sizes must be normalized
using padding. Although additional efficiency for batched calculations may be achieved with sparse
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array methods, their support in PyTorch is currently limited. dxtb is batch-agnostic, i.e. fully supports
single-system as well as batched calculations.

Unfortunately, certain mathematical structures hinder or even prevent full vectorization of calcula-
tions. Fortunately, only two building blocks of the tight-binding methods are affected. Firstly, the
halogen bond correction in GFN1-xTB requires a nearest neighbor search, which is intrinsically chal-
lenging to vectorize. In fact, within the ML community, substantial efforts are devoted to optimizing
general geometric computations, often employing specialized kernels or libraries.[612–616] Secondly,
the integral computation also poses problems, because the shape of the intermediate integral arrays
varies depending on the angular momenta. While the lack of vectorization in the context of the halogen
bond correction is mitigated by the typically small number of halogen bond donors and acceptors
relative to the overall molecular size, the computation of integrals (and their derivatives) becomes a
bottleneck in the absence of additional enhancements. We tested several algorithms and strategies for
integral calculation, which will be detailed and assessed subsequently. Note that tight-binding methods
neglect more complicated integrals, such as electron repulsion integrals, and only require two-center
one-electron multipole integrals, in particular the monopole (overlap), dipole, and quadrupole integrals.
The timings of the tested approaches are shown for the overlap integral in Figure C.2.

Integrals

The simplest and most naive starting point for the integral implementation constitutes a one-to-
one translation of the loop-based Fortran code to Python. This approach is expectedly plagued
by extreme inefficiency (Figure C.2, “loop-based”) and was quickly discarded, but also revealed
further complications arising from the integral algorithm itself. While the horizontal Obara–Saika
scheme[617, 618] is used in the Fortran implementation due to its favorable performance for low
angular momenta,[619] the mathematical structure prohibits simple vectorization. Therefore, dxtb
implements a pure PyTorch version of the flexible McMurchie–Davidson algorithm[620] that allows
for better vectorization.[619] Note that we explicitly write out the expansion coefficients for the
Hermite Gaussians instead of using the usual recursion relations in order to avoid in-place operations
breaking the computational graph. Otherwise, recursive schemes must be avoided,[531] or custom
derivatives must be written. While the vectorized McMurchie–Davidson ansatz marks a notable
improvement over the naive loop-based version, it remains substantially outperformed by the Fortran
code, displaying a performance deficit of two orders of magnitude across all tested systems (Figure C.2,
“vectorized”).

Additional computational efficiency is achieved by selecting unique orbital pairs (e.g. carbon
2s-orbital and carbon 2p-orbital) and collecting their corresponding coordinates within a system or
batch thereof. The unique pair ansatz effectively enables vectorization over the centers of GTOs,
but can also prevent repeated calculations in loop-based codes.[621] Taking C60 (carbon 2s- and
2p-orbital) as an example, this vectorization over the GTO centers of unique pairs reduces the number
of calls into the integral algorithm from 180 to 3. A graphical depiction of the algorithm is shown
in Figure S5. The unique atom/shell/orbital pair ansatz is also exploited for all parameter-related
computations, albeit the performance gain is only marginal. With this vectorization step, the overlap
calculation can be sped up by another order of magnitude, but only for the medium and large test
molecules (yellow, blue). For smaller molecules (gray), the limited number of unique pairs, coupled
with the overhead introduced by identifying these pairs, diminishes the performance gains. Note that
despite the McMurchie–Davidson algorithm containing no Python loops, it always returns matrices of
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shape ;a × ;b, with ;a/b being the angular momentum of the bra and ket side of the integral, respectively.
Due to these varying shapes, the write-back to the full square integral matrix of shape =AO × =AO
(=AO: total number of atomic orbitals) can never circumvent a Python loop, limiting even the fastest
implementation. The problem of non-vectorized assignment was already pointed out in related
work.[530]

Although the computational speed appears acceptable for a pure Python implementation, several
caveats remain. Firstly, data sets for machine learning in chemistry primarily contain (millions of)
small molecules,[169, 170, 186, 622] which makes the slow integral evaluation for this size particular
punishing. Secondly, the performance penalty incurred by Python loops in the integral evaluation
directly causes inefficient AD, because the computational graph will explicitly contain every iteration’s
operations, instead of squashing higher-level operations into a single node. The negative impact on
both runtime and memory consumption can be clearly observed for the “loop-based” version, which
requires 6.7GB of peak memory for the second-order geometric overlap derivative of vancomycin.
While this clearly constitutes the worst case, even the most efficient approach (“unique pair”) consumes
1.0GB of memory for this derivative.

We attempted to address these runtime andmemory issues by embedding analytical first-order nuclear
overlap derivatives in the AD engine, using the “unique pair” ansatz. While expectedly outperforming
the automatically differentiated first-order derivatives, higher-order derivatives become considerably
slower, because the analytical version employs Python loops again (Figure S1). Additionally, these
Python loops increase memory consumption for higher-order derivatives, with the second-order
overlap derivative of vancomycin now requiring up to 1.2GB. Considering runtime efficiency again,
even fully vectorized analytical implementations do not necessarily outperform AD (Figure S2),
underscoring the limited applicability of selected analytical derivatives. Lastly, the extension of a
purely PyTorch-based integral code remains tedious, especially considering the necessary hand-crafted
optimizations.

To overcome these limitations, we delegate all integral-related computations to the high-performance
C integral library libcint.[324] Specifically, we adopt the PyTorch wrappers of the DQC program
package[325, 326] that bridge the gap between Python and C similar to PySCF.[623] The integration
of external libraries is facilitated by the customization of primitives in AD frameworks: Any sequence
of operations can readily be grouped to a custom primitive, given a corresponding user-defined
derivative. PyTorch itself exploits this feature in linear algebra operations, like matrix multiplication
or decomposition, to improve efficiency and numerical stability of derivatives. Note that vectorized
code extensively utilizes linear algebra operations, which makes not only the calculation itself, but
also the AD much more efficient.[610, 611] If the user-defined derivative is written in pure PyTorch,
the AD engine can directly compute higher derivatives. However, when using the C library libcint, all
work must be conducted externally. To calculate higher-order derivatives, DQC’s recursive strategy
to connect integral (derivative) primitives and (higher-order) integral derivatives is adopted: The
associated first derivative of the integral primitive is a primitive itself; the first derivative primitive
is paired with the second-order integral derivative, which in turn is also a primitive, and the pattern
continues. This scheme only hinges on the derivatives available in libcint, a collection that can be
easily extended with the integrated automatic code generator. With the libcint interface, the overlap
computation finally reaches computational efficiency on par with the Fortran implementation for all
system sizes, as illustrated in Figure C.2 ("libcint interface"). Concerning memory consumption,
obtaining the second-order derivative of vancomycin, for example, requires only 350MB of (peak)
memory compared with the 1.0GB needed for the pure PyTorch version. Moreover, the interface
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Figure C.2: Timings for various overlap integral implementations for three molecules, each belonging to
different size regimes: a small “mindless”[624] 16-atom molecule from the MB16-43 benchmark set[89] with
the sum formula H6B2N2O2FNaAlCl (gray), the medium-sized C60 fullerene (yellow), and vancomycin, a drug
containing 176 atoms (blue). Starting from the bottom, “loop-based” refers to the one-to-one translation from
Fortran to PyTorch. “vectorized” describes the optimized McMurchie–Davidson algorithm. The best pure
Python performance is reached with the “unique pair“ ansatz. Only the version utilizing the “libcint interface”
runs as efficient as the original Fortran “xtb” implementation. The colored dotted vertical lines also mark the
Fortran reference speed. All timings are obtained on a single core. For more technical details, see Supporting
Information.

allows effortless access to higher-order multipole integrals essential for evaluating molecular properties
or multipole electrostatics.
In summary, the efficiency of a pure PyTorch integral implementation is inherently constrained

by Python loops, resulting in execution times that are one to two orders of magnitude slower than
the original Fortran version. However, integrating the high-performance libcint library into the AD
engine yields the desired Fortran-level performance, while simultaneously granting access to arbitrary
integrals and derivatives, perfectly complementing the extensible toolbox concept of dxtb.

C.3.3 Self-consistent Field Iterations

Particular attention must also be dedicated to the self-consistent field (SCF) or charge (SCC) procedure,
which usually presents the bottleneck of tight-binding calculations due to its formally cubic time
complexity. While dxtb’s SCF is nearly as efficient as the Fortran reference, since it primarily involves
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efficiently handled matrix operations, AD of the SCF presents challenges. This issue even extends
beyond the realm of quantum chemistry, because, from a mathematical standpoint, converging the
SCF equates to identifying a fixed point G∗ (\), or more simply, root finding

5
(
G
∗ (\) , \

)
= G
∗ (\) (C.16)

6
(
G
∗ (\) , \

)
= 5

(
G
∗ (\) , \

)
− G∗ (\) = 0 , (C.17)

where \ represents the independent variables (parameters) with respect to which we differentiate.
Such optimization problems are routinely solved with various iterative algorithms, but their AD
only offers two pathways: Explicit differentiation of all iterations (unrolling)[319, 320] or implicit
differentiation[320] of the optimality condition.

Explicit Differentiation

Unrolling iterations plainly exploits the AD engine, eliminating the need for derivative-specific code.
Indeed, dxtb implements the regular SCF procedure with simple (linear) and Anderson mixing[625]
for convergence acceleration. However, recording the computational graph through each iteration
increases memory consumption linearly with the number of required iterations in reverse-mode
AD. This poses an obstacle for calculations of large (batches of) systems, which are clearly in the
scope of semiempirical methods. Minor improvements can be reached by “culling” in batched
calculations:[321] We remove already converged systems from the corresponding batched arrays
to reducing the array sizes and prevent over-convergence. A “perfect guess” short-cut was also
put forward, in which the SCF is executed completely outside the computational graph and only
re-connected with the converged charges, i.e. one extra SCF iteration with gradient tracking enabled
and already converged charges as inputs is carried out.[321] Unfortunately, this ansatz does not yield
exact derivatives, as the converged charges do not depend on previous charges anymore. In fact, Zhang
and Chan demonstrated that a “perfect guess” produces the largest errors, because the iterative probing
of the system’s response incrementally improves the accuracy of the derivative.[532] While typical
calculations require enough iterations to reproduce the analytical derivatives with explicit AD of the
SCF, no rigorous measure for convergence can be evaluated or even accessed and a dependency on the
initial guess remains.
An additional challenge for explicit differentiation originates from the repeated diagonalization

of the Fock matrix in the SCF. Although stable derivatives of eigendecompositions exist,[610, 626]
the reverse-mode backward pass is undefined for degenerate eigenvalues. In practice, this issue is
circumvented by regularization schemes,[321, 327, 522, 528, 532, 542, 626, 627] albeit at the cost of
introducing small errors in the derivatives. dxtb adopts Lorentzian and conditional broadening from
TBMaLT[321] (see Supporting Information). Alternatively, the SCF iterations can be replaced by
eigendecomposition-free direct minimization approaches.[326, 628]

Implicit Differentiation

In contrast, implicit differentiation, by virtue of the implicit function theorem, necessitates derivative
information solely at the solution point, not throughout the entire iteration process.[320] By differenti-
ating the optimality condition (Equation C.17) with respect to \, the task reduces to solving a linear
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Note that we suppressed the implicit dependence of G∗ on \. Further technical simplifications
are possible in reverse-mode AD (see Supporting Information).[532] Requiring only information
at the solution point brings significant advantages for implicit differentiation. First and foremost,
the guess-dependency vanishes and the error becomes well-defined, as it directly depends on the
SCF convergence threshold. Secondly, the underlying iterative algorithm can be chosen freely,
which paves the way for efficient convergence accelerators. Lastly, implicit differentiation only
requires constant memory compared to the linear cost of iteration unrolling. Due to these notable
benefits, libraries[327, 629–631] for user-friendly, black-box implicit differentiation are built on
top of existing frameworks, supporting the recent transition from explicit[530, 538] to implicit[326,
532] differentiation. Additionally, implicit differentiation facilitates the construction of complex ML
model.[632–634]

For our PyTorch-based tight-binding framework, we employ the xitorch library[327] that provides
access to a differentiable fixed point solver (equilibrium) and other functionals. In the context of
the SCF, the equilibrium function 5 comprises all operations of one SCF iteration (building the
Fock matrix, diagonalization, etc.). The dependent variable G corresponds to the self-consistent
variable, i.e. the quantity to converge. dxtb extends the possibility to iterate not only charges but also
the potential and the Fock matrix, facilitating more convergence options and fine-tuning. Finally,
the independent variables \ depict parametric dependencies, such as the nuclear coordinates or the
tight-binding parametrization. Due to the considerable advantages of implicit differentiation, it is the
default option in dxtb for routine automatic SCF differentiation. Note that xitorch already implements
a set of convergence accelerators, namely linear and Broyden (default) mixing, which we extend with
Anderson mixing.

Higher-order Derivatives

Due to the ubiquitous nature of derivatives in quantum chemistry,[518] access to Jacobians and
higher-order derivatives, such as Hessians, is essential for dxtb. PyTorch, however, does not provide
direct access to explicit derivative quantities, since the AD engine is primarily designed for the efficient
computation of vector–Jacobian (or Jacobian–vector) in deep learning contexts, where full Jacobians
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are often not required. While the Jacobian can be built row- or column-wise by supplying different
unit vectors, PyTorch’s novel composable function transforms offer a streamlined and vectorized
alternative.[635] These modular, stackable operations return an altered or enhanced version of the
original function, which, for example, computes its derivative or efficiently operates on a batch of
inputs simultaneously. Function transforms can be arbitrarily combined for the (batched) computation
of Hessians and higher-order derivatives.
Unfortunately, this feature is still under development and does not yet fully support some specific

requirements and edge cases of dxtb. A notable limitation is the incompatibility with the xitorch
library, which crucially handles implicit differentiation of the SCF. This necessitates a fallback to
explicit differentiation methods for Jacobian and Hessian computations, resulting in increased memory
demands. In the future, we aim to substitute xitorchwith a tailored implicit SCF differentiation method.
Concurrently, we plan to incorporate ongoing advancements in PyTorch to broaden dxtb’s capabilities
and enhance its efficiency in handling derivative computations.

C.4 Results

C.4.1 Computational Efficiency

In order to realistically assess the computational efficiency of dxtb, we selected two representative test
cases for tight-binding methods. First, we examine the computational demand for a large molecule,
which is challenging for the routine application of more sophisticated methods due to prohibitive
computational costs. This test highlights the scalability of our implementation and exposes potential
bottlenecks. Second, we investigate the opposite case, i.e. the computation of large numbers of small
molecules, which is relevant for screening applications, benchmarking and machine learning.

Both test scenarios include the computation of nuclear gradients, allowing us to compare the cost of
AD in dxtb against analytical nuclear gradients from the tblite[328] library, a Fortran-based reference
implementation for the GFN1-xTB method. We also explore dxtb’s efficiency regarding the overlap
computation, presenting timings for three different approaches: a semivectorized, pure PyTorch
version using either AD for gradient computation (“AD”) or a custom analytical nuclear derivative
(“analytical”), and an interface with the high-performance libcint integral library (“libcint”).

Finally, we also explore the effectiveness of batched calculations and compare with the standard
sequential evaluation of GFN1-xTB.
Note that although the code runs on and is tested on GPUs, the following results are obtained on

CPUs. We provide some preliminary GPU timings in the Supporting Information (Figure S3, Figure
S4), and a more comprehensive analysis will be the subject of future work, leveraging the recently
launched state-of-the-art cluster at the University of Bonn.

Large Systems

We start by considering 2xHB238 – a large, 538-atom NCI complex from the LNCI16[329] benchmark
set that consists of two dipolar donor-acceptor dye molecules deposited on a graphene sheet. In
Figure C.3, we compare execution times for all approaches, including the tblite reference. We report
single-core execution times (first, left bar) and four-core shared memory parallelization (second,
right bar, hatched) results. The timings are broken down into the components of the tight-binding
method, namely the electrostatics (SCF, blue), the overlap integral (yellow), the classical repulsion
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(green), the D3(BJ) dispersion correction (red), and the nuclear derivative (gradient, gray). Since
2xHB238 does not contain halogens, the halogen-bond correction is not required, and hence, omitted.
Although the Fortran code unsurprisingly outperforms the dxtb approaches, there are significant
differences between the tight-binding contributions. Repulsion and dispersion calculations only
consume a marginal fraction of the total execution time and run similarly fast in Fortran and Python
thanks to full vectorization and precomputed parameters. The SCF, on the other hand, emerges as the
computational bottleneck of the energy evaluation due to its formally cubic scaling. Note that the
limiting diagonalization of the Fock matrix is performed by the same optimized linear algebra backend
(LAPACK[636]) in both tblite and dxtb, yielding comparable timings and allowing straightforward
parallelization. Finally, integral and analytical gradient evaluation show remarkable efficiency in
tblite, achieving almost perfect parallelization by reducing the total execution time nearly fourfold
when increasing from one to four cores (41 s to 14 s). Comparing the various integral approaches in
dxtb, only the libcint interface matches Fortran’s integral performance. The semivectorized integral
algorithm in the “AD” and “analytical” approaches is significantly slower, barely benefits from simple
parallelization, and necessitates explicit parallel code. Additionally, Python loops significantly hinder
efficient AD, which is especially evident in “AD” (first bar, gray). While the “analytical” gradient
reduces computational demands and parallelizes more effectively, it remains inferior to the “libcint”
version. Moreover, implementing and optimizing an analytical gradient undermines the purpose of
the AD framework, involving laborious coding while still suffering from Python-induced slowdowns
in higher derivatives (cf. Figure S1). Finally, we note that all approaches are significantly faster than
numerical differentiation: Considering the single-core timing for the singlepoint calculation in Fortran
of 38.4 s, the 6#atoms evaluations for the numerical gradient would require roughly 35 h.

Small Systems

For the investigation of small systems, we consider two datasets: QM9 and GMTKN55. QM9,
comprising approximately 134,000 molecules with up to 29 atoms, includes only the elements H,
C, N, O, and F.[170] Although GMTKN55 has significantly fewer structures (2,462 in total), it
features larger molecules (up to 81 atoms) and a greater variety of elements.[89] Figure C.4 shows
the distribution of single-core execution times for energy and nuclear gradient evaluation across the
QM9 (left) and GMTKN55 (right) data sets. Consistent with the assessment for large molecules,
we include the Fortran reference (blue) and the three PyTorch approaches (“libcint”: yellow, “AD”:
red, “analytical”: green). Starting with QM9, the Fortran implementation (blue) again surpasses all
PyTorch-based implementations, averaging only 40ms per molecule and requiring 1.5 h overall. The
execution time is closely aligned with the distribution of molecular sizes, which is mostly symmetrical
but with some irregularities in larger sizes. The “libcint” interface (yellow) provides the second-best
efficiency, doubling (overall: 3.5 h) to tripling (average: 100ms) the execution time. The pure PyTorch
implementations display broader execution time distributions and are another factor of two slower.
Interestingly, the “AD” method slightly outperforms the “analytical” integral derivatives, which differs
from the large molecule tests. This can be attributed to shorter Python loops due to lower number of
basis functions having a less pronounced impact on runtime, underscoring the scalability issue of
Python loops. The GMTKN55 results mirror those of QM9, with tblite and “libcint” showing sharp
execution time distributions and “AD” and “analytical” exhibiting broader distributions shifted to
longer times. The right-skewed molecular size distribution in GMTKN55 results in long tails for the
timings of the pure PyTorch implementations, hinting towards the scalability challenges of the overlap
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Figure C.3: Execution times (in seconds) for energy and nuclear gradient evaluation for a large, 538-atom NCI
complex. The first (left) bar of each category displays single-core timings, the second (right) bars are obtained
on four cores with shared-memory parallelization. The four categories (from left to right) reflect the pure
PyTorch implementation in dxtb with AD for overlap derivatives, another pure PyTorch approach with analytical
nuclear overlap derivatives, dxtb with an interface to libcint for all integral-related computation, and finally, the
analytical Fortran implementation from the tblite library.

implementation. However, average timings across all methods are comparable between QM9 and
GMTKN55.

Batched Evaluation

To enhance dxtb’s synergy with ML approaches, the framework fully supports batched calculations,
allowing multiple inputs to be processed simultaneously. In contrast to sequential processing, where
all target systems are fed into the program separately, batching can optimize computational resource
usage by stacking inputs for evaluation with a single program call. To show the efficiency of the
batched approach, we investigate the execution times of energy calculations for four cases covering
different molecular and batch sizes. First, we draw a random subset of 1000 and 2000 molecules from
the QM9 data set. Second, we use crest[114, 115] to create a large conformer ensemble of the highly
flexible alkane =-icosane and a small conformer ensemble of vancomycin, containing 586 and 50
conformers, respectively. Note that due to different system sizes in QM9, the batched tensor contains
padding, which is not required for the conformer sets. We present single-core execution times as well
as timings for shared-memory parallelism using four cores in Table C.1.
Starting with small systems (QM9 subsets), we find that batched calculations are significantly

faster for both single-core and parallel execution. This efficiency gain can be largely attributed to the
elimination of repeated setup and overhead inherent in sequential processing. Notably, sequential
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Figure C.4: Distribution of execution times (in seconds) for energy and nuclear gradient calculations across the
QM9 (left) and GMTKN55 (right) data sets. In the bottom panel, the distribution of molecular sizes in the
data sets is shown. Execution times are obtained with the Fortran reference (tblite, blue), dxtb with the libcint
interface (yellow), and the pure PyTorch implementations using either AD for overlap gradients (red) or an
analytical derivative (green).

evaluation of large batches of molecules does not benefit from parallelization. In fact, utilizing four
cores leads to slightly longer runtimes due to communication overhead. Batching, on the other hand,
clearly benefits from parallel execution. Moving to larger system sizes (=-icosane, vancomycin), the
differences between sequential and batched evaluation decrease for single-core execution, mainly
because the diagonalization of the tight-binding Fock matrix becomes the clear bottleneck. In other
words, the proportion of overhead in the total execution time decreases. Nevertheless, in sequential
evaluation, =-icosane barely benefits from parallelization and only vancomycin exhibits an appreciable
speed-up. This shows that a certain system size is required to offset the setup and communication
overhead. Clearly, the batched approach scales better across all four cases, highlighting its suitability
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System Number
of Atoms

Batch
Size

Sequential Batched

1 Core 4 Cores 1 Core 4 Cores

QM9 subset 27 1000 55.4 64.0 22.2 15.9
QM9 subset 27 2000 111.0 127.6 46.4 31.9
=-icosane 62 586 65.4 61.9 62.9 33.8
vancomycin 176 50 81.3 42.0 93.2 37.0

Table C.1: CPU execution time (in seconds) for sequential and batched energy calculations using a single core
and shared-memory parallelism with 4 cores. The QM9 subset is obtained by randomly selecting 1000 and
2000 molecules from the whole set. Note that different system sizes are expanded by padding, i.e. the number
of atoms corresponds to the padded size. The conformer ensembles of =-icosane and vancomycin are generated
with crest.[114, 115]

for parallel computing environments. Finally, to validate the practicality of batching in terms of
memory usage, we measured the memory consumption for the first-order AD nuclear derivative for
all four ensembles in batch mode. We find peak memory requirements of 3.7GB and 7.1GB for the
QM9 subsets with 1000 and 2000 structures, respectively. For the =-icosane conformers, 10.9GB are
necessary, while the vancomycin ensemble utilizes 9.5GB. Given the large system sizes as well as the
cost of reverse-mode AD, these results are both expected and manageable.

In conclusion, dxtb with the “libcint” interface achieves an efficiency close to the (compiler-
)optimized Fortran code, particularly for energy evaluations. The framework can be applied across
different size regimes for high-throughput calculations as well as large molecules, and benefits from
straightforward shared-memory parallelization. Employing batching in parallel computations further
enhances performance, making execution on massively parallel hardware particularly effective. While
pure PyTorch implementations provide reasonable efficiency for small molecules, scalability is always
limited by the merely partially vectorized integral code, which extends to the computation of (higher)
derivatives. As expected, AD-based gradient computation generally lags behind analytical Fortran
gradients. However, we only observe an increase of computation time by a factor of two to five.
Considering the AD engine’s inability to recognize simplifications or zero-valued terms (e.g. due to
the self-consistency of the SCF solution), these performance shortcomings are the cost of convenient
derivative calculation, which we will demonstrate for molecular properties next.

C.4.2 Molecular Properties

AD facilitates the computation of molecular properties, defined as derivatives of the total energy �
with respect to a perturbation. Within the Born–Oppenheimer approximation, geometric derivatives
are of central interest, namely gradients and Hessians. These derivatives are pivotal for characterizing
stationary points on the potential energy surface, a necessity for tasks such as geometry optimization
and transition state searches. Moreover, an eigendecomposition of the mass-weighted Hessian HMW
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yields harmonic vibrational frequencies 8 and the corresponding normal modes q

HMWq = 8q (C.22)

with HMW
= M−1HM−1

= M−1

(
m

2
�

mR2

)
M−1 , (C.23)

where M represents a diagonal matrix containing the square root of the atomic masses, and R is the
= × 3 matrix of nuclear Cartesian coordinates.
To demonstrate the effectiveness of AD, we perform a vibrational analysis on the planar ammonia

molecule (transition state in the umbrella inversion), using GFN1-xTB within dxtb. Notably, this
represents the first instance of employing a non-numerical (exact) Hessian within xTB, as the Fortran
implementations do not support higher analytical derivatives. The calculated vibrational frequencies,
listed in Table C.2, successfully capture the characteristic imaginary frequency. Furthermore, they
align perfectly with the numerical approach (finite-differences Hessian) and are in good agreement
with the DFT reference frequencies (lB97X-D4[300–302, 484, 637]/def2-QZVP[638]).

frequency dxtb AD dxtb numerical DFT

1 -1115 -1115 -1130
2 1276 1276 1410
3 1392 1392 1489
4 3615 3615 3730
5 4409 4409 4408
6 4499 4499 4526

Table C.2: Vibrational frequencies in cm−1 for planar ammonia. For dxtb (GFN1-xTB), the Hessian is calculated
both with automatic differentiation (AD) and using finite differences (numerical). The DFT reference employs the
lB97X-D4[300–302, 484, 637]/def2-QZVP[638] level of theory. For the vibrational analysis, the translational
and rotational modes are projected out.

Another class of important (static) properties arises from the response of the system to an external
electric field Y, with practical applications in spectroscopy and non-linear optics.[639–641] The
first-order response is given by the permanent electric dipole moment `, which is defined as the first
derivative of the total energy with respect to the external electric field. The second derivative yields
the electric dipole polarizability tensor U, and the third-order derivative gives the electric dipole
hyperpolarizability tensor V.

` = −m�
mY

(C.24)

U = −m
2
�

mY
2 =

m`

mY
(C.25)

V = −m
3
�

mY
3 =

m`
2

mY
2 =

mU

mY
(C.26)

While rarely practically relevant, even higher derivatives are readily accessible via AD. Note that
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dipole integrals are required for all properties related to the electric field, necessitating the libcint
backend. Combining both types of derivatives, spectroscopic intensities can be computed within the
double harmonic approximation from the first-order geometric derivative of the respective polarization
property. In particular, the square of the first-order response of the electric dipole moment and
the electric dipole polarizability tensor with respect to a displacement along the normal coordinate
determines the infrared (IR) and Raman intensities, �IR and �Raman, respectively.

�IR ∝
(
m`

mq

)2
∝

(
m

2
�

mRmY

)2

(C.27)

�Raman ∝
(
mU

mq

)2
∝

(
m

3
�

mRmY2

)2 (
= j

2
)

(C.28)

Hence, �IR and �Raman are second and third-order properties relating tomixed electric field and geometric
derivatives. In Raman spectroscopy, this derivative is often denoted as the Raman susceptibility tensor
j. Detailed formulas[642–644] are given in the Supporting Information. Figure C.5 displays the IR
spectrum of capsaicin (spice compound in chili peppers), calculated with GFN1-xTB (dxtb, blue)
and, for a qualitative comparison, with DFT (lB97X-D4/def2-QZVP, yellow). The outline of the
dxtb spectrum is obtained from a fully numerical Hessian, electric dipole moment and geometric
dipole derivative, showing perfect agreement with the result from AD. Considering the level of
theory, the GFN1-xTB spectrum is also in reasonable agreement with the DFT reference.[645]
Although Raman spectra are also accessible, semiempirical methods with (mostly) minimal basis
sets are usually not accurate enough,[646–648] and at least polarized double-Z-type basis sets are
necessary.[151] Therefore, the corresponding Raman spectrum of capsaicin is only shown in the
Supporting Information for completeness (Figure S6).

C.5 Summary and Outlook

To further advance the applicability of semiempirical quantum chemical methods, we introduced
dxtb – a fully differentiable framework for extended tight-binding methods. Our PyTorch-based[548]
implementation enables the evaluation of arbitrary-order derivatives through automatic differentiation.
We have demonstrated its effectiveness by obtaining various molecular properties and spectroscopic
quantities without the need for explicit derivative code. Leveraging the access to arbitrary derivatives
within dxtb, we emphasize the potential for streamlined parameter optimization of new tight-binding
methods and the re-parameterization of existing approaches for specialized applications. Moreover,
dxtb’s integration with the PyTorch framework facilitates the combination of machine learning with
semiempirical quantum chemistry. Such hybrid models offer improved accuracy, reduced data
requirements and better transferability, which makes them a promising approach for the exploration of
chemical space.

To retain the favorable computational cost of semiempirical methods, we dedicated significant efforts
towards vectorization and code optimization. While our pure PyTorch implementation already ensures
respectable efficiency, outsourcing the limiting integral calculation to a differentiable libcint[324]
interface significantly improves execution times for energy evaluations, closely matching those of the
Fortran reference implementation for both small and large molecules. Automatic nuclear derivatives
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C18H27NO3

Figure C.5: IR spectrum of capsaicin. The blue spectrum is calculated with GFN1-xTB using dxtb with
automatic differentiation (AD). Its outline, however, is computed fully numerically, showing perfect agreement.
For reference, a DFT (lB97X-D4/def2-QZVP) spectrum is also shown (yellow).

are only two to five times slower than their analytical (Fortran) counterparts, underscoring the
effectiveness of automatic differentiation and Python-based frameworks in quantum chemistry. Further
speed-ups can be achieved through parallel execution, especially in combination with batching.
dxtb is designed as a modular, open-source framework to maximize user convenience, encourage

rapid prototyping, and ease development. While the current version of dxtb focuses on GFN1-xTB,[17]
an extension to other tight-binding methods (GFN2-xTB[18]) is straightforward and will be the subject
of future work. Furthermore, we plan on improving GPU performance to advance the application of
extended tight-binding methods to state-of-the-art massively parallel hardware. We will also work
on reducing memory demands in automatic differentiation to broaden the framework’s applicability
to larger systems and more complex derivative computations. Ultimately, our goal is for dxtb to
unlock the full potential of semiempirical tight-binding methods and serve as a catalyst for developing
(hybrid) machine learning applications.
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Data Availability

dxtb is published as an open-source packagewith a permissive Apache-2.0 license at https://github.
com/grimme-lab/dxtb. It can easily be installed using either Python’s package-management system
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pip or the language-agnostic package manager conda. The source code is available on GitHub[649]
and extensively documented.[607] To improve accessibility, dxtb runs under Python 3.8 and all higher
versions and is compatible with PyTorch 1.11.0 and above. At the time of writing, the supported
version comprise Python 3.8, 3.9, 3.10, 3.11 and PyTorch 1.11.0, 1.12.x, 1.13.x, 2.0.x, 2.1.x, 2.2.x.
Besides its library functionality, dxtb also ships with a convenient command line interface that directly
allows running calculations. The whole program is accompanied by an extensive test suite, where we
check against the original implementations[328, 485, 486, 650] but also verify the correct treatment of
erroneous inputs and exception handling.
On a side note: We acknowledged that a PyTorch implementation of the DFT-D3 and DFT-D4

dispersion models as well as the electronegativity equilibration model (EEQ) may be useful outside
dxtb. Hence, we provide all projects as standalone libraries,[651–653] which are again accessible
through pip and conda. Common utility functions are also collected in a separate project. All
PyTorch-related implementations can be found at https://github.com/tad-mctc.
The data that support the findings of the study, as well as additional information, are available

within the article and its supporting material.
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