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Abstract

Since the first experimental realization of Bose-Einstein condensation in ultracold, dilute atomic gases
in 1995, a broad research field exploring the physics of various intriguing quantum phenomena has
developed. The Bose-Einstein condensate is a collective state occupied by many thousand atoms,
forming a giant, coherent matter wave, which is formed due to quantum statistics and makes quantum
effects observable at the macroscopic scale. One application of atomic Bose-Einstein condensates
widely studied is to load them into periodic lattice potentials, mimicking the highly ordered crystal
structure in solids. Effects as Bloch oscillations or the Mott-insulator transition known from solid state
theory can be investigated in a very clean and highly controllable experimental environment.

Apart from material particles, Bose-Einstein condensation can also be realized with gases of photons
or photon-like quasiparticles in highly reflective microresonators. However, in contrast to atoms,
where thermalisation is achieved by contact interactions, photonic condensates need to be coupled to a
material component to exchange energy and thereby reach thermal equilibrium. The radiative coupling
to a fluorescent dye solution inside the microcavity, where the broadband absorption and emission
coefficients are connected by a Boltzmann-like frequency scaling, can provide such a thermalisation
mechanism for photons. The short spacing of the cavity mirrors restricts the longitudinal mode number
and provides a well-defined low energy cutoff. The potential energy of trapped, two-dimensional
photon gases in the transverse direction is determined by the local optical cavity length, so that the
trapping potential can be engineered via surface structuring of the cavity mirrors. In this way variable
potentials can be provided, where the corresponding ground states can be directly populated by photon
condensation upon reaching a critical photon number in the cavity.

The present thesis investigates Bose-Einstein condensation of photons into the ground state provided
by a square lattice potential in the form of a unit cell with four sites, which is imprinted onto one of the
cavity mirrors using a static structuring technique. The lattice structure is surrounded by a shallow
harmonic potential, to provide a suitable density of states such that a Bose-Einstein condensate can
exist. The eigenstates of the trapping potential are thoroughly characterized numerically as well as
experimentally by selectively exciting the individual states and analysing the spectral photon distribution.
Spatial and spectral photon distributions are recorded for different total photon numbers in the dye
microcavity and good agreement with theoretical Bose-Einstein distributions at room temperature is
found. It is verified that the condensate is indeed formed in the delocalized ground state of the lattice
potential and the condensate is probed for phase coherence between lattice sites in a Mach-Zehnder
type, multi-path interferometer. Remaining small deviations between the experiment and the theoretical
expectations in terms of the precise photon distributions, photon numbers and finite saturation of
the excited states are analysed and explained by taking into account the driven-dissipative nature of
the microcavity environment. The experiments are performed in a regime where cavity loss and
photon reabsorption occur on a comparable timescale. The rates of these competing processes can be
experimentally tuned by varying the cavity cutoff. Close to equilibrium conditions can be obtained,
when photon reabsorption is much faster than the loss of photons from the cavity, which corresponds
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to the regime of good thermalisation. In further work carried out in this thesis, the pump power
required to reach the threshold for condensation or lasing-like behaviour is investigated theoretically
and experimentally as a function of the cavity cutoff wavelength. It is found for the experimental
parameters, that the cutoff wavelength at which the pump threshold reaches its minimum value is
almost identical to the point, where the absorption rate of photons is the same as the cavity loss rate, i.e.
at the crossover between condensation and lasing-like behaviour.
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Chapter 1 | Introduction

Interaction between light and matter is an omnipresent phenomenon in our daily lives. The appearance
of objects to the human eye for example, is determined by absorption and reflection of light of certain
colours. Sunlight is the basis of photosynthesis when absorbed by plants, it can be converted into
electricity via solar panels and it significantly impacts the seasonal and long term climate. Smartphone
displays use pixel arrays of organic light emitting diodes to generate light and light ranging technologies
are crucial for self-driving cars.

Many technologies known today are the result of long-time ongoing research of light-matter
interaction, which has fascinated humankind since the times of ancient Greece, when philosophers
speculated about the principles of vision being due to light rays emitted from the eye. During the
era of Renaissance, Kepler revised this concept and argued, that light rays are scattered from objects
into all directions, of which some are captured and focused to an image by the eye’s pupil. He would,
together with the work of Snell, lay out the principles of modern optics by explaining the refraction
of light. Young’s double-slit experiment later demonstrated that light behaves as a wave and soon
afterwards, in 1818, Fresnel developed a theory that could explain interference and diffraction of light.
After Maxwell unified electricity and magnetism, showing that light is an electromagnetic wave, major
advances toward theories and revolutionary technologies followed in the 1900s. The invention of
the laser in 1960 [1] opened up unprecedented opportunities for precision spectroscopic studies of
atomic and molecular structure. Laser radiation is also important for the manipulation of the external
degrees of freedom of atoms, allowing e.g. for laser cooling, and further evaporative cooling, which
culminated in the observation of Bose-Einstein condensation (BEC) in dilute alkali vapours [2, 3].
BEC is an effect leading to the macroscopic ground state accumulation of massive particles below a
critical temperature predicted by Einstein [4], for which work of Bose on the quantum statistics of
massless particles (photons) [5] was fundamental. Bose-Einstein condensation is accompanied by the
emergence of coherence among the condensing particles, so that quantum effects can be observed at
the macroscopic scale.

After the first demonstration, BEC was subsequently realized for many different kinds of atoms [6,
7], composite molecules of fermionic atomic pairs [8] and other exotic species like exciton-polaritons
in microcavities [9], which are strongly coupled, hybrid light-matter quasiparticles. However, despite
Bose’s idea emanated from the statistics of photons, BEC of pure photons remained elusive for a long
time, since photons can not thermalize by contact interaction. This is where light-matter interaction is
required so that a matter component can mediate the thermalisation by radiative coupling to the photon
gas. In 2010, BEC of photons in two dimensions was then realized for the first time [10, 11]. The
experiments are carried out at room temperature in a dye-filled microcavity, where the photon density
can be controlled, independently from the temperature, by an external pump source, and thermalisation
is achieved by processes of photon absorption and emission via the dye molecules [12]. In contrast to
atomic BECs, the coupling of photons to a thermal bath of photo-excitable dye molecules leads to
grand-canonical statistical conditions for the photon BEC [13], which appears in fluctuations of the
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Chapter 1 Introduction

photon number. The statistical and thermodynamic properties were thoroughly characterized [14–16]
and experiments were soon also performed in other laboratories [17, 18]. The research field was
also successfully extended to other platforms. Thermalisation and BEC of photons was studied
in erbium-doped fibres [19, 20] and recently photon BEC was reported in an optically pumped
semiconductor quantum well microcavity [21] as well as, particularly promising from a technological
point of view, in a conventional electrically pumped vertical cavity surface emitting laser [22].

Atomic BECs are typically generated in magnetic or optical dipole traps after which they can be
adiabatically loaded into traps of different geometry. In particular, a lot of interest has been devoted to
periodic potentials [23], mimicking the crystalline structure of solids, which are generated by interfering
laser beams [24]. The physics of bosons in lattice structures features a rich plethora of phenomena, for
example the transition between a superfluid and a Mott-insulating phase [25], and cold atoms in optical
lattices are also used in the search for the mechanism of high temperature superconductivity. Other
experiments implemented Josephson junctions to investigate the Josephson DC and AC effects with
two atomic BECs separated by a weak potential barrier [26, 27] or by applying a potential gradient to
atoms confined to a one-dimensional lattice [28]. Josephson junctions can serve as extremely sensitive
sensors for the measurements of tiny voltages and they are also highly relevant as qubits for quantum
computing [29]. The Josephson effects were also studied for polaritons in naturally occurring disorder
potential wells [30] or in micropillars, etched into the microcavity [31]. Other research investigated
Bloch-oscillations in one-dimensional optical lattices [32] or waveguide arrays [33]. For photon BEC
experiments, reversible periodic lattice structures can be generated by admixing a thermosensitive
polymer into the dye solution. In this way, a direct control of the trapping potential is obtained upon
local heating of the polymer with a focused laser beam [34]. Static potentials can instead be imprinted
by microstructuring the mirror surfaces before assembling the microcavity [35, 36]. The preparation
of trapping potentials highlights a fundamental difference between photonic and atomic condensates.
While the trapping geometry can be modified during the coherence and holding times of cold atoms,
photonic condensates are directly generated in complex ground states with only minor adjustability of
the potential geometry on the time scale of a few 100 ns [34]. The static mirror structuring technique
was successfully employed to study photon BEC in the symmetric superposition ground state of a
double well potential [37] and, in conjunction with the reversible heat-based polymer method, to
demonstrate arrays of controllable Josephson junctions [38].

Naturally, photonic condensates occur in a driven-dissipative environment and are thus in a dynamical
state where losses are compensated by pumping [39]. The successful thermalisation of light requires
that thermalisation by radiative contact to the thermalisation medium is much faster than losses from the
cavity. How thermalisation is obtained has been thoroughly studied under quasi-continuous pumping
and for pulsed excitation by following the time evolution of the photon distribution [10, 40]. Other than
analysing the photon distribution in the cavity, an unbiased indicator to assess whether the experimental
parameters support the efficient thermalisation of photons, is obtained by identifying the cavity cutoff of
minimum pump power required to reach the condensation threshold. The timescales of the competing
processes of cavity losses and photon reabsorption can be tuned by varying the cutoff of the microcavity,
which allows to change between the regimes of good and poor thermalisation. The first part of the
thesis focuses on this aspect and presents an analysis of the threshold pump power, which allows to
identify the transition point between the two regimes. The second part of the thesis is dedicated to the
design and characterization of a lattice unit cell for photons with four sites. A photon BEC is created in
the lattice structure with the ground state energy set close to the crossover point between good and
poor thermalisation conditions, and the photon gas is analysed regarding its characteristic properties of
thermal equilibrium, with a few discernible features, which are attributed to the open nature of the
photon-cavity environment.
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Chapter 2 | Theoretical Principles

This chapter introduces the main concepts of Bose-Einstein condensation (BEC) of an ideal gas. The
relevant processes related to electronic transitions in fluorescent dye molecules are explained, which
provide the basis for a thermalisation mechanism of photons at a fixed temperature with independently
adjustable photon density. The platform of a dye-filled microcavity is presented, which enables the
successful realization of photon BEC into a ground state at non-zero energy. The example of photon
BEC in a harmonic oscillator potential is discussed and a general method to study the eigenmodes of a
custom shaped cavity geometry is introduced. The chapter concludes with a description of the dye
microcavity system in terms of driven-dissipative rate equations and the basic principles of a permanent
mirror structuring technique, used in this work to tailor a potential structure with the ground state
provided by a lattice unit cell with four sites.

2.1 | The Photon Gas

The physical system of a light field confined to an empty container with volume𝑉 and the walls coupled
to an outside reservoir at temperature 𝑇 is referred to as a photon gas. From a thermodynamic point of
view, such a collection of photons can be treated as a conventional gas of particles. However, unlike
atomic gases, for which equilibrium is established by particle-particle interactions, the intrinsically
non-interacting nature of light necessitates a thermal contact to matter, so that thermal equilibrium
in the radiation field can be achieved [41]. The most common example of a photon gas in thermal
equilibrium is blackbody radiation, where a thermal contact is established via absorption and emission
of photons in the container walls. Blackbody radiation however behaves fundamentally differently
from atomic gases. In particular, the photon number 𝑁 is not conserved, as photons can be thermally
created or destroyed in order to maintain the dynamical balance between absorption and emission in
the container.

In equilibrium, all net flows of energy or particles, which are exchanged continuously between the
light field and the matter in thermal contact, come to rest. Building on this principle, the container can
be modified by replacing the walls with highly reflective mirrors and filling it with a material, which
exhibits broadband ground and excited states. A thermalisation mechanism for light is then obtained by
absorption and emission processes on this material and, most importantly, the photon number can be
decoupled from the temperature so that 𝑁 and 𝑇 are independently tunable. In this way, the photon
gas becomes formally equivalent to an ideal gas of material particles and Bose-Einstein condensation
becomes possible.

2.1.1 | The Ideal Bose Gas

The ideal Bose gas is a quantum mechanical system made up of many non-interacting particles, which
is characterized by a total symmetric wave function w.r.t. the exchange of any two quantum numbers
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Chapter 2 Theoretical Principles

(e.g. momentum, position or spin projection of two particles). This is a direct consequence of the
integer spin of bosons. For a Bose gas at temperature 𝑇 in a volume 𝑉 , the average population of a
quantum state at energy 𝜖 is given by the Bose-Einstein distribution [5]

𝑛𝜇,𝑇 (𝜖) =
𝑔(𝜖)

𝑒
𝜖 −𝜇
𝑘B𝑇 − 1

, (2.1)

with the level degeneracy 𝑔(𝜖), the thermal energy 𝑘B𝑇 and the chemical potential 𝜇, which is defined as
the change of the internal energy𝑈 related to a change in the particle number, i.e. 𝜇 = (d𝑈/d𝑁)𝑉,𝑇 [42].
In a closed system of constant volume and known energy levels, the chemical potential is implicitly
determined by the total particle number 𝑁 and the temperature 𝑇 via the relation

𝑁 =
∑︁
𝜖

𝑛𝜇,𝑇 (𝜖) . (2.2)

In order to always have positive, non-diverging particle numbers, the chemical potential is required
to be smaller than the lowest energy in the system, i.e. 𝜇 < 𝜖0, with the ground state energy 𝜖0.
Without loss of generality, one can set 𝜖0 = 0. For high temperatures or small particle numbers, the
Bose-Einstein distribution becomes the Boltzmann distribution

|𝜇(𝑁,𝑇) |/𝑘𝐵𝑇 ≫ 1 → 𝑛𝜇,𝑇 (𝜖) = 𝑔(𝜖) 𝑒−
𝜖 −𝜇
𝑘B𝑇 , (2.3)

which is the regime where quantum effects are of little importance and the system is properly described
as a classical gas of particles.

2.1.2 | Bose-Einstein Condensation

A unique feature of bosons and their statistical nature is, that there is no fundamental limit for the
maximum number of particles occupying a single quantum state. This characteristic is especially
pronounced at small temperatures, where it leads to the coherent amplification of the ground state
occupation through bosonic stimulation [43], resulting in the quantum mechanical phase transition to
Bose-Einstein condensation. Assume that the temperature is continuously lowered for a gas of bosons
in thermal equilibrium with particle number 𝑁 . Correspondingly, the chemical potential continuously
increases, i.e. it becomes less negative, which makes the particles preferentially occupy energy states
of lower energy. Once the temperature is below a system specific critical temperature, the particles start
to accumulate in the ground state. This marks the phase transition to the Bose-Einstein condensate.

Interestingly, this effect occurs at non-zero temperature, which is due to the quantum nature of
indistinguishable particles and the constructive interference of the different wave packets. The transition
(or critical) temperature can be obtained by calculating the (critical) particle number in all excited states
by setting 𝜇 = 0. For a continuum of energy states with separation Δ𝜖 ≪ 𝑘B𝑇 , the level degeneracy
can be replaced by a general density of states 𝑔(𝜖) = 𝐶𝛼 𝜖

𝛼−1 [44], that varies with a power of the
energy where 𝐶𝛼 is a constant. The excited state particle number is then found from the integral

𝑁c = 𝑁exc(𝜇 = 0, 𝑇c) = 𝐶𝛼

∫ ∞

𝜖 >0

𝜖
𝛼−1

𝑒
𝜖 /𝑘B𝑇c − 1

d𝜖 = 𝐶𝛼Γ(𝛼)𝜁 (𝛼) (𝑘B𝑇c)
𝛼
. (2.4)

Here, Γ(𝛼) and 𝜁 (𝛼) are the gamma and Riemann zeta function respectively. For Bose-Einstein
condensation to occur at a finite temperature, the critical particle number must not be infinite, which
crucially depends on the density of states and is thus determined by the dimensionality and confinement
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2.2 Photons in a High Finesse Dye-Filled Microcavity

of the gas. One finds that Bose-Einstein condensation can exist for 𝛼 > 1, i.e. when the density of
states increases with energy. Equation (2.4) can be considered as a relation that defines a critical
temperature for constant particle number or a critical particle number for constant temperature. While
atomic Bose-Einstein condensates are realized by cooling the gas to near absolute zero temperature,
the extremely small effective photon mass in microcavity experiments allows to achieve the required
densities for Bose-Einstein condensation of photons already at room temperature.

2.1.3 | Blackbody Radiation

Thermal light that is emitted from a medium that can absorb and emit radiation over all frequencies,
is called blackbody radiation. The most famous example of blackbody radiation is arguably the
isotropically distributed cosmic microwave background over all space at a temperature of 2.7 K. In a
laboratory, blackbody radiation can be produced for example from a small opening of a cavity with
absorbing and emitting walls at temperature 𝑇 . The spectral photon density distribution is given by
Planck’s law [45]

𝑛(𝜔) = 𝜔
2

𝜋
2
𝑐

3
1

𝑒
ℏ𝜔/𝑘B𝑇 − 1

. (2.5)

Importantly, the photon density of blackbody radiation is determined exclusively by the temperature,
which is due to the vanishing chemical potential of the photon gas. This is because the internal
energy remains unchanged despite the presence of thermal emission and absorption events, i.e.
d𝑈 = 𝜇𝛾 d𝑁𝛾 = 0 with d𝑁𝛾 ≠ 0, so that 𝜇𝛾 = 0. Following Planck’s empirically found radiation law,
Albert Einstein later worked out the physical grounds by imposing the balance between absorption and
emission (spontaneous and stimulated) processes in the walls of the cavity [46]. The ratio between the
equilibrium populations of two energy levels |2⟩ and |1⟩ separated by ℏ𝜔 is given by the Boltzmann
factor

𝑁2
𝑁1

=
1

𝑒
ℏ𝜔/𝑘B𝑇 − 1

(2.6)

and together with the density of states in the three dimensional cavity, 𝑔(𝜔) = 𝜔
2/𝜋2

𝑐
3, the result is

Planck’s law. Einstein’s derivation is based however on the assumption of a collection of atoms in the
cavity walls that are ideal two-level systems, which then requires, that the absorption and emission cross
sections are equal, i.e. 𝜎a(𝜔) = 𝜎e(𝜔). The situation is different for materials with separate bands
of energy states that are subject to an internal thermalisation mechanism and thus exhibit broadband
absorption and emission spectra. Coupling the photon gas to such media can allow for a non-zero
chemical potential for photons [47, 48]. A vanishing chemical potential is thus not a general property
of a photon gas, but it is determined by the environment that is interacting with the radiation field.

2.2 | Photons in a High Finesse Dye-Filled Microcavity

In contrast to a cavity with absorbing and emitting walls at temperature 𝑇 , one could instead think
of a cavity with perfectly reflecting walls. This cavity however merely serves as a container for light
and it can not thermally interact with photons trapped inside the cavity. Achieving equilibrium in
the radiation field then relies on another matter component, which is assumed to homogeneously fill
the cavity and which is resonantly coupled to the photons by absorption and emission. This material
should be characterized by a spectral gap, such that photons of smaller energy, for example ambient
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Figure 2.1: (a) Cross sections in Rhodamine 6G for absorption (blue) and emission (green), as provided from the
PhotochemCAD database1. The two middle peaks are at the energies corresponding to the strongest transitions
between the 𝑆0 and 𝑆1 electronic states. The orange dashed curve gives the calculated emission cross section
from the Kennard-Stepanov relation (eq. (2.11)) with 𝜆zpl = 545 nm. (b) Jablonski energy diagram of the
electronic level structure in organic molecules including a sketch of the rovibronic substructure. 𝑆-states are
singlet states and 𝑇1 is a triplet state. According to the Franck-Condon principle optical transitions are vertical
lines, i.e. they occur at fixed internuclear distance 𝑅.

blackbody radiation, can not interact with it. It is thus a non-thermal, luminescent light source and
photons in the cavity are generated by an external pumping mechanism. While in principle all materials
with electronic transitions between discrete energy levels exhibit this property, the interesting ones
from the perspective of establishing thermal equilibrium in the photon gas, are materials involving
quasi-continuous and well-separated energy bands, like a lot of semiconductors or fluorescent dye
molecules. The principle of achieving a thermalized photon gas with tunable photon number inside
a dye-filled high finesse microcavity, independent from the temperature, will be introduced in the
following sections.

2.2.1 | Optical Properties of Organic Dyes

Organic dyes are carbon based molecules that exhibit several electronic energy levels, which are nearly
continuous bands composed of closely spaced rotational and vibrational (rovibronic) sub-levels [49].
The electronic singlet ground state 𝑆0 is coupled to the first excited singlet state 𝑆1 by transitions
between these manifolds of sub-levels in or near the visible spectral range. The spectral width of the
absorption and emission bands reflects the width of the homogeneously broadened singlet states and is
typically about 50 THz in bandwidth, as shown in fig. 2.1(a) for Rhodamine 6G, which is one of the
most widely used organic dyes, for lasers as well as for photon condensates.

Fig. 2.1(b) shows a simplified energy diagram of the two singlet states. The energy separating
the rovibronic ground states of the two bands is given by ℏ𝜔zpl, with the zero-phonon line frequency
𝜔zpl. Electronic transitions between the singlet states occur on a timescale of fs, so that the position
of the nuclei remain unchanged during absorption and emission of photons. This is known as the
1 The data can be downloaded from the online repository at https://omlc.org/spectra/PhotochemCAD/html/083.
html [50]. The absorption spectrum in this reference is given in terms of molar extinction coefficients 𝜀 measured in
methanol, which can be converted to absorption cross sections by 𝜎a = 𝜀/10 · ln(10)/𝑁A/1.36 [49], with Avogadro’s
constant 𝑁A and the refractive index of methanol 1.36. The emission cross section is obtained from the line shape function
in eq. (2.48) with a quantum yield of Φ = 0.95.

6

https://omlc.org/spectra/PhotochemCAD/html/083.html
https://omlc.org/spectra/PhotochemCAD/html/083.html


2.2 Photons in a High Finesse Dye-Filled Microcavity

Franck-Condon principle [51, 52], which implies that electronic transitions are vertical transitions in
the energy diagram. Following the absorption of a photon, the excited electronic state of the molecule
will typically be in one of the many available rovibronic sub-states. Frequent collisions of the excited
molecule with surrounding particles now lead to a rapid relaxation and excessive excitation energy is
released into the solvent bath as heat. This process of thermalisation takes place on a timescale 𝜏th on
the order of a few ps [53]. As the excited state radiative lifetime (∼ ns) exceeds the thermalisation
time by orders of magnitude, the fluorescence photon will be emitted from an electronic state, which
is denoted to be in local thermodynamic equilibrium [54]. The electron distribution function over
the rovibronic sub-states with energies 𝜖1 can therefore very well be approximated by a Boltzmann
distribution, i.e.

𝜂1(𝜖1) = 𝐶1 · 𝑔1(𝜖1) exp(−𝜖1/𝑘B𝑇) (2.7)

with the density of states 𝑔1(𝜖1), a normalization factor 𝐶1 (� partition function) and temperature 𝑇
of the dye solution [55]. After emission of the fluorescence photon, the molecule will most likely
be in one of the excited rovibronic sub-levels in 𝑆0. Photon emission therefore generally occurs at
smaller frequencies compared to absorption, which is a phenomenon known as the Stokes shift [56].
The electronic ground state is now subject to the same relaxation mechanism as the excited state 𝑆1.
Correspondingly, the electron in the ground state will also be Boltzmann distributed, i.e.

𝜂0(𝜖0) = 𝐶0 · 𝑔0(𝜖0) exp(−𝜖0/𝑘B𝑇) . (2.8)

Using these electron distribution functions, frequency dependent cross sections for stimulated emission
and absorption of photons at frequency 𝜔 can be defined by

𝜎e(𝜔) =
∫

𝜎e(𝜖1, 𝜔)𝜂1(𝜖1) d𝜖1 and 𝜎a(𝜔) =
∫

𝜎a(𝜖0, 𝜔)𝜂0(𝜖0) d𝜖0 . (2.9)

The integrals account for all possible transitions from the various sub-levels that contribute to the
total cross section at frequency 𝜔. If the ground and excited states can be described by very similar
interatomic potential curves, it is reasonable to assume that the partition functions 𝐶0, 𝐶1 coincide [49].
Naturally, for energies 𝜖1 and 𝜖0 which are coupled by photons of frequency 𝜔, energy conservation
demands that 𝜖1 = 𝜖0 + ℏ(𝜔 − 𝜔zpl) and the transition cross sections have to be equal, so that

𝜎e(𝜖1, 𝜔)𝑔1(𝜖1) = 𝜎a(𝜖0, 𝜔)𝑔0(𝜖0) . (2.10)

Combining equations (2.7)-(2.10) and using d𝜖1 = d𝜖0, the obtained result is

𝜎e(𝜔)
𝜎a(𝜔)

= exp
(
−
ℏ(𝜔 − 𝜔zpl)

𝑘B𝑇

)
= exp

(
− ℏ𝛿

𝑘B𝑇

)
, (2.11)

with the detuning 𝛿 = 𝜔 − 𝜔zpl of the photon frequency w.r.t. the zero-phonon line. This relation is
known as the Kennard-Stepanov relation for fluorescent dye molecules [57–60]. The same principles
however equivalently apply for other materials with homogeneously broadened energy levels that are
in local thermal equilibrium with their environment, for example semiconductors [61], or solid-state
media like rare-earth doped glasses [62, 63]. In fig. 2.1(a) the Kennard-Stepanov relation was employed
to calculate the emission cross section of Rhodamine 6G from the measured absorption cross section,
which is shown as the dashed curve overlapped with the emission spectrum. As is evident, the
Kennard-Stepanov relation is very well fulfilled for wavelengths larger than 550 nm, which is the
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Chapter 2 Theoretical Principles

relevant spectral region for photon condensate experiments.

2.2.2 | Other Spectral Features of Organic Dyes

Fluorescent dye molecules also exhibit higher excited singlet states than 𝑆1, which correspond to
separate peaks in the absorption spectrum (not shown in fig. 2.1). Excited molecules however quickly
relax to 𝑆1 by nonradiative internal conversion, so that the emission of fluorescence photons will occur
exclusively from the 𝑆1 state [49]. According to Hund’s Rule, there is an excited triplet state (state
𝑇1 in fig. 2.1(b)) with lower energy than 𝑆1 which can be occupied by the electron following a spin
flip [64], a process called intersystem crossing which exhibits a higher likelihood in organic materials
with large spin-orbit coupling. As optical transitions between triplet and singlet states are forbidden by
the spin selection rule Δ𝑆 = 0, the triplet state exhibits a lifetime 𝜏𝑇 usually orders of magnitude longer
than the fluorescence lifetime (𝜏𝑇 ≈ 1 µs for Rhodamine 6G [65]). The relaxation of 𝑇1 → 𝑆0 then
predominantly occurs via radiationless intersystem crossing [66], however with a small probability, the
transition can also occur radiatively, a process called phosphorescence. Despite occurring at relatively
small rates (∼ 106/s [67]), the coupling of 𝑆1 → 𝑇1 imposes severe limitations for the continuous
wave operation of dye laser systems, due to the long-lived metastable triplet states which effectively
reduce the available dye molecule concentration over time. While for conventional lasers with long
cavities this problem is usually solved by continuously flushing fresh dye molecules through the laser
cavity [68], in experiments on photon condensates with microcavities cycles of short-term illumination
(∼ 500 ns) and small repetition rates (∼ 50 Hz) are used, so that the dye molecules can relax back to
the electronic ground state before the experiment is repeated.

If a particular optical transition probability, which is proportional to the overlap of initial and final
state electronic wave functions, is very strong in absorption, the reciprocal transition will have a large
probability in emission as well. Therefore very similar features from the 𝑆0 ↔ 𝑆1 transition can be
observed in the absorption and emission spectra, making them essentially a mirror-image of each
other [69]. The slightly shifted potential curve of the excited electronic state towards higher values
of the generalized internuclear distance 𝑅 (see fig. 2.1(b)), is the reason for a shift of the absorption
peak towards higher energies w.r.t. the zero-phonon line and a shift of the emission peak towards
lower energies. Due to the rapid internal thermalisation, fluorescence of excited molecules occurs
with a frequency spectrum independent of the exciting photon’s frequency, which is known as Kasha’s
rule [70].

2.2.3 | Fluorescence Quantum Yield

Due to the nonradiative transitions by intersystem crossing, there are decay channels of the excited
singlet state that do not result in the emission of a fluorescence photon. To quantify the percentage of
excited molecules, which decay non-radiatively, it is convenient to define a fluorescence quantum yield
Φ as the number of photons emitted divided by the number of photons absorbed [49]. An expression for
Φ is therefore obtained by taking the ratio of the emission rate and the total decay rate. This results in

Φ =
Γr

Γr + Γnr
=

𝜏

𝜏r
(2.12)

with the emission rate Γr, the nonradiative decay rate Γnr and the radiative and total lifetime of
the excited singlet state 𝜏r and 𝜏 respectively. For Rhodamine 6G dissolved in ethylene glycol, the
typical solution used for experiments on photon condensates, experimentally determined values are
𝜏 = 4 ns and Φ = 0.95 [71, 72], which corresponds to a radiative decay rate of Γr = 237.5 MHz and a
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nonradiative decay rate of Γnr = 12.5 MHz.

2.2.4 | Photons as an Ideal Bose Gas

Consider now a cavity with perfectly reflecting walls, filled with a Rhodamine 6G dye solution. In
the presence of photons within the dye spectral bandwidth, the continuous cycles of absorption and
emission can be considered as chemical reactions of the form

↓ + 𝛾 ↔↑ , (2.13)

where 𝛾 is a photon and ↓ (↑) denotes a ground (excited) state molecule, respectively. In equilibrium,
the internal energy remains constant in the presence of the continuing exchange of excitations in terms
of photons and excited molecules, which implies

d𝑈 = 𝜇↑ d𝑀↑ + 𝜇↓ d𝑀↓ + 𝜇𝛾 d𝑁𝛾 = 0 , (2.14)

with the chemical potentials of excited 𝜇↑ and ground state molecules 𝜇↓ and of photons 𝜇𝛾 [48] and
𝑀↓ + 𝑀↑ = 𝑀 is the total number of molecules. The change of the photon number is directly linked
to the change of the molecular state, i.e. d𝑁𝛾 = −d𝑀↑ = d𝑀↓, so that the number of excitations is
conserved. Consequently this implies that

𝜇𝛾 = 𝜇↑ − 𝜇↓ (2.15)

i.e. a non-zero chemical potential for the photons is obtained. The same conclusion can also be
obtained by applying the detailed balance condition for absorption and emission (spontaneous and
stimulated) with the photon number 𝑛(𝜔) at frequency 𝜔, which gives

𝑛(𝜔) ·
[
𝜎e(𝜔)𝑀↑ − 𝜎a(𝜔)𝑀↓

]
+ 𝜎e(𝜔)𝑀↑

!
= 0 (2.16)

⇒ 𝑛(𝜔) = 1

𝑒

ℏ(𝜔−𝜔zpl )
𝑘B𝑇

𝑀↓
𝑀↑

− 1
, (2.17)

where the Kennard-Stepanov relation (2.11) was used. Equating this expression to the Bose-Einstein
distribution implies for the chemical potential

𝜇𝛾 = ℏ𝜔zpl + 𝑘B𝑇 ln(𝑀↑/𝑀↓) , (2.18)

so that the photon chemical potential is linked to the relative excitation level 𝑀↑/𝑀↓ in the molecules [73].
In an experiment, the chemical potential and correspondingly the photon number can then be controlled
by the power of an external pump source. This result illustrates, how the photon gas can formally
behave like an ideal Bose gas. Thermal equilibrium in the radiation field is achieved due to the
internal relaxation mechanism in the dye molecules and a tunable chemical potential is obtained
due to the bandgap between the electronic singlet states and the control of the relative molecular
populations in ground and excited states. It then follows, that Planck’s law is a special case of the
Bose-Einstein distribution, in which only thermal excitations are present in the cavity [47], such that
𝑀↑/𝑀↓ = exp(−ℏ𝜔zpl/𝑘B𝑇), i.e. 𝜇𝛾 = 0.

9



Chapter 2 Theoretical Principles

2.2.5 | Optical Gain in Organic Dyes

Consider an ensemble of dye molecules under continuous optical pumping. If a light beam at frequency
𝜔 with intensity 𝐼 (𝜔) passes through the dye solution, it is going to be attenuated or amplified,
depending on the relative excitation level. In the generalized Lambert-Beer’s law

d 𝐼 (𝜔)
d𝑧

= 𝛼(𝜔) 𝐼 (𝜔) , (2.19)

with the propagation direction 𝑧, 𝛼(𝜔) takes the role of a gain coefficient [55]. With the population
densities 𝜌↑/↓ = 𝑀↑/↓/𝑉 , where 𝑉 is the overlap volume between the molecules and the light beam,
this gain coefficient is defined as

𝛼(𝜔) = 𝜌↑𝜎e(𝜔) − 𝜌↓𝜎a(𝜔) = 𝜎e(𝜔)
[
𝜌↑ − 𝜌↓

𝜎a(𝜔)
𝜎e(𝜔)

]
. (2.20)

For the incoming light beam to be amplified, stimulated emission has to overcome absorption, so the
gain coefficient needs to be positive, i.e. 𝛼(𝜔) > 0. This implies for the relative excitation level

𝑀↑
𝑀↓

>
𝜎a(𝜔)
𝜎e(𝜔)

= 𝑒
ℏ(𝜔−𝜔zpl )/𝑘B𝑇 . (2.21)

For frequencies 𝜔 < 𝜔zpl this condition can be fulfilled even for 𝑀↑ < 𝑀↓, i.e. without a net
population inversion between the two electronic states, which is a direct consequence of the rapid
internal thermalisation of the molecular electronic states. In terms of the photon chemical potential,
amplification of the light beam implies 𝜇𝛾 > ℏ𝜔 [47]. Note that the divergence of the photon number
in eq. (2.17) upon insertion of this condition comes from the fact that spontaneous emission was
neglected here. In a real amplifying process, 𝜇𝛾 gets very close to ℏ𝜔, but does not exceed it.

The chemical potential increases from negative energies with increasing excitation levels. For
photons confined to a perfectly reflecting cavity, the occupation in the lowest energy mode will thus be
the first one to be amplified, once the chemical potential approaches the energy of this cavity mode.
The similarity between the coherent amplification of photons in a single cavity mode and the formation
of atomic Bose-Einstein condensates through stimulated scattering [43] illustrates an analogy between
lasers and BEC [74–76], despite the intrinsic non-equilibrium character of lasers. A non-equilibrium
model for photon condensation, which will be presented in sec. 2.4, will allow for a more detailed
differentiation between the classification of the two systems.

2.3 | Photon Dispersion in Optical Microcavities

Experimentally the highly reflecting container for light described in the previous section is realized by a
high finesse microcavity composed of two closely spaced mirrors with reflectivities 𝑅 ≈ 99.998%. Such
high reflectivities are achieved by using mirrors with multilayer stacks of dielectrics with alternating
refractive indices, also called Bragg reflectors. These type of mirrors are widely used because they
allow for the design of customized spectral regions of ultra high reflectivity (also referred to as stop
bands) [77]. Fig. 2.2(a) shows the transmission profile of the two mirror coatings used in this thesis.
The short spacing of the cavity mirrors of about 𝐿0 ≈ 1.5 µm is important because the separation
of longitudinal cavity modes, the free spectral range Δ𝜈FSR, is inversely proportional to the cavity
length by Δ𝜈FSR = 𝑐/2�̃�𝐿0 ≈ 70 THz, with the refractive index �̃� of the medium between the mirrors
(�̃� ≈ 1.44 for ethylene glycol), which is comparable to the dye spectral bandwidth. Microcavities
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Figure 2.2: (a) The transmission profile of the two mirror coatings used in this thesis, as provided by the
manufacturer. The coating by the company Laseroptik (LO2018) with the stop band centred at 550 nm is used
for the experiments performed in microstructured potentials. The coating by the company Los Gatos Research
(LosGatos) is centred at 530 nm and it is used for measurements of the pump threshold in this work. (b) Peak
normalized absorption and emission spectra of Rhodamine 6G (cf. fig. 2.1(a)) together with the resonance
wavelengths of a few longitudinal cavity modes at zero transverse momentum 𝑘𝑟 = 0, which are labelled by the
corresponding longitudinal mode number 𝑞. The cavity length in this example is 𝐿0 = 1.6 µm.

can therefore be tuned such that only one longitudinal mode falls inside the mirror stop band while
overlapping with the absorption and emission spectrum of the gain medium inside the cavity, see
fig. 2.2(b). This implies a low energy cutoff for photons, below which no available cavity modes within
the dye spectral bandwidth exist. In this way, an energetic ground state is realized and the previously
described thermalisation mechanism could in principle continue indefinitely, i.e. it is not terminated
when photons lose contact to the dye if they are red shifted out of the absorption bandwidth [78]. While
the photons are restricted to only one longitudinal resonator mode, microcavities exhibit a spectrum of
transverse eigenmodes, much like in macroscopic resonators. However due to the small cavity length,
also these modes are separated by comparably large energy gaps, so that the total number of confined
modes is much smaller than in large cavities. Photons are then effectively restricted to a transverse,
two-dimensional (2D) plane with different transverse resonator modes [79].

2.3.1 | The Planar Microcavity

The most common microcavity of the Fabry-Perot type uses two plane mirrors to confine light along
the cavity 𝑧-direction. Considering a single longitudinal mode with mode number 𝑞, the resonance
condition is 𝜆c = 2𝐿0/𝑞�̃� (𝜆c is called the cutoff-wavelength) which implies for the longitudinal wave
number 𝑘𝑧 = 𝜋𝑞/𝐿0. The cavity length 𝐿0 is not necessarily equal to the physical distance between the
two mirrors, considering that the optical field typically penetrates into a Bragg-reflector on a length
scale of a few 100 nm (see the discussion in sec. 5.4.3). For incidence angles 𝜃 relative to the 𝑧-axis, the
cavity is resonant for the wavelengths 𝜆 = 𝜆c cos 𝜃 [80]. The energy is then, in terms of the transverse
wave number 𝑘𝑟

𝐸 =
ℏ𝑐

�̃�

√︃
𝑘

2
𝑧 + 𝑘

2
𝑟 . (2.22)
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For small angles in the paraxial approximation, 𝑘𝑟 ≈ 𝑘𝑧𝜃, so that 𝑘𝑟 ≪ 𝑘𝑧 . In this regime one finds

𝐸 ≈ ℏ𝑐

�̃�
𝑘𝑧

(
1 + 𝑘

2
𝑟

2𝑘2
𝑧

)
= 𝑚ph

( 𝑐
�̃�

)2
+ ℏ

2
𝑘

2
𝑟

2𝑚ph
(2.23)

where the effective photon mass, 𝑚ph = �̃�𝑞𝜋ℏ/𝑐𝐿0 ≈ 7.8 × 10−36 kg, was introduced, which is roughly
five orders of magnitude lighter than the electron mass. In this way, it is evident that the dispersion
relation is quadratic and continuous, which implies that photons in the transverse microcavity plane
behave like massive particles in free space. Importantly, the low energy cavity cutoff provides a well
defined ground state (𝐸 ≠ 0) at the bottom of the dispersion relation (𝑘𝑟 = 0), which is essential, such
that condensation into this ground state can occur.

2.3.2 | Arbitrary Cavity Geometry

The plane mirror cavity can also serve as a starting point for more elaborate cavity geometries, for which
the dispersion relation is then extended by a potential energy term. Consider for example the situation
sketched in fig. 2.3(a), where one of the cavity mirrors exhibits a non-uniform surface topography
such that the longitudinal wave number 𝑘𝑧 is a function of the local cavity length 𝐿 (𝑟) = 𝐿0 − Δ𝐿 (𝑟).
Noting that Δ𝐿 (𝑟) ≪ 𝐿0, one can correspondingly write for the longitudinal wave number

𝑘𝑧 (𝑟) =
𝜋𝑞

𝐿0 − Δ𝐿 (𝑟) ≈ 𝜋𝑞

𝐿0
+ 𝜋𝑞

𝐿0

Δ𝐿 (𝑟)
𝐿0

= 𝑘𝑧 + Δ𝑘𝑧 (𝑟) . (2.24)

Plugging this result into eq. (2.22) and keeping only terms to first order in Δ𝑘𝑧 (𝑟), the result is

𝐸 ≈ 𝑚ph

( 𝑐
�̃�

)2
[
1 + Δ𝐿 (𝑟)

𝐿0

]
+ ℏ

2
𝑘

2
𝑟

2𝑚ph
= 𝑚ph

( 𝑐
�̃�

)2
+ ℏ

2
𝑘

2
𝑟

2𝑚ph
+𝑉 (𝑟) , (2.25)

where a trapping potential of the form 𝑉 (𝑟) = 𝑚ph
(
𝑐
�̃�

)2 Δ𝐿 (𝑟 )
𝐿0

was defined. This result shows, that the
mirror surface profile directly translates into the potential. This is the basis of engineering variable
trapping potentials for photons inside the microcavity by tailoring the mirror geometry, a principle
which will be made use of to create a periodic potential in this work.

2.3.3 | The Optical Schrödinger Equation

Upon closer inspection, the dispersion relation in eq. (2.25) can formally be obtained by solving the
time-independent Schrödinger equation, which describes the transverse motion of a particle with mass
𝑚ph in the potential 𝑉 (𝑟) in two dimensions [81]. This result is also evident by considering the paraxial
Helmholtz equation for monochromatic wave packets which can be cast into the form of a Schrödinger
equation

𝑖ℏ
𝜕

𝜕𝑡
Ψ(𝑟, 𝑡) =

[
− ℏ

2

2𝑚ph
∇2
𝑟 +𝑉 (𝑟)

]
Ψ(𝑟, 𝑡) , (2.26)

where ∇2
𝑟 is the radial Laplace operator. Under the approximation of slowly varying and stationary

field amplitudes 𝜓(𝑟), the solutions are of the form Ψ(𝑟, 𝑡) = 𝜓(𝑟)𝑒−𝑖𝜔𝑡 . The dispersion relation for
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Figure 2.3: (a) Sketch of a microcavity of two mirrors separated by a distance 𝐿0. The right mirror exhibits
a surface profile which locally changes the cavity length by the amount Δ𝐿 (𝑟). This modifies the boundary
conditions for the longitudinal wave vector, 𝑘𝑧 , of light confined between the mirrors and can be used to engineer
the dispersion relation. (b) A microcavity built of two curved mirrors with radii of curvature 𝑅1 and 𝑅2. This
configuration maps into a harmonic oscillator potential, which is illustrated in (c) for the situation in 1D. The
potential is shown as the black line and the first five oscillator state densities (|𝜓𝑛𝑥

(𝑥) |2) are plotted by the
coloured lines. They are vertically shifted by the corresponding resonance frequencies which are sketched by the
dashed horizontal lines and they are each separated by the trapping frequency Ω/2𝜋 from neighbouring states
along the energy axis. The used parameters to calculate the states are 𝑞 = 8 and 𝑅1 = 𝑅2 = 1 m.

any cavity geometry can then be obtained by solving the eigenvalue equation

�̂�𝜓(𝑟) = 𝐸𝜓(𝑟) with �̂� = 𝑚ph

( 𝑐
�̃�

)2
− ℏ

2

2𝑚ph
∇2
𝑟 +𝑉 (𝑟) , (2.27)

where �̂� denotes the Hamilton operator. The eigenvectors and eigenvalues then provide complete
information about the cavity mode functions and the corresponding resonance frequencies. In contrast
to the situation of freely moving photons in the transverse resonator plane (𝑉 (𝑟) = 0), which can
occupy a continuous spectrum of eigenstates, the resonance frequencies are now discretised for a finite
size confining potential.

2.3.4 | Photons in a Harmonic Oscillator Potential

If the cavity is made of two spherically curved mirrors with radii of curvature 𝑅1 and 𝑅2 (fig. 2.3(b)),
the local variation of the cavity length at position 𝑟 close to the optical axis (𝑅1, 𝑅2 ≫ 𝑟), is given by
𝐿 (𝑟) ≈ 𝐿0 − 𝑟

2

2�̃� , where 1/�̃� = 1/𝑅1 + 1/𝑅2 is the effective radius of curvature. In this case the mirror

profile translates into 𝑉 (𝑟) = 1
2𝑚phΩ

2
𝑟

2, where Ω = 𝑐/�̃�
√︃
𝐿0�̃� denotes the angular trapping frequency

of the resulting 2D harmonic oscillator potential. This is a particularly simple resonator geometry, as it
allows to calculate the solutions of the Schrödinger equation analytically [82]. Owing to the radial
symmetry of the problem, the wave functions in Cartesian coordinates are given by

𝜓𝑛𝑥 ,𝑛𝑦
(𝑥, 𝑦) = 𝜓𝑛𝑥

(𝑥) · 𝜓𝑛𝑦
(𝑦) with 𝑛𝑥 , 𝑛𝑦 = 0, 1, 2, . . . (2.28)

and 𝜓𝑛 (𝑥) =
1√︁√

𝜋 𝑥0 2𝑛 𝑛!
exp

(
−1

2
𝑥

2

𝑥
2
0

)
· 𝐻𝑛

(
𝑥

𝑥0

)
, (2.29)

13



Chapter 2 Theoretical Principles

where 𝑛𝑥 and 𝑛𝑦 are the principal quantum numbers in 𝑥 and 𝑦 respectively. 𝑥0 =
√︃
ℏ/𝑚phΩ is the

harmonic oscillator length and 𝐻𝑛 is the Hermite polynomial of order 𝑛. In analogy to the classical
harmonic oscillator, where potential and kinetic energy are interchangeably converted from one to
the other during half an oscillation period and the oscillation amplitude depends on the total energy

of the particle as 𝑟max =

√︃
2𝐸/𝑚Ω

2 (more energy means, that the particle can make it further up the
potential hill), the transverse size of the quantum harmonic oscillator wave functions also increases
with the square root of the photon energy. This is illustrated in fig. 2.3(c) which shows the five lowest
energy solutions of the one-dimensional (1D) harmonic oscillator potential. The eigenenergies in 2D
are given in terms of the quantum numbers 𝑛𝑥 and 𝑛𝑦 by

𝐸𝑛𝑥 ,𝑛𝑦
= 𝑚ph

( 𝑐
�̃�

)2
+ ℏΩ(𝑛𝑥 + 𝑛𝑦 + 1) (2.30)

and the degeneracy of a state with energy 𝐸 is 𝑔(𝐸) = 𝐸/ℏΩ + 1. This is a linear scaling with energy
(𝛼 = 2, see sec. 2.1.2) and thus it allows for Bose-Einstein condensation. An explicit calculation of the
critical particle number at fixed temperature with the approximation that ℏΩ ≪ 𝑘B𝑇 yields

𝑁c = 2
∫ ∞

0

𝐸/ℏΩ + 1
𝑒
𝐸/𝑘B𝑇 − 1

d𝐸 =
𝜋

2

3

(
𝑘B𝑇

ℏΩ

)2
(2.31)

The factor of 2 accounts for the two orthogonal polarization states of light. Experiments on photon
condensates are performed at room temperature, so 𝑘B𝑇 ≃ ℎ · 6.3 THz and a typical trapping frequency
for a cavity built of two mirrors with 𝑅1 = 𝑅2 = 1 m is Ω ≃ 2𝜋 · 41 GHz, which gives a critical photon
number of 𝑁c ≃ 77 000 [10]. Experimentally the transition point from thermal to the condensed phase
is reached by increasing the photon number in the cavity.

2.3.5 | Bose-Einstein Condensation in Potentials of Finite Size and Depth

The estimation for the critical photon number given in the previous section is only valid for trap depths
that extend up to energies much larger than thermal energy. Especially in experiments working with
tailored microtraps for light, the achievable trap depths are often smaller than 𝑘B𝑇 [34, 37, 83, 84]. In
this case an estimation for the critical photon number can be obtained by computing the finite sum over
all confined states, which can amount to photon numbers in the single digit domain upon reaching
criticality [83], but the transition from the non-degenerate to the condensed regime in such small
systems is softened considerably. These experiments are far from the thermodynamic limit (𝑁 → ∞,
𝑉 → ∞) and it is up for debate, if the resulting accumulation of photons in the ground state should
be referred to as a second order phase transition to a Bose-Einstein condensate. In the limit of very
large occupations however, i.e. when the chemical potential is very close to the ground state energy,
the population in the excited states saturates for any finite size and depth potential, regardless of the
potential geometry. This was recently confirmed by the experimental demonstration of a BEC-like
phase transition for photons in a finite size two-dimensional box potential, where condensation could
not be observed in an infinite size box [84] and it holds true even in the limit of just two confined energy
levels, i.e. only a single excited state can show saturation [85]. After all, as mentioned in sec. 2.1.2, the
density of states governs if the macroscopic ground state occupation would hold in the thermodynamic
limit. The phase transition behaviour of photon gases in tailored microtraps with harmonic oscillator
density of states was recently studied for the dimensional crossover from 2D to 1D and evidence was
found for a phase transition in 2D while the 1D case exhibits a crossover [86, 87].
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2.4 Non-Equilibrium Model of Photon Condensation

2.4 | Non-Equilibrium Model of Photon Condensation

The previously described system of a photon gas confined to a cavity with perfectly reflecting walls is
only an idealized picture. A real cavity always exhibits finite losses as there is a small probability for
photons to not being reflected from the mirrors but being e.g. transmitted instead. Moreover, an optical
cavity is not a closed container, so photons can be radiated into free space after being absorbed by a
molecule or photons are lost due to the finite quantum yield of the dye. In order to maintain a constant
excitation level in the cavity, the dye solution is continuously pumped. Photon condensates are therefore
intrinsically driven-dissipative systems in which a steady state is established [39]. A general model
for photon condensation should therefore capture all the relevant processes of pumping, absorption
and emission of photons from and into the manifold of resonator modes as well as cavity losses and
photon emission into free space. Such a model can be derived on the grounds of the Jaynes-Cummings
Hamiltonian [88, 89]. However, the description can be simplified tremendously when only the average
populations are of interest, as this allows to neglect cross correlations between different modes. The
interaction between photons and molecules is assumed to be in the weak coupling regime, which is well
justified, given the dephasing of excited electronic states due to the rapid internal thermalisation. The
resulting rate equations were first introduced in [12] and have been further developed to also account
for spatial inhomogeneities in the cavity [90]. They were employed to successfully model the temporal
evolution, the fluctuation dynamics and the response of the condensate to external perturbations as well
as for the analysis of the spatial photon distribution [40, 90–95]. The rate equations will be introduced
in the next sections, to provide a basis for the interpretation of the findings in this work.

2.4.1 | Rate Equations - Spatially Homogeneous Cavity

The most commonly used form of the rate equations as usually given in textbooks [96, 97] can be
expressed for a cavity with homogeneous mode and molecular excitation profiles. The number of
photons 𝑛𝑚 in mode 𝑚 and the number of excited dye molecules 𝑀↑ obey a set of first-order nonlinear
differential equations [89]

𝜕𝑛𝑚

𝜕𝑡
= −𝜅𝑚𝑛𝑚 + Γ21,𝑚(𝑛𝑚 + 1)𝑀↑ − Γ12,𝑚𝑛𝑚(𝑀 − 𝑀↑) (2.32)

𝜕𝑀↑
𝜕𝑡

= −Γ↓𝑀↑ + Γ↑ (𝑀 − 𝑀↑) . (2.33)

Here 𝑀 is the total molecule number in the cavity, 𝜅𝑚 is the cavity loss rate for mode 𝑚 and Γ12,𝑚
(Γ21,𝑚) is the rate of absorption (emission) per molecule for mode 𝑚. In particular, also spontaneous
emission into the cavity modes is included in this model (by the term Γ21,𝑚𝑀↑), an aspect which is
crucial to properly describe the system in the regime of small photon numbers 𝑛𝑚 < 1. The molecular
decay rate Γ↓ is given by

Γ↓ = Γsp +
∑︁
𝑚

Γ21,𝑚(𝑛𝑚 + 1) , (2.34)

which summarizes the losses by spontaneous emission into free space as well as due to a finite quantum
yield in Γsp. The total excitation rate for the molecules Γ↑ is given by

Γ↑ = Γp +
∑︁
𝑚

Γ12,𝑚𝑛𝑚 , (2.35)
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which includes reabsorption of cavity photons and pumping at a rate Γp.

2.4.2 | Rate Equations - Spatially Inhomogeneous Cavity

While the above presented model includes most of the essential aspects for calculating the photon
population in a multimode cavity, it does not allow to account for spatial inhomogeneities of the
molecular excitation profile or of different resonator modes. Experiments have shown however, that
especially the focus size and position of the pump beam can be essential to understand the resulting
photon distributions [17, 85], and it is also of relevance for this work.

A more refined model replaces the number of molecules by a constant molecule density 𝜌(x) ≡ 𝜌x
and the excited state molecule number is replaced by an excitation density 𝜌↑ (x), which is a function
of the position x = (𝑥, 𝑦)T in the cavity. The resonator mode profiles |𝜓𝑚(x) |

2 are taken into account
for the calculation of absorption and emission rates to ensure that photons can only be absorbed or
emitted from molecules at position x′ from or into mode 𝑚 if at this point |𝜓𝑚(x

′) |2 ≠ 0, see fig. 2.4(a)
for an illustration. The transversal coordinates are here of interest only, because the system is restricted
to a single longitudinal mode and variations of the field distribution along the cavity axis are neglected.
The rate equation for the photon number then correspondingly changes to

𝜕𝑛𝑚

𝜕𝑡
= −𝜅𝑚𝑛𝑚 +

∫ [
Γ
−
𝑚(𝑛𝑚 + 1) |𝜓𝑚(x) |

2
𝜌↑ (x) − Γ

+
𝑚𝑛𝑚 |𝜓𝑚(x) |

2
(
𝜌x − 𝜌↑ (x)

)]
dx . (2.36)

Here 𝜌x, 𝜌↑ (x) and |𝜓𝑚(x) |
2 are densities in units of 1/m2 and Γ

±
𝑚 are the absorption and emission rates

per molecule per unit area with units of m2/s. Defining the spatial excitation profile by 𝑓 (x) := 𝜌↑ (x)/𝜌x,
one can write

𝜌↑ (x) = 𝜌x 𝑓 (x) , 𝜌x − 𝜌↑ (x) = 𝜌x(1 − 𝑓 (x)) . (2.37)

This allows to simplify the notation, so that

𝜕𝑛𝑚

𝜕𝑡
= −𝜅𝑚𝑛𝑚 + Γ

−
𝑚𝜌x(𝑛𝑚 + 1) 𝑓𝑚 − Γ

+
𝑚𝜌x𝑛𝑚(1 − 𝑓𝑚) (2.38)

with 𝑓𝑚 =

∫
|𝜓𝑚(x) |

2
𝑓 (x) dx . (2.39)

Here 𝑓𝑚 is a measure for the overlap of the excitation profile with mode 𝑚 and Γ
+
𝑚𝜌x := Γ12,𝑚

(Γ−
𝑚𝜌x := Γ21,𝑚) is the total absorption (emission) rate for mode 𝑚. Using the total rates for up and

down-transitions in the molecules

Γ↑ =

[
Γp(x) +

∑︁
𝑚

Γ
+
𝑚𝑛𝑚 |𝜓𝑚(x) |

2

]
and Γ↓ =

[
Γsp +

∑︁
𝑚

Γ
−
𝑚(𝑛𝑚 + 1) |𝜓𝑚(x) |

2

]
, (2.40)

with the position dependent pump rate Γp(x) which is determined by the pump beam profile, one can
correspondingly write for the rate concerning the spatial excitation profile

𝜕 𝑓 (x)
𝜕𝑡

= −Γ↓ 𝑓 (x) + Γ↑ (1 − 𝑓 (x)) . (2.41)

In this model, photons are delocalized within the cavity modes, i.e. they are not defined as functions of
x directly. The probability distribution of a photon in mode 𝑚 is given by |𝜓𝑚(x) |

2. In general this set
of nonlinear equations needs to be solved numerically. However with a few simplifying approximations,
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Figure 2.4: (a) Schematic of the dye-filled microcavity. An external pump beam excites molecules in the cavity
at rate Γp (x). Molecular excitations can then be converted into cavity photons by emission (spontaneous or
stimulated) into a cavity mode with the density profile |𝜓(x) |2, if there is a finite overlap between the molecule
and the cavity mode. Photons can also be radiated out of the cavity at rate Γsp. Photons populating the cavity can
either be reabsorbed by ground state molecules or they leave the cavity at rate 𝜅. (b) Numerically calculated total
spontaneous emission rate per molecule into the cavity as a function of 𝑥 for 𝑦 = 0, for typical experimental
parameters of 𝑞 = 8, 𝜆𝑐 = 580 nm and two mirrors with 𝑅 = 1 m, yielding a harmonic oscillator potential with
trapping frequency Ω = 2𝜋 · 36.9 GHz. The calculation takes the first 1000 oscillator levels into account.

a semi-analytical expression can be obtained for the limiting case of small photon numbers. In order to
motivate these approximations, it is important to understand the competing rates in the model, which
will be discussed in the next sections.

2.4.3 | Absorption and Emission Rates

In order to calculate the absorption rate of a photon in mode 𝑚, consider Lambert-Beer’s law, which
states that a stream of 𝑛 photons propagating through an absorbing medium with number density
𝜌 = 𝑁A · 𝐶 (𝑁A: Avogadro constant, 𝐶: molar concentration) and absorption cross section 𝜎a is
attenuated along the propagation direction 𝑧 according to

𝜕𝑛

𝜕𝑧
= −𝑛𝜌𝜎a . (2.42)

Changing coordinates from space to time by 𝜕𝑧/𝜕𝑡 = 𝑐/�̃�, with the refractive index �̃� of the medium,
allows to formulate this expression in terms of an absorption rate Γ12, i.e.

𝜕𝑛

𝜕𝑡
= −𝑛

𝜌𝜎a𝑐

�̃�
= −𝑛Γ12 . (2.43)

When the absorbing medium is confined to a volume 𝑉 , so that the number density in this volume is
𝜌 = 𝑀/𝑉 , the absorption rate per absorber is

Γ12
𝑀

=
𝜎a𝑐

�̃�𝑉
. (2.44)
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If the photons and the absorbers are inside a cavity mode, the volume would be given by the mode
volume, which is commonly defined, for a homogeneously filled cavity, in terms of the mode profile by

𝑉𝑚 =

∫
|𝜓𝑚(x) |

2 d𝑉

max
[
|𝜓𝑚(x) |

2
] =

𝐿0 ·
∫
|𝜓𝑚(x) |

2 dx

max
[
|𝜓𝑚(x) |

2
] =

𝐿0

max
[
|𝜓𝑚(x) |

2
] , (2.45)

with the cavity length 𝐿0 and mode index 𝑚 [98]. Here it was used that
∫
|𝜓𝑚(x) |

2 dx = 1, since the
mode functions are normalized. If one is interested in the absorption rate in mode 𝑚 at position x, one
can analogously write for the local absorption rate per molecule

Γ12,𝑚(x) =
𝜎a,𝑚𝑐

�̃�𝑉𝑚(x)
=

𝜎a,𝑚𝑐

�̃�𝐿0
|𝜓𝑚(x) |

2
=: Γ+

𝑚 |𝜓𝑚(x) |
2
. (2.46)

This result provides a simple expression for the absorption rate per molecule at position x in terms of
the mode profile, absorption cross section and cavity length. The density 𝜌x is related to the volume
density by 𝜌x = 𝐿0 · 𝜌, i.e. all molecules along the cavity length are effectively concentrated in the
two-dimensional transverse resonator plane. The result of eq. (2.46) can be inserted into eq. (2.38)
for a validity check of the derived absorption rate. In the case of 𝜅𝑚 = 0 and 𝑓𝑚 = 0, i.e. zero cavity
losses and zero molecular excitations, one finds that 𝜕𝑛𝑚/𝜕𝑡 = −𝑛𝑚Γ

+
𝑚𝜌x = −𝑛𝑚Γ12,𝑚, which was the

starting point of the derivation.

Regarding the emission rate for mode 𝑚, it can be expressed in an equivalent manner to the absorption
rate, when the absorption cross section is replaced by the emission cross section 𝜎e,𝑚, i.e.

Γ21,𝑚(x) =
𝜎e,𝑚𝑐

�̃�𝑉𝑚(x)
=

𝜎e,𝑚𝑐

�̃�𝐿0
|𝜓𝑚(x) |

2
=: Γ−

𝑚 |𝜓𝑚(x) |
2
. (2.47)

The measured fluorescence spectrum 𝐿 (𝜆) (also called line shape function) and the excited state
lifetime 𝜏 are related to the emission cross section by the relation [99–101]

𝐿 (𝜆𝑚) =
8𝜋𝜏�̃�3

𝜆
4
𝑚

𝜎e,𝑚𝑐

�̃�
with

∫
𝐿 (𝜆) d𝜆 = Φ , (2.48)

which can be derived from Fermi’s golden rule (see appx. A.2), for an emitter with a bandwidth much
larger than the cavity linewidth, as is the case for the dye-filled microcavities. Normalization of the line
shape function requires that the integral over the emission bandwidth is equal to the quantum yield Φ.
The emission cross section can hence be calculated, if the quantum yield is known. The spontaneous
emission rate of a single emitter into the cavity mode scales with 𝑉

−1
𝑚 , so the mode volume should

be relatively small in order to efficiently channel spontaneously emitted photons into the mode. The
cavity resonance enhancement known from the Purcell effect [102], proportional to the cavity quality
factor 𝑄, is however absent, which is due to the large emission bandwidth of the dye.

An alternative and direct way to calculate the emission rate, is by use of the previously derived
Kennard-Stepanov relation. If this relation is fulfilled and the quantum yield is equal to unity, the
emission rates obtained by the two methods of course have to coincide. For a quantum yield Φ ≲ 1,
the Kennard-Stepanov relation has to be modified accordingly, so that

Γ21,𝑚

Γ12,𝑚
= Φ · exp

(
−
ℏ𝛿𝑚

𝑘B𝑇

)
, with 𝛿𝑚 = 𝜔𝑚 − 𝜔zpl . (2.49)
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Apart from a finite quantum yield, real emission spectra also show other deviations from this relation,
which can be seen from fig. 2.1(a), where the emission cross section is calculated from (2.49) (dashed)
and from the relation given in (2.48) (solid). As is evident the two curves are not identical, however the
good agreement for wavelengths larger than 550 nm shows that it is well justified to make use of the
Kennard-Stepanov relation.

2.4.4 | Coupling Efficiency of Spontaneous Emission

As discussed in the previous section, the emission rate (and also the absorption rate) of a molecule
into a cavity mode inversely depends on the mode volume (see eq. (2.47)), which is a consequence
of the modified density of states inside the cavity [103]. The emission rate out of the cavity will be
modified as well, because the emitter can only interact with a subset of the free-space modes, which is
in a geometrical picture determined by the solid angle over which the background of free-space modes
is accessible. However, as most wavelength-sized optical cavities cover only a rather small fraction of
the free-space solid angle of 4𝜋, it is usually a good approximation to set Γsp = 𝜏

−1
= 250 MHz [104,

105]. The total spontaneous lifetime was used here explicitly, so that the spontaneous decay rate also
includes nonradiative transitions.

For small photon numbers, i.e. when stimulated emission can be neglected, the rate for downward
transitions given in eq. (2.40) reads

Γ↓ (x) = Γsp +
∑︁
𝑚

Γ
−
𝑚 |𝜓𝑚(x) |

2
=: Γsp + Γ

−
cav(x) . (2.50)

Using this equation, one can define a spontaneous emission factor 𝛽sp, as the ratio of the emission rate
into the cavity by the total emission rate, similar to the standard definition used for microlasers [106,
107]. Taking into account the dependence on the position x in the cavity, gives

𝛽sp(x) =
Γ
−
cav(x)
Γ↓ (x)

≈
Γ
−
cav(x)
Γsp

, (2.51)

where the approximation made in the second step is valid for Γsp ≫ Γ
−
cav(x). With the help of eq. (2.47),

a numerical calculation for the first 1000 modes in a two-dimensional harmonic oscillator potential
(covering ∼ 37 THz of spectral bandwidth) with the cutoff wavelength of 𝜆𝑐 = 580 nm and longitudinal
mode number 𝑞 = 8, reveals that the maximum of 𝛽sp(x) is found at x = 0, see fig. 2.4(b). The total
emission rate into the cavity at this point is Γ−

cav(0) ≈ 14 MHz, which amounts to a total fraction of
spontaneously emitted photons into the cavity of 𝛽sp(0) ≈ 6%. This result agrees with what has been
reported by other authors [90, 108, 109]. Intuitively it is expected that 𝛽sp(x) is largest in the cavity
centre, because the total cavity mode density is at a maximum at this point. For excited molecules
located further away from the cavity centre, the spontaneous emission factor continuously decreases.
The approximation of Γ↓ (x) ≈ Γsp is decently accurate if stimulated emission is not dominant. It will
be used later to derive an expression for the photon distribution in the limit of small photon numbers
and for the condensation pump threshold.

2.4.5 | Cavity Loss Rate

The cavity loss rate 𝜅𝑚 measures the number of photons lost from the cavity per unit time. Neglecting
all other contributions than mirror transmission, the loss rate for a cavity with length 𝐿0 and two
equal mirrors with power reflectivity 𝑅𝑚 = 1 − 𝑇𝑚 (transmission 𝑇𝑚) for 𝑇𝑚 ≪ 1 can be approximated
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by [110]

𝜅𝑚 =
𝑐

�̃�𝐿0
(1 − 𝑅𝑚) =

𝑐

�̃�𝐿0
𝑇𝑚 . (2.52)

In a real cavity, the equality of 𝑅𝑚 + 𝑇𝑚 = 1 is only approximately fulfilled, which is due to scattering
losses or absorption of light in the mirrors. Assuming that these effects are small however, eq. (2.52)
usually gives a good estimate of the actual cavity loss rate. With 𝐿0 ≈ 1.5 µm, �̃� = 1.44 and
𝑇𝑚 ≈ 20 ppm, typical values are 𝜅𝑚 ≈ 3 GHz.

2.4.6 | Steady State and Equilibrium Solutions of the Rate Equations

For experiments which are performed under constant pumping, the photon number and molecular
excitation density in the cavity assume a steady state. The coupled set of rate equations can be solved
for this case by setting all derivatives to zero, which gives the steady state solutions in terms of the
(mode dependent) absorption and emission rates Γ12,𝑚 and Γ21,𝑚, the cavity loss rates 𝜅𝑚 and the
modal overlap integrals 𝑓𝑚 with the molecular excitation profile 𝑓 (x)

𝑛𝑚 =
1

Γ12,𝑚
Γ21,𝑚

1− 𝑓𝑚
𝑓𝑚

− 1 + 𝜅𝑚
Γ21,𝑚 𝑓𝑚

and 𝑓 (x) = 1
Γ↓ (x)
Γ↑ (x)

+ 1
. (2.53)

Upon use of the Kennard-Stepanov relation and comparison with the Bose-Einstein distribution, an
expression for the chemical potential can be derived

𝜇𝑚 = ℏ𝜔zpl − ℏ𝜔c − 𝑘B𝑇 ln
(
1 − 𝑓𝑚

𝑓𝑚
+

𝜅𝑚

Γ12,𝑚 𝑓𝑚

)
, (2.54)

which generally is a function of energy and thus the mode number 𝑚. This result is similar to the
one derived in eq. (2.18), however with a finite ground state energy ℏ𝜔𝑐 and including a correction
due to loss from the cavity. Assuming 𝜅𝑚 ≪ Γ12,𝑚, i.e. photons in the cavity are absorbed much
faster than they are lost by mirror transmission, and a homogeneous excitation profile so that 𝑓𝑚 is
mode-independent, the chemical potential becomes uniform

𝜇 = ℏ𝜔zpl − ℏ𝜔c + 𝑘B𝑇 ln
(
𝜌↑
𝜌↓

)
, (2.55)

where 𝜌↑ and 𝜌↓ are the total densities of excited and ground state molecules. The chemical potential is
controlled by the relative excitation level in the dye molecules, as was also concluded in section 2.2.4.
When BEC is approached, the chemical potential assumes the threshold value 𝜇 → 0, so that the
equilibrium critical excitation fraction is given by

𝑓th(x) ≡ 𝑓th =
1

1 + 𝑒
ℏ(𝜔zpl−𝜔c )/𝑘B𝑇

. (2.56)

2.4.7 | Small Photon Numbers

In the case that the photon number in the cavity is small (𝑛𝑚 ≲ 1), so that the background decay rate
greatly outweighs the emission rate into the cavity, it is justified to approximate Γ↓ (x) ≈ Γsp. The
excitation level is very small in this regime and the great majority of excited molecules are induced by
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the pump beam, so that

𝑓 (x) ≈
Γp(x)
Γsp

. (2.57)

A homogeneous excitation profile correspondingly requires a homogeneous pump profile, i.e. a pump
beam which is much bigger than the system size, so that Γp(x) ≡ Γp. From eq. (2.57), one finds that
𝑓𝑚 =

∫
𝑓 (x) |𝜓𝑚(x) |

2 dx ≈ Γ
−1
sp

∫
Γp(x) |𝜓𝑚(x) |

2 dx ≪ 1, so that a simplified expression for the small
photon number distribution can be derived, which is [90]

𝑛𝑚 ≈
Γ21,𝑚

Γ12,𝑚 + 𝜅𝑚
· 𝑓𝑚 =

1
Γsp

Γ21,𝑚

Γ12,𝑚 + 𝜅𝑚
·
∫

Γp(x) |𝜓𝑚(x) |
2 dx . (2.58)

The spectral distribution of photons in the cavity is therefore determined by the pump beam overlap
with the individual modes and a mode-dependent prefactor, which are both, to some extent, tunable
parameters in the microcavity. Eq. (2.58) is useful to semi-analytically calculate the photon distribution
far below the condensation threshold. Under equilibrium conditions, i.e. 𝜅𝑚 ≪ Γ12,𝑚 and Γp(x) ≡ Γp,
the small photon number solution can be further simplified, which yields

𝑛𝑚 =
Γp

Γsp

Γ21,𝑚

Γ12,𝑚
≃ 𝑛p · 𝑒

−ℏ𝜔𝑚/𝑘B𝑇 . (2.59)

In this limit, the photon distribution can thus be well described by a Boltzmann distribution, where the
scale factor 𝑛p is experimentally set by the pump power.

2.4.8 | Realizing a Uniform Chemical Potential in an Open Cavity

While the previous section 2.4.6 explicitly treated the limiting case of small cavity losses compared
to photon reabsorption, an interesting question to ask is, if a uniform chemical potential can also be
realized when this condition does not apply. The answer of this question comes down to finding the
required molecular excitation profile, such that the resulting chemical potential is uniform and the
photon distribution is a Bose-Einstein distribution, even in the presence of finite cavity losses. Starting
from the general expression for the mode dependent chemical potential in eq. (2.54), a condition for
the modal overlap integral 𝑓𝑚 with 𝜇𝑚 ≡ 𝜇 can be derived

𝑓𝑚 =
1 + 𝜅𝑚

Γ12,𝑚

1 + 𝑒
[ℏ(𝜔zpl−𝜔c )−𝜇]/𝑘B𝑇

. (2.60)

If the molecular excitation profile matches condition (2.60), the resulting photon distribution will be the
same as an equilibrium Bose-Einstein distribution, despite non-zero cavity losses. It is easily verified
that the equilibrium excitation fraction at threshold, as given in eq. (2.56), is correctly recovered for
𝜅𝑚/Γ12,𝑚 → 0 and 𝜇 → 0.

The molecular excitation profile, and therefore 𝑓𝑚, is predominantly determined by the profile of the
used pump beam. Recalling that the experimental cavity mirror stop band is centred around 530-550 nm
(cf. fig. 2.2(a)) and the cutoff wavelength is typically fixed around 𝜆c = 580 nm, 𝜅𝑚 is a decreasing
function with increasing mode number 𝑚, while the absorption rate increases (exponentially) with
increasing mode number. This means that 𝜅𝑚/Γ12,𝑚 is a decreasing function of the mode number.
This result is very important, because it is then possible that the condition in (2.60), for parameters
where 𝜅𝑚/Γ12,𝑚 ≠ 0, can be approximately fulfilled by using a focused pump beam. The pump shape
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Figure 2.5: Δ, defined as the LHS - RHS of eq. 2.62, as a function of the mode number 𝑚 in a one-dimensional
harmonic oscillator potential with 70 oscillator levels. The numerical parameters are 𝜆c = 584 nm, longitudinal
mode number 𝑞 = 9, trapping frequency Ω = 2𝜋 · 63 GHz, dye concentration 𝜌 = 1 mmol/l and the rates for
cavity loss and photon absorption/emission at the ground state wavelength are 𝜅 = 4.1 GHz, Γ12 = 4.2 GHz, and
Γ21 = 1 434.5 GHz, i.e. cavity losses occur on a comparable timescale as photon absorption. For an intermediate
pump size of 55 µm FWHM, Δ exhibits the least variations around 0, corresponding to a relatively uniform
chemical potential. The photon number at threshold would be smaller by a factor A = 0.31, compared to the
ideal case, when condition (2.60) could be exactly matched. Larger critical photon numbers in the cavity would
be obtained for larger pump sizes, however at the cost of greater deviations from a uniform chemical potential.

typically follows a Gaussian intensity profile with an adjustable beam size. Even though this provides
great tunability in principle, it is not certain that the condition in (2.60) can be exactly met for every
given trapping potential or cutoff wavelength. In an experiment, the pump profile could be adjusted so
that the photon distribution at the onset of condensation is well described by a threshold Bose-Einstein
distribution. However, the experimental critical photon number can potentially be smaller than the
theoretical critical number. This aspect can be taken into account by introducing a scale factor A for
the Bose-Einstein distribution, i.e.

𝑛𝑚 =
1

Γ12,𝑚
Γ21,𝑚

1− 𝑓𝑚
𝑓𝑚

− 1 + 𝜅𝑚
Γ21,𝑚 𝑓𝑚

=
A

𝑒
[ℏ(𝜔𝑚−𝜔c )−𝜇]/𝑘B𝑇 − 1

. (2.61)

The corresponding condition for the overlap integral 𝑓𝑚 at the threshold to BEC with 𝜇 → 0 is then
given by

𝑓𝑚 =
1 + 𝜅𝑚

Γ12,𝑚

1 + 1
A
𝑒
ℏ(𝜔zpl−𝜔c )/𝑘B𝑇 + (1 − 1

A
)𝑒ℏ(𝜔zpl−𝜔𝑚 )/𝑘B𝑇

. (2.62)

The difference between the LHS and the RHS of eq. (2.62) (defined as Δ) is numerically evaluated for
the example of a one-dimensional harmonic oscillator potential. The numerical parameters, which are
the same as experimental parameters used in chapter 6 of this thesis, are given in the caption of fig. 2.5,
which shows Δ as a function of the mode number 𝑚 for different sizes of a Gaussian pump profile. The
scale factor A is determined by the smallest overall deviation of Δ from 0, when Δ is calculated for
0 < A <= 1, i.e. it is the scale factor A for which eq. 2.62 is best fulfilled. The excitation profile at
threshold is approximated by 𝑓th(x) ≈ Γp,th(x)/Γsp according to the discussion in chapter 4, where a
detailed analysis of the pump threshold will be presented. By default, Δ is always zero for the ground
mode, when this approximation for the threshold excitation level is used. With increasing mode number
however, Δ deviates from zero, meaning that the chemical potential would not be perfectly uniform.
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The smallest overall deviation is found for a pump size around 55 µm full width at half maximum
(FWHM) with A = 0.31, which should correspondingly give the closest agreement between the photon
distribution and a threshold Bose-Einstein distribution. However, the critical photon number in the
cavity would be only 31% of the theoretical number, which would be obtained if condition (2.60) could
be exactly matched.

To conclude the section, it was found that for very small cavity losses and strong absorption by the dye
molecules, combined with a homogeneous pump profile, a thermalized photon distribution inside the
cavity can be achieved. A macroscopic occupation of the ground mode for high photon numbers on top
of a broad cloud of photons in higher energy modes can then be classified as photon BEC [88]. However,
the dye-filled cavity is still far from being a closed system, as continuous pumping is required in order
to replenish the excitations which are lost by spontaneous emission into free space. Interestingly,
thermalisation of photons is possible nevertheless, but it is predominantly achieved by one emission
(following excitation from the pump) and one absorption event, rather than by repeated cycles of
absorption and reemission of photons into the cavity modes. Such cycles become unlikely, at least in
the absence of stimulated emission [19]. The equation for the molecular excitation level does not need
to be considered explicitly in order to derive the equilibrium photon distribution (with 𝜅𝑚 = 0 and
𝑓𝑚 = 𝑐𝑜𝑛𝑠𝑡), which is perhaps why the loss channel of spontaneous emission into free space is rarely
mentioned. An imperfect redistribution of photons in the cavity towards thermal equilibrium is also
the reason, why the small photon number distribution is directly proportional to the modal overlap with
the pump profile. While this aspect might seem problematic at first, an adjustable chemical potential
by tuning the pump shape can also be regarded as a very useful feature, since it in principle also allows
to realize approximately Bose-Einstein distributed photons, when 𝜅𝑚 can not be neglected compared to
Γ12,𝑚.

2.5 | Creation of Potentials for Photon Gases

The ability of imprinting tailored potential energy landscapes for two-dimensional photon gases has
recently opened up the way for the investigation of photon condensation in non-trivial potentials
with possible application in simulations of a wide range of Hamiltonians. For the experimental
implementation, several different approaches were tested. Early experiments successfully worked
with admixing a thermoresponsive polymer (poly(N-isopropylacrylamide)) to the Rhodamine 6G
solution [34], which allowed for the direct control of a reversible attractive potential. An entirely
different approach uses focused Gallium ion beam milling, to carve out the desired surface profile on
the mirror substrate before the distributed Bragg reflector (DBR) coating is applied [111, 112]. This
technique is especially well suited to create notches with extremely small radii of curvature on the few
µm scale, which can provide tiny mode volumes [83]. A drawback of this method is that it involves a
laborious procedure where the potential geometry has to be precisely laid out in the beginning. The
structuring method used in this thesis allows to routinely create permanent surface structures by direct
laser writing [85]. It was developed and thoroughly investigated in previous works and it is now a
well established technique [37, 85, 113], which is also used in conjunction with the thermoresponsive
polymer in order to allow for further tailoring of the potential during experiments [38, 114]. The
following section briefly summarizes the main aspects and the physical origin of the microstructuring
technique. An in depth analysis can be found in [36].
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Figure 2.6: Schematic sketch of the microstructuring setup. A laser beam is focused onto the silicon layer
from the mirror backside through the substrate. Absorption of the laser light in the silicon locally heats up the
dielectric layers on top and leads to a permanent lifting of the surface on a nm scale. The laser beam power is
controlled in time by an acousto-optical modulator (AOM) and a galvo-scanner laterally deflects the beam. The
focusing lens then converts this angular deflection Δ𝜃 into a lateral shift of the focus point Δ𝑥 = 𝑓Δ𝜃 (focal
length 𝑓 ), such that a predefined pattern on the mirror can be addressed and elevated in a controlled way. The
white light interferometer on the mirror front side is used to accurately measure the surface profile and it can
also be used as feedback for subsequent sequences, if the structures are created iteratively.

2.5.1 | Mirror Composition and Physical Origin of Surface Microstructures

The mirrors used for the creation of micropotentials are composed of a fused silica substrate which
is covered by a 30 nm thick layer of amorphous silicon, followed by the DBR coating consisting of a
quarter-wave stack of 20 pairs of amorphous Tantalum pentoxide (Ta2O5) and Silicon dioxide (SiO2).
The substrate is superpolished to achieve a remaining surface roughness (rms) of 0.1 nm or better, to
minimize scattering losses and to allow for defect free resonator modes. The thin silicon layer on top
of the substrate absorbs light from a focused laser beam at 532 nm wavelength, which is the key feature
to enable the structuring of the mirrors. For the commercial production of the mirror coating, the
dielectric materials are slowly grown on the substrate by focused ion beam sputtering [115], where
e.g. argon ions are accelerated onto a target consisting of the coating material. Single atoms are
released (sputtered) from the target and then deposited on the surface of the sample. During this
process some of the argon atoms are embedded in the dielectrics which is one of the mechanisms that
lead to mechanical stress in the coating [116]. Such defects in the amorphous crystal structure, which
are especially prominent in Ta2O5 thin films, can be annealed by subsequent heating to release the
mechanical energy and promote the formation of small pores, which is accompanied by a slight increase
in the film thickness of a few percent [117, 118]. In the method used in this work, absorption of focused
laser light in the silicon layer activates this annealing process locally and only for a few of the bottom
layers, so that the highly reflective surface quality of the mirror remains seemingly unaltered [35, 119].
The precise control of the local film thickness then allows to create variably shaped surface profiles,
which translate into a local variation of the cavity length and therefore provide a trapping potential for
light, cf. sec. 2.3.2.

2.5.2 | Mirror Structuring and Test Setup

Figure 2.6 shows a simplified sketch of the setup used to create and optically test the mirror surface
profiles. A blank mirror piece is mounted in a mirror holder on top of a three-axis stage and positioned
in the focus of a microscope objective. A continuous wave (CW) laser beam at 532 nm wavelength
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is chopped into ∼ 10 µs long pulses of adjustable power using an acousto-optical modulator and
afterwards laterally deflected via a galvanometer-scanner. This device is used for beam-steering and it
is built by two perpendicularly oriented mirrors, whose tilt angles can be controlled independently
by applied voltages. The microscope objective focuses the laser beam through the mirror substrate
onto the silicon layer to a spot size of ∼ 1 µm FWHM and transforms the angle-steering into a spatial
scanning of the laser beam. A motion sequence and a pulse pattern is programmed for the laser beam
and then the surface is carefully elevated to the desired target profile. This can be done either in a
single sequence or in an iterative approach, with the latter typically giving much better end results.
Typical mean deviations between the target and the structured profile of ∼ 0.1 nm can be achieved in
this way [35]. The structures are limited to surface heights below 20 nm to preserve the good mirror
quality. While higher structures are in principle possible, the mirrors then exhibit a larger transmission
and trapping potentials seem to be ineffective for heights larger than ∼ 25 nm [109].

The structured mirror surface is analyzed from the front side by white-light, phase shifting
interferometry, using a Mirau-objective, which has an inbuilt reference path to interfere light reflected
from the sample [120]. The measurement is performed by moving the mirror along the optical axis over
a distance of ∼ 1 µm over the timescale of a few seconds. A camera continuously records images of the
mirror surface with the superimposed interference pattern. In the analysis, relative phase differences
across the investigated surface can be extracted from the recorded intensity profile for every pixel on
the camera sensor. These phase differences correspond to height differences by Δ𝜙(x) = 𝑘Δℎ(x), with
𝑘 = 2𝜋/𝜆 and 𝜆 is the centre wavelength of the broadband light source, which then allows to reconstruct
the surface profile. The lateral resolution of the setup is 0.74 µm and the minimum resolvable height
differences are 0.1 Å [35]. Due to heat diffusion in the thin films, the minimum width of point-like
structures is limited to 3.6 µm FWHM, which implies a significant smoothing of the created structures,
such that sharp edges are generally hard to realize.

2.5.3 | Finite Difference Method

In many interesting resonator geometries, the complexity of the trapping potential may not allow to
calculate the exact analytical solutions of the Schrödinger equation. In these cases only approximate
wave functions can be given. If a more precise solution is needed, the Schrödinger equation can
however be solved numerically, which can provide very good estimates of the mode functions and
energies for a given trapping potential.

For simplicity the following discussion will be restricted to one-dimensional problems, but the
method can be generalized also to higher dimensions [121]. In order to obtain a numerical solution, the
eigenvalue problem in eq. (2.27) is discretised on a uniform spatial grid, consisting of 𝑁 grid points
𝑥 = (𝑥1, 𝑥2, . . . , 𝑥𝑁 ). The wave functions are correspondingly represented as vectors on this grid, i.e.

𝜓(𝑥) =
©«
𝜓(𝑥1)
𝜓(𝑥2)

...

𝜓(𝑥𝑁 )

ª®®®®¬
. (2.63)

In order to solve the eigenproblem, the Hamiltonian �̂� = 𝑇 + �̂� then has to be expressed as a matrix
operator of dimensions 𝑁 × 𝑁 . The potential energy operator is given by a diagonal matrix with the
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elements of 𝑉 at each grid point 𝑥𝑖 , so

�̂� (𝑥) =


𝑉 (𝑥1) · · · · · · 0

... 𝑉 (𝑥2)
...

...
. . .

...

0 · · · · · · 𝑉 (𝑥𝑁 )


. (2.64)

Intuitively, without kinetic energy in the system, the energy at point 𝑥𝑖 would just be 𝑉 (𝑥𝑖). For
the kinetic energy, the second derivative ∇2

𝑥 has to be expressed as a matrix operator. Recalling
that the derivative of a discretised function at a point 𝑥𝑖 can be approximated by the difference
between neighbouring function values around this point, the second derivative can be expressed in this
finite-difference approximation as [122]

∇2
𝑥 𝜓(𝑥𝑖) =

𝜓(𝑥𝑖−1) − 2𝜓(𝑥𝑖) + 𝜓(𝑥𝑖+1)
(Δ𝑥)2 (2.65)

with the spacing between grid points Δ𝑥. With this result at hand, the kinetic energy can now be cast
into a matrix operator 𝑇 which yields the second derivative of the wave function at every grid point if
applied to 𝜓(𝑥). This kinetic energy operator takes the form

𝑇 = − ℏ
2

2𝑚ph(Δ𝑥)
2


−2 1 · · · 0

1 −2 1
...

... 1 . . . 1
0 · · · 1 −2


. (2.66)

Finally the eigenvalue problem in eq. (2.27) can now be implemented on a computer and numerical
eigensolvers can be employed to find the solutions in terms of the wave functions and eigenenergies.
So far the discussion excluded the photon rest mass energy, i.e. the eigenenergies obtained by this
numerical calculation are given relative to the point of zero potential energy. If the real photon energies
are required, the rest mass term has to be added to the calculated eigenenergies.

Even though the computation is straightforwardly set up, it can be numerically time consuming
to find all solutions of large scale problems, especially for two-dimensional potentials which can
comprise several thousands of bound states. Therefore it should be generally advised for potentials,
that can over the most part be decently approximated by symmetric profiles with known analytic
solutions, that the finite-difference method should merely serve as an extension to compute numeric
solutions. This numerical method can then be an instrumental tool, for example around the minimum
of a potential geometry, where the details of the potential profile have a profound influence on the
resulting eigenenergies and wave functions.
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The following chapter explains the main parts used to perform the experiments described in this
work. The heart of the experiment is formed by a dye filled microcavity, which is depicted in the
centre of the simplified sketch in fig. 3.1(a). Both cavity mirrors are mounted on stages equipped
with piezoelectric actuators such that the needed accuracy for the control of the cavity length and the
relative mirror orientation can be achieved. The interference pattern produced by a Helium Neon
(HeNe) laser transmitted through the cavity, helps for the coarse parallel alignment of the mirrors. If a
microstructured mirror is used for the experiment, it is placed on the site opposite to the pump beam, so
that the incoupling of the pump light is not impaired by the silicon layer between the dielectric Bragg
coating and the mirror substrate. The unstructured mirror on the other side of the cavity is glued onto a
glass substrate and one right-angled glass prism on either side of the substrate helps to avoid refraction
of the pump beam at the air glass interfaces. In this way, a good incoupling efficiency of the pump at
an angle near the mirror coating’s reflection minimum of 45° can be obtained.

3.1 | Pumping of Dye Molecules

A linearly polarized CW laser operating near 532 nm wavelength is used as the optical pump source to
excite the dye molecules in the microcavity. Upon passing a first AOM, the laser beam is chopped into
rectangular, constant power pulses of variable temporal width. Typically used parameters are pulse
lengths of 500 ns at a repetition rate of 50 Hz. Compared to the timescale of thermalisation and photon
dynamics inside the cavity, this realizes conditions of quasi-CW operation while the detrimental effect
of photobleaching in the dye molecules can be reduced to a minimum, however a slight decrease of the
fluorescence yield over time is usually observed due to the long-lived triplet states (see sec. 2.2.2).
A second AOM serves to relieve this problem by transforming the pump pulse such that it slowly
increases in power over the pulse length, see fig. 3.1(b). This compensates for the photobleaching in
the dye and the pulse of photons emitted from the cavity is nearly constant over time once a steady
state is reached. The pump pulse is adjusted in a way that this steady state is realized for the duration
of 𝜏pulse ≈ 500 ns, see fig. 3.1(c). Also the pump power and therefore the photon number in the cavity
can be adjusted by the second AOM by controlling the power of the applied RF-signal. After the two
AOMs, the pump beam passes a half-wave plate to guarantee that the pump light is s-polarized for
maximum transmission through the cavity mirror coating. Behind the half-wave plate, a telescope with
a pinhole at the focal point of the first lens is used to clean up the spatial pump profile and to control
the pump size in the cavity. The latter is achieved by mounting the collimating lens on a translation
stage, such that the beam can be adjusted to be slightly divergent or convergent after the telescope,
which leads to a different diameter of the pump beam in the cavity plane. A piezo-adjustable mirror
mount is used for precise positioning of the pumpspot before it is focused into the cavity by a final lens
of exchangeable focal length. A flip mirror in front of the cavity can be used to image the pump beam
onto a CCD camera, which is positioned in an optically equivalent plane as the cavity, such that the
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Figure 3.1: (a) Simplified sketch of the experimental setup. The pump laser beam at 532 nm wavelength is
drawn in green. Before being coupled into the microcavity, it passes through a pair of AOMs, a wave plate and a
telescope in order to optimize the temporal and spatial pulse shape as well as the incoupling efficiency into the
cavity. The cavity mirrors are mounted on piezo stages, which are needed for the precise alignment of the cavity
length and the relative mirror orientation. The HeNe laser and the piezo-adjustable mirror mounts allow for the
relative alignment of the cavity mirrors. The emitted light from the cavity (orange) is collected by a microscope
objective and passes an optical filter. The cavity emission can then be guided through a low resolution, broadband
or a high resolution, narrowband Echelle spectrometer or it is directly imaged onto an ICCD camera to measure
the spectral and spatial density distribution of photons in the microcavity. (b) Photodiode signal of the pump
pulse recorded after the second AOM. The pulse is not a flat-top but it slightly ramps up in power over time to
compensate for photobleaching of the dye molecules. (c) The signal emitted from the cavity for the pump pulse
shown in (b), recorded with a photomultiplier. The measured pulse is flat in time over the period marked by the
two red vertical lines, which defines the pulse length where steady state conditions in the cavity are realized, here
over 𝜏pulse ∼ 500 ns.

shape and size of the pump beam can be monitored.

3.2 | Analysis of the Microcavity Emission

In order to spectrally and spatially analyse the microcavity emission, a microscope objective with 20x
magnification and numerical aperture of 0.42 collects the emission from the cavity before it passes
through a pair of optical filters to block residual pump light and fluorescence for wavelengths greater
than 600 nm, for which the cavity mirrors are nearly transparent. An aperture in the image plane behind
the objective is used to constrain the field of view for the analysis setup, for example to suppress any
light emitted from outside a well defined potential structure. The remaining setup consists of two
different grating spectrometers and a direct path for imaging the cavity emission onto an intensified
CCD (ICCD) camera. The two spectrometers differ mainly in the diffraction grating that is used to
disperse the light. One of them uses a standard blazed grating with 1200 lines per mm and an angular

28



3.3 Measurement of Spatial and Spectral Density Distributions

dispersion of 1.25 mrad/nm. This spectrometer is used to record the full broadband spectra over a
bandwidth of ∼ 50 nm. The second spectrometer uses an Echelle grating with 316 lines per mm and an
angular dispersion of 0.69 mrad/nm. This diffraction grating is optimized to be used at large diffraction
orders near the Littrow configuration [123] and in the experiment it is aligned for the 11th diffraction
order which gives an actual dispersion of 7.6 mrad/nm (see eq. (3.3)) [124]. This is almost an order of
magnitude more than what can be achieved with the broadband spectrometer, so that a resolution of
Δ𝜈 ∼ 20 GHz can be obtained, however at the trade-off of a limited bandwidth. This spectrometer is
used to measure the individual populations of photons in low energy modes, close to the cavity cutoff.
An intermediate telescope behind the Echelle grating, where the objective lens is replaced by two
perpendicularly oriented cylindrical lenses with different focal lengths can be used to independently
adjust the magnification in the transverse 𝑥- and 𝑦-directions. The direct imaging path is used to record
the spatial density distribution of photons in the microcavity.

An ICCD camera is used for both the spectral and the spatial density measurements. Such an
intensified camera consists of two main components, an image intensifier unit and a CMOS camera (in
this thesis it will be anyway referred to as ICCD camera). In a first stage, incident photons are converted
into photoelectrons at the photocathode of the intensifier unit. These electrons are accelerated and
multiplied with the help of a microchannel plate which achieves a gain of the electric signal, typically
in the range of ∼ 1000. After undergoing multiplication, the electrons are guided onto a phosphor
screen where they are converted back into photons by phosphorescence. This optical signal is then
imaged onto the CMOS-camera chip. The intensifier can be gated over time windows typically as short
as a few ns, which allows for excellent signal-to-noise ratios and great suppression of counts caused
by spurious background photons despite the comparably much longer minimum exposure time of the
CMOS camera, which is typically ∼ 1 µs. An ICCD camera is therefore very practical for low light
imaging applications.

3.3 | Measurement of Spatial and Spectral Density Distributions

As for all experiments with light trapped in cavities, the outcoupled photons from the cavity are
characterized by the same properties as light currently populating the cavity. It is therefore possible to
directly measure the photon properties inside the cavity by collecting the emitted light and analysing it
in the suitable way to extract the physical quantities of interest. High numerical aperture objectives
covering large solid angles are used to efficiently capture most of the light coming from the cavity,
which is crucial to achieve the best possible resolution.

3.3.1 | Spatial Distribution

For photon condensates, all stationary system properties are in some way related to the mean distribution
of photons over the many resonator modes. Under stationary conditions of operation, this distribution
can be conveniently accessed by integrating the collected optical signal over time on a sensitive camera.
A direct measure is given by the spatial distribution of photons, which implies imaging the magnified
resonator plane onto the camera. The total density distribution can be written as the sum over all cavity
mode functions weighted by the respective population of photons per mode

𝑛(𝑥, 𝑦) =
∑︁
𝑚

𝑛𝑚 |𝜓𝑚(𝑥, 𝑦) |
2
, (3.1)

where 𝑛𝑚 denotes the mean photon number in the 𝑚-th mode. In order to verify thermalisation of
the photon gas, this distribution is compared with a Bose-Einstein distribution. Doing this for the
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two-dimensional distribution is possible, but a more comprehensive analysis is often achieved, from the
vertically integrated distribution, i.e. from 𝑛(𝑥) =

∫
𝑛(𝑥, 𝑦) d𝑦. A measurement of the spatial density

distribution however does only allow to measure the full distribution, and individual populations per
mode can not be determined due to the spatial overlap between different mode functions.

3.3.2 | Spectral Distribution

The information obtained from the spatial distribution of photons can be compared to the spectral
density distribution. The measurement is performed with the help of an optical grating spectrometer.
While this is a very established way of measuring optical spectra, a few important details need to be
considered to understand how the measured spectrum relates to the actual photon distribution inside
the cavity.

The working principle of a diffraction grating spectrometer in 4 𝑓 -configuration is sketched in
fig. 3.2(a). The light source is placed into the real space input plane of the spectrometer. A lens of
focal length 𝑓1 serves to collimate the emitted light and a diffraction grating placed into the back focal
plane of this lens disperses the photons according to the different spectral components. The image of
the dispersed light source is then reconstructed on the detector in the output plane by a lens of focal
length 𝑓2. The starting point to determine the spectrometer resolution is the grating equation with the
condition for constructive interference

𝑔
(
sin 𝜃𝑖 + sin 𝜃𝑟

)
= 𝑢 · 𝜆 . (3.2)

Here 𝑔 is the grating constant, 𝜃𝑖 is the angle of incidence, 𝜃𝑟 is the diffraction angle and 𝑢 is the
diffraction order for light of wavelength 𝜆 [125]. The angular dispersion is obtained by differentiation
of both sides of this equation w.r.t. the diffraction angle, which gives(

d𝜆
d𝜃𝑟

)−1
=

𝑢

𝑔 cos 𝜃𝑟
:= 𝛿 . (3.3)

According to the Rayleigh-criterion [126], the diffraction limited minimum difference between optical
wavelengths, that can be resolved by the grating, is determined by the used diffraction order and the
number of illuminated grooves 𝑁 by

Δ𝜆
grating
min =

𝜆

𝑢𝑁
. (3.4)

Assuming now that the light source is of transversal width 𝑤 in the input plane (with coordinates (𝑥, 𝑦))
and it includes two spectral components split by Δ𝜆, the image of the light source in the output plane
behind the spectrometer (with coordinates (𝑥′, 𝑦′)) is magnified by a factor 𝑀 = 𝑓2/ 𝑓1, so 𝑤

′
= 𝑀𝑤,

and with the approximation of small diffraction angles, the separation of the two spectral components
on the detector is

Δ𝑥
′
= 𝑓2 tanΔ𝜃𝑟 = 𝑓2 tan 𝛿Δ𝜆 ≈ 𝑓2𝛿Δ𝜆 . (3.5)

The resolution of the spectrometer is ultimately limited to the case when Δ𝑥
′
= 𝑤

′, so that one finds

Δ𝜆
spec
min =

𝑤
′

𝑓2𝛿
=

𝑤

𝑓1𝛿
. (3.6)

Thus it is evident that in order to achieve a high spectral resolution, a grating with large angular
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Figure 3.2: (a) Scheme of a diffraction grating spectrometer in 4 𝑓 -configuration. A light source of size 𝑤 in the
input plane (orange circle) is dispersed into its different spectral components by the grating before it is magnified
to size 𝑤

′
=

𝑓2
𝑓1
𝑤 and imaged into the output plane. Different components (red and yellow circles) are separated

according to the angular dispersion 𝛿 and the difference in optical wavelength Δ𝜆 by Δ𝑥
′
= 𝑓2𝛿Δ𝜆. They can be

completely distinguished if Δ𝑥′ > 𝑤
′. (b) Illustration of the reason for the anamorphic magnification of the

image along the axis of dispersion. In general |𝜃𝑟 | ≠ |𝜃𝑖 |, so the diameter of a collimated beam changes in the
course of diffraction by the grating surface.

dispersion and a long focal length lens for 𝑓1 should be used, while the light source should be preferably
of small size (cf. fig. 3.2(a)). Note that the spectrometer resolution can not beat the diffraction limited
grating resolution, so if Δ𝜆spec

min < Δ𝜆
grating
min , the spectrometer resolution is limited by the grating. In the

opposite case the size of the light source is the limiting factor. This is the reason why commercial
spectrometers often use adjustable entrance slits, which increases the achievable spectral resolution
at the expense of losing optical throughput. This scheme is however not directly applicable for
measurements on the here realized dye microcavity photon condensates, because an entrance slit of
the spectrometer acts as a mode filter, which unequally attenuates the signal from different modes
and therefore distorts the measured spectrum. There exist more elaborate methods, e.g. a technique
sometimes referred to as hyperspectral imaging, where the image of the light source is transversally
scanned over the entrance slit and in this way a spectrum can be recorded, which is almost completely
decoupled from the spatial profile of the light source [127]. This method however can only be used to
its full potential for light sources with little variations in their spectral and power characteristics, as it
requires many consecutive measurements over the time span of at least a few seconds.

Analogously to the spatial density distribution, the measured spectral distribution in the output plane
can now be written as

𝑛(𝜆, 𝑥′, 𝑦′) = 1
𝑀

2 ·
∑︁
𝑚

𝑛𝑚 · |𝜓𝑚(𝑥
′/𝑀 + Δ𝑥

′(𝜆), 𝑦′/𝑀) |2 , (3.7)

where the dependence on 𝜆 is implicitly included in Δ𝑥
′(𝜆) = 𝑓2𝛿Δ𝜆. The wavelength difference

Δ𝜆 = 𝜆 − 𝜆0 is measured relative to a reference wavelength 𝜆0, which could be the cutoff wavelength
for example. In the argument of the mode functions |𝜓𝑚 |

2, it was explicitly written 𝑥
′/𝑀 and 𝑦

′/𝑀,
which is the operation performed by an optical telescope, i.e. it maps a function value at position 𝑥 in
the input plane to the point 𝑥′ = 𝑀𝑥 in the output plane. The prefactor 1/𝑀2 ensures that the mode
functions remain properly normalized after magnification.
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A detailed analysis of the spectrometer’s imaging properties reveals, that the magnification in 𝑥- and
𝑦-direction is generally not the same, even if just usual symmetric converging lenses are used. While
the simple expression for 𝑀 used so far is correct for the 𝑦-direction, the projection of the incident
and diffracted light beams onto the grating surface leads to a further magnification in the direction of
dispersion, see fig. 3.2(b). This magnification is given by 𝑀𝑥 = cos 𝜃𝑖/cos 𝜃𝑟 . This effect is known as
anamorphic magnification in the literature and it means that in practice two separate values for the
magnification, 𝑀𝑥 and 𝑀𝑦 , have to be used [124, 128].

3.3.3 | The Measured Spectrum

Equation (3.7) implies, that the spatial mode functions |𝜓𝑚 |
2 are still contained in the resulting

spectral distribution, so that the measurement at the output of the spectrometer yields an intricate
convolution of the spectral and spatial photon distribution. What is then typically referred to as
a spectrum in experiments on photon condensates, is the vertically integrated detector signal, i.e.
𝑛(𝜆, 𝑥′) =

∫
𝑛(𝜆, 𝑥′, 𝑦′) d𝑦′. For the purpose of a quantitative analysis of experimental data, it would

be instructive to construct a model function that describes the measured spectrum for given parameters
of the spectrometer, under the assumption that the photons inside the cavity follow a Bose-Einstein
distribution. Such a function can be obtained numerically by calculating the mode functions (either
analytically or as described in sec. 2.5.3) while the photon number for every mode is determined by
the Bose-Einstein distribution, before the sum over all modes in eq. (3.7) is performed. For large
scale two-dimensional problems this can be however numerically expensive, because it potentially
involves the calculation of tens of thousands of modes. However, for the special case where the 2D
wave functions are given by products of 1D wave functions, the complexity of this calculation can be
reduced. The procedure of calculating the spectrum 𝑛(𝜆, 𝑥′) can then be facilitated significantly by
exploiting the fact that the wave functions are normalized, i.e.

𝜓𝑛𝑥 ,𝑛𝑦
(𝑥, 𝑦) = 𝜓𝑛𝑥

(𝑥) · 𝜓𝑛𝑦
(𝑦) →

∫
|𝜓𝑛𝑥 ,𝑛𝑦

(𝑥, 𝑦) |2 d𝑦 = |𝜓𝑛𝑥
(𝑥) |2 . (3.8)

In this case, the spectrum can be constructed exclusively from one-dimensional wave functions. As
an example, consider the 2D harmonic oscillator level with quantum number 𝑚 = 2. With the
condition 𝑚 = 𝑛𝑥 + 𝑛𝑦 (see eq. (2.28)), there are three energetically degenerate states (𝜓0,2, 𝜓1,1 and
𝜓2,0) contributing to this level. Integration of the mode functions over 𝑦 then implies that the total
contribution of these states to the full spectrum is given by |Ψ2(𝑥) |

2
=

(
|𝜓0(𝑥) |

2 + |𝜓1(𝑥) |
2 + |𝜓2(𝑥) |

2
)
.

This principle can be generalized for the 𝑚-th oscillator level so that a simplified expression for the
measured spectrum is obtained, i.e.

𝑛(𝜆, 𝑥′) =
∑︁
𝑚

𝑛𝑚 · |Ψ𝑚(𝜆, 𝑥
′) |2 with |Ψ𝑚(𝜆, 𝑥

′) |2 =
1
𝑀𝑥

·
𝑚∑︁

𝑚
′
=0

|𝜓𝑚
′ (𝑥′/𝑀𝑥 + Δ𝑥

′(𝜆)) |2 .

(3.9)

Fig. 3.3 illustrates how a measured spectrum looks like on the camera sensor. It shows calculated Bose-
Einstein distributed spectra over the first 100 harmonic oscillator levels for two grating spectrometers
with different angular dispersion. The exact agreement between the integrated two-dimensional
spectrum and the one constructed starting from one-dimensional wave functions according to eq. (3.9)
confirms the validity of the method. It is evident from the shown spectra, that for a small grating
dispersion, the resolution is not sufficient to extract the photon number 𝑛𝑚 per state, given their overlap.
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Figure 3.3: Theoretical spectral photon distributions over the lowest 100 levels in a 2D harmonic oscillator
potential for a chemical potential of 𝜇 · 𝑘B𝑇/ℏ = 10Ω, which would correspond to ≈ 85% of the critical photon
number for an infinitely deep potential (other parameters are 𝑅 = 1 m, 𝑞 = 8, Ω = 2𝜋 · 36.9 GHz). The ground
state is set to the cutoff wavelength of 𝜆c = 580 nm. (a) Top panel Peak normalized spectral density distribution
as it would be measured on a camera with an optical magnification of 𝑀𝑦 = 10, 𝑀𝑥 = 11 (the difference here is
just due to the anamorphic magnification), and an angular dispersion of the grating of 1.25 mrad/nm. Bottom
panel Vertically integrated spectral density (blue, solid) and the spectrum as calculated from eq. (3.9) (orange,
dashed). For convenience the horizontal axis is only labelled by wavelength 𝜆 and the dependence on 𝑥

′ is
omitted here. The spectrum drops for wavelengths smaller than ∼ 573 nm due to the finite range over which it
is computed. (b) Top panel Same parameters as in (a) but for a dispersion of 7.6 mrad/nm and magnification
of 𝑀𝑦 = 9, 𝑀𝑥 = 6 (anamorphic magnification). This gives a large enough spectrometer resolution, such that
the first few harmonic oscillator states can be distinguished. The mode functions appear squeezed along the
horizontal axis due to an aspect ratio (height/width) of 3 for the figure grid points. Bottom panel Integrated and
calculated spectrum analogous to (a).

On the other hand, employing the high resolution spectrometer (fig. 3.3(b)) allows for a good separation
of the more confined low energy modes, although higher and more spatially extended modes still
overlap. Most importantly, the ground mode population could be determined in this example case.

The described method of calculating the spectrum therefore conveniently allows the definition of
a fitting function for given parameters of the spectrometer and a given trapping potential, which is
instrumental for the evaluation of experimental data. All spectra presented in this work are analysed
making use of this method.

3.4 | Average Photon Number in the Cavity

A very important parameter for the characterization of photon condensates is the (critical) photon
number in the cavity, which is specific for a given trapping potential (cf. eq. (2.31)). For this reason, it
should be accurately measured. The mean photon number inside the cavity can be accessed from time
integrated measurements of the signal emitted from the cavity following some simple considerations.

Assume that there are photons at wavelength 𝜆 populating the cavity. The optical power circulating
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in the cavity at this wavelength is then given by

𝑃c(𝜆) =
𝑛(𝜆)ℎ𝜈
𝜏RT

(3.10)

with the number of photons 𝑛(𝜆), the round-trip time 𝜏RT = 2�̃�𝐿/𝑐, and 𝜈 = 𝑐/𝜆. If the outcoupling
cavity mirror has the transmission 𝑇𝑠 (𝜆), the measured optical power at the camera would be

𝑃cam(𝜆) = 𝑇𝑠 (𝜆)𝑇
′
𝑃c(𝜆) . (3.11)

Here 𝑇 ′ is the combined transmission of all other optical elements between the cavity and the camera.
During a measurement, several camera images integrated over consecutive pulses with a temporal
width of 𝜏pulse are recorded. The number of photons arriving at the camera is given by

𝑛cam(𝜆) =
𝜏pulse

ℎ𝜈
𝑃cam(𝜆) (3.12)

and taking into account some finite detection efficiency 𝜂 of the camera, one can write

𝑛sig(𝜆) = 𝜂 · 𝑛cam(𝜆) = 𝜂 ·
𝜏pulse

ℎ𝜈
𝑃cam(𝜆) . (3.13)

Substituting (3.11) into this expression gives

𝑛sig(𝜆) = 𝜂 · 𝑇 ′
𝑇𝑠 (𝜆)

𝑛(𝜆)𝜏pulse

𝜏RT
= 𝐴 · 𝑇𝑠 (𝜆)

𝑛(𝜆)𝜏pulse

𝜏RT
(3.14)

where the finite detection efficiency and optical elements’ transmission were merged into a common
proportionality constant 𝐴 in the last step. This equation relates the photon number in the cavity
𝑛(𝜆) to the measured signal 𝑛sig(𝜆). The parameter 𝐴 can be calibrated with the help of a weak cw
laser and gating the camera over a time interval 𝜏gate, which is comparable to the photon pulse width.
Assume there is the optical power 𝑃(𝜆cal) at wavelength 𝜆cal incident onto the outcoupling cavity
mirror. Following the discussion from above, the expected signal measured on the camera is

𝑛sig(𝜆cal) = 𝐴
𝜏gate𝑇𝑠 (𝜆cal)

ℎ𝜈cal
𝑃(𝜆cal) , (3.15)

so that 𝐴 can be determined by performing such a measurement for several different laser powers.
This method of calibrating the camera signal versus the cavity photon number is very robust because
for the eventual use in the analysis, only parameters which are quite accurately known remain in the
equation. The least well known quantity is probably the exact mirror transmission 𝑇𝑠 (𝜆). However
solving eq. (3.15) for 𝐴, it is clear that 𝐴 ∝ 1/𝑇𝑠 (𝜆cal). Inserting this into eq. (3.14) gives the ratio
𝑇𝑠 (𝜆)/𝑇𝑠 (𝜆cal), indicating that the exact mirror transmission does not need to be known, as only the
relative transmission between the laser wavelength used for calibration and the condensate wavelength is
important. This is very convenient, because it can be difficult to determine the exact mirror transmission
on the scale of a few ppm with sufficient accuracy, such that the calculated theoretical values provided
by the manufacturer are sufficient for this purpose.
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Chapter 4 | Condensation Threshold

As was mentioned at the end of sec. 2.4, the question whether or not photon Bose-Einstein condensation
can be realized in the dye-filled microcavity, depends on the competing timescales of photon absorption
Γ12 and cavity losses 𝜅. If the mean absorption time of photons is much shorter than their loss from
the cavity by transmission through the mirrors, a near equilibrium distribution can be obtained and
BEC should be observed upon reaching a critical photon number. It has been thoroughly investigated,
both experimentally and theoretically, under steady state and time-resolved dynamical conditions how
photon thermalisation is or is not achieved, depending on the ratio between 𝜅 and Γ12 [12, 40, 89, 90].
Both parameters can be directly controlled by the cutoff wavelength in an experiment. Some authors
introduce a dimensionless thermalisation parameter, 𝛾 = 𝜅/Γ12 [21, 90, 131, 132], which provides
a measure for the degree of photon thermalisation. The regime of good thermalisation is identified
by 𝛾 ≪ 1 and a strongly occupied ground mode is then classified as a Bose-Einstein condensate. On
the other hand, 𝛾 ≫ 1 indicates the opposite regime of poor thermalisation, similar to the operating
conditions of standard lasers. While a figure of merit of successful thermalisation can be obtained by
the comparison of the energy distribution of non-condensed photons to a Bose-Einstein distribution,
a very rigid test of thermalisation is the validation of fluctuation-dissipation theorems, which are
expected to fit to ambient temperature for well thermalised systems [129] and which has been verified
for the photon BEC for a cavity cutoff where 𝛾 < 1 [130].

In the following, the pump power required to reach the threshold of Bose-Einstein condensation
(𝛾 ≪ 1) or lasing-like behaviour (𝛾 ≫ 1) is analysed. It is shown, that for the used experimental
configuration, the crossover point between lasing and condensation (or poor and good thermalisation
respectively) when varying the cavity cutoff wavelength is quite closely determined by the point at
which the pump threshold reaches a minimum value. A corresponding model will be introduced in the
following before an experimental measurement of the pump threshold will be presented.

4.1 | Pump Threshold for Photon Condensation

Considering just a single cavity mode (ground mode, 𝑚 = 0), a gain coefficient can be defined in an
analogous manner to the gain coefficient that was introduced for an ensemble of broadened two-level
systems in eq. (2.20). For convenience the index 𝑚 = 0 will be omitted in the following, so that
all parameters refer to the ground state. Collecting all terms proportional to the photon number in
eq. (2.38) and ignoring spontaneous emission [99], the change of the ground mode photon number 𝑛
over time is

𝜕𝑛

𝜕𝑡
= −𝜅𝑛 + Γ21𝑛 𝑓 − Γ12𝑛(1 − 𝑓 ) =: 𝛼0𝑛 . (4.1)

The overlap integral of the molecular excitation profile with the ground mode profile is denoted by 𝑓

here. The value of the gain coefficient 𝛼0 determines whether the photon number in the cavity remains
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small (𝛼0 ≪ 0) or if laser oscillation can be self-sustained (𝛼0 → 0). The standard definition for the
laser threshold condition is 𝛼0 = 0, which is obtained, when the excitation density in the gain medium
is large enough, so that stimulated emission exactly compensates the loss of photons. This condition
can be rearranged to obtain a threshold value for 𝑓 , which is [94, 131]

𝑓th =
Γ12 + 𝜅

Γ21 + Γ12
≈ 1

Γsp

∫
Γp,th(x) |𝜓0(x) |

2 dx , (4.2)

with the threshold pump rate Γp,th(x). For the approximate equality of the RHS of eq. (4.2), a small
excitation fraction was assumed (see eq. (2.57)). This approximation holds quite well, also up to the
threshold point, because there is only a minor saturation in the dye molecules. The pump rate can be
written as (see appx. A.1)

Γp(x) =
𝑃abs

ℏ𝜔p𝜌x
∫
Π(x) dx

· Π(x) =:
𝑃abs
𝑠

· Π(x) (4.3)

where Π(x) is the peak normalized (dimensionless) pump shape function and 𝑃abs = 𝜂𝑃 is the absorbed
pump power in the molecules. Using (4.3) in the RHS of (4.2) and introducing the pump beam overlap
integral 𝐹 =

∫
Π(x) |𝜓0(x) |

2 dx, the terms can be rearranged to derive an expression for the needed
pump power at threshold

𝑃th =
𝑠

𝜂
·
Γsp

𝐹

Γ12 + 𝜅

Γ21 + Γ12
=

𝑠

𝜂
·
Γsp

𝐹

1 + 𝛾

1 + Γ21/Γ12
, (4.4)

with the thermalisation parameter 𝛾 = 𝜅/Γ12.
In order to obtain an idea of how the threshold pump power depends on the cavity cutoff in the
experimentally relevant region of 𝜆c = 550 − 600 nm, it is instructive to consider the nominator and
denominator of eq. (4.4) separately, see fig. 4.1(a). The prefactor 𝑠Γsp/𝜂𝐹 only depends very weakly
on the cutoff, so it is assumed to be constant. The factor 1/(1+ Γ21/Γ12) is an exponentially decreasing
function for increasing cutoff wavelengths, which is a direct consequence of the Kennard-Stepanov
relation. On the other hand, with the mirror stop band centred around 550 nm (cf. fig. 2.2(a), coating
LosGatos), the nominator is a very flat function with 𝛾 ≪ 1 for 𝜆c < 570 nm and 𝛾 = 1 is reached
around 𝜆c ≈ 583 nm. Going to larger cutoff wavelengths, the nominator now steeply increases, owing
to the decreasing absorption cross section and the approaching edge of the mirror stop band. As a
result, the pump threshold exhibits a minimum around 𝜆c,min ≈ 584 nm. Note that the scaling with the
cutoff obtained in the regime of good thermalisation is 𝑃th ∝ (1 + 𝑒

ℏ(𝜔zpl−𝜔𝑐 )/𝑘B𝑇 )−1, which should be
expected from the critical excitation fraction for an equilibrium system, that was derived in sec. 2.4.6.
A perhaps more intuitive understanding of the pump threshold as a function of the cutoff wavelength can
be obtained by expressing eq. (4.4) in terms of the photon absorption time 𝜏abs = 1/Γ12 and the cavity
lifetime 𝜏cav = 1/𝜅 which together determine the total photon lifetime by 1/𝜏phot = 1/𝜏abs + 1/𝜏cav.
The pump threshold then takes the form

𝑃th =
𝑠

𝜂
·
Γsp

𝐹0
· 1
𝜏phot · (Γ21 + Γ12)

. (4.5)

𝜅, Γ12 and 1/𝜏phot are plotted in fig. 4.1(b). The photon lifetime exhibits a maximum around 𝜆c = 585 nm
which is due to the interplay of increasing cavity losses for larger cutoffs and increasing absorption
for smaller cutoffs. The sum of the absorption and the emission rate, Γ21 + Γ12, is dominated by the
emission rate and it is a slowly increasing function towards smaller cutoffs (cf. fig. 2.1(a)), such
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Figure 4.1: (a) Calculated parameters in eq. (4.4) and their ratio vs. cavity cutoff wavelength (dye concentration
1 mmol/l, 𝑞 = 8). (b) Cavity loss rate, absorption rate and inverse photon lifetime vs. cavity cutoff. For small
wavelengths (good thermalisation) the photon lifetime is determined by the absorption time while for large
wavelengths (poor thermalisation) it is determined by the cavity lifetime. (c) Calculated ground mode pump
threshold from eq. (4.4) (solid blue) and numerical pump threshold obtained by solving the rate equations
(dashed orange) for a pump size of 50 µm FWHM . When tuning the cutoff closer to the dye zero phonon line
(𝜆zpl = 545 nm), the approximation of a small excitation fraction from eq. (2.57) loses accuracy, so that a slightly
larger pump power is required to reach the threshold, compared to the analytical threshold power. The cutoff
wavelengths at 𝛾 = 1 and for the minimum pump threshold are marked. (d) Calculated pump threshold for the
first 10 modes at the cutoff 𝜆c = 590 nm for two different pump sizes. The curve is more flat for the larger pump
beam, which implies a larger gain competition among the modes.

that the minimum pump threshold is slightly shifted towards a smaller cutoff relative to the cutoff of
maximum photon lifetime.

While the pump threshold for large cutoffs is determined by cavity losses, one can intuitively
understand the scaling for small cutoffs, by considering that the number of excitations in the cavity, i.e.
excited molecules plus photons, is determined by the pump power. If the cavity is tuned closer to the
dye zero-phonon line where the molecules become more absorptive, the excitations are predominantly
stored in the molecules [130], such that the required pump power to maintain a constant photon density
in the cavity increases [101].

To summarize the discussion so far, fig. 4.1(c) shows the calculated pump threshold for a 1D harmonic
oscillator potential (two mirrors with radius of curvature 𝑅 = 1 m) with a Gaussian pump beam of
50 µm FWHM. Also shown is the numerically calculated threshold power, which is obtained by solving
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the rate equations for different pump powers and then identifying the power, where the derivative d log 𝑛
d log 𝑃

(ground mode photon number 𝑛) exhibits a maximum [133]. This single-mode threshold criterion
works independently of the exact energy distribution of photons in the cavity. The good agreement
between the analytical and the numerical result justifies the approximations made in the derivation
of eq. (4.4). The cutoffs at the minimum pump threshold and for 𝛾 = 1 are marked by red and black
dashed vertical lines, respectively. As the two cutoffs are evidently almost identical, a measurement of
the pump threshold here can be used to approximately identify the transition point between the regimes
of good and poor thermalisation. It should be noted however, that this statement is only valid for the
experimentally used mirror transmission profile, which exhibits a steep increase when approaching the
edge of the stop band at large cutoffs. For mirrors with a uniform transmission profile for instance, as
studied in [90], the pump threshold becomes a much flatter function of the cavity cutoff wavelength, so
that the wavelengths of minimum pump threshold and 𝛾 = 1 can be quite separated.

4.1.1 | Background Decay and Pump Size

So far the dependence of the pump threshold w.r.t. the cavity cutoff has been discussed. However, also
the prefactor in eq. (4.4) deserves to be briefly analysed. Addressing the background decay rate Γsp
first, the pump threshold exhibits a linear scaling. This implies that the pump threshold can be reduced
by suppressing spontaneous losses, since pump induced excitations are then converted into photons in
the cavity more efficiently. This is a well established concept for wavelength sized cavities in order to
reach very small thresholds and achieving nearly thresholdless lasing [134, 135].

The inverse scaling of the ground mode threshold with the pump beam overlap integral, 𝐹, generally
implies that the threshold power increases for larger pump sizes, simply because this corresponds
to a lower pump intensity [17, 90]. For a multimode cavity, as is the case for the photon BEC
experiments, one could also consider a pump threshold (or gain coefficient) for each mode separately.
The competition between modes is especially noticeable in the regime of poor thermalisation for large
pump sizes, where the gain for higher modes can be comparable or even be larger than that experienced
by the ground mode. This can result in multimode condensation or condensation (lasing) in one of
the excited states, which is then similar to the self-tuning behaviour observed for lasers [88, 101].
Fig. 4.1(d) shows the calculated pump threshold for the first 10 harmonic oscillator modes with the
cutoff fixed at 𝜆c = 590 nm for two different pump sizes. It is clear how the curve is much flatter for
the larger pump size, which implies a stronger gain competition between the modes. The pump beam
position and size correspondingly need to be adjusted carefully, as they can sensitively influence the
produced photon distribution and determine which mode will show condensation [17, 85].

4.2 | Measurement of the Pump Threshold

In order to measure the pump threshold experimentally, the high resolution Echelle spectrometer is
used. The cylindrical lens telescope shown in fig. 3.1(a) is replaced by a conventional telescope,
as only a small part of the full spectrum needs to be imaged onto the ICCD camera. The Echelle
spectrometer allows to separate the ground mode signal from the rest of the modes, see fig. 4.2(a). The
averaged spectrum of 50 consecutive pulses is recorded for a constant pump power. The distinct ground
mode peak can be fitted by a Gaussian afterwards, which makes the integration of the total signal
straightforward. This procedure is repeated for many different pump powers around the condensation
threshold, yielding a typical plot of the ground mode intensity versus pump power as shown in fig. 4.2(b).
Below the pump threshold, the signal builds up slowly with increasing pump power and, above the
threshold, it shows the conventional near linear scaling with increasing pump power. However, the
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Figure 4.2: (a) Exemplary spectrum recorded with the Echelle grating spectrometer. The ground mode can be
well separated from the higher energy modes and the intensity in the ground mode is extracted by integration of
the fitted peak. (b) Input-output curve of the ground mode signal (𝜆c = 570 nm, 𝑞 = 8, 𝑅 = 1 m), which shows
the linear growth in intensity above a certain threshold power. (c) Same data as (b) represented in a log-log
plot. There is almost no discernible difference for the power-axis in a linear or logarithmic scale, due to the
small range over which the pump power is varied. The typical s-shaped input-output curve is interpolated by a
cubic polynomial so that the derivative d log 𝐼0

d log 𝑃
can be smoothly calculated, which is shown in (d). The maximum

of this derivative can be defined as the threshold and the width of the curve is a measure for the spread of the
threshold region.

threshold point is not recognized very clearly, as is evident from the transition between the small and
high signal regimes, which is extended over several mW of pump power, and the rather shallow growth
of the photon number above the threshold. Such a behaviour is typical of small-scale lasers, which
exhibit relatively large emission rates into the lasing mode, compared to laser cavities with sizes in the
range of a few cm [136–138]. In a double logarithmic representation (fig. 4.2(c)) this correspondingly
implies a rather weak bent of the s-shaped input-output curve [97]. The data points are numerically
interpolated by a cubic polynomial, which is found sufficiently accurate to get a continuous function,
that describes the ground mode signal versus pump power. The threshold power 𝑃th is defined by
calculating the maximum of the derivative d log 𝐼0

d log 𝑃
(fig. 4.2(d)). This criterion generally gives consistent

results for all kinds of lasers with different sizes [133] and it also works if the increase of the ground
mode signal for large pump powers becomes nonlinear, as can be the case if the gain competition
between different modes is significant (see fig. 4.3(b)). The width of the derivative around the threshold
Δ𝑃th can be used as a measure for the uncertainty of 𝑃th. A calibration of the spectrometer signal to
convert the measured intensity into intracavity photon number is not required to determine the pump
threshold.
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Figure 4.3: (a): Measured and calculated ground mode pump threshold versus cavity cutoff for 𝑞 = 8. The
theory curve obtained from eq. (4.4) is scaled by a factor of 2.25. (b): Normalized ground mode signal versus
normalized pump power for different cavity cutoffs. The deviation of the near linear growth for increasing pump
powers observed for 𝜆c = 582 nm and 𝜆c = 590 nm is due to the gain competition between multiple modes,
see the inset, which shows the recorded spectrum at 𝑃/𝑃th ≈ 1.05. In the regime of good thermalisation, the
single-mode character is preserved deep into the condensed regime.

Fig. 4.3(a) shows the measured pump threshold for several different cutoffs between 570 − 594 nm
at a pump size of 40 µm FWHM. Equation (4.4) is also plotted, however it is scaled by a factor of
2.25, such that the measured and calculated threshold powers fall into the same range. The absorbed
pump power in eq. (4.4) is estimated under the assumption, that all of the incident power is transmitted
through the incoupling mirror. This is probably a poor idealization, as it does not account for reflected
pump light from the incoupling prism or a small mismatch w.r.t. to the optimum incoupling angle,
therefore a scaling factor of 2.25 seems fairly reasonable. The qualitative dependence of the measured
pump threshold as a function of the cavity cutoff strongly resembles the calculated expectation. The
measured minimum threshold is slightly shifted towards smaller cutoff wavelengths, compared to the
calculation, which could be explained by an overestimated absorption rate or an underestimated cavity
loss rate in the theory. The cavity loss rate is the more likely candidate of the two to account for the
observed discrepancy, as other loss channels than mirror transmission are neglected for 𝜅, which is
certainly not perfectly accurate. Another difference is that the measured threshold power exhibits
a smaller curvature as a function of the cavity cutoff compared to the calculated curve. A possible
explanation could also be found in a small deviation of the pump beam from the optimum incoupling
angle, which results in a resonance condition for the pump beam. This can lead to partial destructive
interference of the pump beam near the condensate position as a function of the cavity cutoff, which of
course impacts the measurement of the threshold power. While setting up the microcavity, it is always
attempted to minimize this effect by optimizing the transmitted pump power through the incoupling
cavity mirror, however it can not be ruled out that a weak resonance effect for the pump light is still
present in the experiment. This could also be the reason why such a strongly dependent relation
between the pump threshold and the longitudinal mode number was observed in [91]. The overall
agreement between the measured and the calculated threshold powers however, apart from the absolute
values, confirms that the pump threshold can be used as an easily accessible measure to determine the
crossover point where the thermalisation parameter is 𝛾 ≈ 1, which is here found at 𝜆c ≈ 582.5 nm.

A further (qualitative) feature, that is related to the thermalisation parameter, is how distinctively the
single-mode character of the condensate is preserved for pump powers reaching into the condensed
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regime. This is illustrated in fig. 4.3(b), which shows the input-output curves for the cutoffs 𝜆c = 570 nm,
582 nm and 590 nm, with the signal and the pump power normalized by the threshold values respectively.
Evidently, in the regime of good thermalisation at 𝜆c = 570 nm, the ground mode signal follows the
near linear growth with increasing pump power up to a relative pump power of 𝑃/𝑃th ≈ 1.05 with a ∼
8-fold increase of 𝐼0/𝐼th, while for the other cutoffs, a deviation from this linear dependence is observed
at smaller relative powers and ground mode signals already. This is related to gain competition between
different modes [21, 83, 131] and the achievable condensate fraction is larger in the regime of good
thermalisation. However, the photon number regime explored in this measurement is usually not
accessed experimentally, where the total photon number is typically not larger than two times the critical
photon number. The observed behaviour would become more significant in the case of larger pump
beams however, i.e. when the gain coefficient is a shallower function for different modes (cf. fig. 4.1(d)).

Concluding the chapter, it was discussed, that the relevant experimental tuning parameters, which
determine how well the thermalisation of photons works, are the cavity losses and the absorption
rates. Both the cavity losses and the absorption rates are a function of energy, so that the cavity cutoff
allows to scan both parameters from the regime of good to poor thermalisation. Apart from the cutoff,
changing the dye concentration also allows to modify the absorption rate and therefore tuning between
the different regimes is also possible for a fixed cavity cutoff. However, the commonly used dye
concentration of 1 mmol/l is already at the higher end of the usable concentrations, due to a limitation
caused by dimerisation of dye molecules at high densities, which is accompanied by a degradation
in quantum efficiency [139, 140]. For the typical mirror coatings used in the experiments on photon
condensates, it was motivated that measuring the pump threshold for a given cutoff wavelength and
comparing it to the minimum pump threshold, can be an indicator, whether the chosen experimental
parameters fall into the regime of good photon thermalisation.
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Chapter 5 | A Four-Site Lattice Unit Cell
for Photons

The technique for permanent mirror surface structuring is used in this work to create a photon BEC in
the ground state of a square lattice unit cell with four sites. Since thermalisation for photon condensates
is achieved via the coupling to the thermal bath of dye molecules, the experiments can be directly
performed in a potential geometry that allows for complex ground states. This distinguishes itself from
the procedure used in cold atom experiments, where atoms are adiabatically loaded into optical lattices
from a previously generated BEC [23]. The following chapter first introduces the basic physics of
bosonic particles confined to a periodical potential. Important aspects are discussed on the design of
a lattice unit cell for photons with four sites, such that the features of a periodic ground state can be
resolved by the used imaging setup. A suitable surface structure is created on a cavity mirror and the
resulting trapping potential is numerically and experimentally characterized. For the evaluation of
experimental data, theoretical Bose-Einstein distributed spatial and spectral densities are constructed,
taking into account the energies and spatial profiles of the cavity eigenmodes.

5.1 | Bosons in Periodic Potentials

In order to understand the origin of the resonator eigenmodes in a periodic potential, as studied in this
work, one can get a decent intuition by considering the simple model of a bosonic particle confined to a
one-dimensional periodically closed lattice. The modulation period is 𝑎 and the length of the (circular)
system is given by 𝐿 with the periodicity requirement that 𝐿 = 𝑁 · 𝑎, where 𝑁 is an integer, that gives
the number of lattice sites along the ring. Denoting the spatial coordinate by 𝑥, the potential could be
defined as

𝑉 (𝑥) = 𝑉0 cos
(
2𝜋𝑥
𝑎

)
, with 𝑉 (𝑥 + 𝑎) = 𝑉 (𝑥) , (5.1)

with amplitude 𝑉0 (see fig. 5.1(a) for an illustration). However, the precise form of the potential is
of negligible relevance. The crucial aspect for the following discussion is the periodic nature of the
potential.

For such periodic lattice potentials, there is a famous theorem, formulated by Felix Bloch in
1929, which states that the single particle wave functions are plane waves 𝑒

𝑖𝑘𝑥 multiplied by an
envelope function 𝑢𝑘 (𝑥), which has the same spatial periodicity as one of the lattice vectors, i.e.
𝜓𝑘 (𝑥) = 𝑒

𝑖𝑘𝑥 · 𝑢𝑘 (𝑥) [141]. The question to answer now is: how are the eigenstates and energies
affected if the potential is switched on? This problem can be analytically treated in two limiting regimes.
One where the potential is of small amplitude, comparable to the kinetic energy of the particle and the
opposite, in which case the potential is much deeper than the particle’s kinetic energy.
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5.1.1 | Nearly Free Particle - Perturbation Theory

The case of a weakly modulated potential can be treated as a small perturbation to the otherwise free
particle [142]. Starting from the unperturbed case (𝑉0 = 0), the eigenstates of the Hamiltonian are the
familiar plane waves |𝑘⟩ with wave functions 𝜓𝑘 (𝑥) = 𝑒

𝑖𝑘𝑥/
√
𝐿 and because the particle is moving

along a ring, the wave number 𝑘 is quantised in units of 2𝜋/𝐿. The particle only has kinetic energy
which is related to 𝑘 by the well known dispersion relation 𝐸 (𝑘) = ℏ

2
𝑘

2/2𝑚 with the particle mass 𝑚.
Except for zero energy, there are always pairs of degenerate eigenstates, which are |𝑘⟩ and |−𝑘⟩. It

is thus necessary to assess whether non-degenerate or degenerate perturbation theory is required to
obtain the correct solution. This is done by evaluating the matrix elements ⟨𝑘 |𝑉 (𝑥) |𝑘 ′⟩ which yield

⟨𝑘 |𝑉 (𝑥) |𝑘 ′⟩ = 1
𝐿

∫ 𝐿

0
𝑒
−𝑖𝑘𝑥

𝑉 (𝑥)𝑒𝑖𝑘
′
𝑥 d𝑥 =

𝑉0
2
𝛿𝑘−𝑘′ ,2𝜋/𝑎 . (5.2)

This result implies that only the states with 𝑘 − 𝑘
′
= 2𝜋/𝑎 are mixed by the periodic lattice structure,

which are the degenerate states with |𝑘 | = 𝜋/𝑎 at the edge of the so-called first Brillouin zone. The
underlying reason is, that waves are scattered of the lattice structure if they fulfil the condition for
Bragg diffraction, i.e. that the wave number is an integer multiple of ±𝜋/𝑎 [143, 144].

With this finding at hand, it is straightforward to calculate the spectrum of energies for small
momenta (|𝑘 | ≪ 𝜋/𝑎) by using non-degenerate perturbation theory, which gives 𝐸 (𝑘) = ℏ

2
𝑘

2/2𝑚.
This is recognized as the same quadratic dispersion as in free space, indicating that the particle moves
unimpeded by the potential. This result is plausible as the de Broglie wavelength 𝜆dB = 2𝜋/𝑘 of
the particle is much greater than the lattice period 𝑎. In other words, the lattice potential is almost
invisible for the particle. At the edge of the first Brillouin zone, degenerate perturbation theory yields
the energies 𝐸± = ℏ

2

2𝑚
(
𝜋
𝑎

)2 ± 𝑉0
2 . This means that a gap of size 𝑉0 opens up in the spectrum at 𝑘 = ± 𝜋

𝑎

(fig. 5.1(b)). The corresponding wave functions are superpositions of the right- and left-propagating
plane waves which are Bragg-reflected to form a standing wave, i.e. Ψ±(𝑥) ∝ 𝑒

𝑖 𝜋/𝑎𝑥 ± 𝑒
−𝑖 𝜋/𝑎𝑥 . Here

Ψ+(𝑥) ∼ cos(𝜋𝑥/𝑎) describes a state with the highest probability of finding the particle around the
peaks of the potential while for Ψ− (𝑥) ∼ sin(𝜋𝑥/𝑎) the particle is mainly located around the potential
minima, giving it a lower energy. In the first Brillouin zone, all states combined make up the first
energy band, and the gap where no allowed states in the spectrum exist is called the first band gap. The
ground state at 𝑘 = 0 is described by the real wave function

𝜓0(𝑥) =
1
N

[
𝛼 + 𝛽 cos

(
2𝜋𝑥
𝑎

)]
where 𝛽 ≪ 𝛼 , (5.3)

with a normalization constant N, and parameters 𝛼 and 𝛽 which are both functions of 𝑉0 (fig. 5.1(c)).
This wave function fulfils Bloch’s theorem and is non-zero for all 𝑥, meaning the particle can be found
anywhere around the ring.

5.1.2 | Tight Binding Approximation

The other limit describing a particle in a deep lattice potential is the tight binding approximation, in
which the particle is primarily located at the position of the lattice sites [144]. However, with a very
small probability, it can also tunnel through the potential barrier that separates neighbouring sites. The
wave function 𝜙(𝑥), which describes a particle in an isolated lattice site, rapidly decays away from the
centre of the site so that a set of basis states to work out the problem is decently approximated by the
mutually orthogonal wave functions 𝜙 𝑗 (𝑥) for a particle localized around lattice site 𝑗 . In accordance
with Bloch’s theorem, the wave functions can be constructed by a linear combination of the 𝑁 single
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Figure 5.1: (a) A zoom into a peak normalized sinusoidal lattice potential with period 𝑎 = 10 µm. (b) Numerical
calculation of the first two energy bands drawn in the reduced zone scheme for a shallow (blue) and a deep
(orange) periodically closed lattice potential. The dispersion for the shallow potential is nearly unchanged for
small momenta and the moderate band gap at the edge of the Brillouin zone can be calculated perturbatively.
Instead, the typical cosine-like dispersion and large bandgap for the deep lattice potential is described by the
tight binding model. (c) Ground state wave function (blue) for a photon in a cavity with parameters 𝑞 = 8 and
𝜆c = 580 nm in a shallow potential of the form depicted in (a) with amplitude 𝑉0 = ℎ · 16 GHz and a fit of
eq. (5.3) (orange dashed). Note the narrow span of the vertical axis, which indicates that the wave function is
only slightly modulated compared to the free particle plane wave solution. (d) Ground state wave function (blue)
for a deep potential with amplitude 𝑉0 = ℎ · 1.27 THz and a fit of eq. (5.4) (orange dashed) where the single site
states are approximated by Gaussian wave functions. Compared to (c), the wave function is mainly concentrated
around the lattice sites with a small but finite amplitude between the sites.

site states, i.e.

𝜓𝑘 (𝑥) =
1
√
𝑁

∑︁
𝑗

𝑒
𝑖𝑘𝑋 𝑗𝜙 𝑗 (𝑥) , (5.4)

where 𝑋 𝑗 = 𝑗 · 𝑎, with 𝑗 = 0, 1, 2, . . . 𝑁 − 1, is a translation vector determined by the lattice period
and the discretised wave vector can take the values 𝑘 = 2𝜋𝑛

𝑁𝑎
with 𝑛 = 0,±1,±2, . . . , 𝑁/2, i.e. it is

restricted to be in the first Brillouin zone, if only one state per lattice site is considered. For systems
where 𝑁 is large, the states 𝜓𝑘 (𝑥) form a quasi-continuous energy band which comprises 𝑁 closely
spaced single particle states. The dispersion relation of this energy band is then found by evaluating
the energy expectation value, i.e.

𝐸 (𝑘) = ⟨𝜓𝑘 | 𝐻 |𝜓𝑘⟩ =
1
𝑁

∑︁
𝑗 ,𝑚

𝑒
𝑖𝑘 (𝑋 𝑗−𝑋𝑚 ) ⟨𝜙𝑚 | 𝐻 |𝜙 𝑗⟩ (5.5)

=
∑︁
𝑚

𝑒
−𝑖𝑘Θ𝑚

∫
d𝑥 𝜙∗(𝑥 − Θ𝑚)𝐻𝜙(𝑥) , (5.6)
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with Θ𝑚 = 𝑋𝑚 − 𝑋 𝑗 . Because the basis states are strongly localized, the overlap integrals between
states that are separated by more than one lattice site (i.e. |Θ𝑚 | > 𝑎) can be neglected, so that the result
is

𝐸 (𝑘) = 𝜖 − 𝐽
∑︁
𝑚

𝑒
−𝑖𝑘Θ𝑚 = 𝜖 − 2𝐽 cos(𝑘𝑎) (5.7)

with 𝜖 =

∫
d𝑥 𝜙∗(𝑥)𝐻𝜙(𝑥) (5.8)

𝐽 = −
∫

d𝑥 𝜙∗(𝑥 − 𝑎)𝐻𝜙(𝑥) . (5.9)

Here 𝜖 is the energy of a particle in an isolated site, and the overlap integral between neighbouring
basis states is generally difficult to evaluate explicitly, so it is often replaced by a parameter 𝐽, which
represents the tunnelling energy and can be measured in an experiment. It is a negative energy because
it allows for a reduction in the particle’s energy by spreading over the lattice. The degeneracy of
the initial eigenstates 𝜙 𝑗 (𝑥) is lifted by the tunnelling, and a narrow energy band with bandwidth 4𝐽
is formed. Depending on how many bound states there are per lattice site, there can also be more
than just one energy band, each of which then spans over 𝑁 different 𝑘-states (see fig. 5.1(b) which
shows the first two energy bands). Considering only the lowest energy band for now, one can see by
Taylor-expanding the dispersion relation for small 𝑘 , that

𝐸 (𝑘) ≈ 𝜖 − 2𝐽 + 𝐽𝑘
2
𝑎

2
=: 𝜖 − 2𝐽 + ℏ

2
𝑘

2

2𝑚∗ , (5.10)

where an effective mass 𝑚∗
= ℏ

2/2𝐽𝑎2 was defined. In physical terms this means, that a particle at
low energy moves like in free space with mass 𝑚∗, unaware of the underlying lattice potential. The
effective mass is not related to the physical particle however (or the effective mass of a photon), but it
is determined by the lattice properties.

Equations (5.8) and (5.9) are the diagonal and off-diagonal matrix elements of the Hamiltonian
evaluated in the basis of the single site wave functions. It is thus straightforward for a system with a
finite number of lattice sites to cast the equations into an eigenvalue problem. Diagonalization of the
Hamiltonian then yields the eigenenergies (5.7) and the tunnelling between sites leads to hybridization
of the basis states, which results in lattice eigenfunctions that are linear superpositions of the localized
basis states. In particular, the ground state for 𝑘 = 0 is the symmetric superposition of all localized
basis states, i.e.

𝜓0(𝑥) =
1
√
𝑁

∑︁
𝑗

𝜙 𝑗 (𝑥) , (5.11)

which, similarly to the nearly free particle, describes a state with finite probability density everywhere
around the ring, albeit having a very small density between sites (fig. 5.1(d)). The situation discussed
here can also be considered as the Bose-Hubbard model for non-interacting bosons [145]. The roots
of this model are found in the principle of adding isolated single particle states for the calculation of
molecular wave functions, which is frequently encountered in molecular and chemical physics, where
the method is called linear combination of atomic orbitals (LCAO) [146].
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5.2 | A Four-Site Unit Cell for Experiments with Photons
Despite the very different assumptions made in the models of nearly free and tightly bound particles in
the previous sections, the two approaches describe quite similar physics. They both give rise to a free
space-like dispersion at small energies and explain how the different single particle states are arranged
into energy bands, although these bands are of very different bandwidth. The existence of band gaps
are common to both models, however only the perturbative approach correctly models how they arise
from a continuum of momentum states. The wave functions share the same periodicity according to
Bloch’s theorem, and they are spread out over the entire lattice in both models. The main difference
lies in the fact that the tight binding solutions are mainly concentrated at the lattice sites, whereas the
nearly free particle approximation yields solutions with a much weaker density modulation. For a real
case problem (that is somewhere in between the two limiting cases), it is therefore valid to choose
either of the two pictures as a first step, in order to gain some intuition on the problem.

The potential geometry studied in this thesis consists of four lattice sites, that are arranged on the
edges of a square with side length 𝑎, i.e. they form a periodically closed ring structure. Modelling the
ring in tight binding approximation and assuming that there is just one bound state per site and each
site is coupled only to its direct neighbours by the tunnelling amplitude 𝐽, the Hamiltonian expressed
in the localized basis states 𝜙 𝑗 (𝑥, 𝑦) = 𝜙(𝑥 − 𝑥 𝑗 , 𝑦 − 𝑦 𝑗), with 𝑗 = 1, 2, 3, 4, reads

�̂�lat ≃
©«
𝜖 −𝐽 0 −𝐽
−𝐽 𝜖 −𝐽 0
0 −𝐽 𝜖 −𝐽
−𝐽 0 −𝐽 𝜖

ª®®®¬ , (5.12)

where 𝜖 and 𝐽 are given by equations (5.8) and (5.9). Diagonalization of the Hamiltonian yields for the
eigenstates

𝜓𝑛 (𝑥, 𝑦) =
1
√

4

[
𝜙1 + 𝑒

𝑖𝑛 𝜋
2 𝜙2 + 𝑒

𝑖2𝑛 𝜋
2 𝜙3 + 𝑒

𝑖3𝑛 𝜋
2 𝜙4

]
, (5.13)

which can be labelled by the integer 𝑛 = 0,±1, 2 corresponding to the solution with 𝑘 = 𝜋𝑛/2𝑎. The
corresponding energies of the states are given by 𝐸0 = 𝜖 − 2𝐽, 𝐸±1 = 0 and 𝐸2 = 𝜖 + 2𝐽, i.e. the
ground state and the second excited state of the system should be equally separated in energy from a
pair of two degenerate intermediate states.

5.2.1 | Design Parameters of the Four-Site Mirror Surface Profile

In the discussion of the optical grating spectrometer in sec. 3.3.2, it was pointed out that achieving a
high spectral resolution for spatially extended light sources can be a difficult task. On the other hand,
the spatial resolution of the imaging setup also imposes a limit on how well the density distribution of
cavity modes in very closely spaced lattice sites can be resolved. Ideally the experiment would benefit
from both a high spectral and spatial resolution, in practice, however, one has to find a compromise.
This is because, to stay with the picture of the tight-binding approximation, the energetic splitting
between states is proportional to the overlap of the neighbouring on-site wave functions. The important
parameters for controlling this coupling energy experimentally are therefore the width and height of
the potential barriers separating the sites. For high coupling energies at distant spacings between sites,
relatively shallow barriers are required.

In the course of choosing suitable parameters for the potential, the distance between sites was decided
to be near 10 µm. The eigenenergies and density distributions of the lowest energy states were then
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numerically calculated for a target profile using the finite difference method described in sec. 2.5.3. The
potential barriers between the sites were adjusted in amplitude, until the calculated energetic spacings
were close to Δ𝐸 ∼ ℎ · 50 GHz, which should allow to spectrally resolve them, given the experimental
resolution of Δ𝜈 ≈ 20 GHz. In order to allow for a Bose-Einstein condensate of photons in the ground
state, a manifold of excited states with a density of states 𝑔(𝐸) ∝ 𝐸

𝛼−1 with 𝛼 > 1 is required (see
sec. 2.1.2), such that a saturation of the thermal cloud can be achieved at high photon densities. These
states can be provided by superimposing a harmonic trapping potential (𝛼 = 2) around the four-site
structure.

5.3 | Creation and Numerical Characterization of the Surface Structure

The above outlined target trapping potential is realized with the mirror surface structuring setup
presented in sec. 2.5.2. In order to achieve the requisite precision, an iterative process is implemented,
comprising here 20 iterations. An image of the final surface profile, recorded with a white light
interferometer is shown in fig. 5.2(a). The structured surface can be well approximated by four
Gaussian-shaped indents arranged at the edges of a square, radially surrounded by a harmonically
increasing elevation. For the quantitative analysis of the trapping potential, a two-dimensional function
modelling this description is fitted to the surface profile, so that experimental parameters like the
width of the sites or the harmonic trapping frequency can be estimated. The mean depth of the sites
obtained from the fit is 0.80(6) nm, the FWHM is 6.7(3) µm and the lateral separation is 10.0(4) µm.
The structure size radially extends up to 60 µm from the trap centre and levels off at a maximum
surface height of ≈ 15 nm. While the lateral extent of the potential is limited by the field of view
of the structuring setup, a maximum elevation below ≈ 20 nm guarantees that the microcavity can
be maintained at high finesse [35]. The radius of curvature of the surface structure is 14.8(7) cm
which corresponds to a harmonic trapping frequency of 64(2) GHz at the longitudinal mode number of
𝑞 = 9. In theory, the trapping potential should confine modes up to an energy of 𝐸max = ℎ · 3.9 THz,
which amounts to a total of 60 trapped harmonic oscillator levels or, counting all degenerate states in
the two-dimensional system,

∑60
𝑚=0(𝑚+1) = 1 770 trapped individual states per polarization component.

In order to examine how the structured surface would translate into a trapping potential for photons,
the fitted profile is used to calculate the expected eigenmodes and eigenenergies numerically. The main
advantage of using the fitted profile instead of the directly measured profile is that the computation
time can be reduced considerably. This is because the point density at which the potential is sampled,
can then be adjusted to ∼ 1/µm2, resulting in a ∼ 25-fold reduction in matrix size needed for the
finite difference method, in comparison to the raw profile, which is recorded at a point density of
∼ 1/(0.2 µm)2. The numerical analysis was conducted for various point densities to ensure the
reliability of the numerical results.

Fig. 5.2(b) shows the calculated density distributions of the four lowest energy eigenmodes at the
longitudinal mode number 𝑞 = 9 and 𝜆c = 584 nm. The modes are labelled by an index 0,±1, 2,
consistent with the notation used earlier (see sec. 5.2). They qualitatively resemble the expected mode
distributions in the closed ring configuration with four lattice sites according to eq. (5.13), however
slight imbalances between the densities per site can be observed, which are due to the remaining
non-uniform depths and widths of the separate sites. Fig. 5.2(c) shows horizontal cuts through the
centre of the trapping potential, at 𝑦 = 0 µm (dashed black line), and along an axis connecting two
sites, at 𝑦 = 5 µm (solid black line). The potential energy curves are obtained from the averaged site fit
parameters. Also shown are the calculated eigenenergies at 𝐸0 = ℎ · 140.1 GHz, 𝐸+1 = ℎ · 191.7 GHz,
𝐸−1 = ℎ · 200.5 GHz and 𝐸2 = ℎ · 251.4 GHz. The degeneracy between the states 𝜓+1 and 𝜓−1 is lifted
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Figure 5.2: (a) Surface profile of the microstructured cavity mirror. Four Gaussian-shaped indents in the cavity
centre are surrounded by harmonically increasing walls in the radial direction. (b) Numerically calculated (peak
normalized) density distributions of the four lowest energy eigenmodes in the resulting trapping potential at
𝑞 = 9 and 𝜆c = 584 nm. The modes are labelled by the respective indices 0,±1, 2, consistent with the notation
used in the tight-binding approximation, even though this description fails to be very accurate for the used
parameters (cf. text). (c) Cuts through the potential landscape obtained from averaged fit parameters of the
profile shown in (a) (black lines) and calculated energies of the states 𝜓0, 𝜓±1, and 𝜓2. The mode energies
are comparable to the energies of the barriers, which necessitates a numerical calculation of the eigenstates,
as analytical approximations are not applicable in this case. (d) The top panel gives the energies of the first
55 eigenstates in 2D. The vertical dashed lines indicate which modes should be grouped together if they were
equivalent to harmonic oscillator states. The bottom panel gives the difference between the mean energies of
these groups of modes and the dashed horizontal line indicates the expected trapping frequency of 64 GHz,
which is calculated from the fitted radius of curvature of the surface profile.

because of the already mentioned small potential inhomogeneities between the separate sites. Denoting
the mean energy of the two intermediate levels by 𝐸±1 = ℎ · 196.1 GHz, an average energetic splitting
between the states can be calculated, i.e. 𝐸±1 − 𝐸0 = ℎ · 56 GHz and 𝐸2 − 𝐸±1 = ℎ · 55.3 GHz. These
energy differences can be considered as equidistant and they are found to be close to the designated
spacings of Δ𝐸 = ℎ · 50 GHz. In the tight-binding approximation, this would correspond to couplings
of 𝐽 = Δ𝐸/2 ≈ ℎ · 28 GHz. When the calculated eigenenergies are compared to the potential barriers,
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it is evident however, that all modes are situated above the barriers separating neighbouring sites and
only the ground mode energy is slightly below the potential hill in the trap centre. This implies that the
system should not be properly modelled in tight-binding approximation, which only applies if all states
are of smaller energy than the potential barriers (cf. sec. 5.1.2). An alternative description for the
eigenstates may be obtained by considering the potential as a box with inclined walls, where the barrier
structure constitutes a perturbation in the bottom of the box. This point of view would suggest, that
the observed states at low energies are similar to box-modes, albeit with distinctly modified density
distributions, affected by the four-site structure in the bottom of the potential. Nevertheless that this
description could be qualitatively matching for the low energy modes, it is far from being accurate,
because a barrier of ∼ ℎ · 100 GHz can not be considered as a small correction for a box potential with
a total depth of ℎ · 300 GHz. The states are therefore found to be in a crossover region where neither of
the analytical approaches (tight-binding and perturbation theory) provide a valid model. This also
emphasizes the importance of numerically solving the Schrödinger equation, without which this insight
would be difficult to obtain.

Fig. 5.2(d) in the top panel gives the calculated eigenenergies for the 55 lowest energy modes.
The visible step-like pattern for modes at energies larger than ∼ ℎ · 500 GHz alongside the linearly
increasing number of modes per step, reveals that the potential can indeed be modelled as a harmonic
oscillator at these energies. This is also clear from the bottom panel of fig. 5.2(d), which shows the
difference between the mean energies per harmonic oscillator level, for which modes between two
dashed vertical lines in the top panel are grouped into one level. Above the 10th oscillator level, the
energetic spacing becomes nearly equidistant and it agrees well with the previously calculated trapping
frequency of Ω = 64 GHz, the result from the fitted radius of curvature. The potential should therefore
be well suited to support photon BEC in the ground state of the four-site structure.

5.4 | Experimental Characterization of the Trapping Potential

Before conducting an experiment on photon BEC in the prepared micropotential, it is first investigated
whether the physical parameters obtained from the numerical analysis are consistent with the experi-
mental conditions. Particular attention is given to the low-energy modes, where the density of states is
expected to differ from that of a harmonic oscillator.

Nearly all of the previously discussed parameters can be conveniently extracted by measurements
of the photon spatial and spectral density distribution under steady state operating conditions. The
cavity is assembled with a plane mirror and the microstructured mirror according to the setup shown in
fig. 3.1(a). While the interference fringes in the transmitted pattern of the Helium-Neon laser serve well
for a coarse parallel alignment of the two mirrors, the achievable precision is insufficient to entirely
get rid of remaining small gradients of the trapping potential. The needed accuracy for the mirror
alignment can instead be achieved by monitoring the spatial and spectral distribution during the process
of iteratively optimizing the relative mirror orientation, until the emitted light from the cavity is very
close to being evenly distributed over all four sites and the two intermediate states 𝜓±1 are nearly
degenerate in energy. This implies that an underlying gradient in potential energy is minimized.

5.4.1 | Spatial Density Distributions of the Low Energy Modes

A detailed picture of the spatial mode distributions in the four-site potential can be obtained by using a
tightly focused pump beam (FWHM of ≈ 5 µm) at high pump powers under highly nonequilibrium
conditions. By transversely moving the beam over the four-site structure, it is possible to almost
exclusively populate a single resonator mode. This is because excitations are then only induced in
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Figure 5.3: (a) Peak-normalized density distributions of the four lowest energy states, recorded at 𝜆c = 584.1 nm
and 𝑞 = 9. The images are obtained by using a strongly focused, high power pump beam so that only a single
resonator mode is populated under conditions far away from thermal equilibrium. (b) The top panel gives the
peak-normalized spectral density distribution recorded via the high dispersion spectrometer for a pump size
of ≈ 55 µm FWHM and a total photon number below the condensation threshold. The three rightmost peaks
correspond to the states 𝜓0, 𝜓±1, 𝜓2 and the crossover to a harmonic density of states at higher energies is visible
from the square-root like increase in mode size along the vertical direction with increasing energy. The bottom
panel gives the vertically integrated spectral density distribution. A multitude of peaks can be identified and
merged into groups of energy states with the help of the data shown in fig. 5.2(d). The number of modes per
group and per polarization component are given by the labels. The resonance frequencies of these groups of
modes can be extracted by approximating the signal as a superposition of many neighbouring Gaussian peaks.

the cavity over a small spatial region and therefore the mode that exhibits the largest overlap with
the molecular excitation profile (and consequently experiences the largest gain) will be amplified by
stimulated emission of photons. The recorded profiles of the four lowest energy modes are shown in
fig. 5.3(a). They qualitatively agree very well with the numerically calculated density distributions
shown in fig. 5.2(b), but there are also visible differences. Focusing on the ground mode 𝜓0 first, it is
evident, that the photon density is larger in the sites and smaller over the barriers, compared to the
numerical solution. The same feature is also observed for the two near degenerate states 𝜓±1, which
both show a bigger absolute difference between the maximum and minimum density per site than
is predicted by the numerical calculation, meaning that photons in these modes are predominantly
localized in just two sites on the diagonals of the four-site structure. Among the four measured mode
distributions, the state 𝜓2 shows the closest agreement with the numerical calculation, which is perhaps
due to it having the highest energy of the four states, so it is least affected by the detailed structure of
the trapping potential. Overall it is clear that all modes are non-uniformly distributed over the four
sites. The reason for this are the already mentioned remaining variations in the site to site structured
surface profile, which can not be compensated in the present setup. In future, the additional use of a
thermo-optic potential tuning technique [38, 114] could resolve this issue for future experiments if the
sites need to be tuned more exactly into resonance w.r.t. each other.
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5.4.2 | Spectral Density Distributions of the Low Energy Modes

The observed mode shapes suggest that photons in the cavity are overall more deeply bound to the
structured sites than it was concluded from the numerical analysis. This also implies that the coupling
energy between sites would be smaller and thus the modes should be more closely spaced in energy
than what was calculated. This can be investigated by recording the spectral distribution of photons
using the high resolution spectrometer path via the Echelle grating. The pump beam then has to be
increased to a diameter which is large compared to the investigated structure size, so that all cavity
modes exhibit similar overlaps with the excitation profile. The top panel of Fig. 5.3(b) shows the
recorded spectrum for a pump size of ≈ 55 µm FWHM and a pump power below the condensation
threshold. The modes 𝜓0, 𝜓±1 and 𝜓2 are identified at the low energy end of the spectrum. The
𝑥-axis here is only labelled by the calibrated wavelength of the spectrometer, however the full spatial
information is also preserved along this axis, as was pointed out in sec. 3.3.2. The aspect ratio of
the imaged mode profiles is ≈ 6:1 (vertical/horizontal) for this measurement, which is on one hand
due to the anamorphic grating magnification and on the other hand, which is the more dominant
contribution, due to the use of two perpendicularly oriented cylindrical objective lenses with focal
lengths 𝑓𝑥 = 30 cm and 𝑓𝑦 = 5 cm placed after the grating. This allows to record a much broader part
of the optical spectrum on the camera sensor, while a decent spatial resolution in the vertical direction
can be maintained simultaneously. As is evident, the spectral resolution is sufficient to clearly resolve
the small sized low energy modes. The square root scaling of the mode size with increasing energy
for the harmonic oscillator modes is visible in the vertical direction. This implies that the modes
increasingly overlap for higher energies along the horizontal axis, to a point where they can not be
spectrally distinguished any more, which is also visible in the bottom panel of fig. 5.3(b), showing the
vertically integrated spectrum. Despite not being resolvable from the bunch, the integrated spectrum
clearly allows to identify separate peaks which can be matched to the different energy levels, as was
discussed in sec. 3.3.2. The integers on top of the separate peaks give the number of modes per trap
level and per polarization state, which were experimentally verified for the first few energy levels by
selectively exciting and counting the different modes using the focused pump beam.

A quantitative analysis of the energy level structure can now be performed by fitting a sequence of
neighbouring Gaussian peaks to match the measured distribution. Such a fit is shown by the orange line
in the bottom panel of fig. 5.3(b). Clearly, the fit function can not accurately model the actual spectrum,
however it allows to extract the resonance frequencies of the individual trap levels. According to
the fit parameters, the four lowest energy modes are separated by 𝐸±1 − 𝐸0 = ℎ · 47.3(8) GHz and
𝐸2−𝐸±1 = ℎ ·50.5(3) GHz, where the two near degenerate levels were combined to a mean energy 𝐸±1.
These energy differences are almost equal and close to the designated splittings of Δ𝐸 = ℎ · 50 GHz.
However, the coupling energies are indeed smaller than expected from the numerical analysis, which
supports the conclusion drawn from the spatial mode profiles. Also the measured trapping frequency
of Ω = 2𝜋 · 62(3) GHz, which is obtained by averaging the energetic differences between neighbouring
states higher than the 10th oscillator level, is slightly smaller than the numerically calculated frequency.
Although the error bars of this result include the numerical value, it is noticeable, that all experimentally
determined (relative) energies seem to be smaller than their respective numerically calculated value.
This is an observation, which was also pointed out for a similar, recently performed experiment [37].
As will be discussed in the next section, these observations can be explained, at least qualitatively, by
considering that the photon field has a non-zero amplitude in the mirror coatings.
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5.4.3 | Penetration Depth of Light into the Mirror Coatings

The discrepancies in the mode profiles and energies between the numerical calculation and the
experimental results could be rooted in a photon field which is not completely confined between the two
highly reflecting mirrors, but instead leaks into the dielectric coatings. The length scale, over which the
field penetrates into the mirrors, was experimentally determined to be 𝐿DBR = 𝑞0

𝜆c
2�̃� ≈ 949(34) nm at

the resonance wavelength of 𝜆c = 584 nm, where 𝑞0 = 4.68(17) gives the number of half-waves located
in the mirrors [12]. This result can also be confirmed by the relation 𝐿DBR =

𝜆𝑐

2�̃�
𝑛1𝑛2

|𝑛1−𝑛2 |
≈ 936 nm [79,

147], where 𝑛1 = 1.4587 (SiO2) and 𝑛2 = 2.1326 (Ta2O5) are the refractive indices of the Bragg layers
in the mirror coating [148, 149]. This implies an effectively higher refractive index for light inside
the microcavity, compared to that of ethylene glycol (�̃� = 1.4392). Modelling this effect exactly is a
difficult task, however a decently accurate picture can be obtained by inspecting how the photon energy
in eq. (2.25) changes with the generalized refractive index �̃�.

Upon substitution of the cavity length 𝐿0 = 𝑞𝜆c/2�̃� and the effective photon mass𝑚ph = �̃�𝑞𝜋ℏ/𝑐𝐿0 =

2�̃�2
𝜋ℏ/𝑐𝜆c, the potential energy is

𝑉 (𝑥) = 4𝜋𝑐𝜋ℏ
𝑞𝜆c

· Δ𝐿 (𝑥) · �̃� . (5.14)

This is a linear scaling with �̃�, making the potential effectively deeper when �̃� is increased. The kinetic
energy on the other hand decreases as

𝐸kin ∝ 1
𝑚ph

∝ 1
�̃�

2 . (5.15)

This means that for larger �̃� the mobility of photons in the potential is lowered due to their reduced
kinetic energy and the increased potential energy. Photons should therefore be more localized around
the potential pits, which is indeed verified from the typical extend of the wave functions. Recalling
for example that the harmonic oscillator wave functions scale as 𝜓(𝑥) ∝ exp−1

2
𝑥

2

𝑥
2
0
, with the harmonic

oscillator length 𝑥0 ∝ 1/
√︁
𝑚phΩ ∝ �̃�

− 3
4 , where Ω ∝ 1/

√
�̃� was used, demonstrates that photons become

more confined for an increasing refractive index. As a consequence, the coupling energy between
sites for photons in a lattice potential would also decrease, so that the energetic splitting between the
eigenstates becomes smaller. This explanation agrees well with the experimental observations, so that
it seems possible that the ground state is energetically situated below the actual potential barriers in the
experiment.

5.5 | Numerical Fit Functions for the Photon Density Distributions
For a quantitative comparison between the measured density profiles and Bose-Einstein distributions in
the prepared micropotential, theoretical fit functions are constructed following the procedure described
in secs. 3.3.1 and 3.3.3. For this purpose, the measured spatial density profiles of the first four
modes, shown in fig. 5.3(a), are used to calculate the one-dimensional mode profiles |𝜓𝑚(𝑥) |

2, with
𝑚 = 0,±1, 2. All other modes are approximated by harmonic oscillator states, according to the
degeneracy given in fig. 5.3(b), for a trapping frequency of 63 GHz. The energies of the modes over
the first ∼ 500 GHz of spectral bandwidth in the potential are derived from the spectrum displayed
in fig. 5.3(b). In contrast to the numerically calculated trap depth of 𝐸max = ℎ · 3.9 THz, it turned
out during the analysis that the measured distributions are energetically broader than what would be
covered by this bandwidth, and that they are better matched by distributions that reach up to the energy
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Figure 5.4: (a) Calculation of the Bose-Einstein distributed populations of photons in the ground mode (blue)
and in the excited modes (orange) for the trapping potential with the four-site structure. The red dashed line
is a linear fit of the ground mode population above the condensation threshold and the intersection with the
𝑁-axis marks the critical photon number. The transition point to the condensed regime is softened due to the
finite mode number in the system, but the saturation of the excited states for 𝑁 > 𝑁c displays the distinct feature
of Bose-Einstein condensation. (b) The top panels show a two-dimensional map of theoretical Bose-Einstein
distributed spectral and spatial densities vs. the relative photon number 𝑁𝑟 . The bottom panels show the
distributions for four selected relative photon numbers.

of 𝐸max ∼ ℎ · 4.5 THz. The reason for this deviation is not entirely clear, but it could be, that cavity
modes situated on top of the potential are also affected by the mirror structure and thus form additional
confined modes, which then also contribute to the full spectrum of modes. A small contribution to
an effectively deeper potential could also be due to the non-zero probability of photons being inside
the mirror coatings, as mentioned in the previous section. The theoretical distributions are therefore
extended and modelled using an effectively deeper potential up to the energy of 𝐸max ∼ ℎ · 4.5 THz,
where all additional modes are also approximated by harmonic oscillator states.

For the Bose-Einstein distribution, the photon number per mode 𝑛𝑚 is determined by the chemical
potential 𝜇 or, equivalently, the total photon number 𝑁 in the system. Since the latter is in principle
directly accessible from an experiment, it is used as the free parameter of the fit function. Accounting for
the two orthogonal polarization components, the population in the ground mode and the excited modes
is calculated versus the total photon number, reaching from far below to well above the condensation
threshold, see fig. 5.4(a). The critical photon number at the condensation threshold can be obtained
from the intersection with the 𝑁-axis by linearly extrapolating the ground mode population from above
threshold down to zero, which yields 𝑁c,theo = 12 050. Using the critical photon number, one can
define a relative photon number in the system, 𝑁𝑟 := 𝑁/𝑁c, analogous to the definition of a reduced
temperature, 𝑇𝑟 = 𝑇/𝑇c, for cold atoms. The relative photon number will be used as the primary
fit parameter along with a scale factor, A, to account for possible deviations in the absolute photon
numbers (cf. sec 2.4.8).

One aspect to keep in mind is, that the interesting photon distribution is the one inside the cavity,
which is not directly proportional to the distribution measured outside of it, due to the wavelength
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dependent mirror transmission (cf. eq. (3.14)). For the spectral densities, this implies that the measured
signal should be divided by 𝑇𝑠 (𝜆) before comparing it to a Bose-Einstein distribution. The same
approach however is rather difficult to apply to the spatial distributions, since all modes are overlapped
and the individual contributions can not be distinguished appropriately in the experiment. For this
reason, in the calculation of the theoretical spatial fit function, the modes are multiplied by the
corresponding mirror transmission 𝑇𝑠 (𝜆), so that the corrected fit function can be directly matched to
the recorded distributions.

Fig. 5.4(b) shows a two-dimensional map of the constructed fit functions for the spectral, 𝑛(𝜆), and
spatial, 𝑛(𝑥), density distributions, evaluated for relative photon numbers in the range of 𝑁𝑟 = 0.05−2.0.
Also shown are the distributions for four selected relative photon numbers. Note that fig. 5.4(b) contains
the same information as fig. 5.4(a) in terms of the photon numbers, as the individual state populations
here are incorporated in the density profiles.

55





Chapter 6 | Photon Condensation in a
Four-Site Lattice Unit Cell

This chapter presents experimental results on photon Bose-Einstein condensation in the microstructured
potential with four lattice sites. Spatial and spectral distributions for different total photon numbers are
measured and compared to the previously calculated theoretical Bose-Einstein distributions in sec. 5.5.
The individual occupation numbers per state as a function of the total photon number are extracted and
the phase coherence between lattice sites is examined.

6.1 | Experimental Parameters

A microcavity consisting of the microstructured mirror analysed in the previous chapter, and a plane
mirror, both with the coating LO2018 (see fig. 2.2(a)), is assembled and filled with a Rhodamine 6G
dye solution at a concentration of 𝜌 = 1 mmol/l. As for the characterisation of the trapping potential
in the previous chapter, the cavity is set up at the longitudinal mode number 𝑞 = 9 and the cutoff is
fixed to the wavelength of 𝜆c = 584.1 nm. The photon absorption and emission rates at the cutoff
wavelength are Γ12 = 4.2 GHz, and Γ21 = 1 434.5 GHz. In a previous experiment [85], conducted with
the same mirrors used in this work, the cavity loss rate was found to be 4 times larger than what would
be obtained when using the raw mirror transmission profile, provided by the manufacturer, in eq. (2.52).
The same correction factor is used here to estimate the cavity loss rate, which gives 𝜅 = 4.1 GHz. The
cutoff at 584.1 nm was chosen because of the relatively small pump threshold at this wavelength. This
comes at the trade-off of conducting the experiments in a regime of moderate photon thermalisation
however, as is evident from the corresponding thermalisation parameter of 𝛾 = 𝜅/Γ12 ≈ 1. The pump
size therefore needs to be tuned accordingly, so that an approximately uniform chemical potential can
be realized (see the discussion in sec. 2.4.8). By adjusting the pump shape while monitoring the photon
distribution around the threshold to Bose-Einstein condensation, it was found that the best match with
the previously calculated equilibrium Bose-Einstein distribution (cf. sec. 5.5) is realized for a pump
size of 55 µm FWHM (throughout the chapter, the notation of FWHM will often be omitted).

The pump pulse length is set to 500 ns, over which steady state conditions in the cavity are realized,
and the experiment is repeated at a rate of 50 Hz. In order to map out the photon distribution in the
microcavity from far below to above the condensation threshold, the pump power is increased in steps,
and the time-integrated spatial and spectral density distributions are recorded on the ICCD camera.
The experimental photon number is obtained from the integrated spatial density distributions and a
calibration of the camera signal, which is performed beforehand using a Helium-Neon laser at 593.9 nm
wavelength, according to the description in sec. 3.4.
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6.2 | Spatial Photon Distributions

The measurement of the spatial density distribution is achieved by imaging a part of the cavity emission
onto the ICCD camera, and the experiment is repeated 200 times for every pump power. Fig. 6.1 shows
obtained distributions recorded at six different pump powers, which correspond to the relative photon
numbers of 0.11 ≤ 𝑁𝑟 ≤ 1.24. The top row shows the plain distribution, 𝑛(𝑥, 𝑦), and the bottom row
gives the one-dimensional spatial density, 𝑛(𝑥), which is obtained by integration of the signal along the
𝑦-axis. The shaded areas are standard deviations. These are relatively larger over the size of the ground
mode in the condensed regime compared to below the condensation threshold, because in this regime,
the ground mode population is very sensitive to small variations in pump power or cavity cutoff due to
stimulated photon emission.

Inspecting the plain density profiles it is evident, that upon increasing the photon number in the
cavity, the distribution changes from a broad photon cloud into a more centrally peaked distribution,
where the characteristics of the low energy modes, affected by the four-site potential structure, become
apparent. At a certain photon density, the ground mode begins to show on top of the distribution
until it clearly stands out when a critical photon density is exceeded. However, when compared to
the measured profile of the ground mode in fig. 5.3(a), it is noticeable that the condensate density
distribution observed here exhibits a slight tendency towards the lower two sites. A possible reason for
this could be, that there was a slightly different gradient of the potential structure present when the two
measurements were performed, which slightly displaced the photon density towards the bottom of the
trapping potential. However, as will be clear from the discussion of the population per state in sec. 6.5,
the major cause for this effect is that a small contribution of the first excited state adds to the ground
state above the condensation threshold.

The measured photon numbers for the shown profiles are 𝑁 = 316(55) for 𝑁𝑟 ≈ 0.11 up to
𝑁 = 3 636(641) for the measurement at 𝑁𝑟 ≈ 1.24. As these numbers are significantly smaller than
the previously calculated critical photon number 𝑁c,theo = 12 050, the scale factor, A, relating the
ratio of the measured to the theoretical photon number in the cavity as introduced in sec. 2.4.8, is
included for numerical fitting of the Bose-Einstein distributions to the measured distributions. The
numerical value of A is determined by running the fitting routine at first with a freely adjustable scale
factor for all measured distributions. This gives a very good agreement between the measurements
and correspondingly scaled Bose-Einstein distributions in general. The fit parameters obtained by this
analysis are shown in fig. 6.2(a) and the measured photon number is plotted against the fitted relative
photon number in fig. 6.2(b) (blue dots). Allowing for a different scale factor for every distribution,
evidently results in a smaller A for decreasing photon numbers, while the fitted relative photon number
remains at higher values (𝑁𝑟 ,fit ∼ 0.4), when the measured photon number approaches zero. This is
of course unphysical and hints at photon distributions, which are too pronounced for the low energy
modes in the regime of small photon numbers, a consequence of the relatively small utilized pump size.
In order to resolve the issue of the measured photon number being not in compliance with the fitted
relative photon number, the scale factor is fixed to the value obtained for the measurement close to
threshold, i.e. for 𝑁𝑟 ,fit ≈ 1, which gives A = 0.24, and the fitting routine is performed again. With the
fixed fitting parameter A, the measured and the fitted relative photon numbers exhibit perfect linear
scaling and a zero crossing at 𝑁 = 0, see fig. 6.2(b) (orange dots). The experimental critical photon
number can then be determined by looking for the measured photon number at 𝑁𝑟 ,fit = 1, which gives
𝑁c,exp = 2 940(20).

The resulting fitted Bose-Einstein distributions are shown by the black dashed lines in the bottom
panels of fig. 6.1. They agree very well with the measured distributions, especially close to the
threshold point, so that the conclusion is, that the observed behaviour, despite the discrepancy in the
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6.2 Spatial Photon Distributions
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Figure 6.1: Spatial density profiles in 2D (𝑛(𝑥, 𝑦)) and integrated profiles in 1D (𝑛(𝑥)) for experimental photon
numbers far below the condensation threshold at 𝑁 = 316 (𝑁𝑟 ≈ 0.11) up to within the condensed regime at
𝑁 = 3 636 (𝑁𝑟 ≈ 1.24). Blue solid lines in the bottom panels are the average density distributions, the shaded
areas give standard deviations and the black dashed lines are fits of Bose-Einstein distributions, which are set up
according to sec. 5.5. The free parameter for the fitting analysis is the relative photon number 𝑁𝑟 with the scale
factor fixed to A = 0.24.

total photon number, is adequately described by thermalisation and Bose-Einstein condensation of
photons in the ground state of the four-site potential. Inspecting the fitted distributions for small relative
photon numbers however reveals that there are slight deviations from the measured distributions. This
observation, alongside the smaller measured critical photon number, compared to the theoretical critical
number, can be attributed to the open nature of the experiment and the moderate photon thermalisation
at the cutoff wavelength 𝜆c = 584.1 nm, which required the use of a relatively small pump beam
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Figure 6.2: (a) Parameters A and 𝑁𝑟 ,fit obtained from fitting the theoretical (set up according to sec. 5.5) to the
measured spatial photon distributions with both of the parameters as free fit parameters. A is smaller than 1, due
to a smaller measured total photon number than the theoretical critical number. Furthermore A decreases with
decreasing fitted relative photon number. This means that the distributions for small relative photon numbers
are better matched by Bose-Einstein distributions that would correspond to higher relative photon numbers, i.e.
distributions more peaked towards the low energy modes. This is then compensated by a smaller factor A. The
red, dashed horizontal line marks the scale factor at threshold, which is A = 0.24. (b) Measured photon number
vs. fitted relative photon number with A free (blue) and with A fixed to the threshold value (orange). By fixing
the scale factor to the threshold value, a strictly linear scaling with a zero crossing at 𝑁 = 0 is obtained.

compared to the system size (see also the discussion in sec. 2.4.8). The distributions for small relative
photon numbers and the critical photon number will be further analysed in sections 6.4 and 6.5.

6.3 | Broadband Spectral Photon Distributions
For the measurement of the broadband photon spectral density distribution, the part of the cavity
emission that is not used for the spatial density measurement is directed over the broadband spectrometer
path, see fig. 3.1. Fig. 6.3 shows the average distributions for the same relative photon numbers as
in fig. 6.1. For each measurement, the top row shows the plain distribution 𝑛(𝜆, 𝑦) recorded on the
ICCD camera and the bottom row gives the spectral density 𝑛(𝜆), which is obtained by integration
of the signal along the 𝑦-axis. As the spectral distributions are recorded together with the spatial
distributions in the same pulse, the photon number obtained from the integrated and calibrated spatial
distributions can be used to normalize the spectral densities accordingly. The spectra are divided by
the wavelength dependent mirror transmission, 𝑇𝑠 (𝜆), such that the presented data gives the intracavity
photon distributions that can be directly fitted by the previously set up Bose-Einstein distributions.
Similarly to the analysis of the spatial distributions, the scale factor A accounts for the smaller measured
critical photon number, compared to the theoretical critical number.

The spectral profiles reveal the same features as observed for the spatial profiles. A transition from
a broad distribution of photons over all modes to a distribution centred around the low energy end
of the spectrum is observed when the photon number is increased, until a clear peak emerges at the
ground state energy when the critical photon number is surpassed. After performing the numerical
fitting procedure on the experimental data, with the scale factor here set to A = 0.22 at threshold,
overall a very good agreement is found between the measured and the fitted Bose-Einstein distributions,
analogously to the spatial distributions. Also, for small photon numbers, the measured distributions
show a slightly larger population in the low energy modes and at the same time a slightly smaller
population in the high energy modes, compared to the fits at the corresponding relative photon number.
This is consistent with the observations made from the spatial distributions, i.e. the same information
can be obtained from both measurements. The slight discrepancy between the scale factors at threshold
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Figure 6.3: Spectral density profiles in 2D (𝑛(𝜆, 𝑦)) and integrated profiles in 1D (𝑛(𝜆)) for the same experimental
photon numbers as in fig. 6.1. The two-dimensional profiles are peak normalized. Blue solid lines in the bottom
panels are the average density distributions, the shaded areas give standard deviations and the black dashed lines
are fits of Bose-Einstein distributions. The free fit parameter is the relative photon number 𝑁𝑟 with the scale
factor fixed to A = 0.22.

for the spatial and spectral distributions could be attributed to a different background signal in the two
detection paths.

6.4 | Small Photon Number Distributions

As mentioned in the previous sections, the measured threshold photon distributions show an excellent
agreement with threshold Bose-Einstein distributions. However, measurements for small relative
photon numbers do not agree as well (see e.g. fig. 6.3 for 𝑁𝑟 ≈ 0.11) but rather exhibit some deviations.

In the regime of small photon numbers (𝑁 ≪ 𝑁c) an approximate expression for the steady state
population in mode 𝑚 can be derived using eq. (2.58), which constitutes an estimate to non-equilibrium
corrections to the Boltzmann distribution. In terms of the thermalisation parameter 𝛾𝑚, the photon
number in mode 𝑚 is given by

𝑛𝑚 ≈
Γ21,𝑚

Γ12,𝑚

𝑓𝑚

1 + 𝛾𝑚
. (6.1)

Analogously to the condition for a uniform chemical potential given in eq. (2.60), it is evident that if the
modal overlap integral with the excitation profile 𝑓𝑚 exhibits the same scaling with energy as 1 + 𝛾𝑚,
the photons in the cavity will follow a Boltzmann-distribution. It was explained in the beginning of
the chapter, that due to the open nature of the cavity, the pump size was adjusted to 55 µm, so that
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Figure 6.4: Spatial (a) and spectral (b) distributions for the measured photon number 𝑁 = 316 (𝑁𝑟 ≈ 0.11)
together with fits of the Bose-Einstein distributions scaled by A set to the value obtained at threshold (black) and
fits of the approximate small photon number distributions, constructed from eq. (6.1).

the photon distributions close to the threshold are well described by Bose-Einstein distributions. The
corresponding scale factor at threshold was determined to be A ≈ 0.24 and A ≈ 0.22 for the spatial
and spectral distributions respectively, which means, according to eq. (2.62), that 𝑓𝑚 is a more steeply
decreasing function of energy, compared to 1 + 𝛾𝑚 (the denominator of the RHS in eq. (2.62) is an
increasing function of energy for A < 1). The same conclusion for 𝑓𝑚 should also hold for lower
excitation fractions in the dye molecules and therefore it seems plausible, that the observed small
photon number distributions exhibit slight deviations from ideal Boltzmann-distributions.

In order to verify if the measured distributions at the relative photon number of 𝑁𝑟 ≈ 0.11 are
well described by eq. (6.1), a spectral and spatial density distribution is numerically calculated. The
values for 𝑓𝑚 are proportional to the overlap integrals between the Gaussian pump beam and the cavity
modes, i.e. 𝑓𝑚 ∝ 𝐹𝑚 =

∫
|𝜓𝑚(x) |

2
Π(x) dx, see also eq. (2.58). They can be calculated using the same

two-dimensional mode functions as for the setup of the fit functions in sec. 5.5. The total absorption
rates Γ12,𝑚, and the cavity loss rates 𝜅𝑚 can be directly calculated from the mode frequencies using the
relations (2.46) and (2.52) and the emission rates are obtained by use of the Kennard-Stepanov relation.
All other factors, that are equal for all modes, are combined into a common prefactor, which is then
used as the only free fit parameter for a comparison with the experimental data. Note that this prefactor
can not be directly related to the scale factor A, because the used pump power was not measured when
the data was recorded, and it can be difficult to precisely determine the experimental pump rate (cf.
sec. 4.2, where the measured threshold pump power is larger than the calculated power). Therefore,
only the profiles of the distributions are examined, and the actual photon densities are not analysed
explicitly.

Figure 6.4 shows the measured spatial (a) and spectral (b) density profiles at the relative photon
number of 𝑁𝑟 ≈ 0.11, together with the fitted Bose-Einstein distributions with A fixed to the value
at threshold (black), compared to the fitted distributions obtained from the small photon number
approximation in eq. (6.1) (red). As was pointed out before, the measured distributions exhibit higher
densities for the low energy modes, that are mainly concentrated in the cavity centre, and simultaneously
the density in high energy modes is smaller in comparison to the fitted Bose-Einstein distributions with
A fixed at the threshold value. Looking at the fitted approximate small photon number distributions on
the other hand, it is clear that they can describe the measured data quite accurately, so that eq. (6.1)
seems to capture the main aspects which determine the population per mode very well. Even though the
same conclusions can be drawn from both the spatial and spectral distributions, it is noticeable that the
spatial fit agrees better with the measured data than the fit of the spectral signal. This is probably due
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Figure 6.5: (a) Peak normalized spectral density distributions recorded via the Echelle spectrometer path for
photon numbers below (𝑁 = 2578, 𝑁𝑟 ≈ 0.88) and above (𝑁 = 3140, 𝑁𝑟 ≈ 1.07) the condensation threshold.
(b) Experimental relative photon populations in the low energy states and the excited states versus 𝑁𝑟 (points)
and theoretical Bose-Einstein distributed relative populations (lines). Data points for photon numbers smaller
than 𝑁𝑟 ≈ 0.6 are not recorded due to instabilities of the cavity cutoff on a scale of ∼ 30 GHz from pulse to
pulse, which washes out the spectrum when averaging over many realizations and postselection of the spectra is
difficult for small intensities.

to the complete overlap of all modes for the measurement of spatial density distributions, in contrast to
only partially overlapping neighbouring modes for the spectral density measurements, as mentioned
in sec. 3.3. Therefore, features concerning just a part of the total population are more prominently
identified in the spectra while they might be absorbed in the bunched signal for the spatial density
distributions.

The close agreement between the measured distributions and eq. (6.1) confirms that the approxima-
tions made in the derivation are well justified and the given simplified expression can thus be a useful
tool to estimate the small photon number distributions for a given set of experimental parameters. It
can be concluded that the used small pump beam indeed leads to corrections of the photon distributions
far below the threshold due to the open nature of the experiment, compared to a Boltzmann distribution.

6.5 | Photon Population per State

Alongside the broadband spectral and spatial photon distributions, also high resolution spectra are
recorded via the Echelle spectrometer setup (see fig. 3.1). Two of the measured distributions are shown
in fig. 6.5(a) for a relative photon number slightly below (𝑁𝑟 ≈ 0.88) and slightly above (𝑁𝑟 ≈ 1.07)
the condensation threshold. The spectrometer dispersion is sufficient to spectrally separate the low
energy levels from each other, so that the relative photon population per state can be extracted.

Fig. 6.5(b) shows the individual relative populations for the four low energy states and all excited
states combined (including 𝜓±1 and 𝜓2), versus 𝑁𝑟 . The populations of the near degenerate states 𝜓±1
can not be spectrally distinguished. Therefore the combined population is shown. Also plotted are the
theoretical, Bose-Einstein distributed relative populations (solid lines). A good agreement between the
experiment and the expected behaviour for an equilibrium system is observed, up to the critical point.
While the excited states are predicted to saturate above the condensation threshold in an equilibrium
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system, and the ground state is supposed to absorb all additional photons added to the cavity, the
observed populations show a slight deviation from this behaviour. Indeed, the ground mode takes up
most of the photons added above the threshold, i.e. its population exhibits the largest slope w.r.t. the
change in total photon number and therefore it can be confirmed that the photon condensate is indeed
formed in the cavity ground mode. The ground mode grows with a slope smaller than unity however
and the excited states’ population continues to grow above threshold. When inspecting the population
in the first energy level for the states 𝜓±1, it is clear that a significant contribution to the growth of
the excited states is due to these two nearly degenerate states. This is also visible from the recorded
spectral density in fig. 6.5(a) for 𝑁𝑟 ≈ 1.07, where the states 𝜓±1 are observed to be of significantly
higher intensity compared to the signal of other nearby excited energy levels.

The observed contribution of photons in the first energy state in the condensed regime is also
consistent with the measured spatial distributions (fig. 6.1), where a slightly increased density in the
two bottom sites of the four-site lattice is observed. Judging from this, it seems probable that the state
𝜓+1, with a maximum in density over the bottom right site (see fig. 5.3(a)), contributes more to the
population in the first energy level than the state 𝜓−1, which is the same conclusion one could come to
from the shape of the measured spectrum in fig. 6.5(a) for 𝑁𝑟 ≈ 1.07, where the population in the first
energy level is slightly peaked over the bottom right site. Following the numerical calculations, which
estimated the state 𝜓+1 to be of lower energy than 𝜓−1 (cf. sec. 5.3), this also seems reasonable, as a
lower energy state would be preferentially populated compared to a slightly higher energy state. The
analysis of the integrated spatial and broadband spectral distributions remain essentially unaffected by
this observation however, since the low energy modes completely overlap in these measurements and
therefore are merged into the condensate peak, so that they cannot be distinguished.

Building on the numerical parameters for 𝜅𝑚, Γ12,𝑚 and Γ21,𝑚 used in the previous section in
eq. (6.1), it is also possible to obtain the full numerical steady state solution for varying pump power
from the two-dimensional, spatially resolved rate equations, which were introduced in sec. 2.4.2. To
set up the calculation, the resonator mode functions are calculated on a square grid with 150 µm side
length with a total of 101 points along both transverse directions. With 2 628 cavity modes, which are
taken into account to make up the cavity environment, this implies that a total of 2 628+ 1012

= 12 829
differential equations need to be simultaneously solved for the steady state, one for every mode and one
for each grid point. A functional approach to tackling the problem proved to be a combination of first
finding an approximate solution close to the steady state by integrating the initial value problem using
the iterative Runge-Kutta method, and then employing an algorithm to find the roots of the resulting
large set of non-linear differential equations1. Once the steady state is found for one set of parameters,
the pump power can be incremented in small steps and a decent guess for the steady state with the
updated pump power can be obtained by adding the difference between the solutions at the current and
the previous steps. Providing a good estimate for the steady state is crucial to speed up convergence of
the root-finding algorithm. The described method is especially efficient below the threshold, where
the excitation fraction scales linearly with the pump power and there is barely any saturation in the
molecules.

Fig. 6.6 shows the measured and numerically calculated relative population per state as a function of
the total relative population. The numerical critical photon number is obtained by linearly extrapolating
the ground state population above threshold down to zero, which gives 𝑁c,num = 3 658. Compared
to the experimental critical photon number this is a slightly larger number, but it supports the
mentioned arguments for the observed distributions with A < 1 so far. Moreover it agrees almost
exactly with the scale factor of A = 0.31, which was determined numerically in section 2.4.8, since

1 Explicitly the open source Python packages scipy.integrate.solve_ivp with the method ’RK23’ and scipy.optimize.root with
the method ’Krylov’ were used. The approach is inspired by [150, 151].
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Figure 6.6: Experimental relative photon populations in the low energy states and the excited states (points)
versus the total relative population 𝑁𝑟 and numerically calculated relative populations (lines). The numerically
obtained populations qualitatively match the experimental relative populations, since they also show an increase
of the excited state population above the threshold to Bose-Einstein condensation, which is a consequence of the
open cavity in the regime of moderate photon thermalisation.

𝑁c,num/𝑁c,theo = 3 658/12 050 = 0.3, for which a relatively close agreement between the photon
distribution at threshold and a Bose-Einstein distribution would be expected. The measured data
points agree very well with the numerical result up to the condensation threshold. Now, contrary to
the expectation for an equilibrium system shown in fig. 6.5(b), the numerical solution also predicts a
growing population of the excited states above the threshold, which comes close to the experimental
observation. The reason for the incomplete saturation of the excited states is attributed to the fact,
that the spatial gain profile is only locally clamped over the area covered by the ground mode and,
considering that the gain coefficient in the regime of moderate thermalisation is a relatively flat
function, the first excited modes experience a gain not too different from the ground mode [90]. The
measured data points are not completely matched by the calculation, as the numerical result seems to
underestimate the population of the antisymmetric lattice states 𝜓±1. The origin of these deviations
could be based in the exact shape of the excitation profile on which the condensation features are heavily
dependent in the regime of moderate thermalisation [152]. Nonetheless, the observed behaviour is well
captured by the numerical solution, taking into account the open nature of the cavity.

Despite the decent agreement, two remarks should be made, on the reliability of the numerical
solution. First of all, the numerical result can deviate from an experiment because the two perpendicular
polarization components were not explicitly accounted for in the calculation. The populations were
simply doubled after the computation, i.e. effectively only half of the modes, which compete for the
gain in the cavity, were considered. This could imply small differences compared to the real experiment,
because the polarization state of light in the cavity depends on the total photon number in a delicate
way [153], and merely doubling the population calculated for one polarization component essentially
assumes non-polarized photons, which does not agree with the typically observed linear polarization
of photon condensates. In addition, the spontaneous emission rate out of the cavity was assumed to
be the inverse free space fluorescence lifetime, Γsp = 250 MHz, for the numerical calculation. Other
experiments performed with cavity mirrors with a radius of curvature of 400 µm, corresponding to
more tightly confined modes in micropotentials, proved to be modelled more accurately by a ∼ 10
times smaller isotropic emission rate [83]. Hence the emission rate could be also slightly modified for
the experiment presented here and it would be interesting if e.g. by investigating the ground mode
population in more detail, also parameters like Γsp could be determined for this experiment.
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6.6 | Phase Coherence of the Microcavity Emission

According to Landau’s phenomenological theory of second-order phase transitions, a system undergoes
spontaneous symmetry breaking when it reaches the critical point connecting the two phases [154]. For
the BEC phase transition, this is manifested by a breaking of the gauge symmetry, such that all particles
accumulated in the ground state can be collectively described by the same single-particle wave function

𝜓(x, 𝑡) =
√︁
𝑛(x, 𝑡) 𝑒𝑖𝜙 (x,𝑡 ) , (6.2)

with particle density 𝑛(x, 𝑡) and the phase 𝜙(x, 𝑡) of the wave function. Correspondingly, the ground
state wave function is the order parameter of the BEC phase transition. While the amplitude of
the wave function is already non-zero in the uncondensed regime, i.e. ⟨𝑛(x, 𝑡)⟩ > 0, the phase is
fluctuating over space and time, which implies that ⟨𝜓(x, 𝑡)⟩ = 0. However, at the transition point, the
system spontaneously chooses a specific phase over the entire condensate. Consequently, this leads to
coherence over macroscopic distances, i.e. ⟨𝜓(x, 𝑡)𝜓(x′, 𝑡)⟩ ≠ 0 for x − x′ → ∞, as classified by the
Penrose-Onsager criterion [155]. It is interesting to study the formation of coherence when the photon
gas crosses the transition to the condensed phase [15, 91, 156, 157]. While the precise investigation
of the emergence of coherence is a demanding project on its own, it is relatively simple to verify
if there is macroscopic phase coherence in the light field. This information can be experimentally
accessed by guiding the microcavity emission through an optical interferometer, which then leads
to visible interference fringes at the interferometer output, if the light is (at least partially) coherent.
By overlapping light emitted from different points in space or changing the path length and thus the
time-delay between the interferometer arms, the coherence properties over space and time can be
mapped out.

Fig. 6.7(a) shows a sketch of the interferometer used to to probe the mutual phase coherence between
all separate sites. It is made up of multiple 50:50 non-polarizing beam splitters to realize a multi-path
Mach-Zehnder interferometer, where the emission of all four lattice sites can be spatially overlapped.
At first, the cavity emission is split onto four individual paths. Two of the images (B and D) are slightly
shifted along the horizontal axis with respect to the other images (A and C) and guided at a small
horizontal deflection angle. The interferometer is closed by bringing all four paths together, now with a
small tilt and offset along the vertical direction. The relative differences between the path lengths in
the interferometer are ≈ 1 cm, which corresponds to a time delay of ≈ 33 ps. This is much longer than
the ∼ 100 fs coherence time of thermal photons [156] and much shorter than the ∼ 1 ns coherence time,
which is assumed, when the condensate is formed [15]. The interferometer is therefore well suited to
verify if the condensate is coherent. A focusing lens located behind the interferometer converts the
lateral shifts and angular tilts into a wave vector mismatch and a lateral displacement between the paths
in the detector plane. The tilt angle between two overlapping copies is Δ𝜃 ≃ 9 mrad, which results
in a wave vector mismatch of Δ𝑘 = 2𝑘 sin(Δ𝜃/2), with 𝑘 = 2𝜋/𝜆c. The interference fringe period in
the camera plane is 𝑑 = 𝜆c/(2 sin(Δ𝜃/2)) ≃ 60 µm, which corresponds to a period of ≈ 2 µm over the
spatial image of the cavity emission, accounting for the 30-fold magnification of the imaging setup.
Fig. 6.7(b) shows the averaged interference pattern over 123 realizations of the experiment below the
condensation threshold (𝑁 = 2578, 𝑁𝑟 ≈ 0.88) and over 118 realizations above the condensation
threshold (𝑁 = 7015, 𝑁𝑟 ≈ 2.39). The different number of averaged images is due to a post-selection
necessary to compensate for a small frequency drift of the microcavity cutoff on a 30 GHz scale from
pulse to pulse. This frequency drift causes shifts in the produced interferograms due to the uneven
length of the interferometer arms. By simultaneously recording the high resolution spectrum, the
interferograms can be grouped by cutoff within 10 GHz.

While the fringe visibility is close to zero for the data recorded below the condensation threshold,
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6.6 Phase Coherence of the Microcavity Emission
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Figure 6.7: (a) The left panel shows a sketch of the multi-path Mach-Zehnder interferometer. The right panel
illustrates what kind of pattern would be observed at the locations A-D, if a lens and a camera would be placed
there. At the interferometer output, the emission from all sites is overlapped in the centre of the image and two
neighbouring sites each are overlapped on the sides, which produces the chequerboard fringe pattern in the centre
and a striped pattern over the outer parts. (b) Averaged interference patterns over many repetitive realizations
of the experiment below (𝑁 < 𝑁c, left) and above (𝑁 > 𝑁c, right) the condensation threshold. The coloured
squares in the left panel indicate how the different interferometer paths are overlapped.

clear fringes can be observed in the condensed phase. The visibility extracted from the right panel in
fig. 6.7(b) is ≃ 17% along the horizontal and ≃ 9% along the vertical direction. Considering that the
condensate fraction is approximately 𝑁0/𝑁 = 1/2.39 ≈ 0.42 (see the rightmost data point in fig. 6.5
(b)) and taking into account that the background of incoherent excited modes should only have a
small overlap with the condensate, the observed visibility seems to be rather low. However, a reduced
visibility could be explained by the finite spatial resolution of the imaging setup and the imperfect
filtering of different cavity cutoffs. Moreover the observed population in the first excited state might
be itself partially coherent, which could also produce an interference pattern and thereby reduce the
overall fringe visibility [91]. The interference pattern shows no observable abrupt change in the fringe
period, which gives evidence that the condensate is formed in a state described by a symmetric wave
function, i.e. with the same phase in all four sites, as expected for the ground state in the potential. To
conclude the discussion, it can be stated that a stable interference signal is observed after averaging
over many realizations of the photon condensate, which clearly demonstrates the presence of a stable
macroscopic phase over space and time in the ground state.

The experimental and numerical studies presented in this chapter give evidence for the success-
ful realization of photon Bose-Einstein condensation in the ground state of a four-site lattice potential.
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Chapter 6 Photon Condensation in a Four-Site Lattice Unit Cell

The experiments were conducted in a regime of moderate photon thermalisation, where, interestingly,
both features of equilibrium and of the open nature of the cavity could be observed. The photon
distributions around the critical point of condensation agreed very well with equilibrium distributions
with a uniform chemical potential. For small photon numbers and in the condensed regime however,
small deviations from equilibrium distributions were observed and the critical photon number in
the cavity was also found to be smaller than the equilibrium critical number. Starting from the rate
equations which describe all relevant processes of thermalisation, pumping and loss and therefore take
into account the driven-dissipative nature of the experiment, the observations could be reasonably
explained and the analytical as well as the numerical results capture most of the observed experimental
features very well.
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Chapter 7 | Conclusion and Perspective

In the presented work, investigations were conducted on the required pump power to reach the threshold
for photon condensation and on Bose-Einstein condensation of photons in a square lattice unit cell
with four sites. The main results of the studies can be summarized as follows:

• The pump threshold required to reach the critical point of photon condensation is determined by
the interplay of photon cavity losses and photon absorption and emission via the dye molecules.
Going to large cavity cutoff wavelengths, where cavity losses are large and the radiative contact
of photons to the dye molecules is weak, the threshold pump power increases because photons
are quickly lost from the cavity by mirror transmission and therefore exhibit short lifetimes. This
is the regime of poor thermalisation, where the photon-cavity system operates under conditions
similar to that of standard lasers. For smaller cutoff wavelengths, closer to the dye zero phonon
line, where cavity losses are small and the radiative contact is strong, the threshold pump
power also increases. This is because photons are quickly absorbed by the dye molecules and
therefore also exhibit short lifetimes. The majority of the induced excitations by pumping the
dye molecules are stored as molecular excitations and the required excitation level to reach a
threshold number of photons in the cavity increases correspondingly. This is the regime of
good thermalisation, where near equilibrium conditions can be realized for the photon gas. The
transition point between the regimes of good and poor thermalisation, where the cavity loss rate
is equal to the absorption rate, coincides with the cavity cutoff of minimum pump threshold.
Good agreement between the measured and the theoretically estimated threshold power was
found. The threshold pump power therefore, at least in the here realised system, provides one
means to separate the regimes of good and poor thermalisation.

• Using the mirror surface structuring technique, a four-site lattice unit cell was designed and
imprinted onto one of the cavity mirrors. The lattice structure was surrounded by a shallow
harmonic trapping potential, so that a suitable density of states for Bose-Einstein condensation is
provided. The trapping potential was numerically and experimentally characterized and decent
agreement between the obtained features were found. Compared to the numerical solution of
the Schrödinger equation, it was found that the measured eigenmodes of the custom shaped
cavity exhibit smaller energetic spacings and the spatial mode profiles show larger peaks over the
minima of the lattice sites. A qualitative explanation was motivated in terms of the penetration
depth of the cavity fields into the mirror coatings, which leads to stronger localization of lower
energy photons.

• A formalism based on the numerical summation of the spatial resonator mode profiles was set up,
in order to calculate theoretical spatial and spectral density profiles for a given photon distribution
function. For simple geometries like a harmonic oscillator potential, the mode profiles can be
calculated analytically, while for more complex potentials, they can be obtained from the full
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Chapter 7 Conclusion and Perspective

numerical solution of the Schrödinger equation. With the calibrated imaging properties of the
experimental setup, such as magnification or spectrometer dispersion, the method allows to
prepare fit functions for a direct and system specific analysis of measured photon distributions.
This is an advancement over the otherwise often used method of assuming a constant filter
function of the Bose-Einstein distribution, which can not accurately account for the spatial
overlap of different modes in the measurements.

• Bose-Einstein condensation of photons was investigated into the ground state of the four site
trapping potential was experimentally demonstrated. The photon distributions were thoroughly
characterized for different total photon numbers and good agreement with theoretical Bose-
Einstein distributions was obtained, apart from the total photon number, which was found to be
∼1/4th of the expected equilibrium critical photon number. It was interferometrically verified
that the emission of the condensate is indeed phase coherent over the entire lattice cell. The
observable deviations between the measurements and theoretical expectations were attributed to
the used finite size pump beam, which was required, in a regime of moderate thermalisation,
to achieve a uniform chemical potential in the photon gas around the threshold point. Good
agreement was found between the measurements and numerical results, taking into account the
driven-dissipative character of the cavity environment. Future experiments could be carried out
at smaller cavity cutoffs in the regime of good thermalisation, where the photon distributions are
expected to fit better to equilibrium distributions, when larger pump sizes are used. It would
be interesting to study, with a focus on the total photon number, the saturation of the excited
states in the condensed regime or the small photon number distributions, how these observables
change towards smaller cavity cutoffs, when the pump size is continuously increased towards a
homogeneous pump profile.

An obvious extension of the present work is to study photon condensation in larger lattice systems.
To reduce the amount of disorder that is probably expected to be present in larger potentials due to
small inhomogeneities introduced by the surface structuring technique, an method of adjusting the
potential geometry in the experiment could be used. Current projects are focused on implementing a
correction setup and it was found that multiple lattice sites can be shifted into resonance by exploiting
the weak temperature dependence of the dye solution’s refractive index [158]. Interesting proposals
would be to study Bloch-oscillations of a photon wave-packet in a one-dimensional chain of sites or
to investigate the band structure and topological states in lattices with alternating tunnel couplings,
as modelled by a Su-Schrieffer-Heeger type lattice configuration [159]. Such experiments could be
conveniently carried out in one-dimensional lattice structures and it should therefore be possible to
map out the band structure or follow the photon dynamics in momentum space. The experimental
setup used in this work then would have to be modified by placing the diffraction grating in a real space
plane while the camera would need to be in a momentum space plane. To investigate the band structure
for larger sized, two-dimensional lattices, more elaborate setups would be required however, as realized
for polariton experiments [160].

Another path to explore in the future is to add a mechanism of effective photon-photon interactions
into the cavity. This could allow to investigate the formation of entangled photon states [35, 161], which
are of great interest for quantum computation or communication. Such a photon-photon interaction
could be achieved via optical nonlinearities in the microcavity. Investigations have shown that the
dye medium itself exhibits a relatively large Kerr coefficient (third order in the electric susceptibility),
however the effect is still too weak to cause any measurable signature in the photon gas [162]. A
second order optical nonlinearity however can, on a single photon level, lead to a photon blockade
type of interaction [163] or, on the level of many photons, to an intensity dependent phase shift for
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photons in the resonator [164]. Current research aims to implement an effective interaction based on a
second order nonlinear optical material by exploiting cascades of frequency conversion in a slightly
detuned doubly resonant cavity, similar to the configuration of an optical parametric oscillator [165].
The expected interaction strength scales with the efficiency of the frequency conversion processes,
which in turn scale with the electric field amplitudes. This means that an effective interaction should
be enhanced in lattice sites with tighter confinement, and therefore it would be beneficial to reduce the
lateral size of the lattice sites. The technique for printing potentials based on the photoresist used in [87]
could be very useful in this regard, as micropillars with diameters as small as 100 nm can be printed
with this method. For the recently discovered photon condensates in semiconductor microcavities,
a dimensionless interaction coefficient of �̃� = 0.0022 was reported [21], which is three orders of
magnitude larger than the interaction coefficient in the present dye microcavities. If supplemented by
microstructured cavity mirrors, the semiconductor microcavity platform seems promising to allow for
further studies toward entangled photon states.

Experiments in a flat bottom ring potential are pursued currently with the goal of studying the
emergence of coherence in the condensate, following a rapid quench of the system through the phase
transition, by ramping up the photon number in the cavity. If such a quench is fast enough, it is
predicted that condensation can be locally triggered and several coherent domains with different phases
are formed [166]. Upon merging of these spatially separate domains it is expected that vortices and
photon currents arise.
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A | Appendix

A.1 | Connection Between Pump Rate and Pump Power

In order to calculate the position dependent pump rate Γp(x), a starting point is the absorbed pump
power in the dye solution, which is related to the total pump rate Γp by

𝑃abs = ℏ𝜔p · Γp = ℏ𝜔𝑝 ·
∫

Γp(x) 𝜌x dx ,

where 𝜔p is the pump frequency. For a Gaussian pump beam of width 𝜎, one would then write

Γp(x) =
Γp

𝜌x · 2𝜋𝜎2 𝑒
− x2

2𝜎2 →
∫

Γp(x) 𝜌x dx = Γp .

Defining the peak normalized (dimensionless) pump shape function Π(x), this can be generalized for
arbitrary pump profiles, i.e.

Γp(x) =
Γp

𝜌x ·
∫
Π(x) dx

· Π(x) .

The absorbed pump power is related to the incident pump power 𝑃 via Lambert-Beer’s law by

𝑃abs = (1 − 𝑒
−𝐿0/ℓabs) · 𝑃 = 𝜂 · 𝑃

with the cavity length 𝐿0 and the absorption length ℓabs = 1/𝜎p𝜌 ≈ 40 µm (absorption cross section
𝜎p ≈ 4.3 × 10−20 m2) of the pump light in a solution of Rhodamine 6G with a concentration of
𝜌 = 1 mmol/l.

A.2 | Emission Rate into the Cavity - Fermi’s Golden Rule

The starting point to calculate the spontaneous emission rate of a single emitter is Fermi’s golden rule,
which is given by [167]

𝑅spont =
2𝜋
ℏ

2

∫
|⟨𝑖 |𝐻 | 𝑓 ⟩|2𝜌(𝜔)𝐿 (𝜔) d𝜔 .

Here |⟨𝑖 |𝐻 | 𝑓 ⟩| is the matrix element of electric dipole transitions between initial state |𝑖⟩ and final
state | 𝑓 ⟩, 𝜌(𝜔) is the spectral density of the available final states and 𝐿 (𝜔) is the line shape function.
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Appendix A Appendix

The dipole transition matrix element is given by

|⟨𝑖 |𝐻 | 𝑓 ⟩| = |𝐸0 | · | ®𝑑 · ®𝑒 |

with the electric field per photon in the quantization (mode) volume 𝑉

|𝐸0 | =

√︄
ℏ𝜔

2𝜀0𝑉
,

the polarization direction ®𝑒, the dipole moment of the emitter ®𝑑 and the vacuum permittivity 𝜀0. If the
emitter is in free space, an average value for the scalar product ®𝑑 · ®𝑒 has to be considered, because
there are all different directions of polarizations of the vacuum field modes, which results in | ®𝑑 |/3.
The absolute value of the electric dipole moment is related to the spontaneous decay rate Γr by (for
simplicity assume a unity quantum yield)

| ®𝑑 |2 =
3ℏ𝜋𝑐3

𝜀0

𝜔
3 Γr .

The spectral density of states in the free space volume 𝑉 is 𝜌(𝜔) = 𝜔
2
𝑉/𝜋2

𝑐
3, so that Fermi’s golden

rule yields

𝑅spont,free =
2𝜋
ℏ

2

∫
𝜔

2
𝑉

𝜋
2
𝑐

3
ℏ𝜔

2𝜀0𝑉

1
3

3ℏ𝜋𝑐3
𝜀0

𝜔
3 Γr · 𝐿 (𝜔) d𝜔 = Γr ·

∫
𝐿 (𝜔) d𝜔 = Γr.

This is exactly what would be expected, i.e. the free space spontaneous emission rate is given by the
excited state spontaneous decay rate.

Assume now that the emitter is placed into a cavity with the mode density

𝜌(𝜔) =
2/𝜋Δ𝜔cav

1 +
(
𝜔−𝜔cav
Δ𝜔cav/2

)2 .

In the case where the emission bandwidth is much narrower than the cavity linewidth Δ𝜔cav and the
cavity is on resonance, the integral can be evaluated using 𝐿 (𝜔) = 𝛿(𝜔 −𝜔cav) and 𝜌(𝜔) = 2/𝜋Δ𝜔cav,
i.e.

𝑅spont,cav =
1

4𝜋2

(
𝜆cav
�̃�

)3
· 𝑄
𝑉

· Γr =:
1
3
𝐹P · Γr .

Here the well known Purcell factor 𝐹P was defined, which is a measure for the enhancement of
spontaneous emission into the cavity mode. The cavity quality factor is given by 𝑄 = 𝜔cav/Δ𝜔cav. In
the other limiting case, where the emission bandwidth is much larger than the cavity linewidth, one can
use 𝜌(𝜔) = 𝛿(𝜔 − 𝜔cav), which results in

𝑅spont,cav =
𝑐

4𝑉
𝜆

2
cav

�̃�
3 · Γr · 𝐿 (𝜔cav) .
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A.2 Emission Rate into the Cavity - Fermi’s Golden Rule

Changing variables from 𝜔 to 𝜆 by 𝐿 (𝜔) = 𝜆
2/2𝜋𝑐 · 𝐿 (𝜆) gives

𝑅spont,cav =
1

8𝜋𝑉
𝜆

4
cav

�̃�
3 · Γr · 𝐿 (𝜆cav) .

This is equal to 𝜎e(𝜆cav)𝑐/�̃�𝑉 (cf. eq. (2.44)), so one finds for the relation between the emission cross
section and the line shape function

𝐿 (𝜆cav) =
8𝜋𝜏�̃�3

𝜆
4
cav

·
𝜎e(𝜆cav)𝑐

�̃�
.

If the broad line shape function is 𝐿 (𝜆cav) ≈ 2/𝜋Δ𝜆em, with the emission bandwidth Δ𝜆em, one finds

𝑅spont,cav =
1
3
·
Δ𝜆cav
Δ𝜆em

· 𝐹P · Γr .

This is sometimes referred to as the bad emitter regime [168] and the enhancement of spontaneous
emission in this case is smaller by a factor of Δ𝜆cav/Δ𝜆em = Δ𝜔cav/Δ𝜔em ≈ 2 · 10−5 (Δ𝜔cav ≈ 1 GHz,
Δ𝜔em ≈ 50 THz for the dye-filled microcavity) compared to a narrowband emitter. Note that this
result could at first sight suggest, that in fact a larger quality factor of the cavity could lead to a greater
enhancement of the spontaneous emission rate. However, as 𝐹P increases for larger 𝑄, the prefactor
decreases in the same fashion, so that there is no net effect on the spontaneous emission rate.
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