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CHAPTER 1

Introduction

Segmented solid state detectors are the tool of choice for high-resolution particle tracking in extreme
rate and radiation environments. Specifically pixelated devices are capable of handling occupancies in
the order of several tens of MHz cm−2 while providing timing and spatial resolutions reaching the
sub-ns regime and a few µm, respectively (e.g. [1]). In the field of modern experimental particle
physics, silicon detectors constitute the core of tracking systems, located closest to the interaction
point (IP) of fixed-target or collider experiments. The need for higher rates and energies in particle
physics experiments to validate and explore the Standard Model of particle physics (SM) is the driving
force for the continuous development and improvement of pixelated devices. The SM has emerged
over the last decades of the 20th century [2] and describes the fundamental building blocks of matter,
the elementary particles, and their interactions on a microscopic scale via the strong, weak and
electromagnetic forces. Leveraged by powerful particle accelerators such as the Large Hadron Collider
(LHC) and large-scale detector systems like ATLAS1 or CMS2 at CERN3, the predictions of the SM
have been verified in an enormous amount of observations, making it one of the most successful
theories of the modern-day physics. Approximately 50 years after its prediction, the discovery of the
Higgs boson by the ATLAS [3] and CMS [4] experiments in 2012 constituted the completion of the
SM, the most remarkable achievement in particle physics of the 21st century yet. Since its discovery,
experimental data of Higgs events is collected at the large experiments at CERN to probe the Higgs
Sector (HS) of particle physics, associated with the study of the underlying Higgs mechanism.
Regardless of its success, the SM fails to explain observable phenomena such as e.g. the existence of
dark matter or the asymmetry between baryonic and anti-matter, and hence can only be a subset of
more generalized theory. The HS is a promising starting point for the search for Beyond Standard
Model (BSM) physics as its theoretical models account for some of the shortcomings of the SM [5].
To explore new physics in the context of the LHC, the number of events, 𝑁 , of any given process with
a production cross-section 𝜎 can be expressed as

𝑁 = 𝜎

∫
L d𝑡 , (1.1)

1 A Torodial LHC Apparatus
2 Compact Muon Solenoid
3 Conseil Européen pour la Recherche Nucléaire
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Chapter 1 Introduction

where L is the instantaneous and Lint =
∫
L d𝑡 the integrated luminosity of the collider, a measure

for the rate and number of interactions, respectively. With a very small production cross-section of
𝜎Higgs < 100 pb over all available processes at the LHC [6], a very high luminosity is required to
obtain a sufficient statistical precision to investigate the properties of the Higgs boson (HS).

To extend its discovery potential for rare and BSM physics, the Large Hadron Collider will un-
dergo a substantial upgrade towards the end of this decade, the so-called High-Luminosity Large
Hadron Collider (HL-LHC) [7], which will increase the instantaneous luminosity by a factor 5 – 7.5.
Within approximately a decade after the HL-LHC upgrade, this will lead to an expected tenfold
increase in the integrated luminosity with respect to the initial LHC design value, projected to reach
3 000 – 4 000 fb−1.
This poses a challenging environment for the detector systems at the future HL-LHC. Specifically
the innermost layers of the tracking systems, consisting of silicon pixel detectors, experience harsh
radiation background as they are located only a few cm from the IP. These devices suffer from
radiation-induced damage, degrading the detectors performance with number of traversing particles
per unit area, the so-called particle fluence Φ. To obtain the number of recorded events 𝑁 ′ from
Eq. (1.1), the reconstruction efficiency 𝜖 of the detector system has to be taken into account. As 𝜖
decreases with degrading detector performance and hence with radiation, the number of correctly
reconstructed events 𝑁 ′ also decreases.
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Figure 1.1: Simulation of the 1 MeV neutron equivalent fluence in silicon after an integrated luminosity of
4 000 fb−1 of proton-proton collisions with a center-of-mass energy of 14 TeV in the ITk, depending on distance
from the IP at the origin. An equivalent fluence of Φneq

≈ 2 × 1016 neq/cm2 will be delivered to the innermost
pixel layer. Taken from [8].

To cope with the environment imposed by the HL-LHC, the ATLAS detector will be upgraded
accordingly, replacing its tracking system with an all-silicon tracker, the ATLAS Inner Tracker (ITk)
[9]. A simulation of the anticipated particle fluence in the ATLAS ITk after the maximum expected
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luminosity delivered during the HL-LHC, is shown in Fig. 1.1. The particle fluence is normalized to
the damage of 1 MeV neutrons in silicon, the so-called equivalent fluence Φneq

. After an integrated
luminosity of 4 000 fb−1, an unprecedented fluence of Φneq

≈ 2 × 1016 neq/cm2 is expected for the
innermost pixels at approximately 3.5 cm from the IP.
To manage these fluence levels, a new pixel detector readout chip was developed and characterized by
the RD53 collaboration [10], the ITkPix. To ensure the functionality of the detector throughout its
intended operational period in the experiment, radiation hardness studies are crucial. For this reason,
irradiation sites are in operation, among others, at CERN [11], Birmingham [12] and Karlsruhe [13], al-
lowing for the application fluence levels equivalent to those expected at the HL-LHC in the order of days.

In this work, a new irradiation site is developed, characterized and commissioned at the Uni-
versity of Bonn, using 14 MeV protons provided by the Bonn Isochronous Cyclotron (BIC). It
operates on a novel beam-based irradiation procedure, resulting in highly uniform and precise damage
distributions. The developed infrastructure is utilized to perform extended radiation hardness tests of
an ITkPix pixel detector assembly, consisting of sensor and readout chip, designed for the ATLAS
ITk.
The fundamental working principles of semiconductor (silicon) detectors are introduced in Chapter 2.
Chapter 3 gives an insight into the layout of the ATLAS experiment at the LHC and briefly describes
the ITk upgrade and the corresponding ITkPix readout chip. Consequently, the damage mechanisms
in the sensitive volume and the chip logic of semiconductor devices as well as the resulting performance
degradations are outlined in Chapter 4. In Chapter 5, the irradiation facility at the BIC is presented.
A short overview of the accelerator facility is given and the sites’ custom beam diagnostics, the
beam-based dosimetry approach and the irradiation procedure are explained in detail. Subsequently,
the presented infrastructure is thoroughly characterized in Chapter 6. The working principle of the
custom beam diagnostics, the irradiation procedure as well as beam-based dosimetry are verified and
the hardness factor of the provided protons is determined. In conclusion, a comparison of existing
facilities is made. Chapter 7 contains radiation hardness studies of the ATLAS ITk pixel detector
assembly, probing the damage to the sensor and readout chip using the available proton beam. The
anticipated End-Of-Life (EOL) damage levels are applied at the BIC irradiation site and the detectors’
resulting performance is evaluated via a test beam campaign at the DESY II facility [14]. Finally, the
findings of this work are summarized and their relevance discussed in Chapter 8.
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CHAPTER 2

Principles of Silicon Detectors

Since their introduction into the field of particle physics in the early nineties, solid state pixel detectors
have been the workhorse for high resolution particle tracking in high rate environments [15]. Silicon
has emerged as the semiconductor of choice for most detector applications, in- and outside of particle
physics, as it is abundant, well-studied and exhibits good properties for overall radiation detection.
This chapter gives an insight into the functionality and design of silicon detectors, although the
principles apply to other semiconductors as well. Section 2.1 introduces the mechanisms of signal
generation by interaction of radiation with the detector material. In the following Section 2.2, the
properties of intrinsic and doped silicon are treated. The formation of a sensitive volume, the typical
readout chain and different sensor layouts are explained. Finally, two design approaches of pixel
detectors, namely hybrid and monolithic, are discussed in Section 2.3. A more detailed treatment of
the topics reviewed in this chapter can be found in [16, 17, 18].

2.1 Signal Generation

Particle detection is based on their interaction with the material of a sensitive device. For semiconductor
and gaseous tracking detectors alike, the source of signal is the creation of free charge carriers by
ionization. Therefore, only charged particles and photons can be registered directly, via their Coulomb
interaction. The process of energy loss in matter, resulting in ionization of the material’s atoms, is
fundamentally different for charged particles and photons and described in the following.

2.1.1 Interaction of Charged Particles with Matter

Charged particles lose energy when traversing matter due to ionization and excitation of the atoms of
the medium along their path. The average energy loss per path length due to ionization is described
by the Bethe-Bloch formula as [16]

−
〈

d𝐸
d𝑥

〉
= 𝐾

𝑍

𝐴
𝜌
𝑧2

𝛽2

[
1
2

ln

(
2𝑚𝑒𝑐

2𝛽2𝛾2𝑇𝑚𝑎𝑥

𝐼2

)
− 𝛽2 − 𝛿(𝛽𝛾)

2
− 𝐶 (𝛽𝛾, 𝐼)

𝑍

]
, (2.1)

where the quantities are defined as
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Chapter 2 Principles of Silicon Detectors

• 𝐾 = 4𝜋𝑁𝐴𝑟
2
𝑒𝑚𝑒𝑐

2
= 0.307 MeV cm2 mol−1 with the classical electron radius 𝑟𝑒 ≈ 2.8 fm.

• 𝑚𝑒 is the electron mass.

• 𝑍, 𝐴 are the atomic number and mass of the medium, respectively.

• 𝜌 is the density of the medium.

• 𝑧, 𝛽, 𝛾 are the charge, the velocity and the Lorentz factor of the impinging particle.

• 𝐼 ≈ 17.7 eV · 𝑍0.85 is the mean excitation energy of the medium.

• 𝑇𝑚𝑎𝑥 is the maximum energy transfer per shell electron per collision.

The remaining quantities 𝛿(𝛽𝛾) and 𝐶 (𝛽𝛾, 𝐼)/𝑍 are the density and shell corrections, relevant for the
high and low energy regimes, respectively. The negative sign on the left side of Eq. (2.1) is a convention
to indicate the loss of energy and is frequently neglected. Furthermore, a normalization to the density
of the medium 𝜌 is often performed, resulting in Eq. (2.1) to be given in units of MeV cm2 g−1.
Since the average energy loss results in the slowing down of the particle on its passage through a
medium, it is also referred to as stopping power, or mass stopping power in the density-normalized
case. Frequently, both terms are used interchangeably and the latter form of Eq. (2.1) is used. The
Bethe-Bloch equation describes the average energy loss due to ionization for heavy particles with
masses 𝑀 ≫ 𝑚𝑒

1, representing the dominant energy loss mechanism up to extreme energies for which
radiative losses start to compete. A collection of stopping power calculations for protons, electrons
and alpha particles in various materials and compounds over a wide range of energies can be found in
[19]. Figure 2.1 shows the mass stopping power of protons and electrons in silicon in dependence of
their energy. Three distinct kinematic regions are visible for the proton data:

𝛽𝛾 ≤ 1 : The stopping power decreases proportional to 1/𝛽2 due to the decrease in interaction
time between the particle and the atoms of the medium with increasing velocity.

𝛽𝛾 = 3 – 4 : A minimum in stopping power of
〈
𝑑𝐸
𝑑𝑥

〉 ≈ 1 – 2 MeV cm2 g−1 is visible. Particles within
this region are referred to as minimum-ionizing particles (MIPs).

𝛽𝛾 ≥ 10 : The stopping power increases gradually, proportional to ln(𝛾) as the energy transfer
𝑇𝑚𝑎𝑥 increases and relativistic effects, such as extension of the transversal electric field
of the projectile, begin to play a role.

The resulting energy loss of a particle is the consequence of many individual interactions, thus it
is a stochastic process which is subject to fluctuations in number and amplitude. These variations,
commonly known as Landau fluctuations, result in a distribution of lost energy with its maximum
defining the most probable value (MPV) of energy loss. As this yields the expected signal amplitude
in silicon detectors, it is an important concept for device characterization which is done using different
sensors for example in [17, 20, 21].
Due to the slow increase in stopping power beyond the minimum, in practice all particles with 𝛽𝛾 ≥ 3
are considered MIPs. Since the created signal in a detector is proportional to the deposited energy
1 For electrons and positrons corrections have to be applied, considering, among others, spin, annihilation and scattering

processes, see [16].
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2.1 Signal Generation

(see Section 2.2), MIPs define the lower limit of signals available for detection. Therefore, they are
often considered when optimizing the detector design.
The characteristic trend of the Bethe-Bloch formula can be used for particle identification (PID) by
measurement of the momentum 𝑝 and

〈
𝑑𝐸
𝑑𝑥

〉
of the incident particle to determine its mass 𝑀. For

electrons, the course of the energy loss with increasing 𝛽𝛾 exhibits a steep increase for comparatively
low energies due to radiative losses becoming dominant. The energy at which the loss by ionization
equals the radiative losses is referred to as critical energy 𝐸𝑐. An adjusted version of Eq. (2.1) for
electrons can be found in [6].

Figure 2.1: Mass stopping power of protons and electrons in silicon over four orders of magnitude of 𝛽𝛾. Due
to the minimum at 𝛽𝛾 = 3 – 4 followed by the relatively slow increase, projectiles with 𝛽𝛾 ≥ 3 are referred to
as MIPs. Taken from [21].

2.1.2 Interaction of Photons with Matter

The interaction of photons with matter differs substantially from the previously discussed interaction
mechanism of charged particles. Where the latter undergo a sequence of collisions, each individually
contributing to the overall energy loss, photons are either absorbed or scattered off the atoms of the
medium. Therefore, charged particles have a fixed absorption length 𝜆, depending on their energy,
whereas the number of photons 𝑁 decreases exponentially with depth 𝑥 as

𝑁 (𝑥) = 𝑁0𝑒
−𝜇𝑥 with 𝜇 =

1
𝜆
= 𝑛𝜎 , (2.2)
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Chapter 2 Principles of Silicon Detectors

where 𝜇 is referred to the absorption coefficient, 𝑁0 is the number of initial photons, 𝑛 the target
density and 𝜎 the cross section. Within the context of particle detectors, three processes2 contribute
to the signal generation via photon interaction:

• Photoelectric effect: complete absorption and energy transfer of a photon to the atom with
subsequent emission of an electron

• Compton scattering: elastic scattering of a photon off a shell electron which is subsequently
ejected from the atom

• Pair production: conversion of a photon into an electron-positron pair within the electric field
of a nucleus

These interaction mechanisms are portrayed schematically in Fig. 2.2. Their individual contributions
to the absorption coefficient, i.e. the cross section, in silicon as a function of the photon energy is
depicted Fig. 2.3. In the following, the three effects are described in more detail and their dependence
on energy and the medium’s properties are highlighted.

Figure 2.2: Diagrams of the dominant photon interaction mechanisms with matter: the photoelectric effect (a),
Compton scattering (b) and pair production (c). From [16].

Photoelectric Effect

The photoelectric effect describes the complete absorption of the incident photon by an atom which
releases the transferred energy by emission of an electron. The atom absorbs the recoil momentum and
energy of the absorbed photon and ejected electron, respectively, and remains ionized after the reaction.
The corresponding diagram is shown in Fig. 2.2 (a). As displayed in Fig. 2.3, the photoelectric effect
is the dominant photon interaction mechanism in the energy region between 1 – 100 keV. With the
photon energy 𝐸𝛾 required to exceed the binding energy 𝐸𝐵 of the electron, the latter is ejected with
a kinetic energy of 𝐸kin = 𝐸𝛾 − 𝐸𝐵 which is, consequently, available for signal generation inside
detectors.
The cross section 𝜎𝑝.𝑒. for the photoelectric effect is strongly dependent on the photon energy 𝐸𝛾 as
well as the atomic number 𝑍 of the material. The dependencies can be expressed as

𝜎𝑝.𝑒. ∝ 𝐸−𝑚
𝛾 𝑍 𝑘 with 𝑚 ≲ 3.5 , 𝑘 = 4 – 5 , (2.3)

where, for the energy regime in which the process is prevalent (𝐸𝛾 ≪ 𝑚𝑒𝑐
2), one finds 𝑚 = 3.5 , 𝑘 = 5

whereas in the highly relativistic case 𝑚 = 1. In the former, the cross section is dominated by the
2 Other mechanisms such as Thomson and Rayleigh scattering transfer energies below the ionization threshold to the atoms,

thus they are not relevant for signal generation.
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2.1 Signal Generation

Figure 2.3: Absorption coefficient 𝜇 for photons in silicon as a function of energy. The individual contributions
of the three relevant photon interaction mechanisms as well as the resulting total are shown. Taken from [21].

ionization of the innermost shell i.e. K-shell electron which produces the characteristic kink in the low
energy region of Fig. 2.3. In general, the cross section is highest for the shell with binding energy 𝐸 𝑖

𝐵

closest to the incident photon 𝐸𝛾 such that 𝐸𝛾 − 𝐸 𝑖
𝐵 is minimal for shell 𝑖.

Specifically in X-ray applications, the photoelectric effect accounts for the majority of generated
signal in the detector. By utilizing semiconductor compounds with high effective 𝑍 , such as cadmium
telluride (CdTe, 𝑍Cd = 48 , 𝑍Te = 52), a substantial part of the X-ray spectrum can be fully converted
to signal using sensors of just 300 µm thickness [16].

Compton Scattering

The Compton effect, also referred to as Compton scattering, is the process of elastic scattering of a
photon off a quasi-free electron as schematically portrayed in Fig. 2.2 (b). The term "quasi-free" refers
to the condition that the electrons binding energy is small compared to the incoming photons energy
𝐸𝐵 ≪ 𝐸𝛾 . As a result, the incoming photon scatters off a shell electron, ejecting it from the atom and
carrying away the recoil momentum of the interaction. The incident photon continues to propagate
with a reduced energy 𝐸 ′

𝛾 and change in direction at an angle 𝜃𝛾 with respect to its initial orientation.
Using the energy-momentum conservation of the kinematics shown in Fig. 2.2 (b), the energy 𝐸 ′

𝛾 as a
function of the angle 𝜃𝛾 and initial energy 𝐸𝛾 can be derived as [16]

𝐸 ′
𝛾 =

𝐸𝛾

1 + �̃�
(
1 − cos(𝜃𝛾)

) with �̃� =
𝐸𝛾

𝑚𝑒𝑐
2 (2.4)
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Chapter 2 Principles of Silicon Detectors

With regard to detector applications, the kinetic energy of the emitted electron 𝐸kin = 𝐸𝛾 − 𝐸 ′
𝛾

contributes to the signal generation inside the sensitive volume. It is also possible for the photon to
scatter without ionizing the atom, resulting in negligible energy reduction and directional change. In
this case, the entire atom takes the recoil energy and no detectable signal is produced.
The Compton effect is dominant for 𝛾 energies between 0.1 – 10 MeV with a broad peak at approx-
imately the middle of this range as shown in Fig. 2.3. For high photon energies 𝐸𝛾 >> 𝑚𝑒𝑐

2, the
Compton scattering (Klein-Nishina) cross section 𝜎𝐶 is inversely proportional to the photon energy

𝜎𝐶 ∝ 1
𝐸𝛾

with 𝜎atom
𝐶 = 𝜎𝐶𝑍 . (2.5)

Here, 𝜎atom
𝐶 is the respective cross section for a single atom which is directly proportional to the

atomic number of the medium.

Pair Production

The conversion of a photon into an electron-positron pair within the Coulomb field of a nucleus (or
any charged particle) is referred to as pair production. Du to energy and momentum conservation,
the charged entity is required to absorb the recoil of the photon in this process. A depiction of the
mechanism is given in Fig. 2.2 (c). The photon energy threshold from which pair production in the
field of a nucleus3 is possible is naturally defined in terms of the electron mass as

𝐸𝛾 ≈ 2𝑚𝑒𝑐
2 . (2.6)

As shown in Fig. 2.3, pair production is the sole contributor to the cross section at high energies
𝐸𝛾 ≥ 100 MeV where it saturates and is independent of 𝐸𝛾 . In this region, the pair production cross
section 𝜎𝑒

+
𝑒
− depends on the atomic number of the medium as follows:

𝜎𝑒
+
𝑒
− ∝ 𝑍2 . (2.7)

In this energy regime, the signal inside a sensor is produced by a sequence of recursive pair production
events, caused by radiative losses (see also Fig. 2.1), the so-called Bremsstrahlung. This process is
also referred to as an electromagnetic shower.
For photon detection, the sensor material and readout chain (see Fig. 2.9) are typically adjusted to
the expected energy region. For gamma and X-ray applications, high-𝑍 semiconductor materials
and compounds such as germanium (Ge), gallium arsenide (GaAs) and the aforementioned CdTe
are utilized due to the 𝑍5 and 𝑍2 dependency of the absorption coefficient in their respective energy
regions. This facilitates the usage of thin sensors, reducing the material budget and power dissipation
(see Eq. (2.19)), with absorption efficiencies close to 100 % across the photon energy spectrum.
Nevertheless, in the intermediate X-ray regime also silicon provides sufficient absorption capabilities
for detector operation.
Photon energies around the 1 MeV mark pose a challenge for detectors as the absorption coefficient in
this region is minimal, regardless of the medium. However, the width of the minimum cross section
3 In case of sufficiently heavy nuclei, their comparatively large mass 𝑀 constitutes a negligible recoil momentum transfer

with regard to double the electron mass. Generally, the threshold energy is a function of the mass 𝑀 of the charge in
whose field the photon converts where it increases with decreasing 𝑀 [16].
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2.2 Silicon Detectors

window in energy decreases with increasing 𝑍 , once again emphasizing the 𝑍 dependence of the
sensor material.

2.2 Silicon Detectors

Silicon sensors first appeared in the context of spectroscopy applications in the 1960s, improving the
energy resolution compared to the commonly used, gas-based ionization chambers by a large margin
[18]. Since then, the dominance of pixelated devices in the field of particle physics has developed
due to the need for precise tracking at high occupancies to allow for the study of short-lived (e.g.
𝜏 ≤ 10−12 s) particles via their decay products.
Silicon surfaced as the semiconductor of choice as, due to the advancements in the electronics industry,
it was the most-studied semiconductor material and available in large quantities at low cost. In
this section, the properties as well as the formation and principle of radiation-sensitive silicon pixel
devices are explained. If not stated otherwise, temperature-dependent quantities such as energies or
concentrations are given at the reference temperature of 300 K.

2.2.1 Intrinsic Silicon

If the contribution of impurity atoms in an elemental or compound semiconductor to its electrical
conductivity is negligible, the material is considered to be an intrinsic, or pure, semiconductor.
Conversely, if the charge carrier concentration is dominated by (a significant number of) impurities,
the semiconductor is referred to as extrinsic. The process of adding impurity atoms in a controlled
manner is termed doping, with the impurities called dopants, which is an essential procedure to
manufacture semiconductor sensors and treated in the following Section 2.2.2.

(a) Band model schematic. Taken from [17].

Wave vector

VB

CB

(b) Energy versus crystal mo-
mentum. Adapted from [16].

Figure 2.4: Schematic energy band model (Fig. 2.4(a)) and the location of energy extrema with regard to the
crystal momentum (Fig. 2.4(b)) in intrinsic silicon. At 300 K, the valence and conduction bands are separated
by a gap energy of 𝐸𝑔 = 1.12 eV. Additionally, a change in crystal momentum is required for a band transition.

As silicon in its solid form has a crystalline structure, its atoms are place on a lattice with constant
spacing. This configuration generates a periodic potential among the lattice atoms, resulting in various
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Chapter 2 Principles of Silicon Detectors

energy levels that are occupied by the electrons. Some energy levels are grouped in so-called bands,
due to their low separation in energy in the order of O(meV) [16]. If bands are separated in energy
by a substantial margin or gap, the separation is labeled band gap and the energy is referred to as
gap energy 𝐸𝑔. In terms of the electrical characteristics of the material, the two topmost energy
bands, with the upper called conduction band (CB) and the lower termed valence band (VB), define its
conduction properties. For semiconductors, the gap energy typically lies in the region of 1 eV whereas
for insulators the separation is approximately an order of magnitude larger. In silicon, a band gap of
𝐸𝑔 = 1.12 eV allows for thermal (or external) excitation, resulting in an electron being elevated into
the CB from the VB, leaving a hole behind. The configuration is displayed schematically in Fig. 2.4.
The electrons in the CB contribute to the electrical conductivity of the semiconductor and facilitate a
current flow when an external field is applied. Due to the minimum of the CB and the maximum of
the VB being located at different positions in the momentum space of the lattice, silicon is referred
to as an indirect semiconductor (see Fig. 2.4(b)) and an additional momentum transfer is needed for
elevation of a VB electron into the CB. For this reason, the average energy required for electron-hole
pair creation in silicon, 𝜔𝑒–ℎ, is significantly larger than the gap energy:

𝜔𝑒–ℎ = 3.65 eV . (2.8)

Considering the energy loss of a MIP in silicon, the most probable number of generated electron-hole
pairs per µm of traversed material is approximately 76 𝑒–ℎ/µm [16]. In thermal equilibrium, the
number of generated free charge carriers follows the mass action law [18]

𝑛2
𝑖 = 𝑛𝑝 = 𝑁𝐶𝑁𝑉 exp

(
−
𝐸𝑔

𝑘𝐵𝑇

)
= const. , (2.9)

where 𝑛𝑖 is the intrinsic carrier density, 𝑛 (𝑝) is the concentration of free electrons (holes) and 𝑁𝐶

(𝑁𝑉 ) the effective density of states in the conduction (valence) band, for which typical values of
3 (2.5) × 1019cm−3 are found [16]. Plugging in these values, the thermally generated number of
charger carriers in intrinsic silicon is found to be

𝑛𝑖 ≈ 1 × 1010 cm−3 . (2.10)

Using the electron-hole generation rate of approximately 76 𝑒–ℎ/µm in a typical sensor of 300 µm
thickness, the number of charge carrier pairs created by a MIP is

𝑁𝑒–ℎ ≈ 23 000 . (2.11)

This signal is many orders of magnitude smaller than the thermally generated background noise from
Eq. (2.10), demonstrating that the use of intrinsic silicon as a sensitive volume for particle detection is
not applicable.
However, this obstacle can be overcome by the process of doping, resulting in an extrinsic silicon
volume free of intrinsic charge carriers which is treated in the following.

2.2.2 Extrinsic Silicon and Sensor Formation

The electrical properties of silicon can be modified by doping, after which the semiconductor is
referred to as extrinsic. By adding dopants that contribute one additional (donors D) or one less
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2.2 Silicon Detectors

(acceptors A) valence electron than silicon to the crystal lattice, the material is termed an n or p-type
semiconductor, respectively. Thus, for silicon with four valence electrons, n-type and p-type doping
are performed by addition of elements with five and three valence electrons correspondingly. A typical
n-type dopant is phosphorus (P) whereas boron (B) is a common element for p-type doping.
In the band model, the additional charge carriers emerging from the doping process are energetically
located close to their respective band as depicted in Fig. 2.5. At room temperature, the dopants are
effectively completely ionized, resulting in their excess charge carriers being situated inside their
respective band. As the typical donor (acceptor) concentration 𝑁𝐷 (𝑁𝐴) is orders of magnitude higher
than the number of intrinsic charge carriers from Eq. (2.10), it defines the electrical conductivity of
the extrinsic semiconductor. The resistivity 𝜌𝑛,𝑝 of the doped material is expressed as [16]

𝜌𝑛,𝑝 =
1

𝑒𝜇𝑒,ℎ𝑁𝐷,𝐴

, (2.12)

where 𝜇𝑒,ℎ is the mobility of electrons and holes, respectively. Thus, the electrical resistivity decreases
with increasing concentration.

Figure 2.5: Band model as in Fig. 2.4(a) in the presence of n- as well as p-type dopants. Their additional charge
carriers are only lightly bound and are located close to their respective band edges. Taken from [17].

The PN Junction

The process of bringing p- and n-type semiconductors into thermal contact results in a structure
referred to as pn junction or pn diode. This configuration is schematically displayed in Fig. 2.6. The
(immense) concentration gradient at the boundary, results in a diffusion current 𝐼diff of the respective
majority carriers from either of the doped regions into the other. As electrons and holes diffuse into
the p- and n-doped regions, respectively, they recombine while the ionized atoms remain in place. In
this process, a region without free charge carriers is created, the so-called space charge or depletion
region. Its origin is located at the junction and it extends into either side of the doped material. From
the stationary charges of the ionized atoms, an electric field 𝐸 emerges that generates a drift current
𝐼drift opposing 𝐼diff.
Without external influence, the charges within either space charge region must be equal, giving rise to
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Chapter 2 Principles of Silicon Detectors

Figure 2.6: Schematic of an abrupt transition of p- to n-type semiconductor, the so-called pn junction. The
dopants’ charge carriers diffuse into the oppositely doped region, resulting in recombination of electrons and
holes. This creates a space charge region free of charge carriers that extends from the junction into the n-doped
(𝑥𝑛) and p-doped (𝑥𝑝) material. Adapted from [16].

the so-called neutrality condition [16]

𝑥𝑝

𝑥𝑛
=
𝑁𝐷

𝑁𝐴

, (2.13)

where 𝑥𝑝 (𝑥𝑛) is the extension of the depletion region into the p-doped (n-doped) material. In this
constellation, the junction reaches an equilibrium between drift and diffusion of charges, generating
the so-called built-in voltage 𝑉bi that can be written as [17]

𝑉bi =
𝑒

2𝜖Si

(
𝑁𝐴𝑥

2
𝑝 + 𝑁𝐷𝑥

2
𝑛

)
, (2.14)
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2.2 Silicon Detectors

where 𝜖Si = 11.9 [16] is the relative permittivity of silicon. This allows for a determination of the
depletion depth in the respective part of the material as

𝑥𝑝 =

√︄
2𝜖Si
𝑒

𝑁𝐷

𝑁𝐴(𝑁𝐷 + 𝑁𝐴)
𝑉bi , 𝑥𝑛 =

√︄
2𝜖Si
𝑒

𝑁𝐴

𝑁𝐷 (𝑁𝐴 + 𝑁𝐷)
𝑉bi . (2.15)

With typical doping concentrations in silicon, the built-in voltage lies in the region of𝑉bi = 0.4 – 0.8 V.
As indicated schematically in Fig. 2.6, the doping concentration in semiconductor detector applications
differs between the n- and the p-region, usually by many orders of magnitude. With regard to Eq. (2.13),
this results in the depletion zone effectively only growing into the low-doped material.
By application of an external voltage to the pn junction terminals, it is possible to increase the depletion
zone beyond the extent arising from the built-in voltage given in Eq. (2.14). This is achieved by
connecting the n-type region, or anode, of the diode to a positive potential with regard to the potential
present at the p-type side, or cathode, of the structure. This is referred to as reverse biasing, with
the voltage commonly named bias voltage 𝑉bias and is the default operation mode of semiconductor
detectors. In this state, the junction is not in equilibrium and as the bias increases over the built-in
voltage, counteracting 𝐼diff, the depletion zone grows.
Due to the depletion zone practically only extending in the weakly doped side of the diode and the
bias voltage being at least an order of magnitude larger than the built-in voltage, the depletion width 𝑑
can be defined as [17]

𝑑 ≈ 𝑥𝑛,𝑝 ≈
√︄

2𝜖Si𝜖0
𝑒 |𝑁eff |

(𝑉bi +𝑉bias)
𝑉bi≪𝑉bias≈

√︄
2𝜖Si𝜖0
𝑒 |𝑁eff |

𝑉bias , (2.16)

where |𝑁eff | is the absolute effective doping concentration of the material into which the space charge
region extends and 𝜖0 the vacuum permittivity. This definition is especially relevant after the diode
has suffered from radiation damage (see Chapter 4), as radiation-induced effects alter the doping
concentration in the depletion region. Conversely, the full-depletion voltage𝑉dep, the voltage necessary
to extend the depletion region over the full physical width 𝑑sens of the sensor, can be calculated as

𝑉dep ≈ 𝑒 |𝑁eff |𝑑2
sens

2𝜖Si𝜖0
. (2.17)

Commonly, silicon detectors are operated overdepleted, with a reverse bias voltage larger than
𝑉dep applied. As for the example in Section 2.2.1, the free charge carriers generated by a MIP
in the depletion region now do not recombine as there are no intrinsic carriers. Instead, they are
separated by the external field and collected, generating a measurable signal. This is the concept
of semiconductor detectors. The corresponding realization of different sensor implementations is
discussed in Section 2.2.3 with the required readout chain briefly introduced in Section 2.2.4.

Diode Electrical Characteristics

The electrical characteristics, namely the Current-Voltage (IV) and Capacitance-Voltage (CV) behaviors,
of an ideal pn junction are depicted schematically in Fig. 2.7.
The IV characteristics are shown in Fig. 2.7(a). Without free carriers in the space charge region, the
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current originates at the boundaries to the neutral semiconductor. With regard to the external bias
voltage 𝑉bias, the current exhibits an exponential increase with the temperature 𝑇 [16]:

𝐼 = 𝐼𝑆

(
exp

𝑒𝑉bias
𝑘𝐵𝑇 −1

)
, . (2.18)

Here, 𝐼𝑆 is the constant saturation current that is reached for sufficient reverse bias voltages, depending
on the geometry and (minority) carrier diffusion characteristics of the diode. Continuously increasing
the reverse bias voltage eventually leads to the so-called diode breakdown or breakthrough after which
the current rapidly increases. Due to the high voltage and current, this process can result in permanent
damage to the semiconductor material.
In real detector applications, the current flowing when a reverse bias is applied, the so-called leakage
current 𝐼leak, is typically governed by thermal generation of electron-hole pairs in the space charge
region and thus proportional to the depleted volume4 and temperature. The leakage current is an
important characteristic and can be defined using the area 𝐴 of the highly doped implant, named
electrode, and the depletion depth 𝑑 as [16]

𝐼leak = 𝑒𝐴𝑑
𝑛𝑖
𝜏𝑔
, (2.19)

where 𝜏𝑔 is the lifetime of generated charge carriers. For detector operation, especially its functional
dependence on the temperature is an essential quantity. It can be parametrized as [22]

𝐼leak ∝ 𝑇2 exp
(
− 𝐸eff

2𝑘𝐵𝑇

)
with 𝐸eff = (1.214 ± 0.014) eV . (2.20)

Here, 𝐸eff is referred to as the effective or activation energy. In particular with increasing fluence, the
leakage current increases significantly (see Eq. (4.8)) due to the creation of electrically active defects
close to the middle of the band gap, so-called deep level defects (see Section 4.3).

The CV behavior of the ideal pn diode is of interest as it allows for the determination of the
full depletion voltage 𝑉dep. As the space charge region approximately grows only into the low-doped
region of the pn junction, the capacitance of the diode can be described by the parallel plate model
with a dielectric as

𝐶 =
𝜖Si𝜖

𝑑
𝐴 , (2.21)

where 𝐴 is the diode area and 𝑑 the depletion width. As 𝑑 is a function of the bias voltage (cf.
Eq. (2.16)), the capacitance of the diode is as well. This CV characteristic is shown in Fig. 2.7(b).
Two distinct regions are visible: initially the capacitance decreases with 1/√︁𝑉bias until full depletion

4 The leakage current can also have contributions from the surface, caused by the fabrication process or damage conditions
from handling of the wafer.
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is achieved, from where on the capacitance is constant. This can be described as

𝐶 =


√︃

𝑒𝑁eff 𝜖Si 𝜖0
2𝑉bias

𝐴 if 𝑉bias < 𝑉dep

𝐸𝑞. (2.21) if 𝑉bias ≥ 𝑉dep

(2.22)

Using a suitable parametrization enables the extraction of 𝑉dep from the intersection of two line
fits: one to the 𝐶 ∝ 1/√︁𝑉bias and one to the 𝐶 = const. region. As the implementation details of
silicon sensors often differ from the ideal assumptions and simplistic geometry of the pn junction,
the CV behavior can show deviations from the ideal curve shown in Fig. 2.7(b) (see Section 6.4.2).
Nevertheless, the procedure described above to determine the full depletion voltage is sufficient.
In contrast, after irradiation the CV behavior starts to depend heavily on the measurement setup
(specifically the frequency) as radiation-induced defects, e.g. charge trapping (see Section 4.3.3), play
a role. An alternative approach to determine the full depletion voltage of sensors after irradiation is
introduced in [23].

(a) IV curve
(b) CV curve

Figure 2.7: Current-voltage (a) and capacitance-voltage (b) characteristics of an ideal pn diode. Taken from [16].

2.2.3 Pixel Sensor Designs

Due to application-specific requirements, such as fast timing, radiation hardness or low capacitance,
the implementation of silicon pixel sensors typically differs from the model of a simple diode shown
in Fig. 2.6. The common characteristic among different designs is the realization of a pn junction
by a highly doped (≥ 1018 cm−3) implantation inside a substrate with low doping concentration
(≈ 1012 cm−3). The former is referred to as collection electrode and denoted as n+(+) or p+(+) ,
depending on the dopant type and concentration. Analogously, the latter is denoted as n(−) or p(−)

and named bulk. Using Eq. (2.12), the high doping concentration of the implantation translates to a
low resistivity, facilitating the collection of charge carriers. Conversely, low doping of the bulk results
in a high resistivity, allowing for depletion of the substrate (see Eq. (2.16)). Figure 2.8 shows two
different geometrical design approaches of silicon (pixel) sensors5. The implantation of a shallow
5 The designs also feature opposite signs of doping of the electrode and bulk (p-in-n in Fig. 2.8(a) and an n-in-p in

Fig. 2.8(b)) which have implications on detector operation such as difference in charge collection (electrons versus holes)
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(a) Planar p-in-n pixel (b) Columnar (3D) n-in-p pixel

Figure 2.8: Two approaches for implementation of semiconductor pixel sensors. The planar (a) sensor features a
shallow p+ collection electrode on an n bulk whereas the 3D sensor (b) implements a junction between columnar
n+ collection and bordering p+ bias electrodes, all extending perpendicularly to the p substrates surface. In the
former case, the depletion zone grows from the collection electrode to the backside, in the latter the bulk is
depleted sidewards between the columns. From [24].

collection electrode on the surface of the bulk, extending only a few microns into the substrate, is
referred to as a planar sensor and depicted in Fig. 2.8(a). In this case, the bulk has a typical thickness
of 100 – 300 µm and is depleted from the electrode towards the backside where a highly doped layer
of the same doping as the bulk prevents further extension of the space charge region and creates
an ohmic contact. This design is applicable for environments with modest radiation hardness and
timing requirements, as radiation-induced defects significantly increase the voltage (see Section 4.3.2)
to fully deplete the bulk and decrease the signal as a function of drift distance due to trapping (see
Section 4.3.3).
The so-called 3D pixel design improves the performance in these aspects and is portrayed in Fig. 2.8(b).
It consist of an arrangement of columnar electrodes, extending perpendicular to the substrate surface
into the bulk. The collection electrode is surrounded by multiple bias electrodes, defining the volume
of the cell, which is depleted sidewards between the pillars. Due to the spacing between collection
and biasing electrodes being significantly smaller than typical bulk thicknesses, the maximum drift
distance and the full depletion voltage are substantially lower compared to the planar cell. This
enables full depletion of the sensor volume even at extreme fluence levels, facilitating high collection
efficiencies. Disadvantages of the 3D design versus the planar approach are the large electrode surface,
resulting in a high leakage current and capacitance (see Eqs. (2.19) and (2.21)), relevant properties for
potential cooling during detector operation and the interface to readout electronics, respectively.
To realize a complete detector, the latter is required to read out the charge signal that is generated
inside a sensitive volume and thus qualitatively discussed in the next section.

2.2.4 Readout Chain

The charge carriers that are generated inside the depletion zone of a semiconductor sensor under
reverse bias, are separated by the electric field and begin to move towards the respective implant.
The separation and movement induce a signal at the collection electrode which requires analog and

and radiation hardness (dopant removal). In this paragraph, only the difference in geometrical sensor implementation is
considered.
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subsequent digital processing in order to extract the available information. A typical chain of readout
stages of a pixel detector is shown in Fig. 2.9.
Immediately following the sensor, a series of analog processing units is implemented. First, a charge
sensitive amplifier (CSA) generates an output voltage that rises with the amount of collected charge.
The CSA output is shaped and fed into an a comparator which generates a constant (digital) output
voltage if the input signal is greater as a predefined threshold voltage. If the collected charge results
in a high output state of the comparator, the digital logic of the detector generates a timestamp and
registers a hit in the corresponding pixel. If the logic only differentiates between hit and no-hit pixels,
the scheme is referred to as binary. The amount of time for which the comparator remains in the
high state for a given charge, the so-called time-over-threshold (ToT), is directly proportional to the
collected charge and typically given in units of clock cycles. Creating a known amount of charge at
the input of the CSA (e.g. by a dedicated injection circuitry or by X-ray sources), facilitates a mapping
of ToT values to the number of charges, the so-called charge calibration which enables an extraction
of additional information about the particle.

Figure 2.9: Schematic readout chain of a silicon pixel detector. The charge signal, originating in the sensitive
volume, undergoes analog amplification, shaping and discrimination, resulting in binary hit information. Digital
circuitry facilitates charges measurement using the ToT. From [17].

In modern pixel detectors, the readout chain presented in Fig. 2.9 is typically implemented in each
individual basis. Due to variations in the sensor cells as well as analog and digital stages across
O(105) pixels, dedicated registers provide the possibility to tune the feedback of individual pixels to
achieve a uniform response across the entirety of the matrix. This process is generally referred to as
tuning and is required to adjust the detector for operation at a given threshold, different environmental
parameters or increasing radiation levels.

2.3 Pixel Detector Design Approaches

Pixel detectors for High Energy Physics (HEP) applications, consisting of a matrix of sensitive pixel
cells with corresponding readout electronics, are primarily realized in two different approaches, which
are shown in Fig. 2.10. The state-of-the-art design for harsh radiation environments is the hybrid
detector (Fig. 2.10(a)), corresponding to the architecture of the current and future ATLAS pixel
trackers [25]. In this approach, the sensitive volume and the respective analog and digital readout
electronics are fabricated on separate silicon wafers which are connected pixel-by-pixel via a metal
bump, a process referred to as bump bonding. Thus, the readout electronics chip, also called front-end
(FE) chip, and the sensor have matching geometries. An advantage of this design is the possibility
to decouple the development as well as fabrication processes of both parts, allowing for individual
optimizations according to the different requirements. This results in unmatched radiation hardness,
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retaining hit detection efficiencies of ≥ 97 % at equivalent fluence levels of ≥ 1016 neq/cm2 [26]. As
this approach requires the development, production and testing of two dedicated chips, followed by
fabrication of a complete detector assembly by bump bonding and re-testing, the manufacturing of
hybrid pixel detectors is subject to high cost. Furthermore, as the bump-bonding process requires a
certain thickness of both elements to be successful, the material budget of this system has a negative
impact on the track reconstruction capabilities due to scattering (see e.g. [20]), especially in low-energy
applications.

(a) Hybrid pixel matrix. Taken from [17] (b) MAPS pixel cell. Taken from [16]

Figure 2.10: Schematic of a hybrid pixel detector matrix (a) and a single monolithic MAPS pixel cell (b). The
hybrid detector consists of a separate sensor and FE chip, connected through metallic bonds. The monolithic
structure implements the required electronics on the surface of the sensitive volume, on the same silicon
substrate.

In recent years, the availability of advanced commercial Complementary Metal-Oxide-Semiconductor
(CMOS) processes, gave rise to the appearance of monolithic devices (Fig. 2.10(b)), so-called
Monolithic Active Pixel Sensors (MAPSs), demonstrating radiation hardness that qualifies for many
applications in the field of HEP [27, 28]. In this design, the sensitive volume and FE electronics are
fabricated on the same silicon substrate. The chip logic is implemented on the substrates’ surface,
requiring shielding in the form of highly doped wells, to prevent the logic nodes from competing
with the electrode for charge collection. In the MAPS structure, the depleted volume underneath
the electrode reaches only a few microns into the bulk, relying on the diffusion of the generated
charges into the space charge region. In this case, only a small fraction of e.g. a MIP signal (see
Eq. (2.11)) is detected, requiring a very low noise level of the FE electronics (O(100)𝑒−) to maintain
a reasonable signal-to-noise ratio. In case the MAPS architecture allows for full depletion of its bulk,
it is referred to as Depleted Monolothic Active Pixel Sensor (DMAPS) which relies on the availability
of high-resistivity processes. The possibility of implementing MAPS structures in commercial CMOS
processes, significantly reduces the complexity and cost of the research and development phase of
such devices. Furthermore, the material budget can be substantially reduced to only a fraction of the
total material budget of a typical hybrid detector.
As monolithic devices are currently entering the HEP field, their suitability for extreme radiation
environments, such as the tracking systems at e.g. ATLAS and CMS, needs to be probed carefully.
For this reason, radiation hardness studies need to be conducted, making irradiation sites a necessary
development infrastructure.
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CHAPTER 3

The ATLAS ITk Pixel Detector for the HL-LHC
Upgrade

The ATLAS experiment, located at the LHC at CERN, is a general-purpose particle detector, consisting
of multiple dedicated sub-systems. Notably in 2012, data recorded using the ATLAS detector enabled
the long-awaited discovery of the Higgs boson [3], marking the most impactful achievement in the
field of modern particle physics.
To improve its discovery potential, the LHC will undergo an upgrade, the so-called HL-LHC, scheduled
to take place between 2026 and 2028, increasing the integrated luminosity by a factor of 10 over the
course of the experiment [7]. Especially for the innermost tracking systems of ATLAS, the increase in
instantaneous luminosity results in a significantly higher pile-up, i.e. interactions per bunch crossing,
from an average of approximately 40 to 200 [29]. To cope with these requirements, the ATLAS
tracking detector will be replaced by an all-silicon tracker, the ATLAS ITk [9, 30].
This chapter aims to describe the ATLAS experiment within the context of the HL-LHC. Therefore,
the LHC, its high luminosity upgrade and the relevant physics program, i.e. the Higgs phenomenology
at the LHC, are briefly treated in Section 3.1. The ATLAS detector and the upgrade of its inner
tracking system for the HL-LHC, the ATLAS ITk, are detailed in Section 3.2. Finally, Section 3.3
introduces the novel pixel readout chip for the ITk, the ITkPix, designed to cope with the increased
occupancy and collision rate and thus, radiation conditions.

3.1 The Large Hadron Collider

The LHC is the largest and most powerful particle accelerator up to date [31, 32]. As it is a so-called
synchrotron machine, it consists of a storage ring with a circumference of approximately 27 km,
located 100 m beneath the ground in the Geneva region in Switzerland and is operated by CERN. A
schematic overview of the accelerator facility at CERN is shown in Fig. 3.1. Within the LHC ring,
two opposing proton (or heavy ion) beams circulate while being repeatedly accelerated by Radio
Frequency (RF) cavities up to a maximum energy of 7 TeV before they are brought to collision in
one of the four large experiments: ATLAS, CMS, ALICE1 or LHCb2. At the maximum accelerator

1 A Large Ion Collider Experiment
2 Large Hadron Collider beauty
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Chapter 3 The ATLAS ITk Pixel Detector for the HL-LHC Upgrade

performance, the protons have a velocity > 99.99 % of 𝑐 and a center-of-mass collision energy of√
𝑠 = 14 TeV.

The particles inside the LHC are grouped in so-called bunches. The accelerator has a capacity of
𝑛𝑏 = 2 808 bunches per beam, corresponding to a bunch spacing of 𝑡𝑏 = 25 ns, with a nominal number
of protons per bunch 𝑁𝑝 = 1.2 × 1011. They revolve with a frequency of approximately 𝑓rev = 11 kHz
inside the storage ring. Using these parameters, the instantaneous luminosity L of the machine, as in
Eq. (1.1), can be defined as [7]

L = 𝛾
𝑛𝑏𝑁

2
𝑝 𝑓rev

4𝜋𝜀𝑛𝛽
∗ 𝑅 , with 𝑅 =

1√︃
1 + 𝜃𝑐𝜎𝑧

𝜎

. (3.1)

Here, 𝛾 is the relativistic Lorentz factor, 𝜀𝑛 is the normalized transverse beam emittance, a measure
of the beam area in phase space, and 𝛽∗ is the beta function at the point of collision. The factor
𝑅 constitutes a reduction of the luminosity by geometrical conditions with 𝜎 and 𝜎𝑧 being the
transverse and longitudinal beam root-mean-square widths, respectively, and 𝜃𝑐 the crossing angle
of the colliding bunches. With the nominal values for the operation of the LHC, an instantaneous
luminosity of L = 1 × 1034 cm−2 s−1 is obtained which translates to a collision rate in the order of
of 1 × 109 Hz and an average pile-up of 30 per bunch crossing. A peak instantaneous luminosity
of L = 2 × 1034 cm−2 s−1 was reached in 2018, which approximately corresponds to the maximum
achievable value with the current configuration of the accelerator [7]. After a total of three data taking
runs, the operation of the LHC will have accumulated an integrated luminosity of Lint = 350 fb−1,
with the final run scheduled to be completed in 2026 [33].
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Figure 3.1: Schematic overview of the CERN accelerator complex, showing the LHC ring, its injector stages
and the location of the four large experiments: ATLAS, CMS, ALICE and LHCb. From [34]
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3.1 The Large Hadron Collider

3.1.1 High-Luminosity LHC Upgrade

The discovery potential at the LHC is primarily determined by the number of recorded events, i.e.
Eq. (1.1), and the maximum achievable center-of-mass energy,

√
𝑠, in collisions. With the current

technology, the latter can only be substantially increased by increasing the circumference of the
accelerator rings. As the former can be increased by upgrading major machine components instead,
it corresponds to the upcoming plan to extend the LHC’s exploration capability for BSM and rare
physics.
The LHC will undergo a major upgrade with the aim to increase its instantaneous luminosity by a
factor 5 – 7.5. This HL-LHC upgrade will take place after the final data run as part of a three-year-long
machine shutdown, which is currently set to take place from 2026 to 2028. With regard to Eq. (3.1),
the improvement in instantaneous luminosity at the HL-LHC will predominantly be achieved by
increasing the number of particles per bunch, 𝑁𝑝, while simultaneously reducing the beam emittance,
𝜀𝑛. Furthermore, as they are closely related, the ratio of the geometric reduction factor and the beta
function at the interaction point, 𝑅/𝛽∗, is to be adjusted, to result in an overall luminosity gain.
The upgrade is realized by renewal of beamline elements, such as focusing magnets, injections and
cooling capabilities, along approximately 1.2 km of the current LHC. After completion, the HL-LHC
is expected to accumulate a yearly integrated luminosity in the order of the nominal LHC over its
entire runtime.

3.1.2 Higgs Physics at the LHC

Since the discovery of the Higgs boson at the LHC [3, 4] in 2012, the exploration of its properties,
such as mass and couplings to other particles and itself, have been a major goal of the HEP community.
As an example to motivate the need for complex detector systems and high luminosities, the dominant
Higgs production mechanisms at the LHC are depicted in Fig. 3.2. Furthermore, the corresponding
production cross sections as a function of

√
𝑠 and subsequent branching ratios, depending on the Higgs

mass, are shown in Fig. 3.3.

Figure 3.2: Feynman diagrams of dominant Higgs production processes at LHC: gluon-gluon fusion (top-left),
vector-boson fusion (top-right), associated production with a vector boson and top quarks (bottom-left and
bottom-right respectively). From [35].
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For the available center-of-mass energies at the LHC and the SM Higgs mass of 𝑚𝐻 = 125 GeV
[6], the gluon-gluon fusion (𝑔𝑔𝐹) is the most dominant process by a margin of almost two orders
of magnitude. In descending order, vector-boson fusion (𝑉𝐵𝐹), Higgs-strahlung off a vector boson
(𝑉𝐻) and associated production of Higgs with two top quarks (𝑡𝑡𝐻), are the other contributors to the
generation of Higgs bosons at the LHC. Using Fig. 3.3(a) to estimate a cumulative3 production cross
section of 𝜎LHC

𝐻 ≈ 55 pb, Eq. (1.1) enables the calculation of the total number of produced Higgs
bosons at the LHC to be 𝑁LHC

𝐻 ≈ 20 × 106. In contrast, due to the higher energy of
√
𝑠 = 14 TeV and a

corresponding larger production cross section 𝜎HL-LHC
𝐻 of approximately 70 pb, the number of created

Higgs bosons at the HL-LHC will be in the order of 𝑁HL-LHC
𝐻 ≈ 260 × 106, demonstrating its large

potential for Higgs precision studies.
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Figure 3.3: Higgs production cross sections in proton-proton collisions at the LHC (a) and branching ratios (b)
as a function of the center-of-mass collision energy

√
𝑠 and the Higgs mass 𝑚𝐻 , respectively. From [36]

Due to its large decay width [6], the mean lifetime of the Higgs boson is in the order of 10−22 s,
making it only detectable via its decay products. Figure 3.3(b) displays the so-called branching ratios,
i.e. the relative probability for the different decay modes, of the Higgs boson as a function of its mass.
At the SM Higgs mass, the dominant decay channels, as well as for example the 𝑉𝐵𝐹 production in
Fig. 3.2, result in final states with a substantial amount of hadronic background from quark pairs or
secondary decays, posing a challenge for the detection and identification. As Eq. (1.1) yields the
number of produced particles for any given cross section 𝜎, the fraction of correctly reconstructed
events, facilitating the characterization of the primary particle, is determined by the capabilities of the
detector and subsequent data analysis.

3 Due to the varying center-of-mass energies between
√
𝑠 = 7 – 14 TeV over the three LHC runs, the production cross

section also varies (see Fig. 3.3(a)).
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3.2 The ATLAS Experiment

3.2 The ATLAS Experiment

The ATLAS experiment is the largest of the two general-purpose detector systems at the LHC. It consist
of several detector systems, arranged in a layered barrel structure and endcaps in the forward/backward
region, covering nearly the entire solid angle around the IP. With an approximate weight of 7 000 t, a
length of 44 m and a diameter of 25 m, it is the largest detector system ever constructed and operated
[37]. A labeled schematic of the ATLAS detector for the final LHC data taking run is displayed in
Fig. 3.4.

Figure 3.4: Schematic overview of the ATLAS detector configuration for the third and final run of the LHC.
From [37].

The main components of ATLAS (from inner- to outermost) are the Inner Detector (ID), responsible
for charged particle tracking and vertex reconstruction, the calorimetry system, capable of position
and energy measurement of electromagnetically and strongly interacting particles, and the muon
spectrometer, tracking emerging muons for event reconstruction, trigger and veto purposes. In the
following, the systems are briefly introduced, the information is taken from [9, 37, 38].

Inner Detector As the innermost element of the ATLAS detector, the ID is tasked with vertex and
track reconstruction of charged particles, allowing for the determination of their momenta,
lifetimes and the location of the IP. It has a radial extension of 𝑟 = 31 – 1 106 mm from the
center and is submerged in a magnetic field of 2 T along the beam axis. Its innermost component
is the silicon pixel detector, arranged in four barrel layers encircling the IP parallel to the beam
axis and encapsulated by a stack of three disks on both ends perpendicular to the beam axis.
The central layer is the so-called Insertable B-Layer (IBL), retroactively installed to improve the
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tracking performance, which has a pixel pitch of (50 × 250) µm2 whereas the remaining pixels
have a pitch of (50 × 400) µm2. The configuration has a total of approximately 2 m2 of active
area and 108 readout channels.
Surrounding the pixels, the SemiConductor Tracker (SCT) is laid out in a similar scheme, using
silicon microstrip detectors with a pitch of 80 µm. Analogous to the pixels, they are structured
in four barrel layers with a stack of nine discs on both ends. A total active area of 60 m2 is
covered via 6 × 106 readout channels.
The outermost part of the ID is the Transition Radiation Tracker (TRT), consisting of 300 000
gas-filled, thin-walled, proportional-mode drift tubes that perform charged particle tracking with
approximately 130 µm resolution. As their semiconductor counterparts, the TRT is arranged in
barrel layers and stacks of disks. Transition radiation material is interleaved between the tubes
of the TRT, providing electron identification alongside its tracking capabilities.

Calorimeters The calorimeter systems of the ATLAS detector are responsible for the position and
energy measurement of incoming particles which are fully absorbed in the detector. To allow
for measurement of electromagnetically as well as strongly interacting particles, two dedicated
calorimeters are installed: a liquid argon electromagnetic and a tile hadronic calorimeter.
The former is arranged around the ID and is composed of multiple sub-structures, covering
most of the solid angle. It consists of alternating layers of high 𝑍 metals and liquid argon
at approximately −184 °C. Via the processes described in Section 2.1.1, charged particles
produce secondary electromagnetic showers in the metal whose constituents ionize the liquid
argon. The total ionization current measured is proportional to the initial energy, facilitating its
determination.
The hadronic calorimeter surrounds the electromagnetic calorimeter and consists of several
layers of alternating tiles of steel and scintillators. Particles that have not been absorbed in
the liquid argon calorimeter, similarly are converted to hadronic showers inside the steel tiles
whose are photons registered in the scintillators. The photons are collected and converted to an
electric current, which again, enables the reconstruction of the original energy of the particle.

Muon Spectrometer The outermost element of the ATLAS experiment is the muon system, com-
promised of a multitude of different tracking detector technologies, encircling the other detector
systems. Its main purpose is to track and measure the momenta of muons that emerge from
collisions, adding to the information required for event reconstruction and enabling triggering
and vetoing mechanisms. Large superconducting air-core toroid magnets in the central region
provide the field for deflection of the muon required for momentum determination. Within a
time frame of 2.5 µs, fast response detectors of the muon spectrometer provide feedback to the
trigger system of ATLAS to allow for event selection for physics analysis.

As described in [37], the majority of the outer detector systems, i.e. the calorimeters as well as
the muon system, require very few changes to cope with the substantial increase in instantaneous
luminosity expected from the HL-LHC. In contrast, due to the close proximity to the IP, a complete
replacement of the ID is necessary to sustain an adequate tracking performance with the increased
particle rate, pile-up and radiation background.
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3.2.1 The ATLAS Inner Tracker Upgrade

The inner tracking detector of the ATLAS experiment will be completely replaced by an all-silicon
tracking system, the ATLAS Inner Tracker (ITk). The initial design of the ITk is described in [9]
and its tracking performance is detailed in [29], where most of the quantitative information is taken
from. A labeled schematic of the ITk is depicted in Fig. 3.5. It consist of two dedicated silicon
semiconductor tracking systems: an inner pixel detector surrounded by an outer microstrip detector.

Figure 3.5: Schematic of a section of the ITk for the HL-LHC upgrade. The IP is located at 𝑧 = 0, on the right
side of the drawing. From [39]

The pixel system consists of five flat barrel layers, arranged centrally around the IP, and stacks of
double-sided endcap rings of different radii located in the forward and backward region. The pixel
barrel spans radially from its innermost layer at 𝑟 = 34 mm to its outermost layer at 𝑟 = 291 mm with
an extension along the beam axis of |𝑧 | = 0 – 372 mm (|𝑧 | = 0 – 245 mm for the innermost two layers).
The pixel endcaps are stacked along the beam axis, extending across |𝑧 | = 263 – 2 850 mm on either
side, with six different radii between 𝑅 = 33 – 275 mm and a varying number of double-sided rings
between 6 – 23. The total active pixel area, compromised of a novel hybrid detector, which is the
subject of Section 3.3, is approximately 13 m2. A nominal pitch of (50 × 50) µm2 is used for all pixel
sensors expect in the central region of the innermost barrel layer, where a pitch of (25 × 100) µm2
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is utilized. Furthermore, the two innermost layers of the pixel barrel are installed as a separate
unit, allowing for their individual replacement which is the current strategy of the ITk to handle the
increased radiation levels.
The ITk silicon microstrip detector is located around the pixel detector, exhibiting a similar arrangement.
It is explained in detail in [40] and compromised of four barrel layers and stacks of six endcap rings,
surrounding the pixel detector. The barrel layers are at radii of 𝑟 = 405 – 1 000 mm and span
symmetrically along the beam axis across |𝑧 | = 0 – 1 400 mm. With this setup, the total sensor area is
approximately 165 m2. The inner two barrel layers feature strips with lengths of 24.1 mm whereas for
the outer two barrel layers strips of 48.2 mm length are used. Within the endcap rings, the dimension
grows with their increasing radius from 19 mm to 60.1 mm. The strip pitch in the barrel section is
75.5 µm whereas in the endcap rings it varies between 69.9 – 80.7 µm.
With this configuration, the newly designed ITk is expected to deliver a tracking performance
comparable to the current ID of ATLAS at the much higher instantaneous luminosity of the HL-LHC
[29]. As previously outlined in Fig. 1.1, the anticipated equivalent fluence and Total Ionizing Dose
(TID) (see Section 4.1.1) levels for the innermost layers of the pixel barrel and endcaps rings after an
integrated luminosity of 4 000 fb−1 are 2.6 × 1016 neq/cm2 and 2 Grad, respectively, where a safety
factor of 1.5 is included [9]. To cope with these extreme radiation levels, the inner part of the ITk
pixel structure will be replaced after 2 000 fb−1, requiring the pixel detector unit to withstand a
corresponding fluence and TID in the order of 1 × 1016 neq/cm2 and 1 Grad, respectively.

3.3 The ATLAS ITk Pixel Readout Chip

Especially for the innermost layers of the tracking detector, the increased pile-up at the HL-LHC
results in a much higher occupancy, i.e. hits per area and time. This requires a higher granularity, data
processing and transmission speeds, and radiation hardness, compared to the current generation of
ATLAS pixel chips. Therefore, in a joint development effort of the ATLAS and CMS experiments,
the RD53 collaboration [10] was formed in 2013 and tasked with the design of a novel pixel detector
chip for the HL-LHC tracking detectors. The chip details are specific to the ATLAS and CMS
requirements where the former is named ITkPix and the latter CROC. A series of three successive
iterations of RD53-type chips have emerged: the RD53A, RD53B and RD53C, corresponding to the
prototype, pre-production (ITkPixV1) and final chip (ITkPixV2). An overview of the development
process, the principal design and chip characteristics is given in [41]. As radiation hardness studies
of the ITkPix are the subject of Chapter 7, it is introduced in following. A photograph of this chip,
mounted on a dedicated Printed Circuit Board (PCB) for characterization, is depicted in Fig. 3.6.
The ITk pixel detector follows a hybrid approach (see Section 2.3) with the ITkPix readout chip
manufactured in a 65 nm CMOS process. It features a matrix of 400 × 384 columns and rows,
respectively, with a pixel pitch of (50 × 50) µm2 and a chip area of (20 × 21) mm2. The chip is capable
of handling hit and trigger rates of up to 3.5 GHz cm−2 and 1 MHz respectively. The per-pixel analog
FE readout chain (see Section 2.2.4) is operated at nominal thresholds between 1 – 1.5 k𝑒− while
providing a signal charge (ToT) measurement with 4 bit resolution. It contains a dedicated charge
injection circuitry for probing the threshold settings and calibration purposes. To allow for high
particle hit rates, the chip offers a readout rate of up to 5.12 Gbit s−1. Dedicated leakage current
compensation circuitry allows for sensor leakage currents of up to 10 nA per pixel and therefore high
radiation levels. The digital logic of the ITkPix is designed and tested to withstand TIDs of well
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Figure 3.6: Close-up of an ITkPixV1 situated on a PCB for testing. Thin wire bonds connect the digital chip
bottom to traces on the PCB, facilitating powering and communication. From [42].

above 1 Grad (e.g. [35, 43]), translating to 5 – 10 years of HL-LHC operation.
The chip area is separated into the pixel matrix and the digital chip bottom, housing the various logic
blocks for receiving commands, sending data, and interfacing registers. Additionally, it contains
Analog-to-Digital Converters (ADCs) and Digital-to-Analog Converters (DACs) for biasing, calibra-
tion and monitoring purposes as well as temperature and radiation (i.e. TID) sensors.
To form a complete hybrid pixel detector assembly for the ATLAS ITk, also 3D sensors (see Sec-
tion 2.2.3) with a pixel pitch of (50 × 50) µm2 ((25 × 100) µm2 in the innermost region) and an active
thickness of 150 µm have been developed and characterized [26]. They are tested to operate within
ATLAS requirements for tracking performance and power consumption at an equivalent fluence of
above 1016 neq/cm2.

3.3.1 Laboratory Test And Data Acquisition System

To test and characterize the RD53 family of hybrid pixel chips for the HL-LHC upgrades of ATLAS
and CMS, the BDAQ53 [44] detector readout system was developed at the University of Bonn. The
typical BDAQ53 setup, interfacing an ITkPix readout chip, is shown in Fig. 3.7. On the hardware
side, the Data Acquisition (DAQ) system consist of the BDAQ53 board, hosting a Field-Programmable
Gate Array (FPGA), and a dedicated PCB for characterization, the so-called Single-Chip Card (SCC),
on which the chip is situated. Both are connected via a common DisplayPort cable, establishing an
interface between the BDAQ53 board and the RD53-type Device Under Test (DUT).
The DUT is connected to the SCC via multiple thin wire bonds, attaching to dedicated pads on the
chip bottom (see Fig. 3.6). Various connectors on the SCC facilitate powering, biasing and monitoring
of DUT properties. Via the DisplayPort connection to the BDAQ53 board, the chip can be configured
and read out. The board itself hosts a commercial FPGA daughter board, constituting the translation
layer between the DUT and the DAQ computer. The BDAQ53 system provides the possibility to
operate multiple chips simultaneously and connect external trigger inputs from a Trigger Logic Unit
(TLU) for synchronization in e.g. test beam measurements (see Section 7.3). The BDAQ53 board
connects to the DAQ computer via Ethernet.
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Figure 3.7: Overview of the BDAQ53 pixel detector readout system for RD53-type DUTs. It consists of the
BDAQ53 board and a DUT-specific SCC, connected via a DisplayPort cable. Adapted from [43].

On the software side, the BDAQ53 framework consists of a collection of open-source Python scripts
and Verilog firmware modules. The former provide an easy-to-use interface to configure and operate
RD53-type chips. Additionally, they contain predefined routines for performing common DUT-related
tasks such as identifying and disabling malfunctioning pixels or measuring the threshold distribution
of the matrix. The latter are structured in a modular fashion, allowing for easy extension of features as
well as integration of new chip types. Due to this versatility of the BDAQ53 platform, it has been
adapted to facilitate the readout of other pixel detectors [45, 21].
The minimal hardware and user-friendly software of the BDAQ53 readout system, simplify the readout
of RD53-family DUTs in a wide range of applications such as laboratory tests, efficiency studies and
irradiation campaigns.
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CHAPTER 4

Radiation Damage in Silicon Detectors

Semiconductor devices that are operated in radiation environments, such as in medical, X-ray, space
or HEP applications, suffer from radiation-induced defects, that deteriorate their performance. In
most scenarios, the damage results in simultaneous degradation of the digital part, i.e. the transistors
compromising the logic gates, and the sensitive volume of the detector. Especially the latter has
immediate effects on the operational parameters, eventually resulting in the device not meeting its
application-specific requirements. Among the various application areas, the current and future HEP
experiments represent unprecedented radiation environments for microelectronics, surpassing the
tolerance required for e.g. typical space applications by orders of magnitude [41]. To ensure their
functionality up to anticipated radiation damage levels, particularly for devices that are not accessible
during operation (e.g. detectors in large experiments or space), radiation hardness tests are a necessity.
As silicon is the most used material for microelectronics and semiconductor detectors, its radiation
hardness is of particular interest. For this purpose, the RD50 collaboration [46] was initiated at CERN,
to study radiation-induced damage in silicon devices, consequences for detector applications and
mitigation strategies. As the central task of this thesis is the development and characterization of a
proton irradiation site for probing the radiation hardness of silicon detectors (see Chapters 5 and 6),
this work was largely performed within the context of RD50. Consequently, the radiation-induced
defect mechanisms and their implications on silicon devices are treated here1.

Section 4.1 introduces the damage mechanisms in silicon, namely in the surface and bulk re-
gions of semiconductor detectors, and their microscopic manifestation inside the crystal lattice. The
so-called Non-Ionizing Energy Loss (NIEL) scaling hypothesis, a crucial theory for enabling normal-
ized damage simulations for experiments such as ATLAS and employing particle accelerators for
defect studies, is explained in Section 4.2. Section 4.3 describes the damage-induced implications on
the operation and performance of the detector, constituting its deterioration. Following, the evolution
of the defects over time and temperature, the so-called annealing, is treated. It is an important tool
for optimizing the operation of irradiated detectors and normalization of damage via NIEL scaling.
Lastly, in Section 4.5, a short description of the limitations of NIEL scaling and simulation-based
damage prediction tools is given, motivating the need for irradiation facilities.

1 In principle, the qualitative description of radiation-induced damage in this chapter is also applicable for semiconductor
materials other than silicon, where the particular quantities that characterize the deterioration have different values.
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An extended discussion and comprehensive overview of recent results on the topics treated in this
chapter is given in [47].

4.1 Damage Mechanisms in Silicon Devices

The radiation-induced damage in silicon detectors can be categorized by the affected region of the
device in which the defects occur: the silicon surface, on which the digital logic of the chip is
implemented, and the bulk or sensitive volume (cf. Fig. 2.10). The corresponding damage mechanisms
are fundamentally different and discussed in the following. As the primary use of the developed
irradiation site (see Chapter 5) is the controlled application of damage to the sensor volume of a silicon
detector via proton irradiation, this chapter mainly focuses on bulk damage.

4.1.1 Surface Damage

In silicon applications, the radiation-induced deterioration of the shallow Metal-Oxide-Semiconductor
(MOS) structures, compromising the logic gates of chip electronics, is referred to as surface damage.
Specifically, the damage occurs in the oxide insulation layers of typical CMOS arrangements, as shown
in Fig. 2.10(b). The oxide layer, commonly silicon dioxide with a thickness of a few nm, insulates the
metal gate contact from the silicon substrate below, enabling current flow between the ohmic implants
of the transistor by applying voltage to the gate. This results in a high electric field in the thin oxide
layer, typically in the order of O(MV cm−1).

Figure 4.1: Schematic illustration of ionization-induced damage in the gate oxide layer of a MOS transistor. For
positive gate voltages, charges of the same sign (holes and hydrogen ions) accumulate close to the SiO2–Si
boundary, where they are trapped. At the interface, ionization directly produces trap states, either charged or
uncharged, where the charge sign is a function of the gate voltage sign. These static space charges influence the
threshold and leakage characteristic of MOS devices. From [16].

Via the mechanisms introduced in Section 2.1, ionizing radiation produces free electron-hole pairs
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inside the oxide layer. Due to the high electric field in combination with the substantial difference in
carrier mobility 𝜇𝑒–ℎ (𝜇𝑒/𝜇ℎ ≈ 1×106) in SiO2 [16], i.e. the ability to propagate through the material,
the electron-hole pairs are separated. While the electrons are immediately removed by the field, the
holes remain inside the oxide and form quasi-stationary charges. For positive gate voltages, the holes
slowly wander towards the SiO2–Si interface region. Here, due to lattice mismatches between the
oxide and substrate as well as diffusion processes, oxygen vacancies in the lattice act as so-called deep
hole oxide traps, allowing for the accumulation of positive space charge. A schematic depiction of
this mechanism is shown in Fig. 4.1.
The holes progress sequentially through the individual lattice locations, known as hole hopping. This
movement can result in the release of hydrogen ions from impurities in the crystal. The H+ ions
propagate slowly alongside the initial holes, eventually reaching the oxide-substrate boundary where
they are capable of forming so-called interface traps. These traps are located physically at the SiO2–Si
interface, where they can also directly result from ionization, and energetically within the band level
(cf. Fig. 2.5). Therefore, these traps allow for donor- and acceptor-like charge states, either adding to
or counteracting the positive space charge in the oxide. The charge state of the trap depends on the
applied voltage configuration and thus differs for n- and p-channel devices in CMOS processes where
the former primarily results in negative and the latter in positive charges.
Overall, the charge accumulation within the oxide (positive) and interface (device-dependent) region
influences the properties of MOS devices, particularly the threshold and leakage current characteristics
of transistors. In principal, surface damage effects decrease with decreasing oxide thickness which, in
turn, decreases with the feature size. With regard to decreasing transistor sizes, geometric properties
start to play a role with for example the gate width and length causing the so-called Radiation-Induced
Narrow Channel Effect (RINCE) and Radiation-Induced Short Channel Effect (RISCE) respectively
[48].
As modern MOS structures can have complicated oxide configurations, the surface damage effects are
consequently more complex than schematically depicted in Fig. 4.1 and the resulting effect on the
operational parameters heavily depends on the specific device. A detailed overview of surface damage
effects in 65 nm CMOS structures, corresponding to the technology used in the ATLAS ITkPix chip
(see Section 3.3), is given in [49].
Even though the oxide charges are quasi-static due to their low mobility, they slowly neutralize
by means of thermal emission and tunneling of electrons in the oxide. This process is referred to
annealing (see also Section 4.4) and is a function of temperature and time. As the surface damage is
the result of ionization processes, it scales with the so-called Total Ionizing Dose (TID). Therefore,
surface damage is also commonly referred to as TID damage.

Total Ionizing Dose

The TID is defined as the absorbed dose 𝐷, corresponding to energy deposited in a material by
ionization, normalized to the its mass 𝑚 as

TID =
𝐷

𝑚
with [TID] = J kg−1

= Gy . (4.1)

Instead of the SI unit Gy, the TID is often given in rad where the conversion ratio is 1 Gy = 100 rad.
Within the field of HEP, common doses for electronics in pixel detectors are in the order of a few
100 Mrad [50]. For the ATLAS ITk, the TID levels for the innermost pixel layers are expected to be in
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the region of 2 Grad over the whole HL-LHC runtime [9].
Using Eq. (2.1), enables a determination of the density-normalized energy loss by ionization of
charged particles such as protons. Therefore, knowing the number of protons that penetrate a material
facilitates the calculation of the TID, as done in Eq. (5.19).

4.1.2 Bulk Damage

In extreme radiation environments, such as for the ATLAS ITk (see Section 3.2.1), bulk damage
currently represents the limiting factor for operation of silicon detectors closest to the IP. Whereas the
readout chip performs well within the specifications at the expected EOL TID [35, 43], the sensor
characteristics lie close to the upper bounds of the requirements at the corresponding EOL fluence
levels [26].

Figure 4.2: Simulation of initial distribution of vacancies in a silicon lattice after irradiation with 10 MeV
protons (left), 24 GeV protons (center) and 1 MeV neutrons (right). A projection over a depth of 1 µm and a for
particle fluence of 1014 cm−2 is shown. From [51].

Bulk damage refers to the degradation of the sensitive volume, or bulk (see Section 2.2.3), of detectors
due to radiation-related defects in the crystal lattice of the semiconductor material. While the majority
of energy deposited in the bulk material by traversing charged particles is via ionization of its atoms,
this process is reversible (as opposed to in the surface region, see Section 4.1.1) and does not result
in defects. The damage in the sensitive volume is the result of direct collisions and subsequent
displacements of silicon (or compound) atoms from their original lattice location, resulting in point-
and cluster-like defect formations. The displacements are the result of elastic scattering processes
with the nuclei, resulting in a so-called Primary Knock-on Atom (PKA). The energy required to
dislocate an atom from the lattice 𝐸𝑑 depends on the material where a value of 𝐸Si

𝑑 ≈ 25 eV results in
a displacement probability of 50 % for silicon [16]. The maximum energy transfer to a lattice atom for
heavy particles, 𝑇max

𝑝 , and electrons, 𝑇max
𝑒 , in these scattering mechanisms can be expressed as [16]

𝑇max
𝑝 = 4

𝑀𝑚

(𝑀 + 𝑚)2𝑇𝑝 and 𝑇max
𝑒 ≈ 2

𝑇𝑒 + 2𝑚𝑒

𝑀
𝑇𝑒 , (4.2)

where 𝑀 is the mass of the lattice atom and 𝑚𝑝/𝑒 and 𝑇𝑝/𝑒 are the mass and energy of the particle.
The abundance and spatial distribution of lattice defects strongly depends on the recoil energy 𝐸𝑅 of
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the PKA and therefore on the traversing particle, its scattering cross section and energy transfer in
Eq. (4.2). With sufficient 𝐸𝑅, the ejected PKA leaves a vacancy and continues to propagate through
the lattice, further ionizing and displacing atoms, before it comes to rest as a so-called interstitial. The
resulting vacancies and interstitials, in combination with impurity atoms, produce complex defect
structures in the silicon lattice. Typical point defects are displayed in Fig. 4.4(a).
Simulated distributions of initial lattice vacancies in silicon from proton (10 MeV, 23 GeV) and neutron
(1 MeV) irradiation to a fluence of 1014 cm−2 are shown in Fig. 4.2. As visible, protons produce points
and clusters of vacancies whereas neutrons almost exclusively give rise to cluster arrangements. The
low-energy protons (comparable to the energies at the BIC, see Chapter 5) create a factor of 5 – 10
more vacancies compared to the other particles. Therefore, and due to the vast availability of low
energy (MeV) proton accelerators for scientific, medical or industrial applications, protons are the
ideal candidate for inflicting high bulk damage.
As bulk damage is the result of displacement of lattice atoms from to non-ionizing energy loss, i.e.
due to direct collisions with nuclei, it is referred to as displacement or NIEL damage.

Non-Ionizing Energy Loss

The NIEL describes the energy loss through interactions other than ionization, that is direct collisions
with nuclei and lattice vibrations (so-called phonons). As the energy is lost almost exclusively due to
the former and as phonons do not damage the lattice structure, they are not relevant for bulk damage.
The NIEL can be expressed in analogy to the electronic stopping power (see Eq. (2.1)) in units of
MeV cm2 g−1 and can be calculated using the so-called damage function 𝐷 (𝐸) as [52]

𝐷 (𝐸) =
∑︁
𝜈

𝜎𝜈 (𝐸) ·
∫ 𝐸

max
𝑅

𝐸𝑑

𝑓𝜈 (𝐸, 𝐸𝑅)𝑃(𝐸𝑅)d𝐸𝑅 . (4.3)

Here, the summation index 𝜈 runs over all displacement processes available at particle energy 𝐸 with
cross sections 𝜎𝜈 (𝐸) and probability 𝑓𝜈 (𝐸, 𝐸𝑅) to produce a PKA with recoil energy 𝐸𝑅. The integral
runs from the minimum energy to achieve displacement within the material, 𝐸𝑑 , to the maximum
recoil energy of the PKA, 𝐸max

𝑅 . The partition function 𝑃(𝐸𝑅) yields the fraction of energy which is
available for further displacement by the PKA. The damage function can be expressed in terms of the
NIEL stopping power, d𝐸

d𝑥
��
NIEL, as [52]

𝐷 (𝐸) = 𝐴

𝑁𝐴

d𝐸
d𝑥

����
NIEL

, (4.4)

where 𝐴 is the atomic number of the material and 𝑁𝐴 Avogadro’s constant. 𝐷 (𝐸) yields the so-called
displacement or NIEL damage cross section in units of MeV mb. The calculated damage function for
electrons, neutrons, protons and pions with energy is shown in Fig. 4.3, normalized to the reference
damage of 1 MeV neutrons of 95 MeV mb [53, 51]. The normalization is a result of the so-called
NIEL scaling hypothesis for silicon, introduced in the following.
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4.2 Non-Ionizing Energy Loss Scaling Hypothesis

The NIEL scaling hypothesis is an essential tool for measurement and prediction of radiation-induced
degradation of silicon sensors, independent of particle species and energy. It is based on the empirical
observation that many defect characteristics of the sensitive volume, for example the leakage current
increase (see Section 4.3), scale linearly with the NIEL. It makes the assumption that the damage
properties approximately only depend on the abundance of the primary point and cluster defects (as
depicted in Fig. 4.2) and are independent of their initial distribution in energy and space. Subsequently,
the damage inflicted by a variety of particle species with different energies can be scaled by their
respective NIEL, i.e. their damage function. This so-called NIEL scaling uses the 1 MeV neutron2

displacement damage cross section 𝐷neq
= 95 MeV mb as the normalization point, allowing for the

expression of any particle’s NIEL damage in units of 1 MeV neutron equivalents (1 neq ). Using this,
the displacement damage inflicted by exposure to spectrum of different particles with the corresponding
energy distribution ϕ(𝐸) and damage function 𝐷 (𝐸) can be normalized to the neutron equivalent
damage of the spectrum via [53]

𝜅 =

∫
𝐷 (𝐸)ϕ(𝐸)d𝐸

𝐷neq
·
∫
ϕ(𝐸)d𝐸 . (4.5)

Here, 𝜅 is a scaling factor, predominantly referred to as hardness factor, yielding the displacement
damage of the initial spectrum in neq units. Equation (4.5) enables the description of the expected
radiation damage in setups exposed to a variety of particle species at different energies, such as the
ATLAS experiment, using NIEL as the single metric. Figure 4.3 portrays the scaled NIEL cross
sections of various particles, effectively visualizing their hardness factor. In the context of radiation
damage studies and irradiation facilities, the neutron equivalent fluence Φneq

, that is the number of
1 MeV neutron equivalents per unit area (neq/cm2), is used to quantify the displacement damage. It
can be calculated from the hardness factor 𝜅 via Eq. (4.5) and the individual energy spectrum ϕ(𝐸) of
the radiation exposure as [53]

Φneq
= 𝜅

∫
ϕ(𝐸)d𝐸 . (4.6)

For the deployment of particle accelerators to facilitate controlled displacement damage application
via monoenergetic beams of particle species 𝑋 , Eq. (4.6) simplifies to

Φneq
= 𝜅𝑋Φ𝑋 , (4.7)

where 𝜅𝑋 and Φ𝑋 are the hardness factor and particle fluence of the species 𝑋 at the given energy,
respectively. This relation provides a straightforward foundation for the implementation of irradiation
facilities using particle accelerators to perform displacement damage studies of silicon detectors.
Subsequently, the hardness factor of the used particle species needs to be extracted once for a given
energy whereas the particle fluence measurement is required on a reoccurring per-irradiation basis.

2 Due to the rapid fluctuations of the neutron damage function around the 1 MeV mark, as shown in Fig. 4.3, the reference
cross section of 95 MeV mb is obtained by averaging over the vicinity of the normalization point. The exact 1 MeV
damage cross section is approximately 77 MeV mb [51].
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Figure 4.3: Normalized NIEL cross sections, i.e. hardness factors, of various particles as a function of energy.
The reference cross section is the 1 MeV neutron equivalent damage of 95 MeV mb. From [47].

While a precise experimental procedure for the determination of the hardness factor of such fa-
cilities via the effects described in Section 4.3.1 is presented in [53], a novel approach of beam-based
online monitoring of the particle fluence is introduced in Chapter 5 of this work. This new dosimetry
procedure allows for low-uncertainty fluence measurements with spatial resolution, enabling to greatly
reduce the uncertainty on the aforementioned experimental determination of the hardness factor via
Eq. (4.7) versus the standard (cf. [54]) offline dosimetry via metallic foil activation.

4.3 Implications on Detector Operation

The displacements of lattice atoms due to NIEL, resulting in the initial point and cluster vacancy
formations as displayed in Fig. 4.2, give rise to macroscopic changes in the operational parameters of
silicon devices. Subsequent to the initial vacancies, more complex microscopic structures emerge in
the presence of impurity atoms or interstitial Si nuclei. Figure 4.4 gives an an overview of typical
point defect formations in the crystal lattice and their corresponding energy levels within the band
model in silicon.
Due to the creation of additional energy levels in the band, the electrical behavior of silicon detectors,
initially described in Section 2.2, changes with radiation. Qualitatively shown in Fig. 4.4(b), defect
levels close to the respective band act as dopants, changing the effective doping concentration, whereas
defects near the band gap center contribute to the leakage current generation. Intermediate levels are
the cause of charge trapping and therefore a reduction in (in-time) signal registration. An overview of
the implications of these defects on the operation of silicon detectors is given in the following.
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(a) Defect formations (b) Defect energy levels

Figure 4.4: Formation of various point defects in the lattice (a) and associated energy levels in the band model
(b) for silicon. From [17].

4.3.1 Bulk Leakage Current Increase

The leakage current 𝐼leak through the sensor bulk in reveres bias, as introduced in Eq. (2.19), increases
with displacement damage due to deep-level defects, located near the center of the band gap (cf.
Fig. 4.4(b)). The leakage current, due to its origin also called generation current [47], follows
the NIEL scaling hypothesis for silicon devices and is directly proportional to the 1 MeV neutron
equivalent fluence Φneq

, independent of the specifics of the silicon (n/p-type, resistivity, fabrication), as
demonstrated in Fig. 4.5. Here, for various sensors and irradiation levels, the leakage current increase
Δ𝐼 before and after irradiation, normalized to the depleted volume 𝑉 , is projected as a function of
Φneq

. The dependency can be expressed as [53]

Δ𝐼

𝑉
= 𝛼 · Φ with Δ𝐼 = 𝐼Φleak − 𝐼0

leak , (4.8)

where the proportionality factor is 𝛼, the so-called current-related damage rate or factor [47]. The
numerical value of 𝛼 is defined by the annealing procedure (see Section 4.4), the temperature of
the current measurement as well as the particle fluence spectrum. Therefore, where applicable, the
current-related damage rate is denoted with the annealing procedure as well as particle species 𝑋 as
𝛼 (𝑡/𝑇 )
𝑋

, where 𝑡 is the time in minutes and 𝑇 the respective temperature in °C.
Using Eqs. (4.7) and (4.8), it follows that the hardness factor of a specific particle species 𝑋 can be
expressed as the ratio of the resulting damage rate 𝛼𝑋 and the 1 MeV neutron equivalent rate 𝛼neq

as

𝜅𝑋 =
𝛼𝑋
𝛼neq

. (4.9)

It should be noted, that for the current-related damage factors the same annealing procedures and
leakage scaling temperatures must be used for Eq. (4.9) to hold. Consequently, in combination with
Eq. (4.8), this provides a method to extract the hardness factor of a given particle spectrum by means
of irradiation of silicon sensors to multiple fluences and determination of the 𝛼 value. This is used in
Section 6.4 of this work to measure the proton hardness factor at the BIC.
The leakage current increase Δ𝐼 in Eq. (4.8) is commonly dominated by 𝐼Φleak (cf. for example Fig. 6.17),
thus Δ𝐼 ≈ 𝐼Φleak is valid when non-irradiated and irradiated samples are compared.
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Figure 4.5: Volume-normalized leakage current increase as a function of the 1 MeV neutron equivalent fluence
Φneq

for various silicon sensors. The data follows a linear trend. The slope is referred to as current-related
damage rate 𝛼 and a function of particle species and annealing (see Section 4.4). Here, the sensor data is
extracted after annealing for 80 min at 60 °C, corresponding to 𝛼80/60

neq
= (3.99 ± 0.03) × 10−17 A cm−1 [53].

The increase in leakage current with displacement damage in turn causes an increase in detector
noise and heat dissipation during operation. As Eq. (2.20) shows a strong temperature dependence
of the leakage current, sufficient cooling represents an efficient way to suppress the leakage and
power consumption. Due to the space and material restrictions in HEP experiments, detector cooling
capabilities are constrained and the leakage often imposes the operational limit. An effective way to
decrease the damage-related leakage current is so-called beneficial annealing (see Section 4.4).

4.3.2 Effective Doping Concentration Change

The effective doping concentration 𝑁eff defines the voltage required to achieve full depletion of a
silicon sensor via Eq. (2.17). Radiation-induced defects close to the valence and conduction band
levels (cf. Fig. 4.4(b)), introduce additional dopant-like states, resulting in a change in the effective
doping concentration. This effect is shown in Fig. 4.6 for an n-type bulk of 300 µm thickness. Due
to increasing radiation levels, 𝑁eff decreases as predominantly negative space charges are created,
compensating for the initial positive space charge of the n-type material [47]. At the so-called point
of type inversion, the effective space charge flips its sign and the sensor becomes effectively p-type.
Further increasing the particle fluence yields in an increase of the effective doping concentration.
As the full depletion voltage is proportional to 𝑁eff, it grows accordingly. In combination with the
increase in leakage current with NIEL (see Eq. (4.8)), a substantial increment in power consumption
results. To operate standard (planar) sensors of 300 µm thickness in full depletion after irradiation,
bias voltages in the region of 500 – 1 000 V are commonly typically whereas for high fluence levels
(Φneq

≥ 5 × 1015 neq/cm2) full depletion is usually not possible anymore [16].
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Figure 4.6: Effective doping concentration |𝑁eff | (right axis) and full depletion voltage 𝑉dep (left axis) as a
function of the NIEL fluence for a 300 µm n-type silicon sensor. After an equivalent fluence of approximately
2 × 1012 neq/cm2, the material effectively changes to p-type due to the creation of primarily negative space
charges. Taken from [47].

Due to the behavior shown in Fig. 4.6, the current design of silicon detectors in HEP applications for
extreme radiation environments is n-in-p, featuring an n-type collection electrode in a p-type bulk.
This approach circumvents the type inversion at high fluence levels and maintains a high-resistivity
bulk over the time of operation.

4.3.3 Charge Trapping

Radiation-induced charge carrier trapping is the result of the creation of so-called trapping centers or
trap levels, intermediate defect levels located in the band gap (see Fig. 4.4(b)), which can capture
and subsequently release charges during their propagation through the bulk. Carrier trapping is
the dominant mechanism that deteriorates the collected charge signal after irradiation [16] and thus
degrades the (in-time) hit detection efficiency3. In the presence of trap levels, the collected charge
within a particular time 𝑄(𝑡) can be expressed as [16]

𝑄(𝑡) = 𝑄0 exp
(
− 𝑡

𝜏eff,e/h

)
, (4.10)

3 Typically, the charge collection in a tracking detector is required to be completed within a specific time window (e.g. the
bunch-crossing frequency, i.e. 25 ns for LHC/ATLAS).
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where 𝑄0 is the initial charge and 𝜏eff,e/h describes the effective carrier lifetime:

𝜏eff,e/h =
1
𝜏0

+ 𝛽e/hΦneq
. (4.11)

Here, 𝜏0 corresponds to the carrier lifetime without the existence of trapping centers and 𝛽e/h defines the
effective trapping time constant, quantifying the charge capture rate for electron and holes, respectively.
Equation (4.11) is empirically found to scale linearly with NIEL fluence with the effective trapping time
constant varying with the irradiation species (e.g. neutrons, protons, etc.) while depending only little on
the measurement temperature. Typical values at −10 °C for electrons are 𝛽e ≈ 4 – 6× 10−16 cm2 ns−1,
whereas holes experience slightly stronger trapping with 𝛽h ≈ 6 – 8 × 10−16 cm2 ns−1 [55].

4.4 Annealing

The accumulated defects in irradiated silicon devices, resulting from oxide (TID) as well as lattice
(NIEL) damage, are subject to so-called annealing: the temperature-induced development of defects
over time. Given sufficient thermal stimulation, defect formations can propagate through the crystal
lattice, react, dissociate and recombine with other defects, resulting in electrically active damage
centers (trap-, generation-, doping-level defects, see Fig. 4.4(b)) becoming inactive. In turn, this
corresponds to a change in the observed effects on the detector operation.
As the leakage current increase with fluence, discussed in Section 4.3.1, is of particular interest for
this work, the effect of annealing on the current-related damage rate is discussed in the following. The
annealing behavior of other damage-impaired properties, such as the effective trapping time 𝜏eff,e/h
and doping concentration 𝑁eff, is described in [47].

Figure 4.7: Current-related damage rate 𝛼 over time for different annealing temperatures. The solid lines
correspond to fits to the data using Eq. (4.12). From [47].
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The annealing curves of the current-related damage factor 𝛼 over time for different temperatures are
shown in Fig. 4.7. The damage rate 𝛼 decreases with annealing time for all measured temperatures,
translating to a proportional decrease in bulk leakage current via Eq. (4.8). Increasing the annealing
temperature drastically reduces the starting value of 𝛼, allowing one to obtain the same resulting
value of 𝛼 with different annealing procedures, e.g. 20 min at 60 °C and 100 min at 60 °C yielding
𝛼20/60 ≈ 𝛼100/49 ≈ 5 × 10−17 A cm−1.
To facilitate a meaningful comparison of results, a reference guideline is commonly followed
when radiation-induced leakage current measurements are reported: an annealing procedure of
80 min at 60 °C is applied, after which the leakage current is measured at a given temperature
and then scaled to 20 °C via Eq. (2.20)4. This produces a current-related damage rate of 𝛼80/60

neq
=

(3.99 ± 0.03) × 10−17 A cm−1 after irradiation with 1 MeV neutron equivalents [53] which serves as
the reference for determination of hardness factors via Eq. (4.9).
A functional relation for development of the current-related damage rate with time for a given annealing
temperature is proposed in [53] as

𝛼(𝑡) = 𝛼1 exp
(
− 𝑡

𝜏1

)
+ 𝛼0 − 𝛼2 ln

(
𝑡

𝑡0

)
, (4.12)

in which also the physical meaning of the parameters 𝛼0/1/2, 𝜏1 and 𝑡0 are discussed. This relation is
fitted to the data displayed in Fig. 4.7.
As the bulk leakage current decrease with annealing results in an improvement with regard to power
consumption and noise, it is also termed beneficial annealing and an essential routine to reduce the
impact of radiation damage on the detector operation. It shall be noted that for other quantities, such
as the effective doping concentration 𝑁eff, a detrimental effect can be observed for long annealing
times, the so-called reverse annealing [56].
Generally, and as visible in Fig. 4.7, annealing reactions are accelerated with increasing and decelerated
with decreasing temperature, where effectively a freezing of annealing reactions can be achieved for low
temperatures [47] in the order of −10 °C. For this reason, irradiation campaigns and measurements
involving irradiated devices are performed at such low temperatures to maintain the initial defect state
and prevent uncontrolled annealing, respectively. Furthermore, in (real-world) detector applications,
such as the ATLAS tracking system, annealing phases have to be planned accordingly to sustain an
overall beneficial annealing contribution.

4.5 NIEL Damage Scaling Limitations

The NIEL scaling hypothesis for silicon devices is an essential tool for prediction and characterization
of radiation-induced bulk degradation as it is generally applicable for many key properties of the
damage effects. For example, as shown in Fig. 4.5, it accurately scales the leakage current increase
with the equivalent fluence, independently of the type of silicon, over many orders of magnitude of
Φneq

. Nevertheless, the NIEL scaling hypothesis is an empirical model, and thus mostly describes the

4 Due to the typically high fluences needed for radiation hardness characterization, a measurement at 20 °C is not feasible due
to excessive leakage currents and thus high power dissipation, resulting in measurement distortion, uncontrolled annealing
and even device damage due to self-heating and thermal runaway, respectively. To avoid these issues, measurements are
performed in climate chambers at temperatures around −20 °C (see Section 6.4.2).
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resulting macroscopic effects on a qualitative level without resolving the mechanisms on a microscopic
level. Subsequently, it has some shortcomings arising from its simplifying assumptions. For example,
it does not consider the influence of annealing (see Section 4.4) or, by design, does not differentiate
between point and cluster defects which is relevant for selected effects e.g. the change in effective
doping concentration (see Section 4.3.2) or carrier trap introduction rate [16]. Therefore, exceptions
from the assumptions that constitute the NIEL scaling hypothesis have been reported in multiple works
for several damage properties such as e.g. a difference in the trapping probability for charged hadron
versus neutron irradiation [55] or in the effective doping concentration change in oxygen-enriched
silicon [56]. Additionally, there are observations of the leakage current increase deviating from the
linear model of Eq. (4.8) (especially for high fluences, cf. [54]).
Other tools for simulating and predicting defect properties in silicon exist in the form of Technology
Computer Aided Design (TCAD) models, notably the Hamburg and Perugia model, with an overview
given in [57]. These models are the result of extensive studies (e.g. [56]) and are heavily employed
within the RD50 collaboration [46]. However, this simulation-based software commonly requires
device-specific input parameters to provide accurate predictions.
Consequently, to understand the effects of radiation-induced displacement damage in a given DUT,
irradiation campaigns with subsequent measurements remain the core procedure for reliable radiation
hardness tests and device characterization. Particularly in the context of large detectors like ATLAS
ITk (see Section 3.2.1), the unprecedented radiation environment requires rigorous hardness studies
over multiple generations of chips. This emphasizes the demand for a vast irradiation infrastructure,
consisting of well-characterized facilities, allowing for controlled application of NIEL fluence levels
with low uncertainty.
The majority of work done within this thesis contributes to the aforementioned infrastructure by
development and characterization of a novel proton irradiation site at the HISKP of the University of
Bonn which is detailed in Chapters 5 and 6.
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CHAPTER 5

Irradiation Facility at the University of Bonn

The development of a proton irradiation site for silicon detectors at the University of Bonn was initiated
in mid-2018 [58]. Using a rudimentary setup and procedure, irradiation campaigns of commercial
silicon PiN diodes were conducted and evaluated. Providing a proof of concept measurement, the
expected relation between leakage current increase with fluence, given in Eq. (4.8), could be validated.
While quantitative results such as the proton hardness factor (see Section 4.2) could not be extracted, the
suitability of the proton beam provided by the BIC, as well as the irradiation procedure could be verified.

Figure 5.1: Setup in irradiation position in late 2021

In this work and building upon the findings
of [58], the irradiation site at the BIC has
been developed into a versatile and well-
characterized setup, allowing for flexible
irradiation campaigns that result in highly
uniform fluence distributions with low un-
certainty.
In this chapter, the irradiation setup and
procedure at the BIC irradiation facility are
described. Section 5.1 outlines the BIC
accelerator facility, located at the HISKP,
as it houses the irradiation site and provides
the necessary proton beams. Subsequently,
the irradiation site is described in detail in
Section 5.2, where an overview of the components, their locations and interconnections is given before
the arrangement of individual hardware and typical DUTs is presented. A set of custom-made beam
diagnostics, enabling online beam parameter and subsequently fluence monitoring, developed within
this work and as part of [59, 60] is explained in Section 5.3. The irradiation procedure is illustrated in
Section 5.4. It features an autonomous, beam-driven irradiation routine, accompanied by the purely
beam-based, on- and offline dosimetry approach in Section 5.5. Both are enabled by the real-time
beam parameter monitoring via the custom beam diagnostics. Finally, the software framework
irrad_control, developed for DAQ and control of the irradiation site as well as visualization and
analysis of the obtained data is introduced in Section 5.6.
Following the description of the irradiation setup and its components, the developed diagnostics, the
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irradiation procedure and the dosimetry approach are characterized in Chapter 6.

5.1 The Bonn Isochronous Cyclotron

The BIC is located at the HISKP of the University of Bonn. The accelerator was built by the
Allgemeine Elektricitäts-Gesellschaft (AEG) Beschleunigerbau on the basis of a pre-existing synchro-
cyclotron. From 1968 to 1970, it was exclusively operated with an internal ion source and beam
for the purpose of radioisotope production. Following the successful conversion to an isochronuous
cyclotron in late 1970, multiple efforts were made over the course of a decade to extend the BIC
facility. A low-energy injection beamline for connection of external ion sources [61] as well as a
beam handling system [62] enabled the extraction of high-energy ion beams from the accelerator
towards a multitude of experimental sites. This section aims to give an overview of the operational
parameters of the accelerator and the available beam characteristics at the location of the irradiation
site. A comprehensive overview of the BIC facility, from which much of the information presented
here is taken, can be found on the homepage [63] as well as in [59, 60].

5.1.1 Principle of Operation

A cyclotron operates by repeatedly accelerating positively-charged particles inside dedicated sectors
via an alternating electric field. The acceleration sectors are located between multiple electrodes,
so-called dees, to which an RF voltage is applied. Perpendicular to the plane of the beam, an external
magnetic field is applied which forces the ions on an outward-spiraling trajectory. Using the Lorentz
as well as centripetal force, the cyclotron resonance frequency 𝜈0 for a particle with charge 𝑞 and mass
𝑚 can be defined as

𝜈0 =
𝐵𝑞

2𝜋𝑚
, (5.1)

where 𝐵 is the magnetic field strength, and 𝜈0 corresponds to the number of revolutions per second
that the particle undergoes inside the accelerator. By operating the cyclotron with an RF frequency 𝜈rf
that fulfills the isochronism condition

𝜈rf = ℎ · 𝜈0 , (5.2)

it is ensured that the particles always arrive on the accelerating phase of the RF voltage. Here, ℎ ∈ N>0
is the harmonic number of the cyclotron’s operation mode, corresponding to an integer by which the
cyclotron resonance frequency is scaled.
Due to the relativistic increase in momentum, the revolution frequency of the particle decreases over
the course of acceleration. To account for this, the magnetic field strength accordingly increases with
the radius, subsequently ensuring Eq. (5.2) and defining the characteristic of isochronous cyclotrons.

5.1.2 Accelerator

The BIC consists of a 250 t magnet with a 2 m diameter pole. On the inside, the magnetic field
configuration is symmetrically divided into three 120° hill-and-valley sections. Each section consists
of a 40° hill segment with a maximum field strength of 1.9 T and a 80° valley segment with 0.7 T,
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implementing strong focusing. A total of three dees, named South West, South East and North
dee after their alignment, are located within the valley portion of each section, incorporating two
acceleration gaps, on entering and exiting, per dee. They are coupled to the RF system which operates
at frequencies 𝜈rf between 20 and 29 MHz and voltages up to 40 kV. Due to the number of dees, the
BIC typically operates with harmonic number ℎ = 3 but an operation with ℎ = 9, for heavier ions
with a charge-to-nucleon ratio of 𝑄/𝐴 ≤ 1/3, is also possible. An image of the cyclotron as well as a
schematic are displayed in Fig. 5.2, where also an overview of the parameter space of operation of the
BIC is shown.

(a) Cyclotron with external Electron Cyclotron Resonance
(ECR) ion source in front, from [63]

(b) Cyclotron schematic adapted from [63]
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(c) Overview of parameter space of operation, from [59]

Figure 5.2: Overview of the BIC accelerator, its layout and parameter space of operation.

The accelerator is supplied with ions of up to 8 keV from an external ECR source via a low-energy
beamline, injecting them centrally from below. After an initial radius of 37 mm, the beam is accelerated
over approximately 120 revolutions after which it is extracted at a radius of 900 mm. For the typical
operation with ℎ = 3 and light ions with 1/2 ≤ 𝑄/𝐴 ≤ 1, the range of the available RF frequencies
translates to energies between 7 – 14 MeV/A, enabling proton beams of maximally 14 MeV. The ion
beam is extracted at an intrinsic relative energy resolution of Δ𝐸/𝐸 = 4 × 10−3, which can be further
optimized by the beam handling system [62]. The available maximum beam currents immediately
after extraction are in the order of 10 µA, where typical currents at the experimental sites are in the
region of 1 µA.
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Figure 5.3: Overview of the Bonn Isochronous Cyclotron facility. The accelerator provides beam along the five
beamlines C, D, E, F and S. A total of eight experimental sites as well as a high-current site, directly adjacent to
the cyclotron, can be supplied. The irradiation site is located inside the high-current room at experimental site
2a, concluding the C beamline. Schematic adapted from [59].

The BIC facility accommodates five high-energy beamlines, C, D, E, F and S, along which the beam
is transported to eight dedicated experimental sites. An overview of the facility, beamlines and sites is
shown in Fig. 5.3. Here, only the lower level of the facility is depicted, with the upper level housing the
control as well as power supply room and a gallery area with space for additional setup components.
Adjacent to the accelerator, a dedicated high-current site is located for the purpose of radioisotope
production. Along each of the beamlines, internal beam diagnostics are installed at fixed locations,
so-called stoppers (prefixed with ST) and scrapers (prefixed with S), compromised of Faraday Cups
(FCs) and apertures for destructive beam current and position determination, respectively.

5.2 Irradiation Site

The irradiation site at the BIC is located in the high-current room, at extraction 2a which concludes
the beamline C, as shown in Fig. 5.3. The location exhibits good characteristics with regard to the
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5.2 Irradiation Site

requirements for irradiation:

• The beam handling system on the C beamline enables high momentum resolution of up to
𝑝

Δ𝑝
= 3 × 104 [62], allowing for the assumption of a mono-energetic beam being delivered to

the site.

• A wide range of proton beam currents between 20 and 1 000 nA is available, facilitating to
perform low- as well as high-fluence irradiation campaigns efficiently.

• The high-current room is a dedicated site, isolated from the facility during beam extraction,
enabling one to simultaneously carry out irradiations and access the remaining area. This make
it possible to situate and operate additional equipment in close proximity (see Fig. A.4).

To minimize the energy loss of the low-energy protons, the setup is installed immediately following
the last dipole magnet A4, leaving only a few cm of air between it and the exit window of the beamline.
A Computer-Aided Design (CAD) render as well as an image of the setup are shown in Fig. 5.4. The
site houses several elements which can be divided into setup components and (beam) diagnostics.
The setup is described briefly here and in greater detail in the following Section 5.2.2, whereas the
diagnostics are covered in Section 5.3.

Beam

Beam Monitor

19′′ Rack

Cool Box

Scan Stage

FC Linear Stage

Faraday Cup with Scintillating Screen

Rail System

(a) CAD render of irradiation setup, adapted
from [60]

(b) Picture of irradiation setup from October 2021

Figure 5.4: CAD render (a) and picture of the irradiation setup (b), located at the 2a extraction (see Fig. 5.3).
The setup table is retracted using a motorized stage, allowing the on-site FC to be driven in front of the beam
monitor. A liquid nitrogen dewar functions a heat exchanger, guiding cool nitrogen gas into the box.

The setup consists of a table which is equipped with a top base plate featuring an optical breadboard.
The top plate is mounted on a rail system, adjustable along the beam axis via a motorstage. A
two-dimensional scan motorstage is installed on the breadboard, carrying an insulated cool box on
an extension arm, movable in the plane perpendicular to the beam. The cool box features an entry
window as well as a scintillating screen on the out- and inside for beam-based alignment. Inside the
box, a combined shielding and mounting mechanism allows for installation of a variety of DUTs.
Adjacent to the table, a 19 " rack is positioned, housing power supplies, vacuum pumps and various
connectors, interfacing the irradiation site. Moreover, a vertical motorstage is situated aside the rack,
on which a FC with a scintillation screen is placed. In combination with the setup table stage, this
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enables to retract the setup and drive the FC into the beam. Lastly, a beam monitor is positioned in
front of the setup, housed in a cross-piece, as the final element in the beamline.

5.2.1 Overview

To establish the localities and interfaces of the irradiation site at the BIC facility, a schematic overview
is displayed in Fig. 5.5, showing the different setup components and their interconnections. Indicated
by the dashed lines, the overview is separated into three main locations; the high-current room, the
gallery and the accelerator control room. The high-current room is placed on the accelerators main
level, as displayed in Fig. 5.3, whereas the control room and gallery are situated a level above. Each
location is connected to the Bonn Isochronous Cyclotron Local Area Network (LAN), allowing
integration, control and communication of devices via Ethernet.

USB-over-Ethernet Hub

Scan stage

controller

R/O board

R/O board

controller

NTC

readout

RPi server 

w/ ADC board

FC stage

controller

Host PC

running irrad_control

High‐current room

Gallery

Signal

Temperature

Communica�on

Control room

LAN

LAN

LAN

27 m

Figure 5.5: Schematic overview of the irradiation site components, their locations and interconnections. It is
separated into three localities: the high-current room, containing the irradiation setup described in Section 5.2.2,
the gallery, housing the setup-controlling RPi server and the control room with a host computer running the
irrad_control software.

In the control room of the accelerator, a host computer is running the control software of the irradiation
site irrad_control (see Section 5.6), facilitating management, DAQ as well as visualization of the
irradiation-relevant components and data. Located on the gallery and connected to the host computer
via LAN, a dedicated server is running on a Raspberry Pi (RPi) single-board computer. It interfaces
the irradiation site via LAN and USB-over-Ethernet extenders, facilitating the control of multiple serial
devices. Additionally, it is equipped with a commercial ADC expansion board, facilitating DAQ of
analog voltage signals transmitted from the readout electronics at the site via approximately 27 m long
twisted-pair cables. Using dedicated cables of the same length, the controller for the linear stage of
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the on-site FC connects to the irradiation setup. Inside the high-current room, the custom-made beam
diagnostics (see Section 5.3) of the irradiation site are read out via an analog readout electronics (R/O
electronics) board, placed in a 19" rack, whose output voltages are digitized by the RPi ADC module.
Two Arduino-based Nano-Utility-Boards (NUBs) as well as the scan and table stage controller are
placed beneath the setup table and are connected to the RPi server. The NUBs are used to control the
R/O electronics board settings as well as facilitate the readout of multiple NTC thermistors inside the
cool box.
The infrastructure is designed with integration, control and data acquisition of additional hardware in
mind, making easy extensions, by e.g. user-specific measurement equipment, possible.

5.2.2 Components

In this section, the individual setup components, shown in the overview in Fig. 5.5, are described in
detail. The diagnostics are explained separately, in Section 5.3.

Scan Stage

The scan stage is used to move the cool box in the plane perpendicular to the beam axis, for beam-based
alignment and uniform irradiation. It consists of the two commercial linear stages from Zaber
Technologies Inc. [64] in an XY-configuration. The main specifications of the motor stages are listed
in Table 5.1. Each axis has a travel range of 300 mm, allowing for irradiation of the entire cool
box area. The axes deliver sufficient position accuracy and velocities of up to 110 mm s−1 while
providing adequate capacities for installations heavier than the typical cool box plus DUT load. The
linear stages feature a stepper motor with integrated encoders as well as drivers and are interfaced via
an external motor controller, placed underneath the setup table. This facilitates a placement of the
controller with increased distance to the beam plane of up to a few meters, reducing the radiation
exposure of the consumer electronics. The Zaber motion products are easy to use as they support
well-documented ASCII and binary communication protocols with pre-existing software packages for
most programming languages.

Model Step Travel Velocity Accuracy Load Thrust Controller

LRQ300HL 0.2 µm 300 mm 110 mm s−1 55 µm 1 000 N 500 N X-MCC3
Table 5.1: Zaber linear stage specifications for the scan and setup table stages [64]. Maximum values are given
for variable quantities.

Setup Table

The in-house designed setup table is constructed using aluminum profiles from item [65] as well as
an optical breadboard from Thorlabs [66], on which the scan stage is mounted (see Fig. 5.4). The
breadboard comes with a grid of M6 threads with 25 mm spacing, facilitating easy installation of
additional equipment. It is situated on a double rail system, allowing one to move it along the beam
axis with a displacement of approximately 1 m in total. An additional Zaber linear stage (see Table 5.1)
is integrated into the double-rail system, enabling one to remotely displace the breadboard over 0.3 m
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within the total range of 1 m. The table is designed to carry loads of up to 100 kg, providing a variety
of different setup configurations and additions, and is therefore fixated to the ground.

19" rack & FC stage

Adjacent to the setup table, a 19" rack, also constructed from item aluminum profiles, is located (see
Fig. 5.4). The rack houses a set of High-Voltage (HV) power supplies, a vacuum pump for the on-site
FC and a variety of interfaces to the irradiation site. Here, twisted-pair, coaxial and unshielded cables
for e.g instrument interfacing, high-frequency signals and remote power supply, respectively, are
available. They connect the irradiation site to a twin rack, located on an upstairs gallery, an area which
is accessible during beam extraction.
Additionally, a linear stage from item [65] is mounted vertically on the beam-facing side of the rack,
on which the on-site FC is installed. The stage has a travel range of 716 mm, in combination with the
setup table stage, allowing to drive either the FC or the cool box in front of the beam monitor. The FC
stage has a dedicated controller, located off-site on the upstairs gallery.

Cool box

19 cm

11 cm

Scintillating Screen

Styrodur Lid

Ventilation Bar

Double Kapton Window

Cable
Feed-

Through

Cool Gas
Connector

Figure 5.6: Front view of cool box

To irradiate DUTs in a cool and dry atmosphere, an
insulated cool box has been designed and is shown
in Fig. 5.6. It mainly consist of thermally-insulting
materials with sufficient rigidity such as Styrodur and
Rohacell. The box features a double entrance window,
consisting of two 30 µm Kapton layers spaced 1 cm
apart, with an area of approximately (19 × 11) cm2.
Using this configuration, beam energy losses are min-
imized while simultaneously maximizing the thermal
insulation. The inner volume of the box is approx-
imately (19 × 11 × 15) cm3 with a 1 cm graphite back-
plate, serving as a beam dump. To avoid condensation,
a ventilation bar guides compressed air from top to
bottom on the outside of the entrance window. Internal
and external scintillation screens are mounted for beam-based alignment of the setup. On the right, a
cable feed-through facilitates powering and readout of DUTs during irradiation. The box is cooled by
continuous flushing with nitrogen gas which is guided through a copper heat exchanger, submerged
in a 60 L liquid nitrogen dewar (see Fig. 5.4(b)). The nitrogen gas is supplied via standard 200 bar
cylinders, the temperature is regulated via a flow meter. Here, a single cylinder typically suffices to
maintain a temperature less than −20 ◦C for a full day of irradiation.

Data Acquisition & Setup Control

To control the hardware of the irradiation site as well as read out the signals provided by the beam
diagnostics, an RPi single-board computer (3 Model B+) with an expansion board for Analog-to-
Digital/Digital-to-Analog conversion from Waveshare [67] is used. The RPi is widely available,
cost-efficient, features a variety of interfaces for communication and has a rich software environment
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as well as range of extension possibilities which makes it an ideal solution. The Waveshare expansion
board features a 24 bit, up to 30k samples-per-second ADC with an 8-to-1 input multiplexer, facilitates
the measurement of up to eight single-ended input voltage signals within a range of 0 – 5 V. The RPi
is situated off-site on the upstairs gallery inside the twin 19" rack that houses the interfaces to the
irradiation site. In order to connect to the different devices in the high-current room, the RPi is attached
to the BIC LAN that is available across the entire facility, as well as via an USB-over-Ethernet adapter
hub, enabling the connection of multiple serial devices. The RPi is configured as a server which is
controlled by a central computer, located in the control room of the BIC, via the irrad_control
[68] software. An overview of the setup is given in Fig. 5.5.

Camera System

The irradiation setup features three cameras installed on-site for visual inspection of the beam spot
and alignment on the scintillating screens. A camera, mounted directly on the A4 dipole magnet, is
focused on the internal cool box screen, allowing for a beam-based alignment of the setup. Moreover,
a camera is installed on the on-site FC, directed on its screen which is primarily used for visual beam
inspection and adjustment when driven into the beam. Lastly, a camera is placed on top of the 19"
rack, capturing the entire setup from above through a wide-angle lens. All cameras are connected to a
monitor in the BIC control room via a switcher, enabling one to cycle through the different scenes as
required.

5.2.3 Devices Under Test

The irradiation site has been developed in parallel to the arrival of the first demonstrator pixel chip
RD53A (see Section 3.3) with the goal of facilitating radiation hardness tests in Bonn. As the chips
are typically mounted on an SCC for testing, the irradiation setup has been optimized to house such
and comparable devices. Therefore, in the default operation mode, DUTs are irradiated on a carrier
PCB which is placed behind an aluminum shielding. A CAD schematic as well as a front view of this
configuration is shown in Fig. 5.7.
The shielding consist of two 6 mm-thick aluminum1 parts, representing at least six times the projected
range of protons in aluminum [19] for the energies available at the BIC. It is separated into a generic
as well as a DUT-specific shield with the former providing a rail-based mounting mechanism for
the latter as well as the DUT, allowing one to slide both parts into place from the top. The specific
shield is manufactured at the irradiation site for each individual DUT, resulting in only the actual DUT
cross section2 being exposed to the beam (see Fig. 5.7(a) top right). A total area of (6 × 6) cm2 is
available to the DUT-specific shield, subsequently limiting the maximum DUT size to the same area
for the default operation. The mounting mechanism for typical DUTs, situated on (10 × 10) cm2 SCC,
consists of a set of rails which are installed on the PCB via stand-offs of various length. Within a
certain margin, variances of DUT locations between different PCBs can be compensated by mounting
the rails on an additional 3D-printed translation layer.
In case the DUT does not reside on an SCC, such as bare sensors, diodes or prototypes on small-scale
PCBs, so-called surfboards, a dedicated aluminum carrier plate (see Fig. 6.14(c)) is utilized. It
features a 1 cm grid on which DUTs are fixated using Kapton tape and subsequently mounted using
1 To minimize activation of long-lived isotopes, the parts are manufactured from 99.5 % pure aluminum.
2 A few mm extra are taken into accounted for compensation of misalignments.
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Figure 5.7: CAD render and picture of default configuration of DUTs at the BIC irradiation site. Devices are
mounted behind a 6 mm aluminum shielding, consisting of a DUT-specific and generic part, using a rail system.
Cool nitrogen gas is guided onto the samples via a U-shaped structure.

the standard rail system. For DUTs larger than (6 × 6) cm2, the default shield can be removed and the
full entrance window size of (19 × 11) cm2 of the cool box becomes available.
In the default configuration, a plastic cooling structure is mounted in between the shielding and the
DUTs PCB. It is U-shaped with a connection to the cool nitrogen gas on the bottom and its arms
having a perforated surface, angled at approximately 45° towards the carrier PCB. It guides the cool
nitrogen into the box and onto the DUT area, situated directly within the gas stream. The structure is
fixated to the generic shield via a screw with an integrated NTC thermistor, allowing for a temperature
reference measurement during irradiation. If the default configuration is not suitable, the gas can be
directed onto the DUT using flexible tubing.
DUTs can be powered and read out during or in between irradiation steps by utilizing a dedicated cable
feed-trough within the cool box with a diameter of approximately 2 cm, enabling one to fit multiple
cables. As the feed-through can be opened to the top, also large connectors can be used.

5.3 Custom Diagnostics

The BIC features two types of beam diagnostics located at fixed positions along each of the six
individual beamlines. FCs, also called stoppers, for beam current measurement and apertures, also
called scrapers, for determination of beam width as well as position within the beam pipe. Their
locations are marked in Fig. 5.3, where FCs are encoded using ST, followed by an index and the letter
of the respective beamline (e.g. ST1C) and apertures using S, followed by X/Y for their orientation and
an index (e.g. SX3). A more detailed description of the beam handling system can be found in [62].
The available diagnostics determine the beam properties destructively, preventing the beam partially
(scrapers) or completely (stoppers) from propagating towards the targeted extraction. Furthermore,
no diagnostics are located in proximity to the extraction 2a, where the irradiation setup is situated.
The ability to online-monitor the beam properties at the extraction, enables an implementation of a
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beam-based irradiation routine as well as a dosimetry approach. These features allow for application of
highly uniform fluences with low uncertainty to DUTs as well as obtain spatially resolved information
on the fluence distributions. Therefore, a set of custom beam diagnostics has been developed within
the scope of this thesis and as part of [59, 60]. They enable a non-destructive, on-site beam parameter
monitoring, facilitating a beam-based irradiation procedure as well as dosimetry as described in
Sections 5.4 and 5.5. In this section, the fundamentals as well as the individual components are
introduced whereas the characterization can be found in Section 6.2.

5.3.1 Fundamentals of Beam Diagnostics

The working principle of the custom beam diagnostics is based on the effect of ion-induced Secondary
Electron Emission (SEE) which is fundamentally described in [69]. On penetration of fast ion beams
into a given target, Secondary Electron (SE) are emitted from the material’s surface. The Secondary
Electron Emission Yield (SEY) 𝛾 characterizes the process by describing the fraction of emitted
electrons per incident ion. If the current of secondary electrons, 𝐼SEE, as well as the ion beam current,
𝐼beam, are known, 𝛾 can be defined as

𝛾 =
𝐼SEE
𝐼beam

· 𝑧ion , (5.3)

where 𝑧ion is the number of elementary charges 𝑞𝑒 carried per ion. As demonstrated in [69, 70], for
a given ion X and target material M, the resulting SEE current generally is a function of multiple
parameters which can be expressed as

𝐼SEE
(
𝑝, 𝑇M, 𝐸X, 𝐴X, 𝜃X, 𝐷M

)
, (5.4)

where the dependencies are

• the environmental pressure 𝑝,

• the target material temperature 𝑇M,

• the ions kinetic energy 𝐸X,

• the intensity in ions per unit area 𝐴X,

• the ions incident angle 𝜃X,

• the target material thickness 𝐷M.

Furthermore, it is worth to emphasize that SEE is a surface effect and the resulting SEY represents the
corresponding conditions on the targets surface. Considering a monoenergetic ion beam with constant
intensity penetrating a material perpendicularly inside a vacuum, the fixed parameter space results in a
constant 𝛾. For this configuration, a series of measurements of the SEY for graphite and aluminum for
a variety of light ions at different energies is shown in Fig. 5.8. Subsequently, Eq. (5.3) can be used to
measure the ion beam current as a function of the SEE current:

𝐼beam =
𝑧ion
𝛾

· 𝐼SEE = 𝛽 · 𝐼SEE with 𝛽 =
𝑧ion
𝛾
. (5.5)
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(a) Graphite (b) Aluminum

Figure 5.8: SEY 𝛾 for graphite (a) and aluminum (b) for protons (p), deuterons (d), helium-3 (𝜏) and alpha (𝛼)
particles for different energies, from [70]. Here, the beam penetrates the target perpendicularly in a controlled
vacuum between 4 × 10−6 and 2.6 × 10−5 mbar. The uncertainty bands include variations due to changes in
vacuum pressure.

As 𝛾 only varies within a few percent (specifically for thick targets) over multiple orders of magnitude
of the ion intensity and target temperature [69], it can be assumed constant in 𝐴𝑋 and 𝑇𝑀 (see Fig. 6.8).
Using the constellation leading to Eq. (5.5), non-destructive, online beam parameter monitoring using
a dedicated, custom-made set of diagnostics is realized, introduced in the following Sections 5.3.2
and 5.3.3.

5.3.2 On-Site Faraday Cup

To directly measure the beam current extracted into the cool box of the irradiation setup shown in
Fig. 5.4, an on-site FC has been developed. A CAD render as well as a schematic of its working
principle are shown in Fig. 5.9. The beam enters the FC through a 30 µm-thick AlMg3 Lenard
window into a dedicated vacuum at ≤ 1×10−6 mbar. Subsequently, it propagates through a cylindrical
suppressor electrode ring before it is stopped in a conical graphite beam dump. The shape of the
beam dump is optimized to prevent SEs to escape from the graphite surface, circumventing erroneous
measurement of an increased current. The suppressor electrode is kept at −100 V to further restrict
the escape as well as entrance of SEs from the beam dump and Lenard window, respectively. Using
Computer Simulation Technology (CST) Studio Suite [71], simulations of the resulting potentials
as well as SEE in equilibrium state for a typical proton beam (see Section 5.4) are displayed in Fig. 5.10.

The produced SEs have a mean energy in the low eV region and are successfully suppressed with a
relative SE escape ratio of 7.6 × 10−5 [60]. This corresponds to an intrinsic accuracy of ≥ 99.99 %
for direct measurement of the beam current.
As shown in Fig. 5.4(a), the FC is mounted on a vertical linear stage, enabling one to drive it in and out
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Chromox Scintillation Screen
Faraday Cup Isolator

Suppressor Electrode

Shielding
Cooling Fins

Beam Dump

Electrode Isolator

Entry Window

(a) CAD render of on-site FC, from [60]
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Figure 5.9: CAD render and schematic of the working principle of the on-site FC at the irradiation site. It
consists of a graphite beam dump, a suppressor electrode as well as an entrance window and is mounted on a
vertical linear stage (see Fig. 5.4). A scintillation screen is mounted on top allowing for visual beam inspection
and adjustment.
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(a) CST simulation of electrostatic potentials
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Figure 5.10: CST [71] simulations of electrostatic potentials and SEE spatial as well as energy distribution of
the on-site FC. For a 13.6 MeV proton beam of 1 µA in the equilibrium state, the mean kinetic energy of SEs
lies in the low eV regime and the SE escape ratio is 7.6 × 10−5, resulting in an intrinsic measurement accuracy
of ≥ 99.99 %. Results from [60].

of the beam remotely. When moved in the beam, it is situated in front of the beam monitor, replacing
the cool box, allowing for measurement of the beam current at the DUT position. This configuration is
used to calibrate the beam monitor (see Section 6.2) and is shown in the top right of Fig. 5.4(a). The
body of the FC features cooling fins, enabling dissipation of the heat transferred by the beam. The
FCs temperature can be monitored via a thermistor, fixed to the cooling fins. Finally, a scintillation
screen for visual beam inspection and adjustment is installed on top of the FC.

5.3.3 Calibrated Beam Monitor

The beam monitor allows for a continuous online beam-parameter monitoring directly in front of
the DUT and therefore concludes the beamline C towards extraction 2a. It is housed inside a cross
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piece. A CAD render and a schematic of its main components are shown in Fig. 5.11. It consists of
two main parts, the Secondary Electron Monitor (SEM) and the Beam Loss Monitor (BLM) module.
The former provides beam current and position monitoring whereas the latter facilitates beam loss
detection. The beam enters the beam monitor traversing the SEM before passing the BLM module,
after which it is extracted through a 30 µm-thick AlMg3 Lenard window.

SEM U & DSEM R & L Suppressor Electrode BLM

Pull Electrodes Isolator Electrode

(a) Cut through CAD render of beam monitor from [59]

Beam e-

e-
e-

e-

e-

e-

e-
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SEM D

ISEE

BLM

+ HV - HV

- HV

+ HV Ibeam

Lenard
window

(b) Schematic working principle

Figure 5.11: CAD render and schematic of working principle of the beam monitor. It consists of a SEM as well
as a BLM module for beam current & position and beam loss monitoring respectively. The SEM is composed
of two, carbon-coated (O(100 nm)), 4.5 µm aluminum foil pairs, segmented in the vertical and horizontal plane.
HV foils are placed in between at 100 V, acting as pull electrodes, removing SEs from the SEM foils.

The SEM module consists of two pairs of horizontally- and vertically-segmented signal foils, each
located between two HV foils at 100 V. The foils are each comprised of (half-)circular, 4.5 µm-thick
aluminum where the signal foils are additionally coated with carbon of O(100 nm) to anticipate carbon
built-up on the foil surfaces in vacuum under irradiation [72] and the consequent change in SEY. Each
signal foil pair represents a dedicated SEM where SEM(L) + SEM(R) compromise the horizontal and
SEM(U) + SEM(D) the vertical SEM. When the beam traverses the SEM module centrally, SEs are
emitted at the surfaces of each of the signal as well as HV foils. Removing these SEs using the HV
foils, results in a positive current flowing onto the signal foils according to Eq. (5.3). The horizontal
and vertical SEM expose a total of two foil planes and subsequently four surfaces to the penetrating
beam. Here, the resulting SE current 𝐼SEE from Eq. (5.3) is obtained by normalizing the sum of the
individual SE currents to the number of surfaces

𝐼SEE =
∑︁
𝑛

𝐼SEM(𝑛)
4

with 𝑛 ∈ [L,R,U,D] , (5.6)

where 𝐼SEM(𝑛) corresponds to the SE current onto the respective SEM foil. To enable the SEM module
to monitor the magnitude of beam current for a specific ion, it needs to be calibrated by determination
of the respective 𝛽 in Eq. (5.5). This is realized by utilization of the on-site FC in calibration position
(see Fig. 5.4(a), top right) to measure the SEE as well as the beam current simultaneously and extract
𝛽 via a fit (see Fig. 6.8). The relative position deviation of the mean of the beam distribution to the
center of the monitor can be defined via

𝑥 =
𝐼SEM(L) − 𝐼SEM(R)
𝐼SEM(L) + 𝐼SEM(R) , 𝑦 =

𝐼SEM(U) − 𝐼SEM(D)
𝐼SEM(U) + 𝐼SEM(D) , 𝑥, 𝑦 ∈ ±100 % , (5.7)
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where L,R,U,D are the individual signal foils. Here, a position of (0, 0)% corresponds to a centrally-
aligned beam in the monitor whereas (−50, 100)% resembles 1/4 versus 3/4 of the beam distribution
penetrating SEM(L) and SEM(R), respectively, and 100 % of the beam traversing SEM(U). It is
worth to note that this position definition does not translate to the physical position of the mean of the
distribution and is independent of the beam Full-Width Half-Maximum (FWHM).
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Figure 5.12: CST [71] simulations of electrostatic potentials and SEE spatial as well as energy distribution of
the beam monitor. With the given potential configuration, the SE collection efficiency from the SEM foils is
(99.11 ± 0.19) % and (99.77 ± 0.04) % for up- and downstream direction respectively. Results from [59].

The SEM is followed by the BLM module which consists of an 3 mm-thick aluminum aperture,
preceded by a suppressor and succeeded by an isolator electrode at −100 V. The aperture has
an inner and outer diameter of 20 mm and 40 mm respectively, corresponding to the diameter of
the subsequent Lenard window, leaving a 10 mm-wide, sensitive iris for beam loss detection. It
functions as an internal FC, directly measuring the current of any overlapping fraction of the beam
distribution. As in Section 5.3.2, the suppressor electrode aims to prevent SEs to escape the surface of
the aperture and therefore avoiding measurement of an erroneous beam current. Likewise, the isolator
electrode suppresses SEs emerging from the Lenard window to reach the BLM iris. Using the relative
position information provided by the SEM module in combination with the BLM module, enables the
determination of the direction in which a beam cut-off occurs. Subsequent to the successful calibration
of the beam monitor, the current signal of the BLM aperture is used to determine the beam loss 𝐼loss
and correct the beam current extracted 𝐼ext towards the setup

𝐼ext = 𝐼beam − 𝐼loss . (5.8)
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Due to the heat transfer by the beam onto the aperture in conjunction with the limited heat dissipation
in vacuum, a thermistor is located on the BLM iris. This facilitates the monitoring of the components’
temperature to protect from overheating and damaging e.g. cables.
As in Section 5.3.2, simulations using CST Studio Suite [71] have been performed to obtain the
potentials as well as SEE spatial and energy distributions within the beam monitor. They are shown in
Fig. 5.12. For a typical 13.6 MeV proton beam with 1 µA current (see Section 5.4) the configuration
in the equilibrium state again indicates a mean SE energy in the low eV regime. The suppressor and
isolator electrode of the BLM module successfully constrain the spatial spread of SEs towards the
aperture, preventing erroneous current measurement. Subsequently, the collection efficiency of SEs
from the SEM foils is ≥ 99 % with an uncertainty ≪ 1 % [59] for the given potentials, allowing for
accurate measurement of 𝐼SEE and therefore 𝐼beam via Eq. (5.5).

5.3.4 Analog Readout Board

The diagnostics introduced in the previous Sections 5.3.2 and 5.3.3 each provide current signals that
need to be processed for digitization. For this reason, an analog R/O electronics board has been
designed. A picture as well as a schematic of its main circuitry are displayed in Fig. 5.13. It features
six inputs, one for each of the SEM module foils as well as one for the BLM and on-site FC. The main
functionality is the transimpedance amplification of the current signals to voltages. Here, the transfer
function3 for an input signal 𝐼in can be expressed as

𝑈out
(
𝐼in

)
=

(−𝑅in · 𝐼in
) · (−𝑅𝑥

𝑅𝑐

)
=
𝑅in𝑅𝑥

𝑅𝑐

· 𝐼in . (5.9)

Here, in order to provide accurate amplification also for small input signals, the first amplifier stage is
realized by a low-offset operational amplifier Analog Devices AD8616 [73] with a maximum offset
of 65 µV. Introducing the full-scale input current 𝐼FS, corresponding to an output of ±5 V, the R/O
electronics are tuned to fulfill the relation

𝐼in
𝐼FS

=
𝑈out
5 V

with 𝐼FS =
𝑅𝑐

𝑅in𝑅𝑥

5 V , (5.10)

allowing one to determine the input current 𝐼in as a function of 𝑈out and the respective 𝐼FS. The
resistors 𝑅in and 𝑅c are fixed4 at 250 kΩ and 1 kΩ, respectively, whereas 𝑅x can be adjusted via an
1-to-8 multiplexer, operated by an on-board General-Purpose Input Output (GPIO) extender on an
I2C bus, or manually setting the respective jumpers, effectively defining 𝐼FS. The uncertainty on the
full-scale input current is dictated by the chosen resistors which typically have a standard deviation of
1 % around their nominal resistance. Subsequently, the relative uncertainty can be expressed as

Δ𝐼FS
𝐼FS

=

√︄(
Δ𝑅𝑐

𝑅𝑐

)2
+

(
Δ𝑅in
𝑅in

)2
+

(
Δ𝑅𝑥

𝑅𝑥

)2
=
√

3% , (5.11)

where this corresponds to the uncertainty on input current Δ𝐼in. Here, the error represents the variation
of 𝐼in when utilizing arbitrary input channel and full-scale input current combinations of the R/O

3 For the expected DC / low-frequency input signals.
4 𝑅in can be divided by 10 via a jumper, scaling the available 𝐼FS selection by 10.

60



5.3 Custom Diagnostics

electronics. As indicated in Section 6.2.1, certain pairings of channel and 𝐼FS may yield a lower
uncertainty due to their well-matched resistor configurations, resulting in an overestimation of the
uncertainty for the specific configuration. Nevertheless, the error on the input current is determined
using Eq. (5.11) in order to be able to provide an error estimation independent of the R/O electronics
setting.
As the typical proton beam current is in the order of 1 µA with an SEE current of approximately

(a) Top view of the R/O electronics board version v0.2
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+
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(b) Schematic of amplification circuit

Figure 5.13: Top view of the readout electronics board (a) and schematic of the transimpedence amplification
chain (b). The R/O electronics features six inputs, one for each current signal channel of the beam monitor and
on-site FC, which are transformed to voltages according to Eq. (5.10) for digitization. The board is configured
manually using jumpers or remotely via an I2C bus.

20 % [70], the 𝐼FS default values are chosen as

𝐼FS ∈ [10 nA, 50 nA, 100 nA, 500 nA, 1 µA, 5 µA, 10 µA, 20 µA] .

The inputs are grouped in SEM and FC inputs, providing a separate 𝐼FS per category, to adjust for the
possible significant difference between SEE and direct beam signal amplitude. Each input channels’
current signal is transformed via Eq. (5.10) to an output voltage, resulting in six outputs. Additionally,
Eq. (5.6) is directly implemented in the R/O electronics by analog summation and normalization of
the four SEM input signals, providing a further output voltage𝑈SEE. Using this as well as Eq. (5.5),
the beam current 𝐼beam can be written as

𝐼beam = 𝛽 · 𝑈SEE
5 V

· 𝐼FS = 𝜆 ·𝑈SEE · 𝐼FS with 𝜆 =
𝛽

5 V
, (5.12)

where 𝜆 is defined as the calibration constant of the beam monitor for a given ion and energy (also see
Section 6.2) and 𝐼FS corresponds to the full-scale input current of the SEM inputs. The uncertainty on
the so-obtained beam current is dominated by the one on 𝐼FC as defined in Eq. (5.11), as the errors on
the calibration constant 𝜆 as well as the measured voltage𝑈SEE can generally be neglected.
The R/O electronics also provide eight pin headers for connecting NTC thermistors of nominally
10 kΩ via an additional 1-to-8 multiplexer to one output. The respective NTC can be selected using the
I2C interface or manually setting the respective jumpers, providing the voltage over a 10 kΩ resistor in
a voltage divider configuration, allowing for the determination of the resulting NTC temperature via
the Steinhart-Hart-Equation [74].
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The configurations of the selected 𝐼FS for each input as well as the NTC header are visualized on
the R/O electronics board via a dedicated LED array. In order to test the analog signal processing
chain, the R/O electronics features test inputs via pin headers, allowing one to source predefined
±1 µA directly into the respective inputs or adjust the test input current by connecting a voltage source
between ±5 V.
The R/O electronics board facilitates the transformation of the current signals obtained from the
beam diagnostics into voltages. For any given ion beam, the resulting output voltages of the FC as
well as beam monitor channels are positive, yielding a range of 0 – 5 V which can subsequently be
digitized using the Waveshare ADC expansion board (see Section 5.2.2), enabling digital, real-time
data processing of beam-related data.

5.3.5 Arduino-Based Utility Board

The harsh radiation conditions during irradiation in close proximity to the setup, exhibit a difficult
environment for digital consumer electronics, possibly resulting in temporary or permanent failure due
to transistor damage (see Section 4.1.1). To create a cost-effective and flexible solution to performing
a set of on-site tasks related to the irradiation setup, an Arduino-based [75] NUB has been developed
within the course of this work. The board and a schematic of its basic functionality is shown in
Fig. 5.14, the complete schematics as well as comprehensive documentation can be found in [76]. The
board allows for readout of up to eight NTC thermistors, via pin header or Molex MiniFit, in a voltage
divider configuration (see Fig. 5.14(b)). Furthermore, the board features an RJ45 connector allowing
to expose the I2C bus over a twisted pair cable. It is worth to note that the connector pin layout is
specifically matched to the one on the R/O electronics board, introduced in the precious section, but
offers to feed external signals over the remaining twisted pairs via a pin header. Additionally, the board
features a LEMO connector, enabling to count logic 5 V pulses. For the board to function properly, it
must be configured for the respective task by setting the corresponding jumpers.

(a) Picture of the NUB version v1.0
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Figure 5.14: Top-view of Arduino-based [75] NUB and schematic of its basic functionalities. The board is used
to read out up to eight NTC thermistors, control the R/O electronics, introduced in Section 5.3.4, via an I2C bus
and count pre-amplified pulses of a Geiger counter.

Within the framework of the irradiation setup, the NUB is used to measure the temperatures of the
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BLM aperture (see Section 5.3.3), the on-site FC (see Section 5.3.2) and the DUT as well as ambient
temperature inside the cool box during irradiation. If required in a specific setup, also additional
NTCs can be connected. Furthermore, using a twisted pair cable, the board is used to interface and
configure the R/O electronics, allowing for the adaptation of the input current scale 𝐼FS to changing
beam conditions on the fly. Lastly, the board is used to count pulses of an on-site Geiger tube to
monitor radiation conditions close to the setup, especially after irradiation.

5.4 Irradiation Procedure

In this section, the operation of the proton irradiation site at the BIC is described in detail. A
significant portion of the procedure is implemented and enabled through the control software of the
site, irrad_control [68], which is the subject of Section 5.6. In the following Sections 5.4.1 to 5.4.3,
the individual steps corresponding to the preparation, irradiation routine, as well as concluding actions
for standard DUTs, as showcased in Section 5.2.3, are given.
For irradiation campaigns, the accelerator is typically operated at the upper limit of possible energies,
extracting proton beams with an energy of 13.6 MeV, corresponding to 12.3 MeV on the DUT surface,
and currents of up to 1 µA to the site. Commonly, the beam spot after extraction into the setup has
a FWHM of ≤ 10 mm. The temperature inside the cool box, housing the DUT, is maintained at
≤ −20 ◦C.

5.4.1 Prerequisites

Prior to the start of an irradiation, preparatory tasks have to be performed that depend on the specifics
of the campaign at hand. These tasks depend on various quantities such DUT type and dimensions,
the target fluence as well as beam parameters and are listed in the following.

Irradiation Routine Parameter Estimation

To ensure a homogeneous application of the target fluence via the irradiation routine described in
Section 5.4.2, the DUT has to be fully scanned through the beam multiple times. A sufficient number
of full scans provides the possibility to level the fluence distribution via corrections. According to the
target fluence and DUT area, Eq. (5.13) is used to estimate adequate scan parameters as well as the
beam current.

DUT Installation

The DUT as well as its specific shielding are installed inside the cool box, using the rail mounting
system. Optionally, if the irradiation campaign requires powering, readout or additional hardware for
the DUT, the corresponding connections are set up via the feed-through in the cool box. Subsequently,
the cooling system, described in Section 5.2.2, is initiated and the setup is driven into the calibration
position, as depicted in the upper right of Fig. 5.4(a), with the setup table retracted along the beam
axis and the on-site FC placed in front of the beam monitor.
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Beam Preparation

The initial requirement for the irradiation is the adjustment of the beam optics for extraction into the
setup. Therefore, the scintillation screen, situated on top of the on-site FC, is centered directly in front
of the beam monitor via the linear stage and the beam is extracted. Using the camera system, the beam
is visually inspected and adjusted to a well-focused spot, from which a maximum estimation of the
beam FWHM is made. Finally, the relative position inside the beam monitor, defined by Eq. (5.7), is
utilized to center the prepared beam with the upstream corrector magnets.

On-The-Fly Beam Monitor Calibration

Prior to each irradiation campaign, an on-the-fly beam monitor calibration is conducted to minimize
uncertainties on the extracted beam current by run-to-run variations of the beam energy and the
environmental parameters. To do so, the on-site FC is driven centrally in front of the beam monitor
and the beam is extracted. The resulting SEE (see Eq. (5.6)) as well as the beam current, directly
observed in the FC, are recorded and the beam current is varied by ±10 – 20 % around the nominal
current, anticipated for the irradiation campaign. Using the analysis capabilities of irrad_control,
a fit according to Eq. (5.5) is performed from which the calibrated beam current and the calibration
constant 𝜆 can be determined via Eq. (5.12).

Beam-Based Alignment

To allow for the creation of a relative coordinate system in which the irradiation routine can be
executed, a reference position must be defined. Therefore, the on-site FC is driven below the setup
table which in turn is moved towards the beam monitor, replacing the FC with the cool box directly
in front of the beam monitor. Using the scan stage, the scintillation screen on the shielding inside
the cool box (cf. Fig. 5.7) is situated in the approximate center of the beam axis. This configuration
corresponds to the setup in irradiation position. The beam is extracted into the cool box, centered
in the beam monitor and in combination with the camera system, the beam spot is observed on the
scintillation screen. The cool box is consequently moved until the beam spot is located in the screen’s
center, defining the reference position for the irradiation routine.

5.4.2 Beam-Driven Irradiation Routine

In order to enable a uniform fluence application to the area of a given DUT, it is driven repeatedly
through the beam in a dedicated pattern using the scan stage. The process is shown schematically
in Fig. 5.15. From the reference position obtained by beam-based alignment of the setup, a pattern
of 𝑛 equidistantly-spaced rows is constructed using the DUT’s cross section and relative location.
Along the rows, separated by a distance Δrow, the DUT is moved through the stationary beam at the
constant velocity 𝑣scan. The generated grid incorporates an area larger than the DUT cross section.
The excess area includes margins accounting for the beam FWHM in both dimensions, the acceleration
distance required to reach 𝑣scan as well as misalignments within the relative coordinate system. By
selecting a row separation Δrow ≪ FWHMbeam and ensuring 𝑣scan = const. while traversing the
DUT area, the beam profile is integrated in the vertical and horizontal dimension, respectively. This
yields a uniform fluence distribution across the marked area in Fig. 5.15, in which the DUT resides. In
contrast, an increased as well as non-uniform fluence distribution accumulates at the peripheries due
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to the pattern’s turning points. Here, rows of the grid are switched and sufficient beam conditions are
awaited (see below), resulting in an increased exposition to the beam. While situated here, the beam is
fully located and terminated on the shielding, off the DUT cross-section, therefore not contributing
to the target fluence. Sequentially progressing through all 𝑛 rows of the grid constitutes a complete
scan, defining the unit by which the delivered fluence is incremented. The procedure is repeated,
starting from the last row of the previous scan, until the target fluence is applied to the uniform area in
Fig. 5.15.

Figure 5.15: Schematic of the beam-driven irradiation routine. A row-based scan grid is constructed on which
the DUT is moved through the beam. On turning points, where the beam is located off-DUT, the beam
conditions are checked for relevant events (see Section 5.6.3). The target fluence is applied in multiples of
complete scans of the pattern. Adapted from [77].

Enabled by the custom beam diagnostics, throughout the progression of the irradiation pattern, the
beam parameters are online-monitored and recorded at all times with a frequency up to 100 Hz
(typically 20 Hz). On the turning points, after switching to the next row as well as prior to scanning
it, the status of beam-related (and other) events is checked. As explained in Section 5.6.3, events
are either active or inactive and are generated from online data and predominantly indicate deficient
irradiation conditions such as beam loss or insufficient current. As long as an event is active, the
irradiation routine is halted at the respective turning point until all events become inactive, therefore
preventing to expose the DUT to unstable beam conditions. Enabled by the online fluence monitoring
(see Section 5.5.1), the event system additionally triggers the automatic termination of the irradiation
routine once the target fluence is applied.
The event system enables autonomous reactions of the irradiation setup to varying beam (and setup)
conditions, yielding a beam-driven routine that produces highly-uniform fluence profiles by ensuring
controlled beam parameters when performing irradiations.
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Corrections

The beam-driven irradiation routine prevents DUT exposure to unstable beam conditions by performing
checks prior to scanning. A defective beam condition occurring during the movement of the DUT
through the beam cannot be prevented. Nevertheless, enabled by the online fluence monitoring
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Figure 5.16: Overview of irradiation routine (left), and corresponding beam current and temperatures (bottom),
with a correction scan applied to row #11 to the resulting distribution (right). Longer pauses of the irradiation
routine due to active events are marked in red (short pauses are not indicated).

(see Section 5.5.1), deficiencies in the applied fluence profile can be identified with row resolution.
Implemented within irrad_control, such insufficiently irradiated rows can be corrected by re-
scanning the respective row(s) with adapted parameters, allowing one to precisely level the resulting
distribution. Figure 5.16 shows an overview of an irradiation over a course of approximately 20 min
and 9 complete scans, produced by the analysis capabilities of irrad_control. Here, the bars
correspond to individual fluence contributions within the rows of the scan pattern. As visible in scan
number #1, a sudden loss of beam current occurs during movement trough row #11 of the irradiation
pattern, resulting in almost no fluence applied in the row wich subsequently halts the routine. This
deficit is also visible in all subsequent scan numbers. After termination of the irradiation routine, the
respective row is re-scanned, yielding a uniform distribution, as shown on the right of Fig. 5.16.

Custom Fluence Profiles & Irradiation Campaigns

The online fluence monitoring in combination with the ability to apply post-irradiation corrections to
the resulting fluence distribution, enables the delivery of custom profiles to the DUT. In the current
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configuration, the setup provides the possibility to easily generate a fluence profile as function of the
row of the scan pattern in Fig. 5.15, corresponding to the vertical dimension. In a test irradiation, an
approximately linear proton fluence distribution is delivered to the DUT, as shown in Fig. 5.17(a). Here,
from the upper side of the device, a linear profile with a slope of approximately −5 × 1013 protons/mm
is applied by re-scanning the individual rows of the irradiation pattern repeatedly after the base fluence
is delivered. Dynamically adapting the velocity 𝑣scan of the scan stage while traversing a row of
the irradiation pattern, enables the delivery of a custom profile in the horizontal dimension. The
application of such profiles can be especially useful for probing detectors that are expected to be
exposed to spatially non-uniform fluences.
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Figure 5.17: Custom fluence distribution, exhibiting a linear gradient within the vertical DUT dimension,
and overview of a custom irradiation campaign, consisting of alternating application of fluence and DUT
measurements, during which the beam is not extracted.

Furthermore, custom irradiation campaigns can be conducted, such as performing DUT measurements
in between applications of irradiation levels. This is facilitated by the online fluence monitoring
capabilities in conjunction with the possibility to power/read out DUTs as well as manually pause
the irradiation routine from within irrad_control at any time. A campaign where a DUT has
been irradiated to a low target fluence is shown Fig. 5.17(b). Here, after each completed scan, the
DUT has been powered on and read out. The proton beam is not extracted into the setup during the
measurements. This mode of operation allows for determination of radiation-related degradation of
the device parameters with fine-grained resolution within a single irradiation campaign.

5.4.3 Post-Irradiation

After the irradiation procedure is completed, the DUT remains situated inside the cool box with the
cooling system maintaining adequate temperature, to allow for the decay of short-lived isotopes. After
a cool down period of typically between 2 – 3 h, the device is removed and stored in an on-site freezer
at a temperature of approximately −20 ◦C to prevent annealing. After a few days, depending on the
applied fluence, a spectroscopic measurement of the DUT is performed at the gamma spectroscopy
center of the HISKP, which is briefly described in Appendix A.5. The created radioisotopes in the
DUT due to irradiation are identified and their activities are determined, allowing for an estimation of
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the exposure. Following this process, the handling of the device is managed by the radiation protection
department of the HISKP.
Within the course of this work, a contribution to this workflow has been made in the form of
the irrad_spectroscopy package [78] that provides spectroscopic analysis as well as exposure
calculation utilities. Table 5.2 gives an overview of the commonly produced isotopes at the proton
irradiation site of the BIC. A corresponding gamma spectrum, emitted from an irradiated ITkPix
detector assembly, is shown in Fig. A.3 in the appendix. At the proton energies of the BIC, all of
the isotopes presented in Table 5.2 are produced with the maximum cross section. Especially the
exposure as well as the amount of copper within the DUT should be minimized due to the produced
65Zn isotope having a half-life in the order of one year, potentially resulting in large turnaround times
due to radio protection.

Isotope production at BIC Half-life Potential sources
Isotope Reaction Cross section

65Zn 65Cu
(𝑝,𝑛)→ 65Zn ≈ 600 mb 243.93 days Lanes/pads (DUT, PCB)

48V 48Ti
(𝑝,𝑛)→ 48V ≈ 550 mb 15.97 days Wire/bump-bonding

79Kr 79Br
(𝑝,𝑛)→ 79Kr ≈ 650 mb 34.96 hours Flame retardant (PCB)

Table 5.2: List of common long-lived isotopes, created during proton irradiation of typical DUTs at the BIC.
Production reactions and cross sections from [79]. Half-lives taken from [80].

5.5 Dosimetry

Enabled by the extensive beam monitoring capabilities, the dosimetry at the BIC irradiation site
is performed on a purely beam-based approach. Facilitated by the custom beam diagnostics (see
Section 5.3), the data acquisition of the setup components (cf. Section 5.2) and the irrad_control
software (see Section 5.6), an on- as well as an offline dosimetry is implemented. Here, both procedures
yield the fluence distribution across the area of the irradiation pattern (see Fig. 5.15) where the former
provides spatial resolution in one and the latter in two dimensions.

5.5.1 Online Fluence Monitoring

The fluence delivered within one complete scan of the irradiation routine, introduced in Section 5.4.2,
can be calculated using the ion beam current 𝐼beam as well as the routine’s parameters as [81]

Φ =
𝐼beam

𝑧ion · 𝑞𝑒 · 𝑣scan · Δrow
, (5.13)

where 𝑧ion is the number of the elementary charges 𝑞𝑒 carried by the ion. Here, the resulting value
corresponds to the fluence applied to the uniform region of the pattern, as indicated in Fig. 5.15,
where the DUT is moved through the beam with a constant velocity. In [81], Eq. (5.13) is derived by
geometric dissection of the irradiation pattern and the beam spot, the returned fluence is verified to be
within 10 % of the measured fluence via isotope activation (see also Section 6.3.1).
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Using the online beam current monitoring as well as the row scan start and stop timings provided
by the scan stage, Eq. (5.13) is calculated for each row of the scan pattern. Here, the mean value of
all beam currents sampled within the scanning of the respective row is taken, thus allowing one to
incorporate the beam stability into the uncertainty of the fluence contribution to the complete scan via
Eq. (A.2). This approach enables an online monitoring of the fluence contribution per row to each
complete scan, effectively yielding the fluence distribuiton with row resolution, as shown on the right
side of Fig. 5.16.

5.5.2 Offline Fluence Reconstruction

The extensive beam as well as setup data acquired during the irradiation procedure facilitates the
reconstruction of the fluence distribution over the entire scan area, including the periphery, shown in
Fig. 5.15. To do so, the area covering the irradiation routine, is abstracted into a two-dimensional
map with discrete binning of widths 𝑑𝑥/𝑦 ≪ Δrow and indices 𝑖, 𝑗 in the respective dimensions. A
schematic of the process is depicted in Fig. 5.18. Using the relative coordinate system in which the
scan pattern is constructed, the position of the bin centers are given by 𝑆(𝑖, 𝑗) = (𝑥( 𝑗), 𝑦(𝑖)). Along
the rows of the scan pattern, the beam traverses the map horizontally. The scan stage data provides
the scan velocity 𝑣scan, acceleration 𝑎scan as well as start and stop timestamps for each row. Using
this, the center timestamps 𝑇row( 𝑗), when the beam is located at the horizontal bin centers, as well as
the horizontal bin crossing times 𝑡 ( 𝑗) can be determined. Due to the same scan parameters used for
every row, 𝑡 ( 𝑗) is typically the same for all rows whereas 𝑇row( 𝑗) is specific to each row5. Caused by
de-/acceleration from/to 𝑣scan, 𝑡 ( 𝑗) is especially not constant in the periphery of the pattern. Utilizing
the horizontal bin center timestamps 𝑇row( 𝑗) in conjunction with the continuously-monitored beam
current, allows for interpolation of the beam currents at the horizontal bin centers 𝐼beam(𝑇row( 𝑗)) of
each scanned row. These interpolated beam currents corresponds to the points 𝐵row( 𝑗) = (𝑥( 𝑗), 𝑦row),
which are located in the horizontal bin centers as well as vertically on the respective row. Given the
crossing of a specific bin 𝑘 ∈ 𝑗 , the resulting number of ions 𝑁ion accumulated during the traversal
can be calculated using the bin crossing time 𝑡 (𝑘) as

𝑁ion(𝑡) =
∫
𝑡 (𝑘 )

𝐼beam(𝑇row(𝑘))
𝑧ion · 𝑞𝑒

𝑑𝑡 =
𝐼beam(𝑇row(𝑘))
𝑧ion · 𝑞𝑒

· 𝑡 (𝑘) . (5.14)

Assuming a Gaussian beam profile at the extraction towards the irradiation site, as shown in [82], its
distribution 𝑔(𝑥, 𝑦) and volume 𝐺 are given by [83]

𝑔(𝑥, 𝑦) = 𝐴 exp

(
−1

2

(
(𝑥 − 𝜇𝑥)2

𝜎2
𝑥

+
(𝑦 − 𝜇𝑦)2

𝜎2
𝑦

))
, (5.15)

𝐺 =

∬ ∞

−∞
𝑔(𝑥, 𝑦)𝑑𝑥𝑑𝑦 = 2𝜋𝐴𝜎𝑥𝜎𝑦 , (5.16)

where 𝐴 is the amplitude, 𝜎𝑥/𝑦 the beams widths and 𝜇𝑥/𝑦 the beam’s mean position in the respective
dimension. Here, the beam widths are extracted from the FWHMs, obtained from visual inspection
on the cool box scintillation screen, after beam preparation. Using the number of ions 𝑁ion(𝑘)
5 The bin center timestamps are specific to each actual row that is scanned, not to the row number which keeps repeating in

the pattern.
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accumulated while traversing bin 𝑘 , the beam spot is assumed to be stationary, located at 𝐵row(𝑘),
for the time of traversal 𝑡 (𝑘). Using Eqs. (5.14) and (5.16), the amplitude of the Gaussian can be
calculated as

𝐴(𝐵row(𝑘)) =
𝑁ion(𝑘)
2𝜋𝜎𝑥𝜎𝑦

. (5.17)

Consequently, the fraction of fluence delivered to each individual bin, located at 𝑆(𝑖, 𝑗), by bin 𝑘 at
position 𝐵row(𝑘) is calculated as

Φ(𝑖, 𝑗) = 𝑁ion(𝑘)
2𝜋𝜎𝑥𝜎𝑦

exp

(
−1

2

(
(𝑥( 𝑗) − 𝑥(𝑘))2

𝜎2
𝑥

+ (𝑦(𝑖) − 𝑦row)2

𝜎2
𝑦

))
. (5.18)

By iterating over all bins of the map for every point in 𝐵row( 𝑗), a two-dimensional fluence distribution
is generated. Additionally, the fluence contribution due to the switching of rows and subsequent
checking of the beam conditions via the event system (cf. Section 5.6.3) at the peripheries of the scan
pattern is accounted for. Here, prior to scanning each row, the beam is located at 𝐶row = (𝑥start, 𝑦row),
at the start of the row to be scanned. Utilizing the duration 𝑑row for which the beam remains at 𝐶row,
the mean of the beam currents sampled during 𝑑row and Eq. (5.14), the consequent fluence addition
to all bins is calculated via Eq. (5.18). By following this approach, the resulting fluence is given
normalized to the unit area of the bins.
Due to the knowledge of the DUT cross section as well as location within the generated fluence
distribution, the actually applied fluence on the device can be extracted, allowing for the determination
of the mean value as well as the variation of the fluence across the DUT. The two-dimensional fluence
distribution over the scan area as well as the device is shown for an example irradiation in Figs. 5.20(a)
and 5.20(c).

5.5.3 Total Ionizing Dose Calculation

The TID can be expressed as a function of the primary ion fluence Φ, thus it can be determined
analogously, with the same spatial resolution. Given the electronic, density-normalized stopping
power of the ion, 𝑃stop, (compare Eq. (2.1)) in units of MeV cm2 g−1, the TID, in units of Mrad, can
be calculated as

TID = 105 · 𝑞𝑒 · 𝑃stop · Φ , (5.19)

where 𝑞𝑒 is the elementary charge. Here, the pre-factor 105 · 𝑞𝑒 converts between MeV g−1 and Mrad.
A plot of the evolution of the delivered TID, resolved in rows, of an example irradiation is displayed in
Fig. 5.20(d).

5.6 irrad_control: DAQ, Control and Analysis Software

The proton irradiation site at the BIC was developed around the ability to accurately monitor the beam
characteristics at the extraction to the setup, as the respective beamline C was recommissioned after
years of being inactive. With the custom beam diagnostics, described in Section 5.3, a variety of
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Figure 5.18: Schematic reconstruction of two-dimensional fluence distribution across the area of the scan
pattern, shown in Fig. 5.15. The area is dissected into discrete bins within the relative coordinate system of the
irradiation scheme.

beam-related signals became available. This required data acquisition, interpretation, storage and,
especially relevant during the early stages of development, visualization. To fulfill these requirements,
the development of the open-source, Python-based irrad_control framework [68] was initiated in
[58]. During the course of this work, a large effort has been invested to develop irrad_control into a
versatile framework that enables beam-driven, autonomous irradiation procedures via an event system
(see Section 5.6.3), resulting in highly uniform, accurate and customizable fluence distributions.
irrad_control has been developed with existing proton irradiation sites, such as the ones at
Karlsruher Institut für Technologie (KIT) [13] and Birmingham [12], in mind with the goal to easily
enable adaptation of the system to other sites with the only required addition being the beam monitor.
In this section, the structure as well as the features of irrad_control are presented.

5.6.1 Software Structure

At the core, irrad_control is designed to run 2 + 𝑛 processes: a GUI, for data visualization and
setup control, a converter process, performing online data interpretation as well as storage and 𝑛 server
processes, responsible for data acquisition and hardware control. A schematic overview is shown in
Fig. 5.19. The GUI and converter processes run on the irradiation host PC located in the accelerator
control room. The server processes run on dedicated RPi6 servers, interfacing the irradiation-related
hardware from the gallery. For the operation of the proton irradiation site at the BIC, a single server is
typically sufficient and 𝑛 = 1 is chosen, though tests with 𝑛 > 1 have been successfully carried out.
All processes are connected over the LAN, communicating with each other via Transmission Control

6 The serves can run on any machine but RPis are chosen due to their availability and versatile expansion options.
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Figure 5.19: Schematic overview of the irrad_control software structure. The application runs 2 + 𝑛
processes, a Graphical User Interface (GUI) and a converter process on the host computer, as well as 𝑛 servers,
interfacing the irradiation-related hardware, where 𝑛 = 1 is typically sufficient for running one site.

Protocol (TCP) sockets.
A server process connects to the irradiation setup via the corresponding interface, such as sockets or
serial bus systems (USB, SPI, I2C). It runs the required hardware drivers, included in irrad_control,
allowing to control each individual device. The server continuously reads out connected DAQ devices,
such as ADCs or thermistors, and broadcasts their raw data to the GUI as well as converter processes.
On the receiving end, it is connected to the GUI program via a command / reply pattern, allowing one
to control the underlying hardware, such as motorstages or the R/O electronics board, from the host
PC. Additionally, the servers receive updates on events (see Section 5.6.3) from the converter process.
The main task of the converter process is the interpretation of the acquired data, subsequent storage
and redistribution to the other components of irrad_control. The converter continuously receives
raw data from beam diagnostics, temperature readouts and other irradiation setup components. All
incoming data is interpreted to determine the prevalent beam conditions, the fluence & TID levels
during irradiation and infer the status of beam- and irradiation-related events. All raw as well as
interpreted data and events are stored for later analysis and forwarded to the GUI for visualization and
logging.
The GUI process allows for the setup, control and monitoring of the irradiation setup as well as all
relevant parameters, from the control room of the BIC. It offers various interfaces, enabling one to
prepare the irradiation setup for each individual campaign, setup and steer the irradiation routine,
described in Section 5.4.2, and visualize the data acquired during operation. Moreover, the status of
events and hardware components is displayed in dedicated logging elements.
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5.6.2 Irradiation Data

irrad_control produces two complementary output files for each irradiation campaign: a human-
readable configuration record in the YAML [84] format and a binary HDF5 [85] data file. The former
contains the initial hardware composition such as connected devices and the diagnostics configuration
as well as beam information such as the ion species, energy and damage factor. The latter holds
the actual beam-, setup- and irradiation-relevant data which are acquired during operation of the
irradiation site. The entries within the data file are classified according to their origin where each
distinct entry is assigned a timestamp with 64 bit resolution, allowing one to align them in time. To
give an overview of the content of the available data, a selection of relevant fields and their entries
are given in Table 5.3.

Field Description

Raw Raw voltages of the processed current signals of the beam diagnostics
acquired from the ADC expansion board (see Sections 5.2.2 and 5.3)

Beam Calibrated beam current, loss and relative position, determined by
interpretation of the raw data (see Eqs. (5.7), (5.8) and (5.12))

SEE Secondary Electron Emission currents of the horizontal and vertical
SEM as well as the resulting SEY (see Eqs. (5.3) and (5.6))

Scan Quantities acquired while scanning a row within the beam-driven
irradiation routine. Contains current scan & row number, start &
stop timestamps & positions, mean beam current, fluence & TID
contribution and scan speed & de/acceleration (see Section 5.4.2)

Irrad Information about irradiation pattern shown in Fig. 5.15. Includes
beam-aligned reference position of relative coordinate system, number
of rows, row separation, positions defining the scan as well as DUT
area, beam widths and target fluence (see Section 5.4.1)

Damage Accumulated radiation damage per completed scan. Contains scan
number, ion fluence and TID (see Eqs. (5.13) and (5.19))

Event Event name, status and parameters (see Section 5.6.3)
Table 5.3: Data fields and their content as recorded by irrad_control.

The resulting data is available after irradiation and, in conjunction with the included analysis capabilities
of irrad_control introduced in Section 5.6.4, allows for an extensive overview of the evolution of
the irradiation and applied fluence on the DUT.

5.6.3 Event System

The event system of irrad_control is the core component that enables the beam-driven irradiation
routine, described in the preceding Section 5.4.2, to autonomously react to varying conditions. In
the context of irrad_control, events describe a condition and can either be active or inactive. The
main events, their trigger actions and description are listed in Table 5.4.
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Event Trigger Description

BeamOff 𝐼SEE < 1 % 𝐼FS No beam signal is measured inside the beam
monitor. No other beam-related events are
checked if BeamOff is active. See Eqs. (5.6)
and (5.10)

BeamLoss 𝐼loss > 2 % 𝐼beam Beam is (partially) cut-off at the extraction
to the irradiation site. Measured at the BLM
aperture of the beam monitor. See Eq. (5.8)

BeamJitter 𝜎(𝐼beam) > 5 %
[〈
𝐼beam

〉 ∨ 𝐼FS
]

The beam current amplitude is unstable. The
standard deviation within a specified time
window (10 s) is calculated and compared to
the mean and R/O electronics scale. Logial
"Or" is applied. See Eqs. (5.10) and (5.12)

BeamDrift

√︃
𝑥2 + 𝑦2 > 50 % Deviation of beam position from beam-

aligned reference. Coordinates measured in
the beam monitor. A circle with radius 50 %
is defined corresponding to an offset ratio of
1/4 to 3/4 signal in the SEM module. See
Eq. (5.7)

BeamLow 𝐼beam < 𝐼min Beam current lower than specified limit 𝐼min.
Referred to as minimum scan current, it is
defined per irradiation routine. Ensures suf-
ficient fluence contribution in each row. See
Sections 5.4.2 and 5.5.1

DUTTempHigh 𝑇DUT > −10 ◦C DUT temperature insufficient. Prevent uncon-
trolled annealing. See Section 4.4

Irradiation
Complete

Φonline ≥ Φtarget Target fluence is applied. Stops irradi-
ation routine autonomously. Applied flu-
ence detemrmined via online dosimetry. See
Eq. (5.13)

Table 5.4: Events generated by irrad_control during operation of irradiation site.

Within each interpretation cycle of the converter process, the status of all events is determined, stored
and subsequently propagated to the GUI and as well as the server(s). After an event becomes active,
its status remains activate for a minimum time, typically in the order of a few seconds, before it can
become inactive again. This allows one to e.g. match the rapidly changing beam conditions to the
comparatively slow reactivity of the irradiation hardware. Events are categorized into beam-related
and non-beam-related ones, facilitating the implementation of customized reactions. The event system
is utilized to prevent the DUT to be exposed to faulty conditions during the irradiation procedure
but also provides valuable information to the operators to correct or optimize accelerator settings.
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The comparative fractions within the trigger conditions are derived empirically over the course of
operating the site and reflect the values at the time of writing. As shown in Section 6.2.5, the event
system can substantially impact the uniformity of the applied fluence distribution for campaigns with
poor beam conditions.

5.6.4 Analysis Capabilities

Based on the contents of the configuration as well as data file generated for each irradiation campaign,
irrad_control implements a set of predefined analysis procedures to supply comprehensive
information and visualization of the progression and results, used frequently within this work. The
analysis tools are written in Python, using modern libraries such as NumPy, Numba and SciPy [86, 87,
88] enabling fast, efficient data processing, and can be easily integrated into user-specific code. To
provide a language-independent interface however, a set of different analysis routines is available via
the command line, using the irrad_analyse entry point after installation of irrad_control:

$ i r r a d _ a n a l y s e −f INFILE [ INFILE . . . ]
[−o OUTPDF [OUTPDF . . . ] ]
[−− i r r a d i a t i o n | −− f u l l ]
[−−damage ] [−−s can ] [−−beam ]
[−− c a l i b r a t i o n ] [−− m u l t i p a r t ]

Here, providing the base name7 of the output files of irrad_control to the INFILE argument, allows
one to select from four different analysis procedures via the optional flags:

--damage
Determines the applied primary, 1 MeV neutron equivalent and TID damage on the area of the
irradiation pattern as well as the DUT area, according to Section 5.5, as shown for an example
in Figs. 5.20(a) to 5.20(c). Furthermore, the corresponding error calculations are performed
and resolved over the respective area.

--scan
Provides information about the irradiation routines (or scans) progression, resolved over time
and applied damage, as shown in Figs. 5.20(d) and 5.20(e).

--beam
Extracts the beam parameters, such as current and position, during the irradiation, as displayed
in Fig. 5.20(f).

--calibration
Performs a beam monitor calibration (see Section 5.3.3), determining the calibration constant 𝜆
from Eq. (5.12), displayed in Fig. 6.8.

The additional flags --irradiation and --full group the above flags, where the --irradiation
flag is the default, setting the --damage as well as --scan flags. In case campaigns are carried out
over several separate irradiations, the --multipart flag enables to merge their results into one output
of the corresponding analysis by supplying all respective input files. Providing multiple input files
without setting the --multipart flag conducts the selected analysis on each file separately.
This straightforward access to extract meaningful information from irradiation datasets provides a
high level of transparency and comprehensibility to users of the site.
7 Both files share the same base name whereas the file extension is .yaml for the configuration and .h5 for the data file.
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Figure 5.20: Selection of plots generated from the predefined analysis capabilities included in irrad_control
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CHAPTER 6

Characterization of the Irradiation Infrastructure

In this chapter, the irradiation facility and the implemented procedures, introduced in Chapter 5, are
characterized and their functionality verified. For this purpose, simulations of the energy degradation
on transmission to the site of the common, light ions at the BIC are performed in Section 6.1. The
signal characteristics of the custom beam diagnostics on beam propagation are examined, the beam
monitor calibration verified and the performance of irradiation event system (see Section 5.6.3) probed
in Section 6.2. In the following Section 6.3, the irradiation as well as dosimetry procedures, described
in Sections 5.4 and 5.5, are tested via irradiation of titanium foils and comparison to dosimetry results
via isotope activation in Section 6.3. For the typical operation of the irradiation site with 13.6 MeV
protons from the accelerator, the proton hardness factor is determined according to Eq. (4.9) by
irradiation of thin silicon sensors in Section 6.4 where additionally the limitations imposed by the low
ion energies are discussed. Lastly, an overview of the parameters of established proton irradiation
facilities is given in Section 6.5. Here, also a comparison of their specifications and NIEL scaling is
presented.

6.1 Ion Energy Simulations

The initial ion energy inside the accelerator degrades on transmission into the irradiation setup. The
reduction is due to the beam’s penetration of the beam monitor foils as well as the exit window and its
propagation outside the vacuum after extraction. As shown in Chapter 4, both, the NIEL as well as the
TID damage are functions of the kinetic energy of the respective ion. Especially in the low-energy
region for protons in the order of 10 MeV, Fig. 4.3 shows a strong dependence of the hardness factor
on the kinetic energy. Therefore, in order to estimate the hardness factor as well as TID at the DUT,
GEANT4 [89] simulations of the energy degradation as well as distributions before and after typical
DUTs have been performed for the lightest ions up to 𝛼 particles where the primary focus is on protons.
A cross-section through a CAD rendering of the simulated material configuration is shown in Fig. 6.1,
an overview of the individual energy depositions for typical protons is displayed in Table 6.1.

6.1.1 Energy Degradation on Transmission to DUT

The BIC provides light ions in the range between 7 and 14 MeV per nucleon to the irradiation site. In
order to obtain accurate TID information and to account for run-to-run variations in beam energy,
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Beam

4.5 µm Al

4.5 µm Al
+ 200 nm C

30 µm Al

Vacu
um

Air (76 mm)
N2 (90 mm)

30 µm Kapton
DUT

Figure 6.1: Cross-section through CAD schematic of the simulated irradiation configuration. The materials as
well as their thicknesses, penetrated by the beam on transmission to the DUT, are indicated and correspond to
the values given in Table 6.1. The positioning of the DUT inside the cool box is not to scale.

Material (GEANT4) Thickness Δ𝐸 Description

Aluminum (G4_Al) 52.5 µm 375.84 keV SEM & HV foils, exit window
Carbon (G4_C) 400 nm 2.64 keV SEM foil coating
Air (G4_AIR) 6.6 cm 255.74 keV Transmission to cool box
Kapton (G4_KAPTON) 30 µm 146.12 keV 1st window cool box
Air (G4_AIR) 1 cm 38.71 keV Insulation gap window
Kapton (G4_KAPTON) 30 µm 147.83 keV 2nd window cool box
Nitrogen (G4_N) 9 cm 354.92 keV Transmission to DUT
Silicon (G4_SI) 150/300 µm 1.07/2.22 MeV DUT

Table 6.1: GEANT4 simulation of energy loss on transmission of 13.6 MeV protons towards the DUT, housed
inside the cool box. A total of 108 protons have been simulated for this particular arrangement. The data
corresponds to the configuration and distributions shown in Fig. 6.1 and Fig. 6.4.

the GEANT4 framework is used to carry out simulations of the energy degradation on transmission
to the DUT for ions within the available energy range. The simulated configuration is depicted in
Fig. 6.1, information on the materials and thicknesses are given in Table 6.1. To extract a statistically
reliable result, 107 ions1 are simulated for each energy. The resulting energy at the DUT versus the
initial energy in the accelerator for light ions up to alpha particles is shown in Fig. 6.2. The maximum
proton energy at the DUT, achievable with the BIC, is approximately 12.6 MeV. By considering the
1 For the nominal ion energies at the BIC, i.e. 13.6 MeV for protons (see Appendix A.2 for remaining light ions), a total of

108 ions are simulated. This applies to all simulations within this Section 6.1.
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6.1 Ion Energy Simulations

ion energy degradation, the results allow for a more precise determination of the stopping power and
thus the TID at the DUT. Both are shown in Fig. 6.3 where the TID is given in units of particle fluence.
Within the irradiation sites control software irrad_control, the simulation results are linearly
interpolated to determine the stopping power of the light ions at the DUT, providing information on
the TID damage according to Eq. (5.19).
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extracted to the irradiation site, corresponding to the configuration depicted in Fig. 6.1. Each data point
resembles a simulation of 107 ions of given initial energy. The uncertainty corresponds to the standard deviation
of the simulated distribution. Linear interpolation is used to provide values in between simulated energies.
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Figure 6.3: Stopping power and TID per 1013ions/cm2 of light ions in silicon for the energy ranges of the BIC.
The stopping power values for protons and alphas are taken from [19] whereas they are calculated according to
Eq. (2.1) for deuterons. Linear interpolation is used to provide values in between simulated energies.

79



Chapter 6 Characterization of the Irradiation Infrastructure

6.1.2 Energy Distributions Pre- and Post-DUT

To estimate the proton hardness factor for the default irradiation operation with 13.6 MeV protons,
GEANT4 simulations of the energy distributions on and after typical DUTs are performed. The results
are shown in Fig. 6.4, information on the material, thickness and energy loss is given in Table 6.1.
The initial energy distribution is assumed to be a 𝛿-distribution due to the high momentum resolution
along the C beamline of up to 𝑝/Δ𝑝 = 30000 [62]. After propagation to the DUT, the proton energy
is reduced by approximately 1.32 MeV to (12.28 ± 0.06) MeV. Considering two DUT thicknesses of
150 µm and 300 µm, further energy reduction by 1.07 MeV and 2.22 MeV to (11.21 ± 0.08) MeV and
(10.06 ± 0.11) MeV can be observed, respectively. For these energies, a proton hardness factor 𝜅𝑝 in
the range of 3.5 – 4 can be estimated from Fig. 4.3, providing an initial estimate for the measurements
in Section 6.4. For both DUT thicknesses, the protons are transmitted completely through the silicon,
reducing the beam energy by approximately 10 – 20 %. Combining these results with the NIEL damage
evolution with energy for protons given in Fig. 4.3, a first indication is given that the energy loss due
to ionization within the DUT can notably affect the hardness factor measurement if the variation in
NIEL damage between entry and exit is larger than the measurement precision. Consequently, the
thinnest devices available are used for determination of the damage factor in Section 6.4. For the sake
of completeness, identical simulations are performed for deuterons and alphas. The results can be
found in Fig. A.1 in Appendix A.2.

0.0

0.2

0.4

0.6

0.8

1.0

150 m Si:
= (11.21±0.08) MeV

dE
dx = 32.2 MeVcm2/g

CSDASi = 872 µm

10.0 10.5 11.0 11.5
0.0

0.2

0.4

0.6

0.8

1.0

300 m Si:
= (10.06±0.11) MeV

dE
dx = 35.0 MeVcm2/g

CSDASi = 722 µm

12.0 12.5 13.0 13.5
0.0

0.2

0.4

0.6

0.8

1.0

Initial:
E = 13.6 MeV

dE
dx = 27.6 MeVcm2/g
CSDASi = 1222 µm

Pre DUT:
= (12.28±0.06) MeV

dE
dx = 29.9 MeVcm2/g
CSDASi = 1022 µm

Proton energy / MeV

Nu
m

be
r o

f e
ve

nt
s (

no
rm

al
ize

d)

Nu
m

be
r o

f e
ve

nt
s (

no
rm

al
ize

d)

Figure 6.4: GEANT4 simulation of the energy distributions before and after DUTs of 150 µm and 300 µm
thickness for typical protons. The stopping power is calculated according to Eq. (2.1), the projected CSDASi
range is taken from [19]. The distributions correspond to the transmission from the accelerator through the
configuration shown in Fig. 6.1 before and after traversing the DUT. 100 % of the protons are transmitted
through the DUT for all simulations.
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6.2 Custom Diagnostics

6.2 Custom Diagnostics

In this section, the custom diagnostics introduced in Section 5.3 are characterized and their intended
functionality verified. Unless stated otherwise, all measurements are performed with irrad_control
and the corresponding readout chain presented in Fig. 5.5. The irradiation setup is operated in
calibration position, as shown in the top right of Fig. 5.4(a), and a proton beam is extracted through
the beam monitor into the on-site FC. Firstly, the amplification chain of the analog R/O electronics is
verified. In the following, the currents obtained from the beam monitor and on-site FC are probed
versus the HV applied to the diagnostics electrodes. Subsequently, their signal signature at nominal
operating voltage is examined and compared to the expected behavior. The beam monitor calibration
procedure is showcased and the stability of the obtained calibration constant is demonstrated over
time as well as for the typical run-to-run beam energy variation. Lastly, the irradiation event system,
explained in Section 5.6.3, is tested by intentionally creating faulty beam conditions.

6.2.1 Readout Electronics Transimpedance Amplification

The analog R/O electronics, introduced in Section 5.3.4, provide transimpedance amplification for the
signals of the beam diagnostics. To verify the current-to-voltage conversion according to Eq. (5.9)
and the subsequent utilization of Eq. (5.10) to determine the input current, each channel of the R/O
electronics is tested individually. Additionally, the analog circuitry performing Eq. (5.6) is probed.
Using two Source Measure Units (SMUs), one feeding in an input current 𝐼in and the other reading out
the corresponding output voltage𝑈out, each channel is swept across the ±𝐼FS range. With the input
current 𝐼SMU, directly acquired from the SMU, and the calculated current 𝐼ROE, determined from𝑈out
and 𝐼FS via Eq. (5.10), the ratio of 𝐼ROE/𝐼SMU is used to qualify the accuracy of the reconstructed input
current. For all permutations of the six input channels and a selection2 of full-scale input currents, a
histogram of the ratios is displayed in Fig. 6.5.
The resulting distribution is centered around a mean value of 100.31 %, corresponding to a 0.31 %
higher mean reconstructed current, with a standard deviation of 1.11 %. The width of the distribution
corresponds to the uncertainty of transimpedance amplification which is given in Eq. (5.11), where an
error of

√
3 % is expected. The observed width of 1.11 % indicates a slightly better tolerance of the

resistors in the amplification chains of the PCB than anticipated, but is generally in agreement with the
predicted uncertainty. Outliers occur predominantly close to the sign change of the test input current,
i.e. for inputs that are small compared to the respective 𝐼FS, emphasizing the need of selecting an
adequate full-scale input current. It is worth to note, that for some combinations of input channel and
full-scale input current 𝐼FS selection, the accuracy of the transimpedence amplification via Eq. (5.10)
is better than the anticipated error. In order to account for all possible permutations, the uncertainty
of the input current calculated via Eq. (5.10) is determined via Eq. (5.11), possibly leading to an
overestimation for specific combinations.
The analog R/O electronics provide transimpedance amplification of the test signals as defined in
Eq. (5.10) with an uncertainty according to Eq. (5.11), delivering an analog signal processing stage
for the current signals of the custom beam diagnostics that enables subsequent digitization.

2 Here 𝐼FS = {500 nA, 1 µA, 5 µA, 10 µA} are used, corresponding to common values.
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Figure 6.5: Histogram of the ratio of reconstructed (via Eq. (5.10)) and sourced (via SMU) in-
put current 𝐼ROE/𝐼SMU and corresponding normal distribution over all six input channels and 𝐼FS =

{500 nA, 1 µA, 5 µA, 10 µA}. The mean of the distribution lies at approximately 100 % with a standard
deviation corresponding to Eq. (5.11).

6.2.2 HV Behavior of Beam Diagnostics

To verify the expected behavior from Sections 5.3.2 and 5.3.3 and estimate optimal operational
parameters, the signal variation as a function of the applied HV of the beam diagnostics electrodes
is measured. Therefore, a proton beam of 13.64 MeV and approximately 80 nA is extracted through
the beam monitor into the on-site FC. The signals are measured using the readout chain, consisting
of custom R/O electronics board and an ADC, where the respective current is determined using
Eq. (5.10). Two SMUs are utilized to supply HV to the electrodes of to the diagnostics where the FC
as well as BLM are supplied collectively by one and the SEM by the other SMU. The HV for each of
the electrodes is swept in adaptive steps, resulting in an increased measurement density in critical
regions. Each voltage is applied for 10 s (3 s for the BLM sweep to prevent excessive heat-up) and the
corresponding current signal is measured. The results are shown in Fig. 6.6. The data points and
uncertainties represent the mean value and standard deviation of the signal over the measurement time.
The signal is normalized to the level present in the saturation region of operation.
As described in Section 5.3, the BLM and on-site FC both operate on the same functional principle.
Consequently, their HV behavior follows the same general profile. When providing a positive voltage,
their suppressor electrodes invert their functionality and remove SEs emerging from the surface under
beam penetration, effectively increasing the signal. Removing all SEs results in a saturation of the
signal which can be observed for the BLM and FC at approximately 10 V and 20 V, respectively. Here,
the velocity with which saturation is achieved is significantly higher for the BLM, supporting the
geometrically optimized design of the FC to reduce the escape of SEs. In contrast, when providing
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Figure 6.6: Current signal, normalized to signal at nominal HV, from the beam diagnostics introduced in
Section 5.3 versus the applied HV. For each voltage, the signal is measured over 10 s (3 s for the BLM to
omit heat-up) using the R/O electronics board (see Eq. (5.10)) in combination with an ADC. The data points
corresponds to the mean, the uncertainties to the standard deviation of the recorded signal over time, where the
uncertainties are too small to be visible.

a negative voltage to their electrodes, the intended functionality is restored, fully suppressing the
escape of SEs at approximately −20 V and −15 V for the BLM and on-site FC, respectively. Again,
the optimized design of the FC results in a lower SE suppression voltage. Above these voltages, the
electrodes function according to their intended design and the signal saturates. A comparison of the
fully suppressed SE signal amplitude with the one at full SE removal provides an estimate of the SEY
of the respective material. Here, the SEY for the graphite beam dump of the FC, 𝛾FC, and for the
aluminum aperture of the BLM, 𝛾BLM, are extracted as

𝛾FC = (19.21 ± 0.56) % and 𝛾BLM = (22.49 ± 0.16) % .

The values are generally in agreement with measurements and uncertainties presented in Fig. 5.8, with
the graphite SEY located at the lower end of the expectations. This indicates that, due to the optimized
design, the applied positive HV is not sufficient to fully collect the SEs for the FC. The results show
that for both, the BLM and FC, the SE suppression saturates within −20 V. Therefore, the operational
voltage is set to −100 V for both diagnostics to ensure full SE suppression.
The SEM modules HV behavior is analyzed by measuring the SEE current, as defined in Eq. (5.6).
When providing an increasingly negative voltage to the SEM electrode foils, SEs emerging from
the signal foils are suppressed, resulting in a decrease in signal. Providing a negative voltage that
yields no current from the SEM foils, allows for estimation of the kinetic energy distribution of SEs
reaching the electrodes. Here, applying approximately −5 V produces a full suppression of the signal,
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indicating a kinetic SE energy distribution with a maximum of 5 eV which is compatible with the
simulations portrayed in Fig. 5.12. Further decreasing the voltage reverses the SEM foil configuration:
the signal foils act as HV foils, removing the SEs, whereas the HV foils provide the signal. This is
observed by an increasingly negative signal, measuring the actual SE current in electrons, at the signal
foils. Applying a positive voltage to the HV foils corresponds to the intended operation mode. An
increase in the signal can be observed with increasing positive voltage, representing the SE current
removed from the signal foils. From approximately 20 V onward, the current saturates, corresponding
to the complete removal of SEs and the operating mode of the SEM module. Consequently, ensuring
to run in full saturation, an operational voltage of 100 V is applied to the HV foils of the SEM module.
The results given in Fig. 6.6 show the intended behavior of the beam diagnostics with their applied
HV and are in line with the simulations performed in Section 5.3, verifying their general functionality.

6.2.3 Beam Diagnostics Signal Signature

Operating the diagnostics at their nominal HVs of 100 V for the SEM and −100 V for the on-site
FC and BLM, a proton beam of approximately 100 nA is extracted and its position in the plane
perpendicular to the beam pipe is varied, using corrector magnets placed along beamline C. Here, the
corresponding signals of the diagnostics were recorded in order to verify the expected signal signature
which is shown over time in Fig. 6.7.
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Figure 6.7: Signal signature of diagnostics during beam extraction. From top to bottom: current signals of the
beam diagnostics, relative position deviation from the beam monitor center (see Eq. (5.7)) and temperature
measurements. During extraction, the beam position is shifted off center using corrector magnets along the
beamline C. A "shoulder" and signal remnants in the FC, and the latter also in the BLM, are visible due to
non-optimal beam optics that result in a measurable beam halo.
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Initially, the beam is centered inside the beam monitor, yielding an approximate signal equilibrium of
25 nA between all of the SEM foils and the beam is fully extracted into the on-site FC, resulting in
no beam loss being registered at the BLM. Subsequently, the beam is displaced completely to only
penetrate the upper foil of the vertical SEM while maintaining a central position in the horizontal
plane. Accordingly, the current signal 𝐼SEM(U) doubles whereas 𝐼SEM(D) approaches zero. Further
displacement of the beam towards the upper SEM foil eventually leads to the anticipated beam loss,
detected at the BLM. Accordingly, a decrease in signal is registered at the FC, eventually approaching
zero, due to the beam being fully positioned on the BLM aperture. Performing the same variation in
beam position in the horizontal plane produces the equivalent signal signature whereas re-centering the
beam restores the initial conditions. Independent of the beam position, the beam constantly traverses
the SEM foils which results in a constant normalized SEE current 𝐼SEE, according to Eq. (5.6). This
verifies the expected, position-independent beam current measuring capabilities of the beam monitor.
The NTC thermistors situated on the on-site FC as well as BLM show the anticipated temperature
increase due to the beam’s heat transfer. The FC is designed with a large heat capacity and dedicated
cooling fins to enable high-current measurements over long time periods. The resulting increase of
approximately 0.5 °C over the measurement period confirms an effective heat dissipation. In contrast,
the BLM temperature rapidly increases with the passages being visible where the beam is fully stopped
on the aperture. The temperature over the measurement increases by approximately 10 °C and remains
constant after no beam is cut off due to the low heat dissipation capabilities inside the vacuum. Both
diagnostics show the anticipated temperature behavior.
When precisely inspecting the signal course of the on-site FC and BLM over this particular measurement,
an atypical "shoulder" in the FC current is observed when re-/de-centering the beam. Additionally, a
small signal remainder can be observed at the BLM, when the beam is centered and fully extracted
into the FC, and for the FC when it is fully resting on the BLM aperture. This is due to a non-optimal
configuration of the accelerator and the beam optics along the respective beamline, resulting in a
wide beam halo that carries a small fraction of the current. Using the signal signature of the beam
diagnostics, this misadjustment can be identified and corrected.
At their respective operational voltages, the beam diagnostics provide signals, corresponding to the
anticipated course for a given beam scenario. Subsequently, the monitor enables the detection of
faulty beam configurations as well as online beam monitoring at the irradiation site.

6.2.4 Beam Monitor Calibration

The beam monitor is designed to perform non-destructive online beam parameter monitoring close to
the irradiation site. To do so, it requires a calibration which is realized by simultaneous measurement
of the SEE current 𝐼SEE and the respective ion beam current using the on-site FC. By variation of
the extracted beam amplitude, the calibration constant 𝜆 can be determined from a linear regression
according to Eq. (5.12). An example of a calibration measurement is shown in Fig. 6.8. Here, a
13.483 MeV proton beam is extracted into the irradiation setup and its magnitude altered between
200 and 900 nA.
The SEM input of the R/O electronics is configured with a full-scale input current of 𝐼FS = 500 nA
whereas the FC inputs were set to 𝐼FS = 1 µA. A linear fit according to Eq. (5.5) is performed, allowing
for the extraction of the SEY 𝛾 for the carbon-coated signal foils of the SEM module and consequently
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Figure 6.8: Histogram of beam monitor calibration for 13.483 MeV protons. Using the setup depicted in
the top right of Fig. 5.4 and the R/O electronics, the beam current 𝐼beam is measured destructively using the
on-site FC and the SEE current 𝐼SEE via Eq. (5.6). Using Eq. (5.5), a fit is performed to extract the SEY of
𝛾 = (21.64 ± 0.06) % for the SEM foils. Here, Eq. (5.5) is valid over approximately one order of magnitude.

the calibration constant 𝜆. The resulting values are

𝛾 = (21.64 ± 0.06) %
Eqs. (5.5) and (5.12)⇒ 𝜆 = (0.906 ± 0.002) V−1 ,

where the SEY is in good agreement with the data provided in Fig. 5.8. The low reduced 𝜒2 of
2.5 × 10−3 is due to an overestimation of the input current errors as the corresponding channel 𝐼FS
combination of both signals is close to the mean in Fig. 6.5. As postulated in Section 5.3.1 for the
beam monitor configuration and environment, the obtained calibration is valid over a large dynamic
range of beam current of approximately one order of magnitude, allowing one to non-destructively
measure the extracted beam current over the same range.
In order to probe the repeatability of calibration results in between irradiation campaigns, several
measurements for protons are performed and resolved in energy and time. All measurements
correspond to proton beams tuned for irradiation to a target energy of 13.6 MeV, allowing to estimate
the change introduced by run-to-run variations of the beam energy. The resulting calibration constants
𝜆 and corresponding SEYs 𝛾 are shown in Fig. 6.9. For proton energies of 13.434 – 13.627 MeV, with
a mean of (13.495 ± 0.043) MeV, the distribution indicates no dependency of the calibration constant
𝜆 on the proton energy within the uncertainties. As shown in Fig. 5.8, an energy dependency of the
SEY and therefore 𝜆 is expected, suggesting that here, the change due to energy variation is smaller
than the measurement uncertainty. Subsequently, run-to-run energy fluctuations do not significantly
affect the beam monitor calibration.
Over a period of approximately 1.5 years, including a 9 month accelerator maintenance window, the
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Figure 6.9: Beam monitor calibration constants and corresponding SEYs according to Eq. (5.12) for proton
beams adjusted for irradiation, resolved in energy and time. The resulting mean and its standard deviation of the
distribution are shown. Multiple calibration measurements are performed per energy and date as indicated in
the legends. The difference in uncertainties is due to accelerator performance for the respective measurement.

observed 𝜆 values appear clustered in time, following no functional trend. Taking into account the
dependencies of the SEE current from Eq. (5.4), the expected cause for these variations over time are
fluctuations in pressure close to the extraction 2a, possibly caused by changes affecting the vacuum
system.
For the mean proton energy of (13.495 ± 0.043) MeV for the calibration measurements, a value of
𝛾 = (22.57 ± 1.35) % for graphite can be extracted from the literature values displayed in Fig. 5.8.
The mean and standard deviation of the distribution of all measurements is indicated in Fig. 6.9:

𝛾mean = (21.94 ± 0.47) %
Eqs. (5.5) and (5.12)⇒ 𝜆mean = (0.912 ± 0.020) V−1

which is in good agreement with the expected value within the uncertainties. The relative standard
deviation of 2.2 % supports a consistent beam monitor calibration result over time and energy. It is
composed of the uncertainties of the transimpedance amplification process as well as the changes in
environmental conditions, primarily due to vacuum pressure fluctuations. In order to provide accurate
beam monitoring, a monitor calibration, as shown in Fig. 6.8, is performed prior to each irradiation
campaign, using the procedure described in Section 5.4.1. The uncertainty on the obtained beam
current via Eq. (5.12) is defined by the error on the calibration and the full-scale input current 𝐼FS.
Generally, Δ𝐼FS dominates as the calibration constant for individual runs can be determined with a
much lower relative uncertainty, as shown in Fig. 6.8.

6.2.5 Beam-based Irradiation Events

As introduced in Section 5.6.3, irrad_control provides an event system to improve the uniformity
of the applied fluence by preventing exposition of the DUT to faulty beam conditions. Analyzing the
data of an example proton irradiation (output from irrad_control) the event system is showcased by
probing recorded events against the corresponding beam monitor signals which is shown in Fig. 6.10.
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The relative beam position as defined in Eq. (5.7), the beam loss and calibrated current according to
Eq. (5.12) as well as the corresponding events and their duration are displayed. Over the course of the
example irradiation, three sections are selected that represent typical characteristics of faulty beam
conditions which regularly appear during operation.
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Figure 6.10: Beam-based events and their signal signature within the beam monitor for three primary events.
Each initial event results in one or more secondaries. Due to the difference in cooldown time, the duration of
the events differs.

The first section shows a BeamLoss event due to the beam handling system of the BIC undergoing
an upset in the beam position control unit. As a result, the beam at the extraction moves up and
right, causing approximately 2/3 of the beam current to be registered on the BLM and extracting only
1/3 to the DUT. After 0.5 s, the control unit partially restores the position and the extracted beam
current is recovered without beam loss. The position of the beam remains off-center, as the beam is
still positioned fully on the upper SEM foil. Accordingly, the event system correctly recognizes the
respective events. Due to the sub-second duration of this defect, some events are active longer than
the beam fault due to their cooldown of ≥ 1 s.
The subsequent section displays a BeamOff event caused by an upset of the ion source, resulting in no
ions being transmitted into the accelerator for 3 s. During the BeamOff event, no other beam events
are checked for, yielding no activation of other events. After recovery of the ion source, the beam
current returns to its previous amplitude and the BeamOff event is deactivated. A BeamJitter event
becomes and remains active due to the sudden as well as significant change in signal amplitude.
The last section visualizes a typical BeamJitter and consequent BeamLow as well as BeamDrift
events, caused by fluctuations of the ions transferred from the source into the cyclotron. The extracted
beam current fluctuates over the course of approximately 1 s, falling below the minimum scan current
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(see Section 5.4.2). Additionally, the fluctuations cause a brief offset in beam position to the lower
right which is quickly restored.
While any event is active, the irradiation routine is halted with the beam located on the shielding and
off the DUT. In this case, the beam is stopped, preventing it from introducing irregularities into the
applied fluence distribution on the DUT.
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Figure 6.11: Overview of irradiation campaign performed under unstable beam conditions. The beam current
(bottom) and the applied equivalent fluence (top) over time are shown as well as the resulting distribution (right).
The beam current fluctuates frequently over the course of the irradiation, resulting in pauses of the irradiation
routine due to the corresponding events. Plot generated by irrad_control after each irradiation.

To indicate the impact of the beam-based event system on an irradiation campaign and resulting
fluence uniformity, an overview of an irradiation with unstable beam conditions is shown in Fig. 6.11.
The extracted proton beam current as well as multiple temperatures over time are displayed on the
bottom. Moreover, the evolution of the applied fluence, resolved over row and scan number of the
irradiation pattern, is depicted on top whereas the resulting distribution is illustrated on the right.
Over the duration of the irradiation campaign of approximately 80 min, a variety of erroneous beam
conditions can be seen. The ones yielding a halt in the irradiation routine of ≥ 10 s are indicated.
Due to the event system, the routine avoids to scan the DUT during multiple phases without beam as
well as unstable beam conditions. This results in a mean beam current during scanning the DUT of
(805 ± 39) nA, yielding not only a uniform fluence distribution but also ensuring to apply the specified
target fluence of 1015 neq/cm2.
Indicating the limitations of the event system, multiple deficits in the resulting distribution are caused
by events triggered during the scanning of the DUT. Due to the online fluence monitoring capabilities
of irrad_control, the fluence distribution is leveled by re-irradiation of insufficient rows with
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adapted parameters (see Eq. (5.13)) after completion of the irradiation routine.
The event system introduced in Section 5.6.3 enables the irradiation procedure to omit unstable beam
conditions, resulting in improved uniformity of the applied fluence distribution while ensuring to
deliver the specified target fluence, contributing to a well-controlled irradiation system.

6.3 Irradiation Procedure and Dosimetry

The knowledge of the primary particle fluence is an essential requirement for the quantitative
characterization of the radiation damage delivered at the irradiation site. It facilitates the application of
NIEL-scaling according to Eq. (4.7) in order to determine the 1 MeV neutron equivalent fluence Φneq
and the extraction of the administered TID via Eq. (5.19). Consequently, a fundamental prerequisite
for verifying the functionality of the site is that the irradiation procedure, described in Section 5.4,
applies the specified particle fluence to the area of a given DUT. Accordingly, it is imperative that the
actual fluence delivered to the DUT is accurately extracted by the available dosimetry.
To verify these requirements, a series of dedicated irradiations are carried out in which the proton
fluence is determined using both the de facto standard [81, 90, 54] of foil (isotope) activation and
the beam-based dosimetry methods. Subsequently, the general approach of fluence measurement via
isotope activation is introduced. Finally, an overview of the proton irradiation configuration for seven
titanium foils is given for which the dosimetry results via foil activation and beam-based methods are
compared.

6.3.1 Fluence Measurement via Isotope Activation

The determination of the applied primary particle fluence is conventionally performed by irradiation
of a thin metallic foil sample alongside the DUT. The foil is placed within the area of uniform fluence
distribution as shown in Fig. 5.15. Considering a metal 𝑀 and a corresponding radioisotope 𝑋 which
is produced due to proton irradiation according to the process 𝑀 (𝑝, 𝑥) → 𝑋 , the mean proton fluence
Φ𝑝 can be derived from the resulting isotope activity after irradiation [91]

Φ𝑝 = 1027 · 𝐴𝑋

Ω𝑋

· 𝑚mol
𝑋

𝑚foil · 𝑁𝐴

· 1
𝜆𝑋

· exp
(
𝜆𝑋 · 𝑡) with 𝜆𝑋 =

ln(2)
𝑇1/2

. (6.1)

Here, 𝐴𝑋 is the isotope activity in kBq, Ω𝑋 the production cross section in mb, 𝑚mol
𝑋 the isotopes

molar mass in g mol−1, 𝑚foil the foil mass in mg, 𝑁𝐴 = 6.022 × 1023 mol−1 the Avogadro constant,
𝜆𝑋 the decay constant of the isotope in Hz and finally 𝑡 the duration between irradiation and activity
measurement in seconds.
In order to reliably measure the resulting activity, the isotope must have a sufficiently large production
cross section Ω𝑋 and half-life 𝑇1/2 as well as 𝛾-line intensity. Furthermore, the production cross
section Ω𝑋 typically depends strongly on the ion energy, requiring knowledge of the energy at the
foil and a thin foil to reduce the change in cross section due to energy loss during propagation. The
uncertainty on the result obtained by Eq. (6.1) is mainly composed of the uncertainty on the production
cross section ΔΩ𝑋, the measured activity Δ𝐴𝑋 and the foil weight Δ𝑚foil which typically yields a
relative uncertainty in the order of 15 % [13].
For the proton irradiation sites in Karlsruhe [13] and Birmingham [12], operating in the mid-20 MeV
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region, nickel foils are used. The PS IRRAD facility [11] at CERN uses aluminum foils for 23 GeV
protons [54]. For the proton energies at the BIC, titanium foils are best suited [92]. Using natural
titanium, the vanadium isotope 48V is produced according to natTi (p, x) →48 V. With a half-life of
𝑇1/2 = 383.424 h, two high-intensity 𝛾-lines at 983.5 keV (99.99 %) and 1 312.05 keV (97.49 %) and
a broad maximum in the production cross section around 11 MeV, it exhibits ideal properties for
determining the proton fluence at the BIC irradiation site via foil activation.

6.3.2 Irradiation of Titanium Foils

To obtain reference dosimetry measurements via the isotope activation approach, seven 99.6 % titanium
foils of 25 µm thickness and approximately 1 cm2 area are irradiated as DUTs, using the procedure
explained in Section 5.4. Simultaneously, the results of the beam-based dosimetry are recorded for all
irradiations. The foils are irradiated to proton fluences ranging from 7 × 1013 to 12 × 1014 p/cm2 with
the target fluence is applied using the online fluence monitoring capabilities of irrad_control. An
image of a typical foil cutout is shown in Fig. 6.12. Prior to irradiation, each foil is weighed using an
analytical scale. Subsequently, the foils are situated on the generic DUT carrier plate using Kapton
tape. To avoid additional energy loss, the Ti foils are glued on the Kapton tape so that they face the
beam first. Utilizing the 1 cm grid on the carrier, the position of the foil relative to the scintillation
screen inside the cool box is extracted and fed into irrad_control to construct the scan grid.

(a) Thickness, area and weight (b) Mounted on carrier board

Figure 6.12: Titanium foil, cut to an approximate square of 1 cm2, with specifications on a plastic casing and
mounted on the carrier board via Kapton tape for irradiation.

To probe the independence of the resulting fluence on the irradiation parameters used in Eq. (5.13), the
nominal beam current, the row separation as well as the scan velocity are varied between irradiations.
An extensive overview of parameters, dosimetry results obtained using the beam-based approach
and general information on each irradiation can be found in Table A.1. Post irradiation, the gamma
spectrum of each foil is measured at the spectroscopy center of the HISKP and the recorded data is
analyzed with irrad_spectroscopy [78] to determine the activity of the vanadium isotope 48V in
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each foil. The production cross section for the process natTi (p, x) →48 V is taken from [92, p.52,
Tab.2], where a value of (412 ± 47) mb is stated for protons of (12.5 ± 0.2) MeV. This corresponds
approximately to the proton energy at the foils over all irradiations of (12.22 ± 0.05) MeV with
reasonable uncertainty. The foil weight, isotope activity as well as the resulting proton fluence via
Eq. (6.1) for each irradiation are shown in Table 6.2.

Fluence / 1014 protons/cm2 Foil weight / mg 48V activity / kBq

Target Calculated

0.7 0.73 ± 0.10 12.00 ± 0.36 2.17 ± 0.12
1 1.03 ± 0.13 11.80 ± 0.36 2.90 ± 0.16
3 3.20 ± 0.41 11.70 ± 0.36 9.3 ± 0.5
5 4.99 ± 0.64 11.00 ± 0.36 13.0 ± 0.7
8 7.99 ± 1.03 12.20 ± 0.36 22.9 ± 1.2
10 9.46 ± 1.22 11.50 ± 0.36 26.8 ± 1.4
12 13.86 ± 1.78 11.80 ± 0.36 39.1 ± 2.0

Table 6.2: Dosimetry via proton irradiation of seven titanium foils and subsequent activation of the vanadium
isotope 48V. Shown are the measurements that are input to Eq. (6.1), yielding the mean proton fluence. The
uncertainty on the activity is composed of the statistical uncertainty and an estimated 5 % relative uncertainty
on the measurement. The uncertainty on the measured weight of the foils is given by the scales repeatability
and linearity.

The mean proton fluence determined via isotope activation agrees with the target value within the
uncertainties for all irradiation campaigns, with the exception of the 12 × 1014 p/cm2 target, where
the relative deviation of ≤ 1 % is marginal after exhaustion of the error margins. In conclusion, the
general agreement between target and resulting fluence values verifies that the irradiation procedure,
introduced in Section 5.4, applies the target proton fluence as anticipated, independent of the irradiation
parameters going into Eq. (5.13). Moreover, the agreement indicates an adequate prediction of the
proton energy degradation towards the site from the simulations shown in Fig. 6.2. These findings
qualify the irradiation procedure used at the BIC irradiation site to predict and deliver a specified
proton target fluence to a DUT. In the following, these results are used to evaluate whether the
beam-based dosimetry provides equivalent results.

6.3.3 Comparison of Dosimetry Methods

The beam-based dosimetry used at the BIC irradiation site provides a set of advantages compared to
the standard fluence determination via foil activation:

• Online fluence monitoring with resolution in the row dimension of the scan pattern (see Fig. 5.15)
of the irradiation routine

• Dynamic correction of the uniformity of the applied fluence profile post irradiation

• Application of user-specific fluence profiles and measurements at predefined fluence levels
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• Two-dimensional offline reconstruction of the fluence profile over the scan pattern and extraction
of the DUT-specific distribution

Overall, the beam-based methods deliver spatial distributions, providing additional information
compared to the scalar mean fluence value obtained from the dosimetry via isotope activation.
Furthermore, time and resources can be saved as foil irradiation and subsequent spectroscopy are no
longer necessary.
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Figure 6.13: Proton fluence measurement by the beam-based online monitoring via Eq. (5.13) (M1), offline
irradiation data analysis using Eq. (5.18) (M2) and isotope activation via Eq. (6.1) (M3) for seven irradiations of
titanium foils. Additionally, the relative uncertainties on the fluences for each method are shown.

To validate that they yield comparable values, the dosimetry for the irradiations of titanium foils
is now carried out with the beam-based methods. The corresponding analysis is included in the
irrad_control software, enabling one to extract the results and compare them to the findings of the
previous Section 6.3.2. Consequently, the three different methods are categorized as follows:

M1 : Online fluence monitoring described in Section 5.5.1
M2 : Offline fluence reconstruction via irradiation data as explained in Section 5.5.2
M3 : Offline dosimetry via isotope activation as introduced in Section 6.3.1

The fluences as well as their relative uncertainties for all irradiations, determined via each method, are
shown in Fig. 6.13. Additional details can be found in Table A.1. To obtain comparable values for the
beam-based dosimetry, the fluences correspond to the mean value and the uncertainties to the mean
error in conjunction with the standard deviation of the respective distribution (see Eq. (A.2)). The
determined proton fluences are in agreement across all methods and irradiations, verifying that the
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beam-based and isotope activation dosimetry approaches result in comparable mean fluences within
their uncertainties. Moreover, the beam-based dosimetry consistently yields relative uncertainties
of ≤ 5 % with typical values around 2 %, whereas the isotope activation method resides around the
anticipated ≥ 10 %. It is worth to note that method M1 is utilized to measure the damage levels
during the irradiation routine, e.g. to determine when the target damage is applied. Method M2
produces the final reference value for each irradiation as it delivers a more accurate result, including
the uncertainties and variations across the whole DUT area.
In conclusion, the beam-based dosimetry approach is validated to provide comparable results to
the fluence measurement via isotope activation, whereas the former yields lower uncertainties and
additional spatial information. This meets the prerequisite for an accurate conversion of the proton to
NIEL fluence via Eq. (4.7) at the BIC.

6.4 Proton Hardness Factor

As introduced in Section 4.2, the hardness factor 𝜅 expresses the NIEL damage of a given particle in
units of 1 MeV neutron equivalent neq , corresponding to 95 mb MeV (see Fig. 4.3). It enables the
determination of the NIEL fluence Φeq from the primary particle fluence via Eq. (4.7) and therefore
a comparison of the damage induced to silicon devices by different particle species. Consequently,
it is an integral quantity for the characterization and operation of an irradiation facility for silicon
detectors. The simulation results in Figs. 4.3 and 6.4 allow one to initially estimate a proton hardness
factor of 𝜅p ≈ 4 for the energies at the BIC. Using Eqs. (4.8) and (4.9), the proton hardness factor can
be determined by irradiation of silicon sensors to different fluences and subsequent measurement of
the volume-normalized leakage current increase.
Therefore, six silicon sensors are irradiated and electrically characterized. The sensors are briefly
described and an overview of the irradiation campaign is given. Moreover, the electrical characteriza-
tion, namely the IV and CV behavior, is performed pre and post irradiation. With these results, the
current-related damage rate of the BIC protons is extracted which is used to determine the hardness
factor. At last, a brief description of the limitations of the obtained NIEL scaling is given.

6.4.1 Irradiation of Silicon Sensors

To extract the proton hardness factor at the irradiation site in Bonn, six passive CMOS n-in-p sensors,
manufactured by LFoundry (LF), are irradiated to different proton fluences. The 150 µm-thick sensors
have 400 × 192 pixels with a pitch of (50 × 50) µm2 or (25 × 100) µm2, which corresponds to an
area of approximately (2 × 1) cm2. The pixel electrodes are either connected to the bias grid via a
resistor (DC coupling) or additionally to a series capacitor (AC coupling). The bias voltage to deplete
the sensor can be applied between the bias grid and the backside contact. The development and
characterization of these sensors has been the main subject of [20]. Furthermore, their CV behavior
is documented in [93]. Here, they exhibit good IV and CV characteristics for determination of the
quantities required in Eq. (4.8).
Six of these sensors, situated on and wire-bonded to generic PCBs (so-called surfboards), are irradiated
with protons of initially≈ 13.6 MeV, corresponding to≈ 12.3 MeV at the irradiation site. The resulting
proton fluences range from 5 × 1012 to 16 × 1013 p/cm2. An image of the simplified pixel cross section,
a sensor on the surfboard as well as the surfboard mounted to the carrier plate for irradiation are
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(a) Pixel cross section, from [20] (b) Sensor on surfboard (c) Surfboard on carrier board

Figure 6.14: Simplified pixel cross section (a) and images of an LF sensor, glued and wire-bonded to a surfboard
(b) and mounted on the carrier board for irradiation (c). The metallization of the backside is omitted in the
schematic.

shown in Fig. 6.14. In order to distinguish the sensors, they are assigned a unique identifier. The
results of the sensor irradiations are given in Table 6.3, an extensive overview, containing information
on irradiation parameters, is displayed in Table A.2.

Sensor Proton Pixel

identifier fluence / p/cm2 energy at DUT / MeV pitch / µm2 coupling

S11 (4.83 ± 0.54) × 1012 12.18 25 × 100 DC

S1 (9.67 ± 0.77) × 1012 12.17 50 × 50 DC

S7 (2.00 ± 0.10) × 1013 12.25 50 × 50 DC

S8 (4.01 ± 0.17) × 1013 12.25 50 × 50 DC

S9 (7.62 ± 0.23) × 1013 12.15 50 × 50 DC

S10 (1.60 ± 0.05) × 1014 12.15 50 × 50 AC

Table 6.3: Proton fluence levels and energies at the DUT, according to Fig. 6.2, for the irradiation of six sensors.
The pixel pitches and couplings to the bias grid are also stated.

As an example, Fig. 6.15 shows the irradiation overview and the resulting proton fluence distribution
on the DUT, as provided by the irrad_control analysis functions, for sensor S11. The irradiation
to approximately 5 × 1012 p/cm2 is performed within 5 min and 5 scans. Due to the low fluence level,
the irradiation site is operated at the lower end of its nominal parameters, resulting in a low number
of scans which limits uniformity of the applied fluence distribution. The equivalent portrayal for all
remaining sensors can be found in the appendix in Fig. A.2.
Following the standard convention for probing the NIEL scaling via Eq. (4.8), all sensors are
annealed for 80 min at 60 °C, as shown in Fig. 4.7, for which the reference 1 MeV neutron equivalent
current-related damage rate is 𝛼neq

= (3.99 ± 0.03) × 10−17 A cm−1 [53].
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Figure 6.15: Irradiation overview and resulting proton fluence distribution on the LF sensor S11, generated by
irrad_control.

6.4.2 Electrical Characterization

The electrical characterization, i.e. the measurement of the IV and CV behavior, allows for
determination of the volume-normalized leakage current increase due to irradiation according to
Eq. (4.8). A measurement of the IV characteristics provides information of the nominal leakage
current, arising from the fraction of the depleted bulk for a given bias voltage. Additionally, the CV
behavior allows for an extraction of the full-depletion voltage 𝑉dep. In conjunction with the active area
and thickness of the senor, both measurements yield the volume-normalized leakage current.
Firstly, the measurement setup is introduced, followed by the measurements for all sensors before and
after irradiation.

Measurement Setup

To record the IV curves, the bias grid, connected to the collection electrodes of the pixels, is set
to ground potential whereas the backside is connected to negative HV, effectively operating the
sensors in reverse bias. For the CV curves, a preexisting setup, developed and characterized in [93], is
used. It consists of an HP 4284A LCR meter as well as a custom DUT box, shown in Fig. 6.16(a).
Additionally, to enable sufficient bias application after irradiation, an external SMU is used via a bias
box, connecting both the SMU and the LCR measuring device to the DUT box. The LCR meter is
operated at a frequency of 1 kHz for the measurement of the unirradiated sensors.
After irradiation, all measurements are performed in a climate chamber at stable temperatures ≤ −10 ◦C
to reduce the nominal leakage current and therefore prevent damage and measurement distortion due
to self-heating or thermal runaway. An image of the bias box inside the climate chamber is displayed
in Fig. 6.16(b). Additionally, to ensure a stable temperature when measuring the IV curves after
irradiation, the sensors are thermally coupled to a copper block via a thermal pad, as portrayed in
Fig. 6.16(c). Here, a Sensirion SHT85 temperature sensor is mounted on the same thermal pad to
provide accurate temperature readings for each bias voltage, allowing for the leakage current to be
scaled via Eq. (2.20).
For each bias voltage, each quantity is measured five times, using the standard deviation of these
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6.4 Proton Hardness Factor

measurements as an uncertainty estimate. For the temperature scaling, an uncertainty of 1 °C is
assumed.

(a) Sensor in DUT box (b) DUT box in climate chamber (c) Sensor and SHT85 on copper block,
coupled via a thermal pad

Figure 6.16: Setup for electrical characterization of LF sensors. After irradiation, all measurements are
performed inside a climate chamber to reduce the nominal leakage current and prevent annealing.

IV curves

The IV curves, scaled to 20 °C using Eq. (2.20), of the sensors before and after irradiation are shown in
Fig. 6.17. Before irradiation, the curves of all sensors follow the anticipated trend with a kink around
the expected full-depletion voltage region, following a nominal leakage current in the low range of
≤ 10 nA up to around 200 V. Above this voltage, the sensors start to break down, as indicated by the
rapid increase in leakage current which is limited by the SMU to a maximum of 500 nA. The sensor
S11, featuring an asymmetric pixel pitch, breaks down earlier than the other sensors which share the
same symmetric pitch.
After irradiation, the IV curves show the expected leakage current increase with fluence, dominated
by the generation current in the bulk from deep-level defects (see Section 4.3.1). The shift of the
sensor breakdown to higher voltages is explained by the change in the effective doping concentration
and thus the depletion depth (see Sections 2.2.2 and 4.3.2). The sensor S11, irradiated to the lowest
fluence, exhibits an increase to the breakdown voltage of ≈ 40 V whereas for the highest fluences no
clear breakdown is visible up to approximately 400 V.
The observed IV curves before and after the irradiation display the expected behavior, in agreement
with the characterization in [20]. Consequently, this supports further use of the results in conjunction
with the CV behaviour to extract the leakage current at full depletion. A collection of information
extracted from IV curves can be found in Table 6.4.

CV curves

The CV curves of the unirradiated sensors can be seen in Fig. 6.18. Here, 1/𝐶2 is plotted versus
the applied bias voltage. This allows for the identification of the full-depletion voltage 𝑉dep from the
properties of Eq. (2.22), where a linear increase of the data with the bias voltage can be expected,
followed by a plateau indicating full depletion. The transition corresponds to a kink in the graph,
enabling to determine 𝑉dep via a fit to the region of linear increase and the plateau region where 𝑉dep is
extracted from their intersection [94].
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Figure 6.17: IV characteristics of LF sensors before (a) and after (b) irradiation. In both cases, Eq. (2.20) is
used to scale the results to 20 °C for further comparison. Measurement uncertainties are mostly too small to be
visible in the unirradiated case.
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Figure 6.18: CV characteristics of unirradiated LF sensors, measured at 1 kHz. Measurement uncertainties are
too small to be visible.

As visible in Fig. 6.18(a), the CV curves of all sensors exhibit the characteristic kink at approximately
30 V for the (50 × 50) µm2 pixel pitch sensors and approximately 40 V for the (100 × 25) µm2 pitch
sensor. The data deviates slightly from the model in Eq. (2.22) as the region of linear increase actually
exhibits two sections with different slopes. This indicates that more complex structures, such as
pixelated sensors, are not fully described by the simple parallel-plate model. Nevertheless, using
the slope closest to the kink, the characteristic trend of the measurements allows for the extraction
of the full-depletion voltage as per the aforementioned approach which is shown as an example for
sensor S1 in Fig. 6.18(b). A full-depletion voltage of 𝑉dep = (29.88 ± 0.06) V with a capacitance of
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(148.81 ± 0.51) pF can be derived3. This procedure is applied for all sensors and an overview of the
results is shown in Table 6.4. In the unirradiated case, the measured capacitance is independent of the
used LCR meter frequency [23], where 1 kHz is used.
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Figure 6.19: CV characteristics of irradiated LF sensors for measurements at 1 kHz for all sensors (a) as well as
a variety of frequencies for a single sensor (b) to demonstrate the determination of 𝑉dep via [23]. Measurement
uncertainties are too small to be visible. Systematic uncertainties are not accounted for in the stated depletion
voltages and capacitance values.

After irradiation, the CV curves of all sensors are shown in Fig. 6.19. These measurements are also
performed at a frequency of 1 kHz and show significant deviation from the expected trend. Due to
the introduction of radiation-induced defects, such as charge carrier trapping (see Section 4.3.3), the
resulting capacitance is strongly dependent on the measurement frequency and the extraction of the
full-depletion voltage via two linear fits yields insufficient results.
An attempt to describe and model the CV behavior of silicon sensors after irradiation is made in [23].
In this paper, an alternative approach for determining the full-depletion voltage is given, which is
shown in Fig. 6.19(b) as an example for sensor S1. For each sensor, several CV curves are measured
at different frequencies and the steepest slope in the linear region of the 1/𝐶2 data is extracted. Using
this, a straight line through the origin is constructed whose first intersection with the plateau region of
one of the CV curves yields a good estimate of 𝑉dep. By following this procedure, the full-depletion
voltage after irradiation is determined for each of the sensors.
The results of the CV characterization allow for a determination of the full-depletion voltage before
and after irradiation. In combination with the IV curves, the leakage current increase for the fully
depleted sensor volume can be obtained.

3 The systematic uncertainty due to the double-slope increase and selection of which region to fit is not accounted for in the
stated result. As the IV properties are evaluated at 𝑉dep + 50 V, the contribution of the systematic error can be neglected
here.
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Results

Table 6.4 contains the important quantities for the hardness factor measurement, extracted from the
electrical characterization of the LF sensors before and after irradiation. Utilizing the aforementioned
approach to determine the full-depletion voltage after irradiation, the resulting 𝑉dep values generally
increase with fluence, although no distinction can be made for some adjacent fluence levels4. In
general, an uncertainty of 10 % is assumed for this method. Finally, in order to ensure full depletion of
the sensors, the IV curves are evaluated at 𝑉dep + 50 V. The uncertainties are estimated by evaluating
the IV curves at the error margins of 𝑉dep + 50 V and constructing the mean value of the upper and
lower limits. These findings are used in the following Section 6.4.3 to determine the proton hardness
factor at the BIC.

Sensor Proton fluence / p/cm2 Full depletion Sensor leakage current
voltage 𝑉dep / V (scaled to 20 °C) at 𝑉dep + 50 V / A

S11 0 38.8 ± 0.1 (6.66 ± 1.15) × 10−9

(4.83 ± 0.54) × 1012 33 ± 3 (1.90 ± 0.22) × 10−5

S1 0 29.9 ± 0.1 (5.88 ± 1.02) × 10−9

(9.67 ± 0.77) × 1012 40 ± 4 (4.10 ± 0.51) × 10−5

S7 0 29.8 ± 0.1 (5.50 ± 0.95) × 10−9

(2.00 ± 0.10) × 1013 74 ± 7 (9.70 ± 1.15) × 10−5

S8 0 30.8 ± 0.1 (5.10 ± 0.90) × 10−9

(4.01 ± 0.17) × 1013 71 ± 7 (1.67 ± 0.22) × 10−4

S9 0 30.9 ± 0.1 (5.14 ± 0.89) × 10−9

(7.62 ± 0.23) × 1012 94 ± 9 (3.51 ± 0.66) × 10−4

S10 0 31.2 ± 0.1 (4.81 ± 0.83) × 10−9

(1.60 ± 0.05) × 1014 94 ± 9 (6.68 ± 0.96) × 10−4

Table 6.4: Results of electrical characterization of LF sensors before and after irradiation. Leakage currents are
scaled to 20 °C via Eq. (2.20) and evaluated at 𝑉dep + 50 V to ensure full depletion.

6.4.3 Extraction of Hardness Factor

Using the results of the electrical characterization of the sensors, as presented in Table 6.4, the proton
hardness factor can be extracted via Eqs. (4.8) and (4.9). The leakage currents before, 𝐼0, and after,
𝐼Φ, irradiation are evaluated at 𝑉dep + 50 V, ensuring full depletion of the sensors. Consequently, the
depleted volume can be obtained from the sensor geometry as

𝑉 = 𝑛col · 𝑥pitch · 𝑛row · 𝑦pitch · 𝑑 = 2.88 × 10−2 cm3 ,

4 For sensor S9, the method produced an indistinct result, a factor of two larger than for the highest fluence sensor S10.
After confirming via visual inspection of the data, it is estimated that this is due to large errors within the low frequency
data sets. The full-depletion voltage of sensor S10 is subsequently also estimated for S9.
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where 𝑛col/row is the number of columns/rows, 𝑥/𝑦pitch is the pixel pitch in the respective dimension
and 𝑑 is the sensor thickness. Here, the values from Section 6.4.1 are used. To account for variances
in the fabrication process, an uncertainty of 10 µm on the sensor thickness is assumed. For each
irradiation, Δ𝐼 = 𝐼Φ − 𝐼0 over𝑉 is plotted versus the proton fluence Φ𝑝, which is displayed in Fig. 6.20.
Additionally, a linear fit according to Eq. (4.8) is performed, using an orthogonal distance regression
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Figure 6.20: Determination of the current-related damage rate 𝛼𝑝 of the protons at the BIC. Shown is the
volume-normalized bulk leakage current versus the proton fluence for six sensor irradiations. The data follows
the relation given in Eq. (4.8).

algorithm [88], to extract the current-related damage rate 𝛼80/60
𝑝 for the protons after the corresponding

annealing procedure. As visible, the data is in excellent agreement with the linear model with a
reduced 𝜒2 of 0.22, indicating that the data follows the model more accurately than the uncertainties
suggest. The resulting current-related damage rate, extracted from the fit, is

𝛼80/60
𝑝 = (1.49 ± 0.05) × 10−16 A cm−1 .

This allows for a calculation of the proton hardness factor 𝜅𝑝 via Eq. (4.9). Using the reference value
for 1 MeV neutrons, 𝛼80/60

neq
= (3.99 ± 0.03) × 10−17 A cm−1 [53], the proton hardness factor at the

BIC is

𝜅𝑝 = 3.75 ± 0.12 .

This result is in good agreement with the expectations for protons with a mean energy of (12.19 ± 0.04) MeV
(see Table 6.3), for which a hardness factor of ≈ 3.65 can be extracted from Fig. 4.3. The relative
uncertainty of 𝜅𝑝 of approximately 3 % in conjunction with the comparable relative uncertainty on
the proton fluence measurement via beam-based dosimetry (see Section 6.2), result in an equivalent
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fluence determination via Eq. (4.7) with a relative uncertainty of typically ≤ 5 %. In comparison, the
resulting proton hardness factor at the BIC provides the highest NIEL scaling with the lowest relative
uncertainty among to the values reported for the irradiation facilities in [54].
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Figure 6.21: IV curves, scaled to 20 °C, of LF sensors post irradiation. Indicated is the leakage current within
a 100 V bias window, for which full depletion is achieved for every sensor. Moreover, the leakage current
difference Δ𝐼 between data sets for adjacent fluence levels is marked. The data is the same as shown in
Fig. 6.17(b).

An additional approach to obtain the proton hardness factor from the data gathered during the
electrical characterization in Section 6.4.2 is made to validate the previously determined value of
𝜅𝑝 = 3.75 ± 0.12. This process aims to minimize the dependence of the result on the selected bias
voltage, above full depletion, at which the IV characteristics are evaluated and to maximize the use of
information contained in the measurements. The former is relevant because the leakage current above
𝑉dep is theoretically constant, as the contributing volume does not change with increasing voltage.
In reality, a slow but steady increase of the leakage current above 𝑉dep is observed in many cases,
as in Fig. 6.17(b), for which a possible explanation is the sensor self-heating with increasing power
dissipation [22]. This is realized by evaluation of the IV data within a bias window, as opposed to a
single voltage, in which full depletion is achieved for all fluences. Looking at Table 6.4, this is the
case for all sensors above 100 V. Simultaneously considering Fig. 6.17, none of the sensors exhibit a
breakdown (behavior) below 200 V. Therefore, all data within a window of 100 – 200 V is selected, as
indicated in Fig. 6.21. The mean leakage current increase in Eq. (4.8) for two different proton fluences
Φa and Φb can be defined as the mean value of all absolute differences in the given bias window:

⟨Δ𝐼⟩a,b =
1
𝑁

200 V∑︁
𝑉𝑖=100 V

���𝐼Φa
(𝑉𝑖) − 𝐼Φb

(𝑉𝑖)
��� .
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Here, 𝑁 is the number of bias voltages for which current measurements are performed and 𝐼Φa
and 𝐼Φb

the corresponding leakage currents. The uncertainty is calculated as the resulting uncertainty on the
mean value in conjunction with the standard deviation of all differences in the sum (see Eq. (A.2)).

1013 1014

Proton fluence p/ cm 2

10 3

10 2

M
ea

n 
le

ak
ag

e 
cu

rre
nt

 in
cr

ea
se

 p
er

 v
ol

um
e 

I V
 / 

A cm
3 Linear fit: I/ V = (80/60)

p p

        (80/60)
p = (1.478E 16 ± 2.941E 18) A

cm
        2

red = 0.49
Irradiated sensor fluences
Remaining permutations

Figure 6.22: Additional determination of the current-related damage rate 𝛼𝑝 of the protons at the BIC. Shown is
the mean, volume-normalized bulk leakage current versus the proton fluence for all permutations of the IV data
from six sensors. The data follows the relation given in Eq. (4.8).

Furthermore, to fully process the information contained in the measurements, apart from the applied
proton fluences, Eq. (4.8) is also determined for all remaining permutations of fluence differences
between the data sets as

⟨Δ𝐼⟩a,b

𝑉
= 𝛼 ·

��Φa −Φb
�� .

Disregarding the combinations with the unirradiated data sets, an additional 15 permutations remain
to be entered into the fit to contribute to the result. The difference in leakage current between data sets
of adjacent fluence levels is indicated in Fig. 6.21. Applying these steps leads to a volume-normalized
mean leakage current increase ⟨Δ𝐼⟩ /𝑉 in dependence of all possible permutations of the proton
fluence, as depicted in Fig. 6.22. As shown in Fig. 6.20, the data points follow the anticipated linear
trend. A fit according to Eq. (4.8) is performed and the current-related damage rate extracted. With
this result and analogously to the previous findings, the proton hardness factor is determined via
Eq. (4.9) and the reference value 𝛼80/60

neq
= (3.99± 0.03) × 10−17 A cm−1 [53]. The obtained values are

𝛼80/60
𝑝 = (1.48 ± 0.03) × 10−16 A cm−1 ⇒ 𝜅𝑝 = 3.70 ± 0.08 .
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This is in good agreement with the previously determined value of 3.75 ± 0.12 with a comparable
reduced 𝜒2 of 0.49, indicating a good description of the data by the model. Consequently, this indicates
the reliability of the standard measurement procedure where the IV data is evaluated at a single bias
voltage above full depletion and show that the steady leakage current increase after reaching full
depletion does not affect the result within the uncertainties.
The determined hardness factor is valid within the error margins for the typical operation of the
irradiation site with a proton beam of initially 13.6 MeV and thin DUTs. A more detailed examination
of the proton energy corresponding to the measured hardness factor and the limitations of accurate
NIEL scaling via Eq. (4.7) at the BIC are discussed in the following Section 6.4.4.

6.4.4 NIEL Scaling Limitations at the BIC

The determination of the 1 MeV neutron equivalent fluence Φneq
via Eq. (4.7) considers the proton

hardness factor 𝜅𝑝 to be a constant irrespective of the penetration depth into the DUT. This is the
case if the energy loss on transmission through the device does not result in a (measurable) change
in the hardness factor, i.e. translates to a constant damage profile with depth. For high-energy ions
(𝐸kin ≥ 1 GeV), this is mostly the case, as the energy loss is negligible and no change in hardness
factor is observed. In some cases, this allows for stacking of two or more devices along the beam axis
(see e.g. [11]).
Considering Fig. 4.3, the damage function for low-energy protons starts to strongly depend on the
energy below ≈ 10 MeV. As an example, a hardness factor of 𝜅𝑝 = 2.49 can be determined for
27 MeV protons. After a DUT of 300 µm thickness, these protons have approximately 26 MeV (using
National Institute of Standards and Technology (NIST) PSTAR [19]), for which a hardness factor of
2.56 is shown in Fig. 4.3. This difference is negligible compared to the uncertainty on the hardness
factor measurement, which is currently in the order of 20 % for facilities in this energy range [54].
In contrast, the low uncertainty on the hardness factor in combination with the low proton energy at
the BIC allow for circumstances in which the energy loss in the DUT is not negligible. For instance, a
hardness factor of 𝜅𝑝 = 3.65 for 12.3 MeV protons can be obtained from Fig. 4.3. Using Fig. 6.4, an
energy decrease to 10.1 MeV is observed after passage of a typical 300 µm silicon DUT for which
a hardness factor of 𝜅𝑝 = 3.95 can be extracted from Fig. 4.3. This corresponds to an increase of
approximately 10 %. Given the relative uncertainty on the proton hardness factor of approximately
3 % determined in Section 6.4.3, for these energies the hardness factor increase due to energy loss in
the silicon is substantially larger than its error margin.
To showcase these limitations, an additional proton hardness factor measurement is discussed in the
following. In this case, commercial silicon PiN diodes of type BPW34F are irradiated at the BIC
with 13.6 MeV protons to five different fluences. These particular diodes are characterized and tested
in [95] for their suitability to monitor high-level 1 MeV neutron equivalent fluences. Subsequently,
they are used in a multitude of works for the purpose of fluence monitoring [96, 97] and hardness
factor measurements of various irradiation facilities [54]. The diodes feature a sensitive area of
2.65 mm × 2.65 mm [98] with an active thickness of 300 µm [95]. Additionally, they are contained
inside a packaging, that serves as an optical filter, resulting in a 500 µm-thick layer of epoxy in front
of the silicon.
A total of 15 diodes, resulting in three devices per fluence, are irradiated and annealed for 80 min at

104



6.4 Proton Hardness Factor

1013 1014

Proton fluence p/ cm 2

10 3

10 2

Le
ak

ag
e 

cu
rre

nt
 in

cr
ea

se
 p

er
 v

ol
um

e 
I V
 / 

A cm
3

Linear fit: Ileak/ V = (80/60)
p p

        (80/60)
p = (2.157E 16 ± 1.794E 17) A

cm
        2

red = 1.17
Mean of 3 BPW34F diodes

Figure 6.23: Current-related damage rate for protons at the BIC, extracted via irradiation of commercial BPW34F
diodes. The additional 500 µm epoxy packaging in front of the 300 µm thick silicon causes an increase in 𝛼𝑝 as
compared to Fig. 6.20. Nevertheless, the data follows the relation given in Eq. (4.8).

60 °C. Their IV characteristics are recorded, in analogy to the process described in Section 6.4.2.5.
The resulting leakage current increase per volume versus the applied proton fluence, as per Eq. (4.8),
is shown in Fig. 6.23. In general, the data follows the linear trend as expected. The extracted
current-related damage rate and proton hardness factor are

𝛼80/60
𝑝 = (2.16 ± 0.18) × 10−16 A cm−1 ⇒ 𝜅𝑝 = 5.41 ± 0.45 .

This is significantly larger than the expectation from Fig. 4.3 for the corresponding energy of
≈ 12.3 MeV on the DUT. This is caused by the additional 500 µm of epoxy material in front of the
silicon. Considering polyethylene, data available in PSTAR [19] yields an additional energy loss of
approximately 2 MeV inside the epoxy, yielding ≈ 10.3 MeV on the silicon where another 2.4 MeV is
lost on transmission. This leaves the protons with an energy of ≈ 8 MeV, allowing for the estimation
of a hardness factor of 𝜅𝑝 = 5 from Fig. 4.3.
This result emphasizes that such devices are not suitable for determination of the proton hardness
factor at the BIC as the additional energy loss inside the packaging significantly increases the NIEL
damage between entering and exiting the device. To avoid this issue, 150 µm thin sensors are selected
for the hardness factor measurement (see Section 6.4.1), where the expected increase of 𝜅𝑝 due to the
energy loss inside the silicon is in the same order of magnitude as the measurement uncertainty.
Subsequently, the proton energy, corresponding to the hardness factor measured in Section 6.4.3, is

5 The full-depletion voltage is estimated from the characteristic plateau region after full depletion in the IV curves.
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calculated as the mean value before and after the DUT from Fig. 6.4:

𝜅𝑝 [(11.75 ± 0.08) MeV] = 3.75 ± 0.12 ,

which is valid for DUTs with a thickness of 𝑑DUT ≤ 150 µm within the uncertainties. For larger DUT
thicknesses, the hardness factor is expected to increase by up to 10 % from Fig. 4.3 for 𝑑DUT ≤ 300 µm.
To prevent underestimation of the damage, a proton hardness factor of

𝜅𝑝 = 4.0 ± 0.4 , if 150 µm < 𝑑DUT ≤ 300 µm

is assumed with an increased uncertainty that reflects the anticipated growth in the hardness factor
with penetration depth. For devices ≫ 300 µm thickness, the increase of the damage with penetration
depth is considered to be significant. In this case, the conversion of the primary fluence to the NIEL
fluence via Eq. (4.7) does not yield meaningful results as the hardness factor is not constant over the
device.
In conclusion, the irradiation site at the Bonn Isochronous Cyclotron is suitable for thin silicon DUTs
with a maximum active thickness in the order of 300 µm.

6.5 Comparison of Facilities

To give an overview and a comparison of the available proton irradiation facilities, their characteristics
are briefly given and their 1 MeV neutron equivalent scaling is compared. The measurements of their
proton hardness factors are the main subject of [54], from which the majority of information is taken.
In this paper, the irradiation facilities at the MC40 Cyclotron in Birmingham [12], operating at 24 MeV,
the cyclotron of the Zyklotron AG at KIT [13], using 23 MeV protons, and the PS IRRAD facility
[11], running with 23 GeV, are covered, where the proton energies are given on the DUT. Selected
parameters are listed in Table 6.5 with typical values stated where feasible. Further information on the
facilities is taken from [90, 99].

Facility Bonn CERN KIT Birmingham

Energy at DUT 12.3 MeV 23 GeV 23 MeV 24 MeV
Hardness factor 𝜅𝑝 3.75 ± 0.12 0.62 ± 0.04 2.20 ± 0.43 2.11 ± 0.49

TID per 1016 neq/cm2 1.2 Grad 500 Mrad 1.3 Grad 1.3 Grad

Typical intensity 20 – 1 000 nA 1014 protons/h 0.1 – 20 µA 100 – 500 nA

Available area / cm2 18 × 11 20 × 20 44 × 17 15 × 15

Beam spot / mm2 ≤ 10 × 10 5 × 5 to 20 × 20 ≤ 8 × 8 10 × 10
Temperatures ≤ −20 ◦C −25 ◦C −30 ◦C ≤ −25 ◦C

Table 6.5: Comparison of characteristic properties for various proton irradiation facilities. The TID per
1016 neq/cm2 is calculated with Eq. (5.19) using stopping powers from [19]. Entries for proton hardness factors
and energies other than for Bonn are taken from [54]. Further information is acquired from [90, 99].

When comparing the parameters of the irradiation facilities, the (site at the) BIC provides protons
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with the highest NIEL damage, allowing for delivery of approximately twice the equivalent fluence
per time with regard to the sites at KIT and Birmingham where equivalent irradiation procedures
(i.e. as in Section 5.4) are used. Approximately six times the equivalent fluence per time can be
delivered compared to the site at CERN. Regarding the TID damage per fluence, the sites at KIT
and Birmingham both apply approximately 1.2 Grad per 1016 neq/cm2 (using Eq. (5.19)) whereas
the PS IRRAD at CERN yields ≊ 500 Mrad for the same fluence. The irradition facilities in Bonn,
Birmingham and KIT are operated with a continuous proton beam whereas the CERN site uses spills of
5 × 1011 proton/spill over 400 ms [11]. All sites offer the possibility to scan devices through the beam
using a scan motorstage system, resulting in a uniform fluence application on the sample. Compared
to the other facilities, the setup in Bonn houses smaller devices of up to typically (60 × 60) mm2 with
the possibility to extend the area to the full entrance window size of the cool box (see Section 5.2.2).
The setup has the smallest volume and load capacity of all sites. The facilities altogether feature a
cooling system, allowing for irradiation at temperatures ≤ −20 ◦C to prevent annealing, whereas at
CERN a cryogenic setup is also available [11].
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Figure 6.24: Comparison between leakage current increase per volume versus 1 MeV neutron equivalent fluence,
according to Eq. (4.8), for the irradiation facilities in Birmingham, at CERN, at KIT and in Bonn. The entries
for Bonn correspond to the results from Section 6.4.3. Measurements for the other sites are taken from [54].

In order to validate that the NIEL scaling of the proton fluence via Eq. (4.7), using the proton
hardness factors in Table 6.5, yields comparable results, the data sets obtained in [54] are used.
In this case, the leakage current increase measurements after proton irradiation of BPW34F [98]
diodes are taken and normalized to the devices’ full-depletion volume (compare Section 6.4.4).
Moreover, the corresponding proton fluence is converted to the 1 MeV neutron equivalent fluence
via Eq. (4.7) with the respective hardness factor. Accordingly, this is performed for the data of the
hardness factor measurement obtained in Bonn (see Section 6.4). The resulting leakage current
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increases per depleted volume are plotted versus the equivalent fluence Φneq
altogether6, shown in

Fig. 6.24. Additionally, the literature scaling according to Eq. (4.8) with the current-related damage
rate 𝛼80/60

neq
= (3.99 ± 0.03) × 10−17 A cm−1 [53] is displayed. As visible, the data of all irradiation

facilities follows the anticipated linear trend over an equivalent fluence range of over three orders of
magnitude, from 3 × 1012 to 1 × 1015 neq/cm2. The majority of measurements are in agreement with
the literature reference within their uncertainties, except for a few outliers. In particular, the data from
Bonn, which is the same as in Fig. 6.20, is in very good agreement with the expected literature value,
showing no outliers within the uncertainties.
Within the precision of the measurements presented in [54] and in this work, the overall agreement of
the data points with the reference line validates the NIEL scaling between the four irradiation facilities.
This confirms that independently of the particular parameters such as beam current, proton energy
or irradiation procedure, the damage can be normalized to the corresponding NIEL damage via the
hardness factor over three orders of magnitude of fluence. This result is generally expected and is
crucial for the operation of irradiation sites and subsequently for radiation damage studies of silicon
detectors.

6 The original uncertainties on the measurements from [54] are not transferred individually, instead a relative error of 15 %
on the proton fluence and 10 % on the leakage current measurement are assumed, which approximately corresponds to
the reported uncertainties. Furthermore, the uncertainty on the hardness factors is considered.
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CHAPTER 7

Radiation Damage Tests of the ATLAS ITk Pixel
Detector

The irradiation infrastructure, introduced and characterized in Chapters 5 and 6, is utilized to perform
radiation hardness tests of an ITkPix pixel detector assembly, designed for ATLAS ITk upgrade. The
goal of the studies presented in this chapter is to demonstrate the capabilities of the irradiation site at
the BIC and compare the effects (see Section 4.3) of NIEL as well TID damage to reference works
[26, 35]. Ultimately, the aim is to verify the radiation hardness of the readout chip and corresponding
sensor up to the EOL damage levels anticipated for the HL-LHC operation.
Therefore, a brief description of the Device Under Test and its relevant characteristics before the
irradiation tests is given first, in Section 7.1. Section 7.2 contains an overview of the performed
irradiations, split into two campaigns to investigate TID and NIEL degradation separately. The
resulting damage characteristics of the readout chip and sensor are investigated and compared. To
probe the intended functionality of the detector after irradiation, a test beam study was performed at
DESY, which is presented in Section 7.3. Finally, the findings are compared to existing studies of the
TID response of the readout chip as well as the deterioration due to NIEL damage of the sensor.

7.1 Device Under Test

In this chapter, the radiation tolerance of an ITkPix pixel detector assembly is tested for the
requirements of the ATLAS ITk. The assembly is composed of an ITkPixV1.1 readout chip to which
a 3D-silicon sensor (cf. Section 2.2.3) is bump-bonded. The specifications of readout chip are given
in Section 3.3.
The sensor is fabricated by SINTEF for use in the innermost layers of the ITk and characterized with
respect to its radiation performance in [26]. It features a pixel pitch of (50 × 50) µm2 and an active
thickness of 150 µm. After exposure to 1016 neq/cm2 of NIEL fluence, the sensor is tested to reach hit
detection efficiencies of ≥ 97 % while remaining within the operating specifications of the ATLAS ITk.
A photograph of the Single-Chip Card (SCC), hosting the ITkPix assembly, is shown in Fig. 7.1. For
the purpose of identification, the chip is given a unique chip identifier, or chip ID, which is typically
reported in results for the sake of completeness. The assembly used here has the chip ID 0x17172.

109



Chapter 7 Radiation Damage Tests of the ATLAS ITk Pixel Detector

Figure 7.1: ITkPix assembly 0x17172 on
SCC. The detector is seated centrally, in
the upper half of the PCB (also compare
Fig. 3.6), protected using a plastic lid. To
prevent accidental illumination of the sensor,
the lid is covered in black tape. The BDAQ53
system interfaces the readout chip via one of
the DisplayPort connectors.

7.1.1 Data Acquisition System

The BDAQ53 DAQ system, as introduced in Section 3.3.1, is used to configure and readout the ITkPix
assembly in the studies presented in this chapter. The minimal hardware setup, displayed in Fig. 3.7,
is ideal for deployment at the BIC irradiation site and DESY test beam facility due to its compact size
and minimal hardware configuration.
As described in Section 3.3.1, BDAQ53 provides the functionality to tune the chip to operate at a
specified threshold, test the digital/analog pixel components (cf. Fig. 2.9) and read out on-chip/SCC
temperature sensors. If not stated otherwise, the detector is configured, read out and the obtained data
is visualized utilizing the predefined routines contained in the BDAQ53 framework.

7.1.2 Pre-Irradiation Characteristics

To quantitatively evaluate the radiation-induced degradation of the readout chip and sensor performance,
as discussed in Section 4.1.1 and Section 4.3, respectively, the initial characteristics of either detector
component have to be recorded. For measuring the effect of surface damage on the readout chip
logic, the dedicated TID monitoring circuitry, consisting of a series of so-called Ring Oscillators
(ROs), requires calibration. For determination of the displacement damage, the sensors IV behavior
(cf. Section 2.2.2) is recorded.

Ring Oscillators

All RD53-type chips contain a set of ROs for monitoring the TID effect on the logic cells, located in
the digital chip bottom [100]. The ROs consist of different logic cell drivers, such as gates (NAND/NOR),
inverters (INV) or clocks (CLK), which oscillate at a given frequency 𝜈𝑅𝑂 that depends on the digital
supply voltage 𝑉DDD as well as temperature. When exposed to ionizing radiation, the ring oscillator
frequency decreases as a result of damage-induced defects in the oxide layers, translating to an decrease
in transistor switching speed, also termed effective gate delay. For a constant 𝑉DDD and temperature,
the effective gate delay is approximately linear with TID, enabling to express the dose as a function of
𝜈𝑅𝑂 after calibration via, for example, an X-ray tube with known dose rate. It shall be noted, that
the effective gate delay has been shown to depend strongly on the dose rate for the CMOS process
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used in the ITkPix, in particular in the low dose-rate regime below 100 krad/h, whereas for dose rates
exceeding 4 Mrad/h the dependence begins to saturate [35]. This complicates the calibration process
and measurements should be conducted at the same dose rate for comparison where possible.
As an increase in effective gate delay also impairs the functionality of the digital logic, it allows for
the definition of a limit up to which the logic remains operational. Here, simulations in [101] indicate
that an effective gate delay of 200 % for the RD53 family of chips still maintains correct digital timing,
therefore chosen as the upper limit for ensuring the chip functionality.
Furthermore, to differentiate the effective gate delay for different feature sizes, the ROs logic cells are
fabricated in two different gate sizes, labeled 0 and 4, corresponding to the physical gate dimension.
They are also referred to as gate strengths, i.e. str. 0/4, where str.-4 gates most closely resemble the
chip’s logic cells [35].
The ROs are located in so-called banks, i.e. arrangements of multiple ROs grouped together, in the
chip bottom with two banks (bank A and bank B) present in RD53B and later chips. Bank A contains
eight different RO types and is found across all RD53 readout chips. Thus, only bank A ROs are
considered within the scope of this work, facilitating comparison between all chip iterations.
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Figure 7.2: RO frequency 𝜈𝑅𝑂 versus digital supply voltage 𝑉DDD for all bank A ROs of the ITkPix at room
temperature. Linear relations are fitted to each data set, showing very good agreement.

The frequency 𝜈𝑅𝑂 depends strongly and linearly on the digital supply voltage, with variations of up to
≈ 100 % over the typical region of operation [35]. In contrast, the change with temperature is ≤ 10 %
over approximately the whole specified operational range. To enable quantitative analysis of the data,
the variation due to these parameters must be considered. Due to strong dependency on 𝑉DDD, the
sigificantly lower influence of temperature and the fact, that measurements are mostly performed at
similar temperatures, only a 𝑉DDD calibration of the ring oscillator frequency is performed1. This
1 As the dependence on temperature is neglected, it is accounted for in the uncertainty discussion instead, where applicable.
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allows for compensation of variations in 𝑉DDD over the course of the irradiation studies and is shown
for all eight ROs of bank A of the ITkPix chip in Fig. 7.2. For each RO a linear relation is fitted to the
data, showing a good agreement, and is used in the following for correction of 𝑉DDD changes during
RO measurements.

Sensor IV
The electrical characteristics of the used SIN-
TEF and similar 3D sensors, fabricated by other
foundries for the ITk upgrade, are treated in [26].
Here, a hit detection efficiency of up to 97 % is repor-
ted after a NIEL fluence of 1016 neq/cm2, highlight-
ing the performance improvement of the 3D design
over planar sensors (see Sections 2.2.3 and 4.3.3).
This comes at the expense of an increase of detector
noise due to a higher pixel capacitance as well as
leakage current (see Section 2.2.2), resulting in
higher minimum thresholds, all compared to the
planar design.
Before irradiation, these sensors are fully depleted
at approximately 𝑉dep ≤ 10 V. A higher opera-
tional voltage 𝑉op of 𝑉op = 𝑉dep + 20 V is targeted
to ensure operation at full depletion for which a
leakage current limit of 2.5 µm cm−2 is imposed
[26]. The sensors leakage current characteristic be-
fore irradiation is shown in Fig. 7.3. The leakage is
measured at room temperature for bias voltages up
to 𝑉op using a SMU. As the reference temperature
for operation of the ITk is −25 °C [9], the current
is scaled accordingly via Eq. (2.20) an normalized
to the detector area. As visible, the sensor leakage
stays well below the anticipated limit up to the
target of 𝑉op = 30 V, fulfilling the requirement.
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Figure 7.3: IV behavior, scaled to −25 °C, of SINTEF
3D sensor before irradiation. The leakage current is
measured five times per bias voltage. The correspond-
ing mean is the stated value, the standard deviation is
displayed as the uncertainty.

Chip Tuning

The chip requires configuration to ensure a uniform detector response across the entire pixel matrix
at a given operational threshold. In this work, this is achieved by a pipeline of routines or scans,
included in the BDAQ53 framework, that adjust local (in-pixel) and global threshold settings using of
a dedicated injection circuitry.
The threshold is defined as the signal charge for which 50 % occupancy of the matrix is measured.
The chip’s internal circuitry discharges a known capacitance via an adjustable injection voltage called
Δ𝑉CAL, to generate a charge at the input of the analog pixel. The translation of Δ𝑉CAL to the generated
charge in electrons can be obtained by a calibration using e.g. X-ray sources, which yields a value of
approximately 5 𝑒−/Δ𝑉cal [102] for the ITkPixV1 in the range of operational parameters. This allows
for the conversion of the injection voltage into charge in units of electrons, enabling one to relate the
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threshold level to a known signal charge of, for example, a MIPs.
In the following, the individual scans required to bring the chip to an operational state are briefly
explained. The list of adjustments constitute a so-called threshold tuning:

Global Threshold Scan The global threshold is set and a charge injection sweep is started. The
pixel response of the matrix is registered.

Local Threshold Scan Each pixel has a local threshold setting, facilitating the correction of e.g.
fabrication-related differences in response. The charge injection is swept around the target
threshold and the local setting is adjusted to minimize the deviation.

Noisy/Stuck-Pixel Scan Identification of pixels that either have increased hit registration rates
compared to their surroundings (noisy) or always/never register a hit (stuck), independent of the
threshold setting. These pixels are masked and excluded from further measurements.

The reference threshold tuning is performed to a target of 300Δ𝑉CAL, corresponding to approximately
1.4 k𝑒−, within the scope of this study. During the tuning routine, the sensor is supplied with bias
voltage to achieve depletion and reduce noise. The resulting threshold distribution of all pixels is
shown Fig. 7.4. It follows a normal distribution with the mean at the target value of 300Δ𝑉CAL and
the standard deviation corresponding to the threshold dispersion of approximately 6Δ𝑉CAL. In the
following, this tuning serves as a reference for the unirradiated state.
In this work, the procedure is repeated in between measurements to account for changes due to
radiation-induced damage. The target threshold for all measurements is between 1 000 and 2 000 k𝑒− ,
corresponding to the anticipated range for operation of the ATLAS ITk [9].

7.2 Irradiation Campaign

A proton irradiation campaign was conducted at the BIC site between September and October of 2023.
The goal is the simultaneous application and distinct characterization of NIEL damage to the sensor
as well as the TID damage to the chip logic, using 14 MeV protons.
The surface damage to the 65 nm CMOS transistor technology used in the ITkPix design, has a
strong dose-rate dependence which is the topic of [101]. To establish a baseline for comparison of the
degradation of the chip’s digital logic with TID from X-ray and proton irradiations, the studies are
separated into two parts: a low- and a high-dose-rate irradiation campaign. In the former, the resulting
dose rate is in the order of a few Mrad/h, similar to high-intensity X-ray studies [103], allowing for a
more appropriate comparison of the effects between proton and X-ray irradiation. During the low
dose-rate campaign, a few Mrad and negligible NIEL damage are applied to the ITkPix assembly.
In the high dose-rate campaign, the anticipated EOL damage levels for the operation of the innermost
ITk layer of approximately 1016 neq/cm2 and 1 Grad [9] are applied to the detector.

7.2.1 Setup

The irradiation setup, used throughout all campaigns, is shown in Fig. 7.5. The SCC is mounted inside
the cool box, behind a dedicated shielding, using the rail system (see Section 5.2.3). Two SMUs are
connected to the SCC, providing bias voltage to the sensor and reading a multiplexer output, allowing
one to obtain the digital and analog supply voltages. The chip is powered in Shunt-LDO (SLDO) mode
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with the supply voltages 𝑉DDD/A set to 1.2 V and connected to the BDAQ53 board via a DisplayPort
cable. In addition to the on-board thermistors, an NTC is mounted on the top side of the single-chip
card and read out using irrad_control.
During irradiations, the SMUs, power supply, DAQ hardware and computer are located directly outside
the high-current room (cf. Figs. 5.3 and A.4), connecting to the setup via approximately 8 m long
cables.

7.2.2 Irradiations

This section gives an overview of the two dedicated parts of the irradiation campaign. As the severity
of the TID damage to the transistors is a function of the applied gate voltage [50], the chip is powered
throughout each individual irradiation step, supplying the ROs logic chain with bias at all times. After
each irradiation step, the IV characteristic of the SINTEF sensor is measured while the DUT resides in
the cooled irradiation setup. Additionally, the chip is re-tuned to a threshold of 300Δ𝑉CAL, as detailed
in Section 7.1.2, and the threshold drift versus the pre-irradiation state is recorded.

Low-Dose-(Rate) Campaign

The low-dose-rate irradiation was conducted on September 29, 2023. The goal is to resemble the
irradiation conditions, such as dose and dose rate of typical TID damage tests using X-ray setups,
enabling a more quantitative comparison of results. Therefore, where possible, the parameters of the
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Figure 7.5: The ITkPix SCC, mounted behind a dedicated shield, inside the cool box of the irradiation setup.
The power, HV and readout-related cables, as well as the DisplayPort interface that connects the DUT to the
BDAQ53 system are routed into the setup via a feed-through. The on-SCC NTC thermistors as well as the chip
itself are located directly in a stream of cool N2 gas.

proton irradiation campaign are selected according to [103], in which the typical quantities for X-ray
studies of RD53B chips are described.

Beam current / nA Damage per scan Resulting damage
TID / Mrad NIEL / neq/cm2 TID / Mrad NIEL / neq/cm2

15 – 20 0.105 8.25 × 1011 6.29 ± 0.23 (4.89 ± 0.16) × 1013

Table 7.1: Parameters and results of the low-dose irradiation campaign of the ITkPixV1.1 assembly. The
irradiation site was operated at the lower limit of possible proton beam currents.

An overview of the campaign’s characteristics is given in Table 7.1, the irradiation overview, as
generated by irrad_control, is shown in Fig. 7.6. Operating at the low end of possible currents
at the BIC, the DUT is irradiated with proton beam currents between 15 and 20 nA and an energy
of 13.50 MeV, corresponding to 12.17 MeV on the assembly. As shown in Fig. 7.6, the irradiation is
partitioned into 60 complete scans (cf. Section 5.4.2), each applying an average of 105 krad to the
chip. After completion of a scan, the irradiation procedure is halted, the beam extraction stopped
and the relevant parameters, such as RO frequencies, 𝑉DDD and temperatures, are read out. This is in
accordance with [103], stating an RO frequency read at least every 0.1 Mrad. To obtain statistical
information, the RO frequencies as well as all other data is read out ten times per irradiation step. With
the average scan duration being 85 s, the dose rate normalized per complete scan is approximately
4.4 Mrad/h2 which is comparable to typical dose of rates of 1 – 5 Mrad/h for X-ray studies [103].
After completion of the irradiation campaign within approximately 3.5 h, a TID of (6.29 ± 0.23) Mrad
as well as a NIEL fluence of (4.89 ± 0.16) × 1013 neq/cm2 is applied and the assembly is annealed at
room temperature (see Section 7.2.3).

2 Still the instantaneous dose rate on the area of the RO banks is orders of magnitude higher, as in the used routine the
damage is applied on a per-scan basis as opposed to a continuous dose rate.
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Figure 7.6: Overview of damage applied in the low-dose campaign, resolved in scans and rows of the irradiation
pattern, as well as beam currents and temperatures. The frequent routine halts and corresponding stops of beam
current extraction between increasing damage levels indicate the dedicated measurement pauses. For further
explanation see Sections 5.4.2 and 5.6.

High-Dose-(Rate) Campaign

From October 17 – 20, 2023, the high-dose irradiation campaign was performed. The irradiation site
is operated at its nominal parameters (see Section 5.4) with the aim of simultaneous application of
the approximate surface and displacement EOL damage to the ITkPix DUT. The target equivalent
fluence and dose of 1016 neq/cm2 and 1 Grad, respectively [9], are applied over ten irradiation steps
and four days. In each step, a fluence of 1015 neq/cm2 and a dose of 128 Mrad are delivered over
approximately 34 complete scans of the device. After completing a step, the relevant parameters, such
as RO frequencies, 𝑉DDD and temperatures, are read out ten times in succession to obtain information
on the statistical fluctuation. The irradiation-relevant properties are shown in Table 7.2, a listing of the
parameters of each individual irradiation step is given in Table A.3 in the appendix.

Beam current / nA Damage per scan Resulting damage
TID / Mrad NIEL / neq/cm2 TID /Mrad NIEL / neq/cm2

800 3.66 2.86 × 1013 1 283 ± 38 (9.96 ± 0.03) × 1015

Table 7.2: Parameters and results of the high-dose irradiation campaign of the ITkPixV1.1 assembly. The site
was operated at the nominal parameters for proton irradiation.
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Figure 7.7: Overview of scan, rows and beam currents as well as temperatures of an exemplary high-dose
irradiation step. In this particular example, insufficient beam conditions result in multiple halts of the scan
routine which are corrected for post-irradiation.

Utilizing a proton beam with an average energy of 13.50 MeV (12.16 MeV on the DUT) and 800 nA
beam current, averaging over all irradiation steps, the damage of an individual step is applied within
approximately 1.3 h and 35 complete scans. An overview of an exemplary step is depicted in Fig. 7.7.
Here, a dose of 3.66 Mrad is applied per scan. Using the same approach as before, the dose rate,
normalized per scan, is approximately 156 Mrad/h where the same considerations (see footnote on
Page 115) apply. The halts in Fig. 7.7 indicate faulty beam conditions during irradiation which are
corrected for in the resulting fluence distribution. With up to three steps per day, the sensor IV curve
is measured after every step, whereas controlled annealing is performed over night and at the start of
each irradiation day (see Section 7.2.3 below). After ten steps with similar characteristics, as displayed
in Fig. 7.7, the resulting damage levels are (9.96 ± 0.03) × 1015 neq/cm2 and (1 283 ± 38) Mrad which,
in combination with the low dose levels, correspond to the anticipated EOL radiation damage [9].

7.2.3 Annealing

To reduce the radiation-induced leakage current increase between irradiations and allow for a
quantitative analysis with respect to NIEL, controlled annealing procedures are performed throughout
the campaign. Their relevant quantities, such as accumulated fluence, temperature and duration are
listed in Table 7.3.
Following all irradiation steps, room temperature annealing is performed during which the DUT
resides in the irradiation setup without active cooling. Additionally, the reference annealing procedure
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Fluence step / neq/cm2 Annealing Cumulative damage
Temperature / °C Time / min rate 𝛼cum / 10−17 A cm−1

5 × 1013 21 4800 5.08

2 × 1015 21 800 3.9960 80

5 × 1015 21 750 3.8060 80

8 × 1015 21 800 3.6360 80

1 × 1016 21 1200 3.4560 80
Table 7.3: ITkPix annealing procedures, performed after specific steps of the irradiation campaign. The DUT
remained inside the setup at room temperature between irradiation days. The reference annealing procedure
(see Section 4.4) is applied at the beginning of each following day. The cumulative, current-related damage rate
𝛼cum is calculated according to Eq. (7.1).

(see Section 4.4) for probing sensor NIEL degradation is conducted each campaign day, prior to
initiating the irradiation steps. Using Fig. 4.7, the cumulative, current-related damage rate 𝛼cum,
resulting from a series of irradiations to fluences Φ𝑖 and corresponding annealing procedures at
temperature 𝑇 and duration 𝑡 can be defined as

𝛼cum =
1

Φ𝑡𝑜𝑡

∑︁
𝑖

Φ𝑖𝛼
𝑡/𝑇
𝑖

. (7.1)

Figure 4.7 is used to determine the respective, current-related damage rate 𝛼𝑡/𝑇
𝑖

after each individual
irradiation and annealing step where the 21 °C curve is used for room temperature. Using the
proportionality in Eq. (4.8), the leakage current increase after two different annealing procedures
𝛼𝑡𝑎/𝑇𝑎 and 𝛼𝑡𝑏/𝑇𝑏 for the identical fluence and depleted volume, follows the relation

Δ𝐼𝑎leak

𝛼𝑡𝑎/𝑇𝑎
=

Δ𝐼𝑏leak

𝛼𝑡𝑏/𝑇𝑏
. (7.2)

This allows one to determine the theoretical leakage current increase 𝐼
neq
leak after the reference annealing

procedure that yields the current-related damage rate 𝛼80/60
neq

= (3.99 ± 0.03) × 10−17 A cm−1 by
measurement of the leakage current increase Δ𝐼cum

leak , corresponding to 𝛼cum. Subsequently, the leakage
current measurements after controlled annealing procedures enable the re-evaluation of the proton
hardness factor from the ITkPix irradiations. To further support the value determined in Section 6.4,
this analysis is performed in Section 7.2.5.
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7.2 Irradiation Campaign

7.2.4 Ring Oscillator Frequency Delay

The performance degradation of the chip logic of the ITkPixV1 with increasing levels of TID is
extensively discussed in [35]. In this reference, different irradiation campaigns are performed, using
X-ray setups and radioactive sources, applying TID at varying dose rates to levels exceeding 1 Grad.
Additionally, ITkPixV1 assemblies with 3D sensors are irradiated with protons at the Birmingham
MC40 cyclotron (see Section 6.5) up to a fluence of 5 × 1015 neq/cm2 and TID of 500 Mrad3. Sub-
sequently, it serves as an excellent reference for comparison of results obtained in the course of this
work.
An overview of the results, according to the specifications in [103], obtained over the course of all
irradiation steps, is shown in Fig. 7.8. The bank A RO frequencies, corrected for 𝑉DDD variations via
Fig. 7.2, are displayed versus the increasing TID. Additionally, the chips digital supply voltage 𝑉DDD
as well as the temperature are depicted for all measurements.
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Figure 7.8: Evolution of RO bank A frequencies of the course of all irradiations. As per recommendation
in [103], the frequencies are normalized to changes in 𝑉DDD. The solid black lines indicate the damage
levels at which controlled annealing is performed (cf. Table 7.3). The entries correspond to the mean of ten
measurements, the errors are the respective standard deviations which are too small to be visible. In between
entries, linear interpolations are shown.

Generally, the course of all RO frequencies versus the applied TID follows the same trend where only
the absolute values differ. During the first few Mrad, the RO frequencies increase slightly and saturate
from approximately 4 Mrad onward for the remaining TID applied within low dose campaign. As
anticipated, over the course of application of the total dose of approximately 1.2 Grad, the frequencies
3 As calculated according to Eq. (5.19), corresponding to the Bethe-Bloch model (cf. Eq. (2.1)).
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of all ROs decrease with TID following a linear trend. At the maximum dose, the average difference for
the strength-0 gates is approximately 140 MHz whereas for the strength-4 gates, 120 MHz are observed.
This agrees with the expectation, that the transistors with narrow physical channels experience larger
TID damage, as a larger fraction of the channel is influenced by radiation-induced, stationary charges
in the oxide (see Section 4.1.1). As visible at the damage levels at which annealing procedures are
performed, the rate of frequency decrease of the ROs is reduced after annealing, indicating a beneficial
effect as discussed in Section 4.4. Over the two dedicated irradiation campaigns, the temperatures
on-chip as well as on-PCB only vary by a few degrees Celsius within the respective campaign. The
difference in temperature readings of the two sensors most likely arises from the positioning of the
SCC NTCs directly within the cool gas stream of the cooling setup (see. Fig. 7.5). The on-chip
temperature sensors are exposed to the digital chip bottom’s heat dissipation [100].

As introduced in Section 7.1.2, an alternative representation of the data is the relative gate delay which
must stay below 200 % to maintain the chip’s digital timings [101]. The relative gate delay versus the
applied TID is visualized for all ROs in Fig. 7.9. After receiving a dose of approximately 1.2 Grad
from proton irradiation at the BIC, the delay for strength-0 and -4 gates remains below 35 % and 20 %,
respectively, residing well below the limit of 200 %.
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Figure 7.9: Relative gate delay of bank A ROs as a function of TID. The zoomed-in inset plot corresponds to
the measurements of the dedicated low-dose campaign in Fig. 7.6. The solid black lines indicate the damage
levels at which controlled annealing is performed (cf. Table 7.3). The entries correspond to the mean of ten
measurements, the errors are the respective standard deviations, which are too small to be visible. In between
entries, linear interpolations are shown.

Focusing on the initial course of the gate delay, occurring within the first few Mrad, the results are
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generally comparable with the ones reported in [35]. As the gate delay decreases, no distinct minimum
is visible within 6 Mrad, which is likely due to substantially higher dose rates. While the reported
delay minimum in this region is approximately −2 %, it is up to −7 % in this work (see Fig. 7.9). This
most likely originates from the temperature dependence of the RO frequency, that was not considered
for this analysis. The reference was measured at room temperature, possibly resulting in an offset of a
few percent.
The results from X-rays with high (4 Mrad/h) dose rates from [35] show relative gate delays in the
order of 70 % and 30 % for strength-0 and -4 gates, respectively, at a TID of 1 Grad. Compared to
this, the relative gate delays resulting from proton irradiation in this work are substantially lower,
approximately half of the values from X-rays in [35]. Especially when considering low dose-rate
results in [35], the delays introduced due to TID by protons within this work are substantially lower.
On examination of the proton TID studies performed in [35], a similar trend is observed. The resulting
gate delays are approximately halved for proton compared with high-rate X-ray irradiation, normalized
to the dose received. Now comparing between the proton-induced delays, at a dose of 600 Mrad
values of approximately 15 – 20 % in [35] and 12 % in this work are found for the CLK 0 drivers.
The observed difference in RO response among proton irradiations is likely a combination of several
components, all potentially yielding a decreased gate delay with dose:

• A factor two higher dose rate at the BIC compared to the Birmingham MC40 cyclotron4

• Annealing procedures carried out between irradiation steps

• Neglecting the temperature dependence of the RO frequency

However, the level of contribution of the effects cannot be resolved. Considering the dose-rate
dependencies reported in [35], the recorded gate delay increase in %/Mrad, irrespective of the gate
type and strength, appears to become only weakly dependent on the dose rate for sufficiently high
rates. Subsequently, due to the many orders of magnitude higher dose rate for protons as compared
to X-rays, the difference between the proton irradiation results is possibly caused by the annealing
procedures and neglected temperature scaling of RO frequencies.
The measurements performed within this work indicate, that the damage to the digital logic of the
chip, as measured by the relative gate delay, after proton irradiation up to a dose of 1.2 Grad is safely
below the upper limit of 200 %. The results agree with the ones reported in [35], where a dose of
500 Mrad is delivered via protons. Therefore, it can be generally estimated, that the dose applied
during proton irradiation results in less damage effect to the chip logic than the equivalent dose from
X-ray irradiation. The difference potentially lies within the large discrepancy in dose rates, which are
several orders of magnitude larger for proton irradiation.

7.2.5 Sensor Leakage Current Increase

As anticipated from Eq. (4.8), the sensors IV behavior degrades, manifesting in an increase of
leakage current with fluence. The evolution of IV characteristics over the course of the irradiation
campaign, including the controlled annealing procedures (see Section 7.2.3), are presented in Fig. 7.10.
The data is recorded using an SMU and normalized to the sensor area. To prevent damage to the
sensor, a conservative leakage current limit was enforced during the measurements, limiting the
4 Proton stopping power in silicon of 30 MeV cm2 g−1 in Bonn versus 18 MeV cm2 g−1 in Birmingham, see Table 6.5.
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maximum reverse bias voltage to approximately 150 V, which is expected to result in full depletion
according to the results reported in [26]. Using Eq. (2.20), the leakage currents are scaled to −25 °C,
corresponding to the benchmark temperature for the 3D sensors after irradiation [26]. The SCC NTCs,
as depicted in Fig. 7.5, are used as a temperature reference during the IV measurements. For further
remarks regarding the determination of the DUT temperature during the irradiation campaigns, see
Appendix A.7.
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Figure 7.10: Area-normalized IV curves of the SINTEF 3D sensor at different fluence levels, after annealing
(cf. Section 7.2.3). Each entry of each dataset corresponds to the mean of five measurements, the error to
the standard deviation. An uncertainty of 2 °C was taken into account when scaling the results to −25 °C via
Eq. (2.20). The power limit of 40 mW cm−2 throughout the operation in the ATLAS ITk [26] is indicated.

In addition to the IV curves, the imposed power limit of 40 mW cm−2 [26] for the 3D sensors of the
ITk innermost layers at the reference temperature is displayed. As visible for the highest fluence
level of 1 × 1016 neq/cm2, the leakage current is approximately a factor of three below the limit. This
leaves headroom up to 3 × 1016 neq/cm2 at the same bias, supporting the sensor operability up to the
anticipated levels. It is worth to note that these findings have been obtained after reduction of the
leakage current due to the performed annealing procedures.

NIEL Scaling Verification

The sensor IV data obtained during the ITkPix irradiation campaign can furthermore be utilized to
verify the accuracy of the NIEL scaling according to Eq. (4.7) at the BIC. This can be achieved by
confirming that Eq. (4.8) yields the current-related damage rate 𝛼neq

= (3.99 ± 0.03) × 10−17 A cm−1

[53] for 1 MeV equivalent fluences after the reference annealing routine (cf. Section 4.4). Therefore,
analogously to the procedure in Section 6.4, the leakage current is scaled to 20 °C and the IV curves
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7.2 Irradiation Campaign

are shown in Fig. 7.11(a). The leakage levels after the reference annealing are determined by Eq. (7.2)
in conjunction with the cumulative damage rates in Table 7.3. This allows for the calculation of the
leakage current increase observed after every fluence level as if the reference instead of the cumulative
annealing had been applied. Finally, the full-depletion voltage at each fluence level is estimated by
visual inspection, as depicted in Fig. 7.11(a). With an active thickness of the sensor of 150 µm, the
depleted volume can be calculated. Considering the uncertainties, estimations are made similar to
Section 6.4.3: an error of 10 % on the active thickness, accounting for process variations as well as
full-depletion voltage estimates, is taken and an uncertainty of 2 °C during temperature scaling. The
resulting leakage current increase per depleted volume versus the equivalent fluence is portrayed in
Fig. 7.11(b).
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Figure 7.11: IV behavior at room temperature (a), scaled via Eq. (2.20), and leakage current increase with 1 MeV
neutron equivalent fluence (b) of the SINTEF 3D sensor of the ITkPix assembly. The data shown in Fig. 7.11(a)
is equivalent to Fig. 7.10 where the temperature scaling is different and the IV curves are area-normalized.

The data follows the expected linear increase with the equivalent fluence. A linear fit, according
to Eq. (4.8), is performed, verifying the overall good agreement of the obtained data within its
uncertainties and the model with a reduced 𝜒2 of 0.99. The current-related damage rate extracted
from the fit corresponds to 𝛼meas

neq
= (3.91 ± 0.48) × 10−17 A cm−1. Comparison to the reference value

from [53] yields

𝛼meas
neq

𝛼[53]
neq

=
(3.91 ± 0.48) × 10−17 A cm−1

(3.99 ± 0.03) × 10−17 A cm−1 = 0.98 ± 0.12 ,

which validates the NIEL scaling at the BIC via Eq. (4.7), using the proton hardness factor determined
in Section 6.4. Within the accuracy of the utilized method, the expected linear course of the leakage
current increase with equivalent fluence is visible over a range of more than two orders of magnitude.

7.2.6 Effects on Detector Operation

The threshold and noise distributions after irradiation are investigated to probe the effect of radiation
damage on the detector functionality. After all irradiation steps throughout the low- as well as
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high-dose (rate) campaigns, the chip is re-tuned to a target threshold of 300Δ𝑉CAL, or approximately
1.4 k𝑒− , with the routine described in Section 7.1.2. The threshold tuning is performed inside the setup,
immediately following the irradiation, at temperatures between −20 and −30 °C using the BDAQ53
system. The corresponding threshold and noise distributions for the low- and high-dose campaign are
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Figure 7.12: Threshold (left) and noise (right) distributions after the doses delivered during the low (a) and high
(b) dose campaign.

displayed in Figs. 7.12(a) and 7.12(b), respectively. The threshold dispersions show comparable values
after the low- and high-dose campaign with (26 ± 2) 𝑒− and (29 ± 3) 𝑒−, respectively, indicating that
local in-pixel tuning is possible up to the applied TID. However, after receiving a dose of 1.2 Grad, the
resulting threshold is 1.3 k𝑒−, slightly lower than the anticipated target. This is assumed to originate
from faulty enabled pixels and yields a shift of the plotted distribution to lower values.
The mean values of the noise distributions after both campaigns are comparable with (63 ± 5) 𝑒−

after 6 Mrad and (55 ± 5) 𝑒− after 1 200 Mrad, respectively. They lie within 1 standard deviation of
the distributions. The difference in mean value is possibly due to slightly different measurement
parameters such as temperature, applied sensor bias and enabled pixel.
Figure 7.13 shows the threshold dispersion, noise and degradation versus total ionizing dose. In this
context, the threshold dispersion corresponds to 1 𝜎 of the distribution after re-tuning the chip. The

124



7.3 Test Beam Campaign

0 200 400 600 800 1000 1200
Total Ionizing Dose / Mrad

50

100

150

200

250
Th

re
sh

ol
d 

| N
oi

se
 / 

El
ec

tro
ns

Threshold Dispersion
Threshold Degradation
Noise
Versus initial tuning
Retuning at TID

Figure 7.13: Threshold and noise levels over the course of TID of the ITkPix assembly. Additionally, the
threshold degradation (see text) is depicted. The measurements are taken inside the setup of the irradiation
site at ≤ −20 ◦C with the BDAQ53 DAQ system. Circular and square markers indicate comparisons with and
without re-tuning, respectively.

threshold degradation describes the same quantity without re-tuning after irradiation. The threshold
degradation grows significantly with dose, reaching approximately 250 𝑒− at 1 Grad. The relative
change appears greater in the lower dose region whereas an approximate saturation appears for higher
doses. In contrast, the threshold dispersion and noise remain approximately constant when retuning
the chip. This is observed over the entire measurement with only marginal deviations and a slight
increase in threshold dispersion at high dose.
These findings indicate that the detector can be operated successfully up to 1.2 Grad after retuning
with only small variations in noise as well as threshold dispersion compared to the unirradiated case.
This agrees with the results obtained using X-rays in [35, 43]. With regard to Section 7.2.4, these
results have to be taken with care as the dose rates during proton irradiation are orders of magnitude
higher than for typical X-rays. The latter yields significantly higher TID-related damage, measured in
RO delay (see Fig. 7.9), at the same dose.

7.3 Test Beam Campaign

Following the irradiation campaign to simultaneous TID and NIEL EOL levels at the BIC and
subsequent verification of the detector functionality in the laboratory, the performance of ITkPix
assembly was studied at the DESY test beam facility [14] in the second half of October 2023. Here,
the primary goal is the determination of the hit detection efficiency of the detector after irradiation to
1016 neq/cm2 as well as 1.2 Grad and comparison to results of previous studies, featuring the same
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sensors at comparable fluence levels [26]. The DESY II test beam facility offers continuous (up to
a few kHz) electron as well as positron beams with energies of up to 6 GeV. The test beams are
available at the three different areas TB21, TB22 and TB24, where two preinstalled, EUDET-type
beam telescope setups (see Section 7.3.1), DATURA and DURANTA, are available.
The test beam studies within this work are performed at the TB24 area, utilizing the DURANTA
telescope setup (cf. Fig. 7.15), where an electron beam between 3.8 and 5 GeV is extracted. First, an
overview of the telescope setup is given. Subsequently, the measurement procedure is introduced and
the hit detection efficiency studies are presented.

7.3.1 Telescope Setup

A pixel detector telescope setup facilitates hit detection efficiency studies of arbitrary DUTs by
providing a reference system which allows for particle track reconstruction. Integration of the DUT
into the setup and subsequent track extrapolation onto its area enables calculation of the hit detection
efficiency (see Section 7.3.4). A schematic depiction of a pixel detector telescope setup is shown in
Fig. 7.14. The actual DURANTA setup at the TB24 area is portrayed in Fig. 7.15. It consists of six

Figure 7.14: Schematic of a pixel detector telescope, from [20]. It consists of a scintillator for triggering, six
Mimosa26 telescope planes for spatial and an ATLAS FE-I4 for temporal track reconstruction. The DUT
is placed within this reference system, allowing for hit detection comparison. The telescope plane numbers
increases downstream, from right to left.

Mimosa26 [104] MAPS planes (cf. Section 2.3), providing excellent spatial resolution, an ATLAS
FE-I4 hybrid pixel detector [105] plane, yielding necessary time information, and two scintillators for
triggering. The Mimosa26 sensors cover an area of (21.1 × 10.6) mm2, divided into 1152 columns
and 576 rows with a quadratic pitch of (18.4 × 18.4) µm2. Within a telescope setup, these MAPS
yield an excellent spatial resolution of below 2 µm [104]. The FE-I4 time reference covers an area
of (20.0 × 16.8) mm2, divided into 80 columns and 336 rows with a pixel pitch of (250 × 50) µm2.
It operates with a nominal clock of 25 ns, providing the required time stamping capabilities to the
reconstructed tracks.
The Mimosa26 telescope planes are installed on a rail system, allowing one to freely position them
along the beam axis. They are separated into two stacks of three planes, surrounding the test beam cool
box [106] that houses the irradiated ITkPix.The inside of the cool box is shown in Fig. 7.15(c). Here,
the DUT’s SCC is mounted on a frame, allowing for preliminary alignment of the closed container
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Figure 7.15: DURANTA beam telescope setup, installed at the TB24 area during the October 2023 test beam at
the DESY II facility [14]. The ITkPix assembly is mounted inside the DUT cool box, developed for the test
beam infrastructure [106].

within the telescope, and connected to the readout system via a cable feed-through. In close vicinity
of the chip, a Sensirion SHT85 temperature and humidity sensor is placed, used for the automated
atmosphere control system of the cooling setup as well as for temperature reference. The cooling
system is described in [106] and enables continuous operation at temperatures below −20 °C over
periods of up to 1 d.
The telescope infrastructure is read out and configured with Python-based DAQ software and dedicated
readout boards developed at Bonn. The Mimosa26 planes are operated using the Multi-Module-Card 3
(MMC3) and the pymosa [107] readout software. The FE-I4 is operated using the Multi-IO 3 (MIO3)
board and pyBAR [108], the Bonn ATLAS Readout in Python. The ITkPix is interfaced utilizing the
BDAQ53 [44] DAQ system. The scintillator pulses are processed by the TLU, which is operated via
the pyTLU [109] package.

7.3.2 Telescope Alignment

To allow for reconstruction of tracks from the data that is obtained during beam measurements, the
telescope needs to be aligned. This is achieved by adjusting the position-sensitive detectors inside
the telescope until the beam spot is located on the pixel matrix and a correlation between the x- and
y-coordinates of hits is observed among the planes. Typically, the preinstalled telescope setups such as
DURANTA are already well aligned due to their mounting frame. The cool box, in which the irradiated
ITkPix DUT resides, does not feature a mounting mechanism for the alignment. Instead, it is placed
between the two stacks of Mimosa26 planes and the initial alignment is performed using markings
on the outside of the box, indicating the DUT position. The final alignment is found by iterative
adjustment of the DUT position, subsequent beam extraction and calculation of the hit correlation
until the hits among all planes of the telescope are correlated, indicated by a sharp hit occupancy
diagonal on the matrix.
An exemplary correlation of hits, indicating the successful alignment of the setup, is shown in Fig. 7.16.
The correlation of the hit x-coordinates between the first (w.r.t. beam direction, see Fig. 7.15(a)) plane
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(Mimosa26) and the central DUT is shown in Fig. 7.16(a) whereas the hit correlation of y-coordinates
between the DUT and the last telescope plane FE-I4 is displayed in Fig. 7.16(b). The occupancy
diagonal, roughly intersecting with the coordinate origin, indicates an approximately centrally-aligned
telescope with the majority of the beam spot covering the detector’s sensitive area. As this alignment
is found between the extremities and central plane of the telescope, also an alignment of the remaining
detectors can be assumed.
The final alignment parameters, particularly the positions along the beam axis, are an important for the
track reconstruction. For all telescope measurements in this work the data can be found in Table A.4.
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Figure 7.16: Hit correlation of selected telescope planes and the DUT inside the DURANTA setup at DESY
during the 2023 test beam. Shown are the horizontal correlation between the first telescope and the DUT plane
(a) and the vertical correlation between the DUT and the time reference plane (b), which is the last plane in the
setup.

7.3.3 Bias Runs

Using the aligned telescope, multiple beam measurements at different sensor bias voltages are
performed to obtain the hit detection efficiency as a function of the bias voltage. For these so-called
bias runs, a 3.8 GeV electron beam with a rate of approximately 2 kHz is extracted trough the
telescope setup and each detector is read out. Several runs are recorded with varying bias voltages
applied to the SINTEF 3D sensor of the ITkix assembly. Each run contains approximately 2 × 106

triggers, distributed by the TLU. An SMU is used to supply bias voltage to the DUT and measure the
corresponding sensor leakage current. For each run, the DUT is tuned to a threshold of approximately
300Δ𝑉CAL, comparable to Fig. 7.12(a).
A total of 13 runs with increasing bias voltages between 20 and 95 V are recorded. As an example, the
resulting maps of registered hits by the DUT as well as reconstructed track and their extrapolation onto
the ITkPix are visualized in Fig. 7.17 for the lowest bias run at 20 V. A comparison of the approximate
number of hits in the DUT and tracks intersecting with it, gives an estimated hit detection efficiency
for the selected bias voltage of roughly 20 %. This is a direct consequence of the radiation-induced
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Figure 7.17: Map of hits registered by the ITkPix DUT (a) and map of reconstructed tracks (b), extrapolated
onto the ITkPix for a single bias run at 20 V. Comparing the approximate numbers of hits and tracks of
50 × 103 and 270 × 103, respectively, facilitates a rough estimation of the efficiency in the order of 20 %.

damage to the detector. As a result, an increasing voltage is required for depletion of the sensor
while the signal-to-noise ratio decreases due to charge trapping and leakage current increase (compare
Section 4.3).
After performing additional IV measurements inside the test beam setup, the chip could not be
configured to maintain a stable threshold at voltages ≥ 100 V; after tuning and immediately reading
back the threshold, shifts larger than the previous dispersion were observed. Repeating measurements
at lower bias voltages produced inconsistent results. Several attempts to resolve the issue by different
chip configurations, including activation of the Leakage Current Compensation (LCC), did not succeed.
Due to time constraints, it was not possible to identify the underlying problem and continue the bias
run measurements for higher voltages. Therefore, only the runs up to 95 V are considered in the
following hit detection efficiency studies for which the reference measurements in [26] already show
efficiencies meeting the ATLAS requirement of ≥ 97 % [9] over the lifetime of the detector for some
sensors.

7.3.4 Hit Detection Efficiency

The hit detection efficiency 𝜖 is an essential property of a detector and the main characteristic of the
sensor. Especially after irradiation, the effects of radiation-induced damage (discussed in Section 4.3)
result in an overall decrease of the signal-to-noise ratio, reducing the so-called Charge Collection
Efficiency (CCE). Using a pixel detector telescope setup as described in Section 7.3.1, the hit detection
efficiency can be defined as [20]

𝜖 =
𝑁DUT

tracks

𝑁 total
tracks

with 𝜖 ∈ [0, 1] , (7.3)

where 𝑁 total
tracks and 𝑁DUT

tracks are the total number of reconstructed tracks in the beam telescope setup and
the number of hits registered by the DUT that correspond to a track, respectively.
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The required information to extract 𝜖 can be obtained from the recorded data of each detector plane in
the telescope setup trough a variety of sequential analysis steps, as listed in detail in chapter 5 of [20].
A software package that provides the necessary utilities is Beam Telescope Analysis (BTA) [110],
an analysis toolset for processing telescope-based detector data. It is written in Python and C++,
resulting in an easy-to-use as well as performant software, and consists of a series of independent
utilities that altogether yield a full analysis and track reconstruction. Parts of its implementation
details are described in [20] as well and, within this work, it is used to determine the hit detection
efficiency of the irradiated ITkPix assembly for different sensor bias voltages. The uncertainty on 𝜖
is usually dominated by the systematic error introduced in the analysis procedure and is Δ𝜖 ≪ 1 %
[21] for the statistics contained in typical test beam measurements.
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Figure 7.18: Efficiency maps of the SINTEF 3D sensor at low and high bias voltages of 20 V and 95 V, resulting
in efficiencies of 20.05 % and 90.89 %, respectively.

The resulting efficiency maps for the irradiated DUT at the lowest and highest bias voltage of 20 V
and 95 V are shown in Figs. 7.18(a) and 7.18(b), respectively. For both runs, an approximate 300 k
tracks have been reconstructed using the DURANTA telescope data and BTA analysis routines. For
the low-bias run an efficiency of 𝜖low = 20.05 % is determined whereas 𝜖high = 90.89 % is found for
the highest bias voltage, both resulting in a uniform response across the illuminated detector area.
As previously stated, the uncertainties are estimated to be Δ𝜖 ≪ 1 % for all measurements and are
therefore not explicitly given. The efficiency as a function of the bias voltage is displayed in Fig. 7.19.
A steep increase of 𝜖 with bias voltage is visible within the first 60 V with an asymptotic trend towards
higher bias voltages. Additionally, the sensor leakage current, normalized to the area and scaled to
−25 °C via Eq. (2.20), is shown. With regard to the requirements of ATLAS, the highest efficiency of
𝜖high = 90.89 %, extracted from the measurements performed at DESY, do not meet the anticipated
criteria of 𝜖 ≥ 97 % [9] over the entire detector lifetime.
Considering the obtained efficiencies for the same sensors after 1016 neq/cm2 from [26], a value of
𝜖 ≥ 96 % was extracted for bias voltages in the range of 80 – 150 V with thresholds of ≈ 1 k𝑒−.
Specifically, at 95 V bias, the SINTEF 3D sensor is 97 % efficient in [26] whereas for a similar
configuration a value of approximately 91 % was determined within this work. This significant
difference is unlikely to be the result of just the marginally-higher threshold in this work. A collection
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7.3 Test Beam Campaign

of additional factors are the mitigated TID effects on the RD53A chip due to it not being powered
during irradiation [50, 49] and the higher beam energies at the CERN as well as DESY test beam
facilities of 120 GeV pions and 5 GeV electrons, respectively. Moreover, the usage of three different
front-ends of the RD53A, as compared to the single, differential front-end in RD53B, or a more careful
configuration of the chip registers and its matrix with regard to noisy or disconnected pixels, could
yield a difference in efficiency.
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Figure 7.19: Efficiency versus bias voltage of irradiated SINTEF 3D sensor of the ITkPixV1.1 assembly. The
efficiencies are determined with the BTA software [110]. Each run contains an approximate 300 k tracks in the
telescope (cf. Fig. 7.15).

Nevertheless, the resulting efficiency of 90 % for bias voltages ≥ 90 V provides a solid indication
that the requirements can be met after a combined 1016 neq/cm2 and 1.2 Grad via proton irradiation,
using the ITkPixV1.1 chip. The resulting power dissipation at 95 V corresponds to approximately
10 mW cm−2, which is below the upper limit for the ATLAS ITk of 40 mW cm−2 [26]. In combination
with the upper limit for the operational bias voltage after irradiation of 250 V [26] and the leakage
levels observed up to 150 V in Fig. 7.10, it appears plausible that an efficiency of ≥ 97 % can be
achieved with the ITkPix assembly employed in this work.
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CHAPTER 8

Conclusion

Radiation hardness tests of pixel detectors are a necessity for research, development and verification
of prototype devices for high-energy physics experiments. The upcoming High-Luminosity Large
Hadron Collider will set a new frontier for the radiation hardness requirements of the innermost
layers of the tracking detectors, with anticipated radiation levels of approximately 1016 neq/cm2 and
1 Grad for the ATLAS Inner Tracker. In this work, an irradiation site for radiation hardness tests of
silicon pixel detectors has been developed, characterized and commissioned at the BIC, contributing to
the research and development of novel generations of silicon tracking detectors at the University of Bonn.

At the irradiation site, DUTs are irradiated with nominally 14 MeV protons with a beam current
of approximately 1 µA while situated inside a thermally-insulated cool box. To achieve a uniform
damage distribution on the device, the box is mounted on a motorized 2D-linear stage and moved
through the beam on a row-based scan pattern. During irradiation, the cool box is continuously
flushed with cool nitrogen gas, maintaining temperatures of ≤ −20 ◦C, to prevent uncontrolled
annealing and provide a dry atmosphere, avoiding condensation. A set of custom-made on-site
diagnostics, compromised of a beam monitor, a Faraday Cup and an analog readout electronics, enables
non-destructive beam parameter monitoring with simultaneous extraction to the setup, depending on a
calibration measurement for the given ion species and energy.
Based on the online beam monitoring capabilities, a Python-based (open-source) software framework
(irrad_control) has been developed, implementing a purely beam-based on- and offline dosimetry
and an beam-driven irradiation routine. It provides a GUI for online data visualization, setup control,
interaction with the irradiation routine and DAQ of all raw and processed data. Real-time analysis
of the irradiation-related information allows for autonomous execution of the irradiation routine
to the target fluence while instantaneously adapting the procedure to varying conditions, resulting
in extremely uniform irradiation profiles. The acquired data is stored by the framework and can
be analyzed offline via a set of analysis procedures, providing transparency and the foundation for
extensive damage studies.
The irradiation infrastructure at the BIC, consisting of diagnostics, setup and software framework,
is designed with comparable facilities such as Birmingham [12], CERN [11] or KIT [99] in mind,
allowing for easy adaptation with minimal modification to the existing irradiation site.

Characterization of the beam diagnostics confirm their anticipated functionality and operational
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characteristics as obtained from simulations. The analog readout board yields a relative uncertainty of
approximately 1 % on the transimpedance conversion of the input signals from the diagnostics for the
typical mode of operation. The beam monitor calibration constant, required for non-destructive beam
monitoring, for 14 MeV protons is demonstrated to be stable over time and typical run-to-run variations
of environmental and accelerator parameters with a standard deviation of approximately 2 %. The mean
calibration constant is 𝜆 = (0.912± 0.020) V−1 which corresponds to a yield of 𝛾 = (21.94± 0.47) %,
in agreement with the literature value for the carbonized foil surfaces and the given proton energy.
Consequently, this enables online beam monitoring with a relative uncertainty of generally ≤ 3 %
which can be improved significantly by performing individual calibration measurements per irradiation.
The results indicate the robustness of the developed non-destructive beam current measurement setup
and build the foundation of the purely beam-based on- and offline dosimetry.
To establish the beam-based approach versus the standard dosimetry via metallic foil activation,
dedicated irradiations of titanium foils have been carried out at the BIC. The resulting proton flu-
ences, determined with either method, yield comparable values whereas the beam-based dosimetry
consistently provides lower relative uncertainties of ≤ 5 %, dominated by the beam current error.
Additionally, these irradiations have been performed with varying parameters of the irradiation routine,
verifying the independence of the applied fluence of the routines parametrization. The beam-based
dosimetry yields spatial information and facilitates online fluence monitoring, enabling on-the-fly
identification and correction of deficiencies in the applied fluence distribution. This results in highly
uniform fluence profiles with variations of ≪ 1 %, significantly smaller than the uncertainties, and
allows for versatile irradiation campaigns with custom fluence distributions.
Simulations of the energy degradation and corresponding distributions on transmission into the irradi-
ation setup yield proton energies of (12.28 ± 0.06) MeV at the DUT position for typical accelerator
operation. Using these proton energies, electrical characterization of six 150 µm thin LFoundry
sensors pre- and post-irradiation shows excellent agreement with the expected leakage current increase
with fluence and allows for an extraction of the hardness factor 𝜅𝑝 = 3.75 ± 0.12. This corresponds to
the highest NIEL scaling with the lowest relative uncertainty among the sites in Birmingham, at KIT
and at CERN. Considering the non-negligible energy loss within the silicon, the determined hardness
factor corresponds to a mean proton energy of (11.75 ± 0.08) MeV. These findings, in combination
with the available beam currents at the BIC, allow for irradiation to ≥ 1016 neq/cm2 within one day of
accelerator operation. In contrast to the aforementioned sites, the comparatively low proton energy at
the BIC imposes limits on the maximum DUT thickness to ensure accurate NIEL scaling. A limit of
300 µm is suggested from simulations to maintain an uncertainty of ≤ 10 % on the NIEL scaling, for
which an increased hardness factor and respective error of 𝜅𝑝 = 4.0 ± 0.4 is assumed.

The developed and characterized infrastructure at the BIC has been used to perform precision
radiation hardness tests of the ATLAS ITk pixel detector assembly, consisting of an ITkPixV1.1
readout chip and SINTEF 3D silicon sensor. Using the possibility to power, read out and measure DUTs
during the irradiation routine, mixed NIEL and TID irradiations with protons have been conducted, up
to the anticipated EOL radiation levels of the corresponding detector component of 1016 neq/cm2 and
1 Grad, respectively.
Separated into a low- and high-dose part, the TID-induced gate delay of the readout chips ROs is
measured with resolutions and dose rates comparable to typical X-ray studies for the initial few
Mrad, followed by irradiation in 128 Mrad as well as 1015 neq/cm2 steps. The development of the RO
frequencies with dose is in line with the results obtained via X-rays whereas the the absolute values
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show significantly smaller gate delay for the same dose with protons. This coincides with observations
where the resulting gate delay is approximately a factor of two larger for X-rays compared to to protons
for the same dose and RO type, indicating that TID effects due to proton irradiation are considerably
less. This is possibly a result of the two to three orders of magnitude higher dose rates when using
MeV protons compared to typical X-ray setups. With the maximum RO delay of 30 % at 1.2 Grad, the
ITkPix chip comfortably meets the requirement (ensuring functionality) of ≤ 200 % gate delay.
Investigation of the sensor IV properties over the course of the irradiation campaign shows the
anticipated leakage current increase with fluence, allowing for validation the previously determined
proton hardness factor. After the anticipated fluence levels for the ATLAS ITk, the power dissipation
up to 150 V stays a factor of three below the imposed limit of 40 mW cm−2.
Characterization of the performance of the ITkPix assembly after the combined NIEL and TID
damage show only marginal changes, after retuning, in the chip’s threshold and noise levels with
irradiation, indicating full functionality. A test beam campaign at the DESY II facility allows for hit
detection efficiency studies, using the DURANTA telescope setup. Here, for bias voltages between
20 – 95 V, efficiencies of up to 91 % are extracted after a NIEL fluence of 1016 neq/cm2. This result
falls short of similar studies using the same sensor and the ATLAS ITk criteria by 6 %. Due to
time constraints, further investigations could not be conducted. Nevertheless, these findings show a
prominent headroom with regard to power dissipation, allowing for significantly higher bias voltages,
above 150 V, for which an achievement of the ATLAS requirement of 97 % efficiency appears possible.
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A.1 Error Propagation & Calculation

A.1 Error Propagation & Calculation

The measurements within this chapter are subject to systematic and/or statistical uncertainties.
Wherever feasible, the error propagation within the presented analysis is done programmatically, using
the Python package uncertainties [111]. Here, errors propagation is predominantly done analytically
and correlations between erroneous variables are taken into account. Otherwise, the error propagation
is performed according to

Δ 𝑓 (𝑥0, . . . , 𝑥𝑛) ≈
√√

𝑛∑︁
𝑖=0

(
𝜕 𝑓 (𝑥𝑖)
𝜕𝑥𝑖

Δ𝑥𝑖

)2
, (A.1)

where 𝑥0, . . . , 𝑥𝑛 are erroneous variables to a given model 𝑓 , assuming independence between
variables. In order to account for statistical uncertainties when deriving the mean value from a data
set 𝑥 = 𝑥0, . . . , 𝑥𝑛, the error is constructed from quadratically adding the uncertainty of the mean
calculation as well as the standard deviation of the distribution of values as

Δ�̃� =

√︃
Δ𝜇(𝑥)2 + 𝜎(𝑥)2 with 𝜇(𝑥) = 1

𝑛

𝑛∑︁
𝑖=0

𝑥𝑖 , 𝜎(𝑥) =
√√

1
𝑛

𝑛∑︁
𝑖=0

(𝑥𝑖 − 𝜇(𝑥))2 (A.2)

where Δ�̃� is the adjusted error on the mean calculation 𝜇. Furthermore, in order to fit expected models
to measurement data, the Python library scipy [88] is used. Here, the scipy.optimize sub-module is
used in case of solely erroneous observables whereas scipy.odr is utilized in case of uncertainties on
the observables as well as input variables. To visualize the data and corresponding analysis as well as
results, the Python graphics library matplotlib [112] is used.
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A.2 GEANT4 Energy Simulation for Light Ions
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(a) Simulation of deuteron energy distributions
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Figure A.1: GEANT4 simulation of pre- (108 events) and post- (107 events) silicon DUT energy distributions for
typical deuterons Fig. A.1(a) and alphas Fig. A.1(b) at the BIC irradiation site. The stopping power is calculated
according to Eq. (2.1), the projected CSDASi range is taken from [19]. The pre-DUT distribution corresponds
to the transmission from the accelerator through the configuration shown in Fig. 6.1 onto the DUT (also see
Fig. 6.2). Energy distributions after traversing two reference silicon thicknesses, namely 150 µm and 300 µm,
are displayed on the left side of the broken axis. 100 % of the light ions are transmitted for all simulations.
The initial energy distribution is approximated as a 𝛿 function due to the high momentum resolution of up to
𝑝

Δ𝑝
= 30000 on the C-way [62]
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Fluenceaim / p/cm2 7e13 1e14 3e14 5e14 8e14 10e14 12e14

Fluencemeas

1014 p/cm2

M1(Formula) 0.69 ± 0.02 0.93 ± 0.05 2.99 ± 0.03 4.93 ± 0.05 8.17 ± 0.28 9.47 ± 0.31 12.04 ± 0.01
M2(Data) 0.69 ± 0.04 0.92 ± 0.05 2.97 ± 0.07 4.92 ± 0.10 8.08 ± 0.11 9.44 ± 0.12 12.04 ± 0.05
M3(Ti-Foil) 0.73 ± 0.10 1.03 ± 0.13 3.20 ± 0.41 4.99 ± 0.64 7.99 ± 1.03 9.460 ± 1.220 13.86 ± 1.78

Scan speed 𝑣scan / mm s−1 90 65 60 70 50 40 35

Row separation Δrow / mm 1.25 0.75 1.50 1.00 0.50 0.25 1.75

Mean beam current 𝐼scan
beam / nA 368 807 661 757 759 950 992

𝐸 initial
kin

(
𝐸DUT

kin

)
/ MeV 13.52(12.19) 13.63(12.31) 13.52(12.19) 13.48(12.15) 13.63(12.31) 13.52(12.19) 13.54(12.21)

Number of rows 24 40 20 30 60 120 26

Number of scans 34 9 65 73 43 16 119

Scan area / mm2 60.00 × 28.75 60.00 × 29.25 60.00 × 28.5 60.00 × 29.00 60.00 × 29.50 60.00 × 29.75 64.46 × 45.48

Calibration constant 𝜆/ V−1 0.897 ± 0.009 0.906 ± 0.009 0.897 ± 0.009 0.906 ± 0.009 0.906 ± 0.009 0.897 ± 0.009 0.883 ± 0.009

Duration 22 min 11 min 45 min 1 h 1 min 1 h 41 min 1 h 22 min 2 h 58 min

Date 27/09/2022 24/08/2022 27/09/2022 17/08/2022 24/8/2022 28/09/2022 06/09/2023

Table A.1: Overview of irradiation parameters for the comparison of dosimetry via beam-based methods (see Section 5.5) versus the
dosimetry via isotope activation (see Section 6.3.1) as depicted in Fig. 6.13. For the irradiations, different combinations of parameters
for Eq. (5.13) have been chosen to emphasize the independence of the resulting fluence from the scan parameters. The irradiation
to 12 × 1014 protons/c2m was conducted using irrad_control version 2.X, where the scan rectangle (see Section 5.4) is constructed
programmatically, considering the motorstage as well as beam properties. For all other irradiations irrad_control version 1.X was used,
where the scan rectangle was chosen manually. The mean scan current 𝐼scan

beam shows the mean beam current while scanning the DUT. The
kinetic energy on the DUT is calculated according to the simulation shown in Fig. 6.2.
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A
.4

H
ardness

FactorIrradiations
Sensors ID S11 S1 S7 S8 S9 S10

Proton fluence / 1012 p/cm2 4.83 ± 0.54 9.67 ± 0.77 19.99 ± 1.01 40.10 ± 1.68 76.16 ± 2.34 160.44 ± 4.59

Scan speed 𝑣scan / mm s−1 75 75 62 62 62 70

Row separation Δrow / mm 1.25 1.25 1 1 1 1

Mean beam current 𝐼scan
beam / nA 145 ± 5 146 ± 9 199 ± 1 399 ± 18 398 ± 13 600 ± 16

𝐸 initial
kin

(
𝐸DUT

kin

)
/ MeV 13.510(12.180) 13.500(12.169) 13.571(12.246) 13.571(12.246) 13.482(12.149) 13.482(12.149)

Number of rows 43 43 54 54 54 54

Number of scans 5 10 10 10 19 30

Scan area / mm2 81.22 × 53.48 81.22 × 53.48 80.51 × 53.48 80.51 × 53.48 80.51 × 53.48 80.93 × 53.48

Calibration constant 𝜆/ V−1 0.897 ± 0.009 0.897 ± 0.009 0.897 ± 0.009 0.897 ± 0.009 0.897 ± 0.009

Duration 5 minute 49 s 13 minute 13 s 16 minute 2 s 16 minute 35 s 36 minute 54 s 53 minute 3 s

Date 12/09/2023 12/09/2023 13/09/2023 13/09/2023 14/09/2023 14/09/2023

Table A.2: Overview of parameters of LF sensor irradiations for determination of the proton hardness factor. The mean scan current 𝐼scan
beam

shows the mean beam current while scanning the DUT. The kinetic energy on the DUT is calculated according to the simulation shown in
Fig. 6.2.
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A.4 Hardness Factor Irradiations
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(a) Irradiation overview S1
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(b) Resulting proton fluence distribution S1
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(c) Irradiation overview S7
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(d) Resulting proton fluence distribution S7
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(e) Irradiation overview S8 part one
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(f) Resulting proton fluence distribution S8 part one
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(g) Irradiation overview S8 part two
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(h) Resulting proton fluence distribution S8 part two
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(i) Irradiation overview S9
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(j) Resulting proton fluence distribution S9
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(k) Irradiation overview S10
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(l) Resulting proton fluence distribution S10

Figure A.2: Overviews and resulting proton fluence distributions of irradiations of LF sensors, performed for
extraction of the proton hardness factor at the BIC, generated by irrad_control. The irradiation for sensor
S8 is split into two parts due to an error during the irradiation routine, requiring a restart of the procedure.
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A.5 Gamma Spectroscopy at the HISKP

A.5 Gamma Spectroscopy at the HISKP

The HISKP gamma spectroscopy center facilitates spectroscopic analysis of irradiated devices at
the BIC. Samples are measured in a lead-shielded container, providing low background, in front
of a 16 k channel germanium detector. Using reference radioactive sources with well-distributed
gamma lines such as 152Eu, allows for energy as well as activity calibration for a given distance
from the detector. Repeating the measurement with the sample under investigation in conjunction
with the calibration information, allows for identification of isotopes as well as their activity via
the gamma line energies and relative intensities respectively. This functionality is provided by the
irrad_spectroscopy [78] package, a spectroscopy and dose calculation utility, initially developed
during [58] and matured within this work. Using an internal isotope table, irrad_spectroscopy
identifies isotopes from the respective sample spectrum and provides dose (rate) calculations for
different materials. Within the irradiation facility at the BIC, the gamma spectroscopy center in
combination with irrad_spectroscopy are used to estimate possible return and shipping times.
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Figure A.3: Gamma spectrum of the ITkPix assembly from Chapter 7 after irradiation to a fluence of
1016 neq/cm2 at BIC. The spectrum was recorded at the HISKP spectroscopy center, approximately three days
after the last irradiation step was applied, and analyzed using irrad_spectroscopy [78]. The typical isotopes,
as listed in Table 5.2, are present.
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A.6 ITkPix Irradiations

Figure A.4: Measurement setup outside high-current room at the BIC (cf. Fig. 5.3) during the irradiation
campaign of the ITkPixV1.1. A measurement computer, two Keithley 2410 SMUs, a low voltage power supply
as well as the BDAQ53 board are situated in front of the movable door, on a wagon. The cables are laid along
the wall over an approximately 8 m distance, allowing to operate the equipment shielded from radiation as well
as access to the setup while the irradiation is in progress.

Proton Fluence / neq/cm2

Dateenergy / MeV stopping power / Applied Total
MeV cm2 g−1

12.17 29.73 (4.89 ± 0.15) × 1013 (4.89 ± 0.15) × 1013 29/09/2023
12.18 29.71 (9.97 ± 0.36) × 1014 (1.05 ± 0.04) × 1015 17/10/2023
12.16 29.75 (9.96 ± 0.36) × 1014 (2.04 ± 0.05) × 1015 17/10/2023
12.15 29.77 (1.00 ± 0.04) × 1015 (3.04 ± 0.06) × 1015 18/10/2023
12.15 29.77 (1.00 ± 0.04) × 1015 (4.04 ± 0.07) × 1015 18/10/2023
12.15 29.77 (1.00 ± 0.04) × 1015 (5.04 ± 0.08) × 1015 18/10/2023
12.16 29.74 (9.99 ± 0.36) × 1014 (6.04 ± 0.09) × 1015 19/10/2023
12.16 29.74 (9.99 ± 0.36) × 1014 (7.04 ± 0.09) × 1015 19/10/2023
12.16 29.74 (9.99 ± 0.36) × 1014 (8.04 ± 0.10) × 1015 19/10/2023
12.15 29.77 (9.73 ± 0.35) × 1014 (9.01 ± 0.11) × 1015 20/10/2023
12.15 29.76 (1.03 ± 0.04) × 1015 (1.00 ± 0.01) × 1016 20/10/2023

Table A.3: Overview of irradiations of the ITkPix assembly at the BIC during September to October 2023.
The given proton energies as well as stopping powers correspond to the on-DUT values.
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A.7 ITkPix Sensor Temperature Measurement in Irradiation Setup

A.7 ITkPix Sensor Temperature Measurement in Irradiation Setup

Throughout the irradiation campaign, described in Section 7.2, several IV curves at different fluence
levels were recorded. During these measurements, the ITkPix assembly was situated inside the
irradiation setup, as shown in Fig. 7.5, and the cooling system was running between −20 – −30 °C.
Here, as reference for scaling the IV behavior according to Eq. (2.20), the sensor temperature was
approximated by reading of the on-board SCC NTCs.
Due to the configuration of the irradiation setup, specifically the cool box and system, the temperature
readings obtained from the on-SCC as well as setup reference NTC lie below the actual DUT
temperature. The setup thermistor is located inside the mounting mechanism of the cooling structure,
measuring a temperature rather corresponding to the incoming gas. Similarly, the SCC thermistors
are situated directly in the stream of the cool gas. Subsequently, both NTCs report lower readings
compared to the actual temperature of the DUT. The chip-internal sensors are placed in the digital
chip bottom [100], therefore subjected to the chips heat dissipation.
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Figure A.5: Temperature calibration for the IV recordings performed inside the irradiation setup at the BIC. A
reference measurement at the same sensor fluence is performed inside the test beam cooling setup [106] at
DESY. Each entry corresponds to the mean of five measurements, the uncertainty is the respective standard
deviation.

To deduce the actual sensor temperature during IV measurements inside the irradiation setup, a
calibration was performed where a constant offset between the sensor and NTC temperatures is
assumed for a steady cool gas flow. Consequently, the IV curve after 1016 neq/cm2 was measured inside
the test beam cooling setup, as shown in Fig. 7.15(c), which is characterized and optimized in [106].
Here, the sensor as well as the temperature reference, a Sensirion SHT85, are not situated directly in
the flow of cool gas but are more passively cooled via the surrounding atmosphere. Consequently,
the SHT85 reading is assumed to more-closely resemble the actual sensor temperature in this setup.
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Comparison to the IV curve measured inside the irradiation setup after the same fluence level and
usage of Eq. (2.20) allow for extraction of the approximate temperature offset. Both measurements
are shown Fig. A.5. The reference measurement in the test beam cooling setup is performed at
𝑇ref = −24 ◦C, the measured temperature during recording the IV behavior in the irradiation cool box
is 𝑇meas = −31 ◦C, both via a Keithley 2410 SMU. Here, the values represent the mean temperature
over the entire measurement. As visible, both IV curves approximately overlap, indicating visibly that
the offset lies close to the temperature difference between the reference measurement at DESY and the
one in Bonn. Numerical approximating the minimal deviation between the two measurements yields a
calibrated temperature of 𝑇cal = 23.33 ◦C for IV measurement inside the Bonn irradiation setup, as
opposed to the measured −31 °C. Subsequently, the resulting offset of 𝑇offset = 7.53 ◦C is added to the
temperatures during IV curve measurements inside the irradiation setup at the BIC when scaling via
Eq. (2.20).

A.8 Beam Telescope Positions at DESY

Detector M26 1 M26 2 M26 3 ITkPix M26 4 M26 5 M26 6 FE-I4

Position / µm 0 30 250 61 800 148 500 202 550 226 350 250 700 288 150

Table A.4: Measured 𝑧-positions of the DURANTA telescope setup used during the October 2023 test beam
campaign, shown in Fig. 7.15. The 𝑧-positions are required for initial alignment and subsequent track
reconstruction using the BTA [110] software. The Mimosa26 telescope planes are denoted as M26 X where
X corresponds to the index of the sensor. The plane indexing as well as the relative position origin increase
downstream with regard to the incoming beam, from right-to-left in Figs. 7.14 and 7.15(a).
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