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CHAPTER 1

Introduction

Understanding the fundamental structure of matter has always been a fascination of mine. In school,
however, this subject was scarcely covered if not to say completely neglected. Nevertheless, from a
historical point of view I was by no means unique with this desire. Since the 6th century BC with the
development of atomism (in ancient Greece and India, amongst other places), the old philosophers
formulated a theory concerning the composition of matter in the universe [1].

The first experimental evidence of these fundamental components however did not become apparent
until the beginning of the 19th century. In 1808, English scientist John Dalton was able to show that
all chemical elements consist of what he considered to be indivisible units [2]. Adopting the naming
of the aforementioned ancient theories he termed these units atoms.

About 100 years later, Sir Joseph John Thomson’s studies1 demonstrated that the term atom was
not quite suitable. In his experiments with cathode rays, he confirmed the existence of the electron,
as a distinct component of atoms [3]. From this point on, it became evident that an atom defines a
chemical element while being by no means indivisible.

Over the course of the next 120 years, many groundbreaking experiments took place. In parallel
new theories arose, predicting or explaining these experiments. And like the pieces of a jigsaw puzzle,
experiment and theory gradually came together, forming the picture of our current understanding of
matter and its interactions: the Standard Model of particle physics.

In the analogy of a jigsaw puzzle, all fundamental particles can be seen as individual pieces of the
puzzle. Each piece comes with a distinct shape that defines which interactions the associated particle
can take part in.

In its current form, the Standard Model of particle physics represents one of the most successful
theories in the field of physics. Its predictions on fundamental matter particles and associated
interactions are impressively consistent with the increasingly more precise experimental results.
Nevertheless, it remains evident that this physical jigsaw puzzle still contains serious gaps, as
phenomena such as the observation of dark matter or the gravitational interactions have not yet found
their way into the existing picture.

In a real jigsaw puzzle, the obvious approach to close such gaps is to analyse the shape of all
adjacent edges. Similarly, the Standard Model of particle physics has shown that constant experimental
progress at the edge of what is known of helps to unveil and understand new phenomena.

1 Alongside the experiments of German physicist Emil Wiechert.
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Chapter 1 Introduction

In the year 2012, one of the major remaining gaps in the Standard Model puzzle was filled when
experiments at the European nuclear research centre CERN experimentally observed the Higgs-boson
[4, 5]. The associated theory offers an explanation on how elementary particles acquire their mass. As
often seen in the Standard Model’s development, previous measurements at the frontiers (e.g. at the
LEP accelerator [6]) had already partially narrowed down the rough outlines of this hitherto unknown
puzzle piece.

Likewise, since this discovery, the puzzle’s edges still provide the ideal place to search for the next
piece. One particularly interesting approach to look for such a new puzzle piece is the investigation of
the coupling between the heaviest known particles to date, the top-quark, and the Higgs-boson. Both,
the strength of this coupling and its relative sign with respect to the vector boson coupling, are of
outstanding interest as they sit right at the puzzle’s edge. Precisely measuring this coupling will not
only allow the existing theory to be tested but might possibly even open the door to new hypotheses.

In this thesis, the coupling strength is measured via the associated production of a top-quark and a
Higgs-boson. The utilised experimental set of data was recorded by the ATLAS experiment at CERN.
Events in which the produced Higgs-boson decays into two tau-leptons are analysed.

Initially, Chapter 2 provides the theoretical basis for understanding the formerly described Standard
Model of particle physics as well as the associated production of a top-quark and a Higgs-boson.
Based on this, Chapter 3 explains the experimental setup used at CERN for data acquisition. Both, the
accelerator complex and the ATLAS detector, are introduced. This is followed by a brief summary of
the fundamental statistical methods utilised in the analysis in Chapter 4. The subsequent Chapter 5
introduces the fundamental principles of the machine learning algorithm employed to solve multi-class
classification problems.

All information given in this first part is not intended to serve as a complete introduction of each
topic. Rather, an attempt is made to cover the key concepts necessary for a thorough understanding
of the analysis, presented in the second part. For more detailed information, each chapter provides
references to additional literature.

Building on these foundations, the second part of the thesis initially introduces the used data in
combination with a general preselection in Chapter 6 as well as Chapter 7. Subsequently, the machine
learning method is evaluated in Chapter 8 with the goal of optimising the separation between the
process of interest and undesired background processes. The next major part, an approach to correctly
estimate the different backgrounds, is presented in Chapter 9. This background estimation is crucial to
precisely determine the cross-section of the associated production of a top-quark and a Higgs-boson,
which is ultimately discussed in Chapter 10.
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CHAPTER 2

Theoretical concepts

This chapter is intended to serve as an introduction to the basic theoretical concepts necessary to
understand this thesis. First, the Standard Model of particle physics with all its essential constituents is
explained in Section 2.1. Based on this, the physics of proton-proton collisions, relevant for creating
the dataset analysed in this thesis, is discussed in Section 2.2. Finally, the actual process of interest of
this analysis, i.e. the associated production of a single top-quark and a Higgs-boson, is described in
Section 2.3. Alongside an overview of the relevant physics, foremost the potential decay modes of all
involved particles, motivation to measuring this rare process is provided.

Certain aspects of the Standard Model are only covered briefly or omitted, as a complete introduction
to this topic would go beyond the scope of this thesis. The interested reader is referred to the following
resources: an excellent overview of the topic with insights into the historical experimental progress can
be found in [7]. For a more detailed understanding of the underlying mathematical theory, reference is
made to [8].

2.1 Standard Model of particle physics

The field of particle physics is the centrepiece to our understanding of the universe surrounding us.
The current knowledge on the fundamental particles forming our world and the forces, apart from
gravity1, that hold them together are described by the Standard Model of particle physics. Those
particles and forces are embedded in a framework of quantum field theories (QFTs).

For instance, the concept of the atomic shell’s structure, in which the electrically negative electrons
orbit around a positive nucleus, is described by the theory of quantum electrodynamics (QED). The
stable state of this positively charged atomic nucleus itself can be described by the strong interaction
and the associated theory of quantum chromodynamics (QCD). Lastly, the model also includes the
weak interaction, sometimes referred to as quantum flavourdynamics (QFD). Albeit not directly
responsible for the structure of our atoms, weak interactions are at least partially responsible for their
decay.

There is no straightforward or correct approach to explaining the Standard Model. Regardless of
whether the elementary particles or the fundamental forces are discussed first, some aspects are always
mentioned without a detailed introduction and covered in more depth later on.
1 Gravity, although very relevant at macroscopic scales, can usually be ignored in particle physics.
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Chapter 2 Theoretical concepts

In this thesis, the elementary particles are introduced initially in Section 2.1.1, as historically, they
were already partially known before the theories concerning the fundamental interactions, presented
in Section 2.1.2, were developed. Subsequently, Section 2.2 outlines the physics of proton-proton
collisions, essential to create the analysed data in this thesis.

The Standard Model’s predictions have impressively demonstrated their accuracy over a broad
energy range in the past decades. Nonetheless, it cannot be regarded as a complete theory with infinite
validity, as already mentioned in Chapter 1. In addition to gravitational effects, which currently cannot
be unified with the Standard Model, there are still plenty observed phenomena that remain in conflict
with the current theory, briefly discussed in Section 2.1.4.

2.1.1 Elementary particles

The elementary matter particles of the Standard Model are the twelve fermions2. Fermions are
particles with a half-integer spin and are therefore described by Fermi-Dirac statistics. Spin can be
understood as an intrinsic form of angular momentum, thus also being a conserved quantity. Each
elementary particle is depicted in the left part of Figure 2.1, where a subdivision into three generations
is clearly visible. Each generation is composed of two leptons and two quarks, whereby the particles’
masses3 increase along with the generation.

The first generation is formed by the electron (e−), the electron neutrino (𝜈e) along with the up- (u)
and down-quark (d). This primary generation is responsible for the structure of the atom and thereby
that of all chemical elements: the electron orbits around the positively charged nucleus, composed
of protons and neutrons, termed nucleons. The up- and down-quarks represent the constituents of
these nucleons. Historically, first direct evidence of this substructure was provided in deep inelastic
scattering experiments at the SLAC National Accelerator Laboratory [11].

The subsequent two generations can be understood to be, heavier but otherwise almost identical,
copies of the first generation particles. To date, there is no experimental evidence for further generations
of matter. On the contrary, strong arguments in favour of there being exactly three generations exist
[12].

The relativistic quantum mechanical description of these particles is achieved through the Dirac
equation. Negative energy solutions to this equation imply that an antiparticle with opposite charge
quantum numbers must exist for each particle4. In other respects, i.e. in terms of mass, spin and
lifetime, these antiparticles behave identically to their counterparts. In the case of charged leptons, the
antiparticles carry a positive electric charge and are thus commonly labelled as ℓ+ (e.g. the positron e+,
the antiparticle of the electron e−). Antiquarks as well as antineutrinos, are indicated by an overbar
(e.g. the antiup-quark u and the antielectron neutrino 𝜈e). For the sake of simplicity, most descriptions
in the following chapters of this thesis just use the particle name and symbol. Under this convention,
antiparticles, if not explicitly mentioned, are always incorporated.

All particles can interact via the weak force and, as can be seen from Figure 2.1, only neutrinos do
not carry electric charge, as a result being the only particles that cannot interact electromagnetically.

2 This number depends on the way of counting. If antiparticles are included, the result is a count of 24 elementary particles.
Additionally taking into account the colour charge variations of quarks results in 48 fermions.

3 All mass values in Figure 2.1 are given in the natural unit system. See Appendix A for an explanation.
4 In the original conception, Dirac only postulated the antiparticle of the electron, i.e. the positron, whose existence was

confirmed by Occhialini and Blacket in 1933 [13, 14].
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2.1 Standard Model of particle physics

Figure 2.1: All elementary particles in the SM of particle physics. Fermions are divided into quarks (purple) and
leptons (green). The gauge bosons are shown in red and the scalar Higgs-boson is shown in yellow. The sketch
is adapted from [9] with all mass values being updated to the 2024 version of Review of Particle Physics [10].

The strong interaction, in contrast, only affects quarks via the colour charge, with its three states red,
green and blue, assigned to them.

Quarks are never observed as free particles but in bound states, the hadrons. Typical hadronic
signatures in experiments contain the lightest of such bound states which are categorised here: starting
with the pion [15] as well as the kaon [16] in 1947, a large number of these bound states consisting of
different quarks were discovered. Murray Gell-Mann first developed an approach to bring order to
this chaotic particle-zoo and shortly afterwards a model to explain the structure of these particles, the
quark model5 [17, 18]. Later experimental results on the substructure of these hadrons confirmed
the correctness of this quark model. Excluding exotic compounds, all known hadrons can be divided
into two groups: first, there are mesons, formed by quark-antiquark pairs, such as the pion, being a
constituent of secondary cosmic rays. On the other hand, a combination of three quarks or antiquarks,
known as a baryons, also exists. Nucleons, for example, consist of two up-quarks and one down-quark
in case of the proton and two down-quarks and one up-quark in case of neutrons. An exception to

5 Murray Gell-Man and George Zweig independently developed a similar model. Zweig called his version of the quarks
aces.
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Chapter 2 Theoretical concepts

this is the heaviest quark, the top-quark, which is not found in bound states. Since its lifetime of
𝜏 ≈ 5 × 10−25 s [10] is shorter than the typical time scale of strong interactions the top-quark decays
before forming hadrons.

The last elementary particles in the model are the uncharged leptons, i.e. the neutrinos. Originally
postulated to explain the energy spectrum of 𝛽-decays by Pauli in 1930 [19], they were not discovered
until 1956 [20]. Neutrinos only interact weakly and are regarded as massless6 by the Standard Model.

Please note that technically neutrinos need a special consideration: The weak flavour eigenstates 𝜈e,
𝜈𝜇 and 𝜈𝜏 shown in Figure 2.1 are actually quantum mechanical mixtures of the mass eigenstates 𝜈1, 𝜈2
as well as 𝜈3. These mass eigenstates can oscillate between the weak flavour states. However, only
the flavour eigenstate is decisive for interactions via the weak force. Therefore, neutrinos are always
defined by their flavour state in the course of this thesis.

From today’s perspective, the Standard Model’s list of elementary particles may seem complete.
However, a glance into the past shows that we already reached a similar point several times: after the
neutron was discovered by Chadwick [21], an apparently satisfactory picture sufficient to explain the
structure of atoms existed. Later, however, findings at the forefront of both theory and experiment
repeatedly led to a modification of this picture. So, it remains to be seen whether, and if so, in what
form, the list of elementary components might have to be updated and expanded.

2.1.2 Gauge bosons & fundamental forces

In the classical understanding, interactions are mediated by an existing field. In contrast to that, in the
Standard Model view, interactions are mediated by the exchange of a particle. These are the gauge
bosons with an integer spin shown on the right-hand side of Figure 2.1. A full theoretical description
of the theory behind the individual forces and the bosons assigned to them is not the aim of this section.
Instead, the forces’ basic properties, starting with electromagnetic interactions, are explained to aid
the understanding of this thesis.

At this point it should be noted, that the entire theory of the Standard Model is subject to internal
symmetries from which specific properties of the interactions can be derived. These symmetry groups
are mentioned in the following but not discussed in depth to avoid impairing the flow of reading. A
detailed introduction can be found in [22].

Electromagnetic interactions and underlying concepts

Electromagnetic interactions, described by the theory of QED, a gauge theory based on the U(1)
symmetry group, are the best understood interactions in the Standard Model. The force carrier of the
electromagnetic interaction is the uncharged photon (𝛾) which couples to all other electrically charged
particles. Its experimental discovery is not easy to pin down, as several studies and experiments such
as Einstein’s studies on the photoelectric effect [23] and Compton’s scattering experiment published
in 1922 [24], gradually led to the acceptance of its existence.

Since QED is considered to be the simplest, most elegant of the interactions, it serves as a perfect
starting point for giving an introduction to Feynman diagrams along with their description of scattering
processes as well as decays. Feynman diagrams, named after the American physicist Richard Feynman,
are an easy to understand graphical representation of the complex underlying QFT interactions. These
fundamentals are translated into the diagram’s surprisingly simple conventions: In all the diagrams
6 Various experiments showed, even if only an upper mass limit could be determined, that this is not the case.
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2.1 Standard Model of particle physics

shown in this thesis, time runs horizontally from left to right. A diagram’s vertical axis does not have
a spatial dimension, even though the visualisation suggests otherwise, and thus does not indicate a
physical distance.

(a) (b) (c)

Figure 2.2: Basic Feynman diagram elements: solid lines for (a) fermions, (b) antifermions as well as (c) a wavy
line indicating photons.

Each fermion is represented by a solid line, with an associated arrow indicating whether it is
a particle (arrow aligned with positive time direction, see Figure 2.2(a)) or an antiparticle (arrow
pointing in the negative time direction, see Figure 2.2(b)). Bosons, i.e. the exchange particles of the
forces, are represented by special lines, in the case of the photon by a wavy line (Figure 2.2(c)). The
interaction of two particles is characterised by a vertex. In the simplest case, the lines of two fermions
converge with the line of an exchange particle. Each vertex satisfies energy-momentum conservation
and allows the generation, annihilation or scattering of particles. Lines that do not exit the diagram
are called virtual particles. They are neither detectable nor do they necessarily carry the same mass as
the ordinary particles listed in Figure 2.1. As an example, the Compton scattering process is shown in
Figure 2.3.

𝛾 e

e 𝛾

(a)

e

e

𝛾

𝛾

(b)

Figure 2.3: Two possible Feynman diagrams showing Compton scattering.

Both shown diagrams characterise the same basic process, since incoming and outgoing particles
are identical. Using internal loops7, this fact allows the creation of an infinite number of diagrams
for just a single process. The mathematical framework underlying the Feynman diagrams requires
the summation of this infinite number of diagrams with the same initial and final states to correctly
describe the actual physics. However, this only appears to cause a problem as each vertex can be
associated with a coupling constant 𝑔.

As a consequence, the quantum mechanical transition matrix M represented via each diagram is
multiplied by a factor of this constant per vertex. Furthermore, the actual interaction probability of a
7 An internal loop changes neither the initial nor the final state particles and is depicted as a cycle in a Feynman diagram. A

photon for example could form a loop by decaying into a virtual electron-positron pair which annihilates back into a
photon, therefore leaving the final state untouched.

7



Chapter 2 Theoretical concepts

process depends quadratically on this matrix element. In case of QED it is often more convenient
to use the dimensionless fine-structure constant8 𝛼 = 1/137 ∝ 𝑔2 [7]. To provide an example of the
resulting consequences based on electromagnetic interactions, one can consider the Feynman diagrams
for electron-electron scattering depicted in Figure 2.4.

e e

e e

𝛾

(a)

e e

e e

𝛾 𝛾

(b)

Figure 2.4: Feynman diagrams for electron-electron scattering (e−e− → e−e−).

Both diagrams represent the same process and must consequently be summed. However, for
left-hand diagram one obtains |M2 | ∝ 𝛼2, whereas the right-hand diagram indicates a proportionality
to 𝛼4. As 𝛼 < 1, this quickly illustrates that only the left-hand diagram, defined as the leading order
(LO), is relevant. The contribution of the next-to-leading order (NLO) is significantly smaller and as a
result negligible in the majority of cases9.

The real quantification of a process’ probability is ultimately achieved by calculating the cross-
section 𝜎, which itself depends on all contributing Feynman diagrams. In a simple geometric view, it
can be thought of as the area of a target particle that is visible to an incoming particle beam:

𝜎 =
interactions per unit time

beam particles per unit time · scattering centres per unit area
. (2.1)

For any two-body to two-body process one can define it by using the magnitude of the transition
matrix element |M 𝑓 𝑖 |:

𝜎 =
®𝑝 𝑓

64𝜋2𝑠 ®𝑝𝑖

∫
|M 𝑓 𝑖 |2 dΩ , (2.2)

where dΩ and ®𝑝 𝑓 ,𝑖 refer to the solid angle element and the final and initial state momenta in the
centre-of-mass frame with energy

√
𝑠.

In the case of particle decays, the general approach is quite similar and again easily visualised

8 The term constant is technically misleading in this case, as the coupling increases with smaller distances. The reason for this
effect is the generation of virtual electron-positron pairs which alter the electromagnetic field’s charge distribution. This
effect, known as called vacuum polarisation, causing the Lamb shift, is closely related to the concept of renormalisation.
For a detailed introduction see [25].

9 This view on Feynman diagrams is closely linked to the underlying perturbation theory.
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2.1 Standard Model of particle physics

using Feynman diagrams. The crucial aspect in all decays is that the rest mass of the combined final
state has to be lower than that of the initial state. Other quantities, such as the electric charge, are
obviously conserved in decays as they are in scattering processes. For most particles, several decays
are theoretically possible. The transition rates of each individual mode, referred to as partial decays
widths Γ 𝑗 , for a two-body decay (A → 1 + 2) are given by:

Γ 𝑗 =
𝑝

32𝜋2𝑚A

∫
|M 𝑓 𝑖 |2 dΩ , (2.3)

where 𝑚A is defined as the decaying particle’s mass and 𝑝 refers to the final state particles’ momenta
in the centre-of-mass frame. The total decay rate per unit time Γ can be derived by summing up all
individual decay modes [7]:

Γ =
∑︁
𝑖

Γ 𝑗 . (2.4)

The relative occurrence of a particular decay channel, termed the branching ratio (BR), is simply
obtained by

BR =
Γ 𝑗

Γ
. (2.5)

As particle decays are statistical processes represented through a Poisson distribution, the number of
remaining particles 𝑁 (𝑡) after time 𝑡 can be modelled by an exponential function:

𝑁 (𝑡) = 𝑁 (0) exp
(
− 𝑡

𝜏

)
, (2.6)

with 𝜏 = 1/Γ defined as the particle’s lifetime.

Strong interactions

Strong interactions in the Standard Model are described by QCD and the associated SU(3) symmetry
group. Here, the role of the force carrier is taken over by eight gluons (g), whose first experimental
evidence was found in 1979 at the DESY research centre [26].

In contrast to the photon, the gluons themselves carry a charge, namely the colour charge with its
three forms, termed red, blue and green10. This immediately leads to one major difference compared
to the uncharged photon: due to themselves carrying colour charge, gluons not only couple to the
colour-charged quarks but also take part in self-couplings. Thus, not only Feynman diagrams as in
Figure 2.5(a) are allowed but also the diagram shown in Figure 2.5(b) is possible, where the gluon is
indicated by a helix.

Compared to the fine-structure constant, the coupling constant 𝛼S of strong interactions is large at
low energy scales, 𝛼S ∼ O(1) [7]. As a consequence, the mere summation of the Feynman diagrams
appears problematic as, unlike in QED, higher orders also have to be taken into account. Fortunately,
the strong coupling constant 𝛼S is not at all constant and instead changes with the energy scale,

10 Anticolours are not listed here but also exist.
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q q

q q

g

(a)

q

q

g

(b)

Figure 2.5: Quark-antiquark production through (a) quark-antiquark annihilation and (b) gluon-gluon fusion.

therefore often named a running coupling constant11. At low energies the constant is of O(1), whereas
at high energies the coupling’s strength decreases12 [7]. This is one of the reasons why quarks are
solely observed in bound states, such as the proton, a phenomenon known as confinement. At high
energies the phenomenon of asymptotic freedom arises, where quarks can be regarded as quasi-free
particles.

Electric charge as well as the net colour charge are preserved in strong interactions. Furthermore,
quark flavour cannot be changed, as the gluon can only couple to a vertex with a same flavour
quark-antiquark pair (e.g. to a bottom- and antibottom-quark but not to a charm- and antiup-quark).

Weak interactions

The last interaction included in the Standard Model is the weak interaction13. Its, in contrast to
quarks and gluons, massive exchange particles are firstly the neutral Z-boson and secondly the charged
W±-bosons. In Feynman diagrams both are marked by a wavy line just as the photon. The W-bosons
and shortly after also the Z-boson have been discovered at the UA1 and UA2 experiments [27–30].

The weak interaction couples to all known fermions. Any process mediated by the photon can
in theory also be carried out by the neutral Z-boson, as in the case of electron-electron scattering
shown in Figure 2.6(a) (compare to Figure 2.4). In contrast to this, neutrino scattering as shown in
Figure 2.6(b) is only mediated by the Z-boson, but not by the photon. Those interactions, referred
to as neutral current processes, do conserve flavour in the same way as strong and electromagnetic
interactions.

The only way to change the quark flavour in an interaction is via coupling to the W-boson, termed
charged current interactions. The most famous process mediated by the W-boson is the 𝛽−-decay,
visualised in Figure 2.7(b), in which an up-quark is converted into a down-quark while the W−-boson
itself decays into an electron and a neutrino. This process can be explained by linking the weak quark

11 Similarly to QED, a renormalisation can also be applied here, this time considering the gluon-gluon self-coupling.
12 The value still remains sufficiently large that NLO corrections cannot be entirely neglected when applying perturbation

theory. Calculating QCD processes is hence still extremely challenging.
13 In this context, the term weak reflects the small coupling constant relative to electromagnetic and strong interactions.
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2.1 Standard Model of particle physics

e e

e e

Z

(a)

𝜈𝜇 𝜈𝜇

d d

Z

(b)

Figure 2.6: Feynman diagrams for (a) electron-electron and (b) neutrino scattering mediated by weak neutral
currents.

eigenstates q′, to which the W-boson couples in such interactions, to the mass eigenstates q via the
Cabibbo-Kobayashi-Maskawa matrix (CKM matrix) [31]:

©«
d′

s′
b′

ª®¬ =
©«
𝑉ud 𝑉us 𝑉ub
𝑉cd 𝑉cs 𝑉cb
𝑉td 𝑉ts 𝑉tb

ª®®¬ ·
©«
d
s
b

ª®¬ . (2.7)

Whenever a flavour change results from a weak charged current interaction, one of the CKM matrix
elements is assigned to the corresponding Feynman vertex, i.e. 𝑉ud in the case of the 𝛽−-decay
depicted in Figure 2.7(b). The exact values of all elements (taken from [10]) are determined in various
experiments and summarised in Equation (2.8).

©«
𝑉ud 𝑉us 𝑉ub
𝑉cd 𝑉cs 𝑉cb
𝑉td 𝑉ts 𝑉tb

ª®®¬ =
©«
0.97367 ± 0.00032 0.22431 ± 0.00085 0.0382 ± 0.0020

0.221 ± 0.004 0.975 ± 0.006 0.0411 ± 0.0012
0.0086 ± 0.0002 0.0415 ± 0.0009 1.010 ± 0.027

ª®¬ . (2.8)

Given the CKM matrix’s almost diagonal structure, a flavour change within the same quark generation
is much more likely, while transitions between different generations are heavily suppressed.

In the lepton sector, a similar possibility of flavour change via the non-massless neutrinos exists. As
a result, transitions between different lepton generations are possible in a similar way as for quarks.
However, a violation of the lepton number conservation has not yet been observed [10].

Electroweak unification

While trying to decipher the fundamental laws of our universe, we must inevitably ask ourselves why
there are exactly four fundamental forces. One possible assumption is that all of them can be unified.
In the case of electromagnetic and weak interactions, the electroweak theory, developed in the 1960s,
achieves this unification. The weak charged current interactions are invariant under SU(2) local phase
transformations. This condition is satisfied by three gauge fields 𝑊 (1,2,3)

𝜇 manifesting as three gauge
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d s

u c

W+

(a)

𝜈e

e−

d u

W−

(b)

Figure 2.7: Feynman diagrams showing (a) a fully hadronic interaction and (b) the semi-leptonic 𝛽−-decay.

bosons 𝑊 (1) ,𝑊 (2) as well as 𝑊 (3) [7]. The two physical charged bosons W+ and W− arise as a linear
combination of 𝑊 (1)

𝜇 and 𝑊 (2)
𝜇 :

W+
𝜇 =

1√
2

(
𝑊 (1)

𝜇 − 𝑖𝑊 (2)
𝜇

)
, (2.9)

W−
𝜇 =

1√
2

(
𝑊 (1)

𝜇 + 𝑖𝑊 (2)
𝜇

)
. (2.10)

The neutral Z-boson, on the other hand, does not simply correspond to the leftover 𝑊 (3) -boson.
Instead, the U(1) symmetry of QED is replaced by a new U(1)𝑌 symmetry, here the subscript 𝑌
denotes the weak hypercharge. The gauge field 𝐵𝜇, arising from this new symmetry, can be linearly
combined with 𝑊 (3)

𝜇 to define the field 𝐴𝜇 associated with photons as well as 𝑍𝜇 linked to the physical
Z-boson: (

𝐴𝜇

𝑍𝜇

)
=

(
cos 𝜃𝑊 sin 𝜃𝑊
− sin 𝜃𝑊 cos 𝜃𝑊

) (
𝐵𝜇

𝑊 (3)
𝜇

)
, (2.11)

where 𝜃𝑊 is the Weinberg or weak mixing angle, whose value has to be determined experimentally.
This angle offers a link between the coupling constants of all three interactions:

𝑒 = 𝑔𝑊 sin 𝜃𝑊 = 𝑔′ cos 𝜃𝑊 , (2.12)

with 𝑔𝑊 and 𝑔′ being associated with charged and neutral current vertices, respectively. The elementary
charge is directly connected to the fine-structure constant 𝛼 = 𝑒

2/4𝜋.

A unification of the electroweak and strong interactions is the subject of current research. Various
models, such as the Georgi-Glashow model [32], propose solutions to this problem, but so far none
has been verified experimentally.
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2.1 Standard Model of particle physics

2.1.3 Higgs mechanism

In the theory of electroweak interactions, W- and Z-bosons must be massless particles, otherwise local
gauge invariance, one of the Standard Model’s fundamental pillars, is violated. However, experiments
have clearly proven that both particles do in fact have a non-zero mass (exact values are given in
Figure 2.1). A solution to this problem is offered by the Higgs mechanism [33] through explaining the
bosons’ masses without touching the model’s local gauge invariance.

Giving a short introduction to the Higgs mechanism requires introducing at least some basic concepts
needed to describe continuous systems. While those are discussed in the following, reference must be
made again to [7], which strongly influenced this section by providing an ingenious introduction to the
topic.

In general, in addition to Newton’s second law ®𝐹 = 𝑚 ®𝑎, the dynamics of a system can also be
described using the Lagrange equation:

𝐿 = 𝑇 −𝑉 , (2.13)

in which 𝑇 and 𝑉 characterise kinetic and potential energy, respectively. The equations of motion can
subsequently be obtained by the Euler-Lagrange equation:

d
d𝑡

(
𝜕𝐿

𝜕 ¤𝑟𝑖

)
− 𝜕𝐿

𝜕𝑟𝑖
= 0 . (2.14)

For a continuous system, the generalised coordinates are replaced by fields, resulting in Lagrangian 𝐿
being replaced by the Lagrangian density L:

𝐿 =

∫
Ld3𝑟 . (2.15)

In the QFT framework, generalised coordinates are replaced by the excitations of a quantum field,
which itself satisfies the field equations. Ultimately, all interactions in the Standard Model can
be represented by such a Lagrangian. According to Noether’s theorem [34], a conserved quantity
results from a Lagrangian that is invariant with respect to a specific transformation (such as angular
momentum conservation emerges from invariance with respect to rotations).

As a simplified example, the Higgs mechanism can be illustrated via a violation of the local U(1)
symmetry group. To begin with, the Lagrangian density,

L = 𝑖�̄�𝛾𝜇𝜕𝜇𝜓 − 𝑚�̄�𝜓 , (2.16)

for a spinor field 𝜓, fulfilling the Dirac equation, must be invariant under local phase transformations
such as 𝜓 → 𝜓′

= exp (𝑖𝑞𝜒) 𝜓. Here 𝛾𝜇 denotes the Dirac matrices. In the given form this is not the
case and one obtains

L → L′
= L − 𝑞�̄�𝛾𝜇

(
𝜕𝜇𝜒

)
𝜓 ≠ L , (2.17)

after applying the transformation.
To retain invariance under local phase transformations, 𝜕𝜇 is replaced by 𝜕𝜇 + 𝑖𝑞𝐴𝜇. The newly

introduced field behaves as 𝐴𝜇 → 𝐴′
𝜇 = 𝐴𝜇 − 𝜕𝜇𝜒 under the transformations. This addition yields
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Chapter 2 Theoretical concepts

the invariant form of the Lagrangian density:

L = �̄�
(
𝑖𝛾𝜇𝜕𝜇 − 𝑚

)
𝜓 − 𝑞�̄�𝛾𝜇𝐴𝜇𝜓 . (2.18)

In case of electromagnetic interactions, 𝑞 = −𝑒 applies and the massless photon can be associated
to the new field 𝐴𝜇. Adding a mass term 1/2𝑚2

𝛾𝐴𝜇𝐴
𝜇 to this Lagrangian immediately breaks the

previously acquired invariance, as it transforms to

1
2
𝑚2

𝛾𝐴𝜇𝐴
𝜇 → 1

2
𝑚2

𝛾

(
𝐴𝜇 − 𝜕𝜇𝜒

) (
𝐴𝜇 − 𝜕𝜇𝐴𝜇 ) , (2.19)

which is obviously different from the original mass term.

+

V( )

(a) (b)

Figure 2.8: Potential 𝑉 (𝜙) illustrated for (a) the one-dimensional and (b) the two-dimensional case. Both
vacuum states ±𝜈 marked in the one-dimensional case.

For photons and gluons, albeit in the latter case for the SU(3) group, this poses no problem, as both
are massless. In contrast, W- and Z-bosons need such a mass term and therefore violate the model’s
important invariance.

At this point, the idea of spontaneous symmetry breaking in the Higgs mechanism comes into play.
Considering the general Lagrangian for a simple scalar field 𝜙 with the potential 𝑉 = 1/2𝜇2𝜙4 + 1/4𝜆𝜙4

(shown in Figure 2.8(a)), the result is

L =
1
2

(
𝜕𝜇𝜙

) (
𝜕𝜇𝜙

) − (
1
2
𝜇2𝜙2 + 1

4
𝜆𝜙4 .

)
, (2.20)

with 𝜆 > 0 but 𝜇2 < 0. The vacuum state, defined as the field’s lowest energy state, lies directly
at the minimum of the potential, i.e. in this case at 𝜙 = ±𝜈 = ±

√︁
−𝜇2/𝜆. Ending up in one of these

two solutions spontaneously breaks the system’s symmetry since from this point it loses its original
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2.1 Standard Model of particle physics

axial symmetry. The same process is also recognisable for the two-dimensional potential shown in
Figure 2.8(b). Expanding around the positive minimum, hence using 𝜙 = 𝜈 + 𝜂, results in

L =
1
2

(
𝜕𝜇𝜂

) (
𝜕𝜇𝜂

) − 𝜆𝜈2𝜂2 − 𝜆𝜈𝜂3 − 1
4
𝜆

(
𝜂4 − 𝜈4

)
, (2.21)

where 𝜂 can be seen as the field’s excitations along the 𝑥-axis of the potential. The second term in
Equation (2.21), proportional to 𝜂2, can be identified as a mass term 𝜆𝜈2

= 𝑚
2/2. Should the reader

seek a deeper understanding, the same derivation in a more detailed form combined with an additional
example using a general complex field can be found in [7].

Inserting this mechanism in the form of a complex scalar field 𝜙 = 1/√2(𝜙1+𝑖𝜙2), with the same
potential as in the previous example, into the U(1) local gauge symmetry first requires replacing 𝜕𝜇
by 𝐷𝜇 = 𝜕𝜇 + 𝑖𝑔𝐵𝜇 analogously to Equation (2.18). The added field 𝐵𝜇 transforms in the same way
as 𝐴𝜇. Combining the kinetic and potential terms in the full Lagrangian and expanding the complex
field around 𝜈 using 𝜙 = 1/√2 (𝜈 + 𝜂 + 𝑖𝛿) results in

L =
1
2

(
𝜕𝜇𝜂

) (
𝜕𝜇𝜂

) − 𝜆𝜈2𝜂2

+ 1
2

(
𝜕𝜇𝛿

) (
𝜕𝜇𝛿

) − 1
4
𝐹𝜇𝜈𝐹

𝜇𝜈 + 1
2
𝑔2𝜈2𝐵𝜇𝐵

𝜇

−𝑉int + 𝑔𝜈𝐵𝜇

(
𝜕𝜇𝛿

)
.

(2.22)

Once again, a massive scalar field 𝜂 is obtained in the form of the first two terms, additionally the
third term can be interpreted as a massless boson 𝛿, also known as a Goldstone boson14. The kinetic
term of the field 𝐵𝜇 is given through 𝐹𝜇𝜈𝐹

𝜇𝜈 while 1/2𝑔2𝜈2𝐵𝜇𝐵
𝜇 corresponds to the mass term of the

now massive gauge boson. The fields’ self-interactions are represented by 𝑉int. Thus it is evident that
the previously massless field 𝐵𝜇 receives a mass term after the spontaneous symmetry breaking while
the complete Lagrangian still retains the local gauge invariance under phase transformations.

In this example, only the U(1) local gauge invariance was considered, whereas in the electroweak
sector of the Standard Model, the U(1) × SU(2) gauge invariance must apply. The minimal Higgs
model satisfying these requirements are two complex scalar fields:

𝜙 =
1√
2

(
𝜙1 + 𝑖𝜙2
𝜙3 + 𝑖𝜙4

)
(2.23)

A completely analogous consideration, taking into account the changed symmetry requirements,
results in the boson’s mass terms 𝑚W = 1/2𝑔W𝜈 and 𝑚Z = 1/2𝜈

√︃
𝑔2

W + 𝑔′2 with 𝜈 = 246 GeV. The
coupling between the Higgs and both electroweak gauge bosons 𝑔HVV is directly proportional to those
mass terms. In a somewhat similar way, the Higgs mechanism can further explain the existence, albeit
not the exact values, of fermion masses in the Standard Model. Their coupling to the Higgs field,
called the Yukawa coupling, is given by 𝑔 𝑓 =

√
2𝑚 𝑓/𝜈, obviously increasing linearly with the fermion

mass 𝑚 𝑓 .
The actual physical scalar Higgs-boson H, associated with the massive scalar field and denoted by a

dashed line in Feynman diagrams, could not be experimentally observed until 2012 (as described in
Chapter 1) and represents, as of now, the last addition to the Standard Model. Precisely measuring the
14 The field along with the associated Goldstone boson can be eliminated by applying a suitable gauge transformation [7].
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Higgs-boson and its quantities is currently still one of the key areas of research in particle physics.

2.1.4 Standard Model’s flaws and physics beyond

On the one hand, the Standard Model has successfully provided precise predictions for experimental
observations over decades. On the other hand, this should not veil the fact that the model is far from
being complete or even perfect.

Initially, the Standard Model depends on a large number of parameters that cannot be predicted
but have to be determined experimentally. These include all fermion masses, the values of the
CKM matrix, shown in Equation (2.8), as well as the exact values of the interactions’ coupling
constants. Furthermore, both inputs needed to describe the Higgs potential, i.e. 𝜇 and 𝜆, are also
neither predetermined by the theoretical foundation.

In addition, as it stands today, a number of observed phenomena cannot be explained by the model
at all. For instance, it is still unclear why the known part of the universe is formed almost exclusively
by particles instead of antiparticles. This asymmetry is not predicted by the Standard Model and
could either have been an initial condition of the universe or evolved over the course of time. Already
in the late 1960s, Russian physicist Andrei Sakharov established conditions that must be fulfilled in
the creation of the universe to cause such an asymmetry [35]. The actual cause as well as the exact
mechanism, however, remain a mystery to this day.

A concluding phenomenon to be mentioned is the observation of dark matter. This matter, of
hitherto unknown origin, is detectable through gravitational effects as its existence is needed to explain
the speed at which stars rotate around their galaxy centres. According to current assumptions, it
amounts to a significantly larger fraction than the matter particles known to us. So far, none of the
models put forward to explain this matter have stood up to an actual experimental test. One hypothesis
concerning the existence of new gauge interactions which serve as a link between a dark sector and
the Standard Model may be tested at Bonn’s accelerator facility ELSA in the near future [36].

For all or at least a large number of these and other unsolved questions, various theories offering
possible solutions are available. One aim of current research is to validate these theories, partially via
the direct search for new, potentially predicted, particles. Secondly also, through increasingly precise
measurements of the Standard Model’s free parameters.

So far, no new particle has been discovered after the Higgs-boson, making the latter precision
measurements ever more interesting. To take up the example used in the introduction: each of these
measurements provides a better understanding of what the physical jigsaw puzzle’s open areas look
like. Constraining any parameter helps at deciding which puzzle piece in the form of a theory either
might be able to fill a gap in the model or will never fit into the existing puzzle and can consequently
be discarded along with its theory.

2.2 Physics of proton-proton collisions

The dataset analysed in this thesis was produced at the Large Hadron Collider (LHC), a proton-proton
collider, described in Section 3.2. Therefore, sections Section 2.2.1 and Section 2.2.2 shall serve
as an introduction to the relevant physical concepts of proton-proton collisions. This is followed by
Section 2.2.3 which summarises properties of all key particles present in the subsequent analysis.

First of all, in contrast to an electron-positron collider, no elementary particles are brought to
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2.2 Physics of proton-proton collisions

collision, but instead hadrons composed of quarks and gluons. This leads to an initial state which
is not well defined, as we are actually observing interactions of these constituents, described in the
quark-parton model, in high energy deep inelastic scattering experiments

For this purpose, it is not quite adequate to think of the proton as a formation of just two up- and
one down-quark. These three quarks, also known as valence quarks, may be sufficient to explain
the proton’s quantum numbers but do not fully characterise its inner kinematics. In reality, the three
valence quarks permanently exchange virtual gluons, which can additionally annihilate into virtual qq
pairs, referred to as sea quarks. This internal process is visualised in Figure 2.9. Experimental and
theoretical consequences arising from this substructure are explained in the following.

u u

u u

d d

q

q

g

g

Figure 2.9: Production of virtual qq pairs and virtual gluon exchange inside the proton.

2.2.1 Parton distribution functions

In collisions with sufficiently high momentum transfer, interactions between both protons’ partons
occur at length scales smaller than the characteristic confinement scale. In this case, 𝛼S ≪ 1 applies
and the partons can be considered to exist as quasi-free particles [37].

As a result, the proton’s total momentum is distributed among its partons, whereby the generated sea
quarks typically carry lower fractions compared to the valence quarks. A precise and correct description
of these momentum distributions is crucial for any measurement involving hard hadron collisions and
is obtained by parton distribution functions 𝑓 (𝑥). These functions represent the probability density of
finding a parton, carrying the fraction 𝑥 of the total proton momentum. Ultimately, they do not only
depend on the momentum fraction 𝑥 but also on the particular energy scale, usually expressed through
𝑄2. If we consider 𝑞2

= −𝑄2 as the momentum squared of a virtual photon, a graphic explanation
for this dependency emerges. A photon with a relatively low 𝑞 is not able to resolve the proton’s
substructure15. A high-energy photon, on the other hand, easily resolves the inner structure and thus
the sea quarks with their small values of 𝑥 have a greater impact [7].
15 Resolution increases with smaller wavelengths, i.e. greater energies.
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While the actual dependency on 𝑄2 can be calculated in the QCD framework, the exact PDF itself
cannot be predicted theoretically16 but must be determined experimentally. One example of resulting
PDFs for two different values of 𝑄2 from the H1 and ZEUS experiments at the HERA accelerator is
shown in Figure 2.10. The discussed scaling of all PDFs with 𝑄2 is clearly visible.

An important distinction needs to be mentioned here, depending on whether the bottom-quark is
described by a sea quark PDF or not. When this is the case, one refers to this as the five flavour scheme
(5FS). If, on the other hand, the bottom-quark is assumed to be a real massive particle, only the four
lighter quarks (4FS) are included in the distribution. In this view, the bottom-quark can only enter
collisions through a gluon splitting.
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Figure 2.10: The PDFs for valence quarks (𝑥𝑢𝑣 and 𝑥𝑑𝑣), sea quarks (𝑥𝑆) and gluons (𝑥𝑔) of HERAPDF1.0 at
(a) 𝑄2

= 1.9 GeV2 and (b) 𝑄2
= 10 GeV2. The gluon and sea distributions are scaled down by a factor of 20.

Taken from [39].

2.2.2 Hadronisation

If qq pairs are produced in high energy collisions, another phenomenon relevant to the comprehension
of this thesis occurs: due to the running of of 𝛼S, quarks cannot exist freely as coloured objects.
Therefore, separating a qq pair leads to an increase in the field energy stored between them. Once this
energy is sufficiently high, energetically more favourable additional qq pairs are formed. This process
continues until all the resulting quarks reach low energies and form colourless hadrons in a process
termed hadronisation. These newly formed mesons and baryons are the particles ultimately visible in
the experiment [40]. The signature of this entire process then resembles a narrow cone of hadrons,
known as a particle jet or simply jet.

The bottom-quark and the associated b-jets play a special role in this context. Due to the fairly long
lifetime of weakly decaying B-hadrons, a b-jet’s point of origin is often located relatively far away

16 Recent publications show that a calculation via lattice QCD is possible [38].
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2.2 Physics of proton-proton collisions

from the initial collision. With appropriate resolution, this can be utilised experimentally to identify
these special jets, as described in Section 3.5.

2.2.3 Physics of key particles

This section serves as a introduction to properties of all particles relevant in the presented analysis.
Starting with the top-quark possible production and decay channels are described.

Top-quark physics

With a mass of 𝑚t = (172.57 ± 0.29) GeV [10], the top-quark is not only by far the heaviest quark but
also the heaviest fundamental particle in the Standard Model. As already mentioned in Section 2.1.1,
it possesses a lifetime of 𝜏 ≈ 5 × 10−25 s [10], shorter than the typical time scale required to form
hadronic states. Consequently, no tt bound states can be observed leaving the top-quark in some sense
as a free particle [37].

In proton-proton collisions, given sufficient energies, it can be produced either in tt pairs or
alternatively as a single top-quark. The dominant mechanism for tt pair production is gluon-gluon
fusion (Figure 2.11(a)) whereas a single top-quark is mostly produced in the 𝑡-channel17 (Figure 2.11(b))
[41].

Due to the almost unitary CKM matrix in combination with the fulfilled condition 𝑚t > 𝑚b + 𝑚W ,
the top-quark decays weakly into a bottom-quark as well as a real W-boson in (95.7 ± 3.4) % [10] of
all cases. The Feynman diagrams for these decays are depicted in Figure 2.12.

g t

g t

g

(a)

q

g

q′

t

b

W+

b

(b)

Figure 2.11: Dominant production modes for (a) tt pairs through gluon-gluon fusion and (b) single top-quark
𝑡-channel production.

Higgs physics

The Higgs-boson with its mass of (125.20 ± 0.11) GeV [10] couples to all massive elementary particles,
regardless of whether they are fermions or bosons. In proton-proton collisions it is mainly produced
17 The term 𝑡-channel denotes a certain representation of Feynman diagrams, closely linked to the Mandelstam variable 𝑡.
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Figure 2.12: Dominant decay mode for (a) the top-quark (t) and (b) the antitop-quark (t). Pure leptonic W-boson
decays are shown in both cases.

Table 2.1: All currently discovered decay modes of the Higgs-boson with a branching fraction above one percent.
The decay modes H → WW and H → ZZ must contain one virtual boson. Values taken from [10].

Decay mode Branching fraction [%]

H → bb 53 ± 8
H → WW 25.7 ± 2.5
H → 𝜏−𝜏+ 6.0 ± 0.8
H → ZZ 2.8 ± 0.3

by four different processes: gluon-gluon fusion, weak-boson fusion, Higgs-Strahlung as well as the
associated production with top-quarks [42]. All associated LO Feynman diagrams are displayed in
Figure 2.13.

As the coupling strength between the Higgs and another particle rises proportional to the particle’s
mass, decays into heavier particles are generally favoured. However, since the decay into a pair of
top-quarks is kinematically forbidden, the decay into a bottom-quark pair dominates, followed by the
decay into a pair of W-bosons. In addition to those direct decays, internal loops also allow decay
modes into massless particles, both options are shown in Figure 2.14. A listing of the dominant modes’
respective branching ratios is given in Table 2.1.

Tau-lepton physics

The 𝜏-lepton, or simply tau (𝜏), is the heaviest lepton in the model and, with its mass of
(1 776.93 ± 0.09) MeV [10], approximately 3 500 times heavier than the electron. While in prin-
ciple regarded as a heavy copy of the lighter two charged leptons, its greater mass opens up additional
decay channels. Thus, the tau-lepton cannot only decay purely leptonically into its two lighter
counterparts but in addition hadronic decay modes via the weak interaction exist, both shown in
Figure 2.15. As a consequence, the signature of a tau-lepton can be significantly more complex than
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Figure 2.13: Dominant Feynman diagrams contributing to the Higgs-boson production through (a) gluon-gluon
fusion, (b) weak-boson fusion, (c) Higgs-Strahlung as well as (d) the associated production with top-quarks.
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Figure 2.14: Higgs-boson decay modes into (a) a pair of fermions including bottom-quarks and all lighter
particles, (b) a pair of weak bosons and (c) one example for loop induced decays.
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that of an electron or muon (for more detailed information on the detection of those particles, see
Section 3.5.3). In the following chapters, the latter two will be referred to as “charged” light leptons or
simply light leptons18 to avoid any confusion.

𝜏−

𝜈𝜏

e−, 𝜇−, d

𝜈e, 𝜈𝜇, u

W−

(a)

𝜏+

𝜈𝜏

e+, 𝜇+, d

𝜈e, 𝜈𝜇, u

W+

(b)

Figure 2.15: Leptonic and hadronic decay modes of (a) the tau-lepton (𝜏) and (b) the antitau-lepton (𝜏+).

2.3 Associated production of a single top-quark and a Higgs-boson

As already mentioned at the end of Section 2.1.3, precisely measuring all properties of the Higgs-boson
currently still represents one of the most interesting areas of research in particle physics. In this
thesis one of these parameters, namely the Yukawa coupling (see section Section 2.1.3) between the
Higgs-boson and the top-quark 𝑦t, is investigated. This coupling can be measured via different decay
and production channels, obviously always involving the Higgs-boson as well as the top-quark.

An indirect determination is possible by analysing the Higgs-boson production through a top-quark
loop, in which it is necessary to assume that no other beyond Standard Model particles contribute
to the loop. A direct measurement, on the other hand, is possible via the associated production of a
top-quark pair and a Higgs-boson, shown in Figure 2.18(a), a channel recently discovered [43].

Of great interest, however, is not only the magnitude 𝑦t itself but in addition also the coupling’s
relative sign with respect to the gauge coupling 𝑔𝐻𝑉𝑉 between the Higgs and the massive W- and
Z-bosons. Information about this relative sign can neither be obtained from the aforementioned
top-quark loop nor from the associated production of a top-quark pair and a Higgs-boson. Instead,
the decay of the Higgs into a pair of photons can be utilised. These measurements, although again
relying on the assumption of the absence of beyond Standard Model particles, are in agreement with
the Standard Model by favouring a positive sign of the Yukawa coupling [44, 45].

On the other hand, as presented in this thesis, a cross-section measurement of the associated
production of a single top-quark and a Higgs-boson (tH) allows a direct determination of the Yukawa
coupling’s relative sign and magnitude. Both quantities can be extracted by exploiting interferences
even in the presence of beyond Standard Model particles. The three lowest order production modes

18 Strictly speaking, light leptons of course also include neutrinos. In this thesis, however, only electrons and muons are
referred to as such.
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of the tH process in proton-proton collisions at
√
𝑠 = 13 TeV are tHq (Figure 2.16) with a predicted

cross-section of 74.2 fb, tWH (Figure 2.17(a)) with 15.2 fb and the 𝑠-channel19 (Figure 2.17(b)) with
2.9 fb [46]. In this work, the two dominant channels for proton-proton collisions, i.e. tHq and tWH,
are investigated. In both cases, an interference between a coupling of the Higgs to the top-quark and
to the W-boson enables a determination of 𝑦𝑡 ’s sign. These coupling options are exemplarily shown
for tHq in Figure 2.16(a) and Figure 2.16(b). The much smaller contributing 𝑠-channel is ignored,
which is why tH is used synonymously for just the two dominant channels throughout this thesis.

The interference between the two diagrams shown in Figure 2.16, as predicted by the Standard
Model, is maximally destructive, leading to a small cross-section. In contrast, measuring a constructive
interference with its enhanced cross-section corresponds to the coupling constant’s relative sign being
negative [47]. The most recent publication by the CMS collaboration on investigating tH in combination
with top-quark pairs measured a production rate corresponding to 5.7 ± 2.7 (stat.) ± 3.0 (syst.) of its
Standard Model prediction. The associated observed (expected) significance amounts to 1.4 (0.3)
[48].

q

g

q′

t

H

b

W

b

(a)

q

g

q′

t

H

b

W

W

b

(b)

Figure 2.16: Feynman diagrams for the tHq production in the 4FS where the Higgs-boson is radiated off (a) the
top-quark or (b) the W-boson.

2.3.1 Analysis channels

The tH channel allows a split up into several different analysis channels depending on the Higgs-
boson’s decay (as listed in Table 2.1). This thesis focuses on Higgs-boson decays into two tau-leptons
(H → 𝜏−𝜏+). Multi-lepton decay modes combined with decays into a pair of bottom-quarks have
been analysed simultaneously. Their final results can be found in [49]. In addition, a light lepton is
expected in all channels, as events are searched for, in which the W-boson, emitted in the weak decay
of the top-quark into a bottom-quark, decays leptonically. The analysed decay channels are further
19 The term 𝑠-channel describes a certain representation of Feynman diagrams similar to the already mentioned 𝑡-channel.

In 𝑠-channel interactions, two particles annihilate into an exchange particle which again decays into two particles. An
example would be electron-position annihilation into a photon, subsequently undergoing the process of pair production.
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Figure 2.17: Feynman diagrams for (a) tWH in the 4FS and (b) the 𝑠-channel process.

subdivided according to the tau-lepton decay (discussed in Section 2.2.3). If both tau-leptons decay
hadronically (𝜏had), the channel is referred to as 1ℓ + 2𝜏had in the following sections of this thesis. In
this context 1ℓ denotes the single involved light lepton originating from the W-boson decay.

If, on the other hand, one tau-lepton undergoes a leptonic decay, the channel is labelled 2ℓ + 1𝜏had.
The two light leptons present in this case stem from the leptonic decay of the tau-lepton and, as in the
1ℓ + 2𝜏had channel, from the W-boson.

2.3.2 Background processes

The entire analysis is complicated by a large number of background processes, causing the analysis to
feel like searching a needle in the haystack20, especially due to the small expected tH cross-section. A
precise understanding of these background processes influencing the analysis is of great importance in
most particle physics analysis. Otherwise, an optimal background reduction, needed to obtain the
highest significance in a measurement, cannot be achieved. In general, all processes able to mimic the
tH signature, consisting of a b-jet, two signatures similar to the tau-lepton as well as at least one light
lepton, need to be considered.

The background processes arising from these criteria are first of all composed of channels mirroring
tH through a similar albeit not identical final state in the experiment. Their separation can be further
complicated by detector uncertainties alongside incorrect identification of particles, termed fakes.
Thus, although the tt process (shown in Figure 2.18(g)) is fundamentally different, it can fake the tH
signature through misidentified particles.

Moreover, background events can originate from processes whose final states contain the tH
final state as a subset. Obvious candidates for this scenario are the tZq and tWZ processes (shown
in Figure 2.18(d) and Figure 2.18(c)) which transform into tH by replacing the Z-boson with a
Higgs-boson. Although both bosons have different masses, changing the kinematics, each can decay

20 It is worth taking a look into [50] to see how close this frequently used metaphor is really related to the actual problem.
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into a pair of tau-leptons and thus tZq and tH might produce the same final state visible in the
experiment.

However, the extent to which a process obscures the signal process depends not only on the existence
of similar final states but equally on the process’ cross-section. As a consequence, tt with a relatively
high cross-section ultimately plays a much larger role compared to tZq.

Example Feynman diagrams of the dominant and thereby relevant backgrounds for the analysis
presented in this thesis are summarised in Figure 2.18. Other minor processes are not shown
individually here and are instead briefly discussed in Section 6.2 and Chapter 7 along with the
presentation of a pre-selection suitable to reduce the overall background contamination.
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Figure 2.18: Lowest order Feynman diagrams of all relevant background processes in the tH analysis.
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CHAPTER 3

Experimental setup

As outlined in Chapter 2, the Standard Model was developed in a direct interplay between theory and
experimental work. Thus, after having already introduced the theoretical basis it is natural to continue
with explaining the experimental setup, used to generate the analysed dataset. As in most high-energy
particle physics experiments, an accelerator is first used to propel particles, protons in this case, to
nearly the speed of light. The actual data acquisition then generally follows via a detector, located
close to the accelerated particles’ collision point.

Reflecting this structure, Section 3.1 covers all relevant aspects of particle acceleration. Section 3.2
capitalises on this information when introducing the accelerator used for data production in this thesis,
the LHC. Afterwards, an overview of the basic mechanisms used to detect particles is presented in
Section 3.3. Subsequently the ATLAS detector, responsible for the data taking, is covered in Section 3.4.
Finally, identification of particles based on the detector’s response alongside reconstruction methods
for all key particles used in this analysis are discussed in Section 3.5.

Similar to Chapter 2, particle acceleration and detection form two thematic blocks whose detailed
treatment would fill far more than just this thesis. Therefore, this chapter aims to provide sufficient
information on both topics to facilitate understanding of the presented analysis. A detailed coverage is
available in the following references: for accelerators, an introduction can be found in [51], the LHC
in particular is explained in detail in [52]. The basics of detectors are described very comprehensively
in [53], whereas for the ATLAS detector, please refer to [54].

3.1 Particle accelerators

The purpose of a particle accelerator is boosting charged particles up to extremely high energies via
electromagnetic fields and ultimately colliding them in a highly focussed beam. The largest of these
extremely complex machines are primarily intended to be used in fundamental research. Smaller
facilities, on the other hand, are commonly employed in other areas, such as a radiation source in
cancer therapy.

For research purposes, nowadays a distinction is commonly made between two types of particle
accelerators: linear and circular accelerators. In both cases the particles pass through beam pipes
containing a high vacuum to minimise the impact of collisions with gas molecules. As the name
suggests, particles in linear accelerators travel along a linear acceleration path formed by radiofrequency
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cavities. An electric field, contained inside them, reverses its polarity at a radio frequency level. When
correctly timed, charged particles always feel a force in the forward direction, i.e. in the direction of
their motion. To achieve this, particles do not enter a cavity in the form of a homogeneous beam but
are instead split into several smaller sets, called bunches. In theory these bunches are centred around
an ideally timed synchronous particle, perfectly aligned with the cavity’s frequency. A slightly faster
particle will reach the cavity earlier, i.e. before the field is completely reversed, therefore receiving less
energy as it passes through. The opposite applies to a slower, less energetic particle. As a consequence,
particles in one bunch oscillate longitudinally around this synchronous position.

As the construction of such an accelerator complex is often a trade-off between reaching the desired
energy and the total cost, one disadvantage of any linear accelerator is immediately obvious: once a
particle has reached the machine’s end it must be brought to collision and cannot be accelerated a
second time. The maximum achievable energy is thus, under the assumption of identical cavities,
mostly dependent on the accelerator’s length. Instead of having to extend the accelerator, it is obviously
desirable to lower the cost by using the same acceleration path several times. This idea is realised by a
specific type of circular accelerators known as synchrotrons. It is by no means perfectly circular but
consists of one or several linear accelerators connected by arc sections.

In these arcs, strong magnetic fields deflect the beam to keep it on a closed path. The magnetic
field strength must be adjusted according to the particle’s kinetic energy while the resulting beam
deflection causes synchrotron radiation. This electromagnetic radiation occurs whenever a charged
particle is accelerated perpendicular to its original path. At relativistic speeds synchrotron radiation
results in a significant energy loss inversely proportional to the fourth power of the particle’s mass
(𝑚4). In order to counteract corresponding losses, relatively heavy particles such as the proton are
commonly accelerated in high energy circular accelerators, despite the investigation of their collisions
being quite complex, as discussed in Section 2.2.

The energy ultimately available in collisions is characterised by the centre-of-mass energy

√
𝑠 =

√√√√( 2∑︁
𝑖=1

𝐸𝑖

)2

−
( 2∑︁
𝑖=1

®𝑝𝑖
)2

, (3.1)

with 𝐸𝑖 and ®𝑝𝑖 defined as the energies and momenta of the two colliding particles. In order to create
a particle X in an event the centre-of-mass energy has to be at least as large as the particle’s mass
𝑚X. When determining

√
𝑠, a general distinction is usually made between fixed target experiments

that consist of one stationary target being hit by an accelerated beam and colliding beam experiments
where two accelerated particle beams are brought to collision. In the first case, the centre-of-mass
energy available in a collision event, often just referred to as event, is

√
𝑠 =

√︃(
𝐸1 + 𝑚2

)2 − ( ®𝑝1
)2 ≈

√︁
2𝑚2𝐸1 , (3.2)

with 𝐸2 = 𝑚2, 𝐸1 ≫ 𝑚1,2 and ®𝑝2 = 0. Assuming 𝐸1,2 ≫ 𝑚1,2, ®𝑝1 = − ®𝑝2 and 𝐸1 = 𝐸2 the
centre-of-mass energy of a colliding beam experiment is in contrast given by

√
𝑠 =

√︃(
𝐸1 + 𝐸1

)2 − ( ®𝑝1 − ®𝑝1
)2

= 2𝐸1 . (3.3)

Comparing Equation (3.2) and Equation (3.3) clearly shows that higher energies are much simpler to
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obtain in colliding beam experiments.
Although important, the highest obtainable energy is not the only decisive characteristic of an

accelerator: as described in Section 2.1.2, the production and decay of particles is a statistical process.
Thus, obtaining a high amount of collision events, corresponding to the data used in analyses, is crucial
for any accelerator, especially in case of rare channels. This property is quantised by the luminosity
L1, which in case of a circular collider with two beams divided into 𝑁𝑏 bunches, is given by

L =
𝑓 𝑁b𝑛1𝑛2
4𝜋𝜎𝑥𝜎𝑦

. (3.4)

Here 𝑓 is defined as the revolution frequency of the particles in the collider ring. Each bunch consists
of a specific number of particles denoted by 𝑛1,2. Their Gaussian distributed beam profile is described
by the horizontal root-mean-square 𝜎𝑥 and the vertical root-mean-square 𝜎𝑦 , respectively.

As the luminosity quantifies the number of interactions per area per time one often also uses the
related integrated luminosity Lint to define the interactions per area over the lifetime of an experiment
through

Lint =

∫
L d𝑡 . (3.5)

Together with the cross-section introduced in Section 2.1.2, the expected number of events 𝑁 associated
with a certain process during the complete run time of an experiment is thus expressed by

𝑁 = 𝜎Lint . (3.6)

When trying to increase the luminosity, it is inevitable that at some point more than one collision
per bunch crossing occurs. The average number of these nearly simultaneous collisions is referred
to as pile-up. Pile-up can be subdivided into in-time pile-up caused by multiple collisions in one
bunch crossing or out-of-time pile-up arising from collisions in previous or future bunch crossings.
Both types complicate the detection and reconstruction of the most interesting inelastic collision. The
latter is usually the collision with the highest energy, termed the hard scattering event. Its high energy
enables the generation of the heaviest fundamental particles, whose properties are often targeted in
analyses.

3.2 Large Hadron Collider

The accelerator at hand is the LHC, which, as it stands today, is the most powerful particle accelerator
built by mankind. It is installed underground at the CERN research centre near Geneva at the
Swiss-French border as illustrated in Figure 3.1.

CERN itself was founded in 1954 and has since become one of the largest international research
centres for fundamental science. Originally intended to be a nuclear research centre, accelerator
facilities to perform particle physics experiments were already installed during the starting years.
This meant that in 1994, the year the LHC was approved, CERN was able to provide the ideal

1 Luminosity is often indicated by either 𝐿 or L. However, to avoid confusion with the Lagrangian and the Lagrangian
density, L is used in this thesis.
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infrastructure for a project of this magnitude. Not only could the existing facilities serve in the
necessary pre-acceleration stages, but the tunnel of the LHC’s predecessor LEP could also be reused.
As an outcome the costs of civil engineering were greatly reduced.

Figure 3.1: Schematic view on the subsurface installation of the LHC and its associated four large experiments
near Geneva [55].

The LHC, commissioned in 2008, is designed to reach a centre-of-mass energy of
√
𝑠 = 14 TeV

with a luminosity of the order of 𝐿 = 1034 cm−2 s−1 when accelerating and colliding counter-rotating
protons in high vacuum beam pipes, a combination unmatched by any other experiment [56]. A
second operation mode additionally allows the acceleration of heavy ions.

In its current setup, the entire LHC can be divided into eight sections, each formed by an arc and a
500 m long straight section. While the straight sections are designed to fulfil different tasks, the arcs
are almost identical. An arc represents a curved section to provide space for cells of dipole magnets,
installed to bend the beam along its circular path. These magnets are operated in a superconducting
mode to achieve a maximum B-field strength of 8.33 T [52]. In order to keep the beam focused and
stable during this deflection, additional quadrupole magnets are included in each cell. Their force on
a charged particle passing by increases linearly with the particle’s spatial distance to the ideal orbit.
Similar quadrupole magnets are also placed along the straight sections to maintain the beam quality.

Only one of the eight straight section provides space for the accelerator’s radiofrequency cavities.
These cavities, thus only taking up a relatively small part of the entire machine, are operated in a
superconducting mode at a frequency2 of 400 MHz [52]. As a consequence, particles circulate in
bunches with a length of 25 ns [57]. Typically, the LHC is not completely filled with bunches leaving
empty gaps in-between.
2 The frequency of a cavity is not constant but must be adapted to the particles’ speed. However, as protons already enter

the LHC at a velocity close to the speed of light, the required frequency adjustments are relatively small.
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The entire acceleration is not carried out by the LHC on its own, instead it is supported by a
series of smaller pre-accelerators. Currently this pre-acceleration process starts at Linac43, which
accelerates negatively charged hydrogen ions up to 160 MeV before injecting them into the Proton
Synchrotron Booster. During this injection process, the hydrogen ions are stripped from their electrons
before the remaining protons are accelerated to an energy of 2 GeV. This step is followed by the
Proton Synchrotron, the first synchrotron built at CERN, which propels the protons until they reach
26 GeV. Finally, the last stage is represented by the Super Proton Synchrotron, further accelerating
the particles to an energy of 450 GeV before being injected into the LHC [58]. This chain, embedded
in the complete accelerator complex at CERN is shown in Figure 3.2, where various experiments
installed at some of the pre-accelerators are marked.

Figure 3.2: The CERN accelerator complex as of 2022, including the chain of accelerators used to feed protons
into the LHC. Additionally, the acceleration path of heavy ions is illustrated, starting at Linac3 and identical to
that of protons from the Proton Synchrotron onwards [59].

Injection into the LHC is realised via a combination of septum and kicker magnets. The latter are
capable of rapidly building up the field required to push the protons into their intended orbit. As soon
as all proton bunches are stored in the LHC, the beam energy is ramped up to the desired level before
the actual data taking begins.

In the case of the LHC, this data taking is possible at four straight sections by colliding the beams
in interaction points. The collision rate is increased by installing beam-focusing quadrupole magnets
3 During the data acquisition of all events analysed in this thesis, Linac2 was still installed at this point, accelerating protons

instead of H– ions. Linac4 replaced Linac2 in 2020 after the completion of Run 2 as one of the first upgrades towards the
high-luminosity LHC.
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close to the interaction points.
One large detector is positioned around each of these interaction points to measure the collision

outcome: The two largest experiments are the general-purpose detectors ATLAS and CMS, each of
them capable of measuring an extremely wide range of physics interactions. Thus, both experiments
can verify and compare each other’s analysis results. In addition, the ALICE detector, geared towards
measuring heavy ion collisions, and LHCb which examines the asymmetry of matter and antimatter
by measuring b-hadrons are installed in the two remaining sections.

Constantly colliding particles at each of these experiments reduces the beam’s intensity, which is
why after an interval of data taking the beam quality deteriorates. As a consequence, all bunches are
ejected from the LHC and guided into a beam dump mostly made of graphite.

Such a data collection process has by no means been continuous since the LHC’s commissioning.
Instead, it is interrupted by both planned and unplanned shutdowns. A distinction is made between
relatively short stops and long shutdowns. The latter are usually associated with major technical
updates and maintenance work performed on both detectors and accelerators. As of autumn 2024, the
current data taking period, termed Run 3, is expected to continue until end of June 2026 before the
LHC enters its third long shutdown until 2030 [60]. The aim of this shutdown is to transform the
facility into the high-luminosity LHC, which is expected to increase the instantaneous luminosity by a
factor of ten with respect to its original design value [61].

The data analysed in this thesis were recorded during Run 2, spanning from 2015 to 2018 at a
centre-of-mass energy of 13 TeV, resulting in an integrated luminosity of 140 fb−1.

3.3 Particle detectors

Although generating high-energy particle collisions, as described in the previous section, is a necessary
prerequisite for the successful operation of a typical experiment in particle physics, it is by no means
sufficient. The second essential part is the precise observation of everything happening after a collision.
Obviously, the outcome of such collisions is invisible to the naked eye. Instead, it has to be recorded
via sophisticated detectors, which convert particle interactions into electrical signals.

The detector’s objective is usually a measurement of a particle’s energy and momentum, so that
statements on its mass and ultimately its identity can be made. Modern detectors used for this purpose
in experiments are equipped with a wide range of technologies to perform in an optimal way in their
respective field of application.

A detector combining a large selection of these technologies is termed a general-purpose detector.
The ATLAS detector, described in Section 3.4, with a cylindrical structure surrounding the interaction
point belongs to this class. Its structure is divided into several different layers with distinct tasks. The
fundamental working principles of all techniques used in the respective layers are briefly introduced in
the following sections to allow for a better understanding.

3.3.1 Tracking detectors

The first crucial type of detectors are tracking detectors, primarily responsible for measuring the
momentum of charged particles. Detecting the ionisation caused by charged particles when passing
through matter allows the reconstruction of the particles’ trajectories. The associated momenta are
ultimately derived by placing the tracking system in a homogeneous magnetic field to bend the
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trajectory. In natural units (see Appendix A), the Lorentz force for a single electrically charged particle,
the momentum 𝑝 and the radius 𝑅 of the trajectory’s curvature can be combined to

𝑝

[
GeV

c

]
= 0.3𝐵 [T] 𝑅 [m] , (3.7)

where 𝐵 is the magnetic flux density.
Nowadays, two main types of tracking detectors are used: gaseous and semiconductor detectors.

Each type is split in a large number of highly specialised subtypes, which will not be discussed in this
thesis, but are introduced in detail in [53].

Gaseous detectors

The essential component of each gaseous detector is formed by a capacitor with an applied electric
field. A charged particle that flies through the capacitor’s gas volume will ionise the gas atoms.
Electrons and positively charged ions generated in this process are accelerated towards the anode and
cathode, respectively, to be detected in the form of an electric current. In general, gaseous detectors
can cover a large volume at relatively low cost and moderate weight, both being of importance in
detector setups.

A distinction is usually made between detectors that really enable a spatial resolution and those that
only allow pure radiation detection. In all cases, the strength of the externally applied field is decisive
for the exact mode of operation. At very low external field strengths, termed the recombination region,
the primarily generated ionisation is not entirely measured, as electrons and ions are not separated
quickly enough before recombining. A signal saturation can be achieved by increasing the electric field
until secondary ionisations, resulting in charge avalanches, are created. In this region, a proportionality
between primary charge and created avalanches persists. At higher field strengths space charge effects
close to the anode restrict this correlation [53]. Increasing the electric field beyond this level, results
in an extremely high signal that is almost independent of the primary ionisation. At this level, even
a single initial ionising event is sufficient to generate an avalanche. Geiger counters operate in this
mode to detect ionising radiation.

The actual spatial resolution is obtained by arranging multiple detectors next to each other, e.g. in
multi-wire proportional chambers. In these chambers, several anode wires are positioned at a constant
distance between two cathode plates. Adding a second level of chambers with a different anode wire
orientation enables a two-dimensional position measurement.

The choice of the gas mixture varies a lot between experiments and is heavily influenced by several
factors, including its cost. In most applications a mixture of noble gases and polyatomic quench
gases is chosen. The latter are intended to absorb photons generated during recombination to prevent
discharge effects [53].

Semiconductor detectors

The second class of tracking detectors are semiconductor detectors which exploit the material’s
properties to measure ionising radiation. They are formed by a special form of p-n junction diodes
mostly constructed using silicon. In this context, p and n denote the positive and negative type doping
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of the semiconductor’s material, i.e. the introduction of impurities. In the case of group IV4 silicon
crystal, n-type doping is achieved by adding group V elements, which provide a free valence electron.
Conversely, p-type doping is accomplished through group III elements acting as electron acceptors,
leaving a positive defect, known as hole.

If two differently doped layers are brought into direct contact, the different concentrations of free
charge carriers create a diffusion current resulting in a recombination of negative electrons and positive
holes. The stationary atomic cores remain in place and generate an electric field due to the now
missing charge carriers. This field and the diffusion current have opposite directions and lead to
the formation of a depletion zone, free of mobile charge carries. This depletion zone can be further
enlarged by applying an external electric field.

Charged particles passing through this depletion zone, generate free electron-hole pairs in addition to
exciting lattice vibrations. These pairs move towards the external field’s electrodes and can ultimately
be measured as a signal.

Typical semiconductor detectors consist of long strips, spaced 50 µm to 100 µm apart [53]. Each
strip has an individual electrical readout to allow one-dimensional position measurements. A two-
dimensional position can be resolved by using an additional strip layer with a different orientation.
Improved spatial resolution can be provided by utilising pixel-shaped detectors with a typical length of
100 µm [53]. Each pixel requires its own readout unit, but their arrangement in a grid directly enables
two-dimensional measurements.

Penetrating particles will typically lose more energy in a semiconductor detector due to their high
density components compared to gaseous detectors, while also offering a significantly lower ionisation
energy. However, the usage of semiconductors in an experiment is firstly still quite expensive and
secondly requires many individual readout channels associated with a high power consumption.

In summary, both tracking systems enable momentum and position measurement for charged
particles. But neither an accurate energy measurement nor the detection of neutral particles is possible
inside these detectors. To overcome this issue, tracking detectors are often paired with an additional
detector type, the calorimeter, as described in the next section.

3.3.2 Calorimeters

Calorimeters are used to measure a particle’s energy by stopping it inside the detector material. In this
destructive measurement method, incoming particles trigger a shower-like cascade by interacting with
the detector’s atoms. The measured quantities are ultimately either the electrical charge or scintillation
light created in these showers. Due to their proportionality to the initial energy, the latter can be
determined [53].

A clear distinction is made between electromagnetic calorimeters that mainly measure electrons as
well as photons and hadronic calorimeters which determine the energy of particle jets. The shower
development is fundamentally different in both cases.

Electromagnetic and hadronic showers

Electromagnetic showers, triggered by electrons, positrons or photons can be described using a
simplified and quite illustrative model [62]. First of all, it is assumed that the energy loss due to
4 Group refers to the periodic table of elements. Group IV corresponds to the carbon group that consists of elements with

four valence electrons.
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ionisation of the detector materials is itself energy-independent and the complete shower development
is regarded as one-dimensional. Only the energy loss of a charged particle after scattering off an
atomic nucleus, termed Bremsstrahlung, and pair production, i.e. the annihilation of a photon into an
electron-positron pair, are considered to contribute to the shower. Starting with an initial electron these
two processes will continue to alternate and thus lead to the formation of a shower until the critical
energy 𝐸c is reached. Subsequent energy losses below 𝐸c are modelled exclusively by ionisation.

As the cross-section of Bremsstrahlung and pair production are both proportional to 𝑍2, detector
materials with a high atomic number are preferred as a detector material. Those materials’ stopping
power is characterised in terms of the radiation length 𝑋0, defined as the distance after which a particle
has lost all but 1/𝑒 of its energy. Simultaneously, this corresponds to 7/9 of the mean free path for a
photon to produce an electron-positron pair [53]. With this simplified model the expected depths
alongside contributing processes of an electromagnetic shower can be described.

Hadrons interacting with the calorimeter material cause shower formations in a similar, albeit more
complex, way. A variety of processes must be considered for a correct theoretical description, some of
which have significantly different signal efficiencies [53].

A hadronic shower begins with the inelastic scattering of a single hadron and an atomic nucleus. This
scattering generates secondary high-energy particles, which themselves can either scatter inelastically
again or radiate into photons. Each photon will cause an independent electromagnetic shower inside
the hadronic shower. The remaining atomic nuclei are highly excited and lose their energy by
spontaneously expelling nucleons, known as spallation. These spallation fragments are emitted
continuously with an energy of around 100 MeV until the excitation energy falls below the binding
energy level. Any remaining excitation energy is either released in a process called evaporation
through primarily radiating nucleons or, in the case of heavy nuclei, through nuclear fission [53].

Compared to electromagnetic showers, this variety of processes typically causes a deeper penetration
into the detector along with a worse energy resolution. The length scale of hadronic showers can be
expressed through the nuclear absorption rate

𝜆𝑎 =
𝐴

𝑁A𝜌𝜎inelastic
, (3.8)

where 𝜎inelastic is defined as the inelastic cross-section, 𝐴 is the atomic mass number and 𝜌 denotes
the detector material’s density. Relating 𝑋0 and 𝜆𝑎 through

𝜆𝑎

𝑋0
≈ 0.37𝑍 , (3.9)

clearly indicates that hadronic calorimeters tend to be significantly larger than their electromagnetic
counterparts.

Calorimeter setup

Calorimeters designed to stop particles are predominantly setup in two ways. The first method relies on
homogeneous construction, resulting in stopping of particles and the measurement of energy deposits
being carried out by the same component. The alternative comes in the form of sampling calorimeters.
This sampling setup consists of alternating active layers to measure the energy and passive stopping
layers. The decision in favour of a setup is usually made on the basis of the required energy resolution.
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In the case of electromagnetic calorimeters, both technologies are commonly used, whereby the
best energy resolution, typically around

𝜎𝐸

𝐸
≈ 3 % − 5 %√︁

𝐸/GeV
, (3.10)

is obtained with homogeneous calorimeters [53]. Hadronic calorimeters, on the other hand, almost
always use a sampling structure, as strong fluctuations present in the complex hadronic showers negate
the advantages of homogeneous calorimeters [53]. These fluctuations limit the precision to which the
energy deposit is measured to

𝜎𝐸

𝐸
≈ 50 %√︁

𝐸/GeV
. (3.11)

In most setups, the calorimeter is not placed directly next to the interaction point but sits outside
the tracking detectors. Although tracking detectors possess a relatively low stopping power, they
can already initialise showers within their volume, which ultimately worsens the energy resolution.
To compensate this effect, additional detectors, called presamplers, are often installed in-between
tracking modules and the calorimeter system. These presamplers help at identifying showers that
already started before reaching the actual calorimeter.

3.3.3 Missing transverse energy

Since detectors in collider experiments are incapable of directly detecting neutrinos, an indirect
measurement via precise momentum determination has to be utilised. Although the initial longitudinal
momentum of two colliding partons is unknown, the transverse momentum, i.e. perpendicular to the
beam axis, is approximately zero. Therefore,

∑ ®𝑝T𝑖
= 0, where ®𝑝T𝑖

are the transverse momenta of all
final state particles, must be valid by requiring momentum conversation. Thus, undetected particles,
in addition to measurement uncertainties, lead to

∑ ®𝑝T𝑖
≠ 0. The missing contribution is defined as

missing transverse energy5 𝐸miss
T = −

���∑ ®𝑝T𝑖

���, often providing evidence for neutrinos in the final state.

3.4 ATLAS detector

The ATLAS detector (acronym for A Toroidal LHC Apparatus) is a cylindrical detector installed
around one of the LHC’s four interaction points near the CERN main site. With a length of 46 m and a
diameter of 25 m, ATLAS is set up to function as a general-purpose detector allowing it to investigate
a wide range of physics.

To fulfil this task, the structure is divided into different layers: located close to the actual interaction
point is the inner detector (ID), a system of precise tracking detectors to determine the trajectory of
charged particles. The ID is surrounded by the electromagnetic- and hadronic calorimeters to enable
an energy measurement. Like in most general-purpose detectors, a muon detector forms the outermost

5 The magnitude of the transverse momentum vector 𝑝T = | ®𝑝T | corresponds approximately to the transverse energy 𝐸T for
massless particles or 𝐸 ≫ 𝑚.
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layer, to identify this highly penetrating charged leptons6. As discussed in Section 3.3.1 measurements
in the ID as well as the muon detector rely on magnetic fields. For this reason, a complex magnet
system is integrated into the setup, forming the last essential component. Each of these components
is discussed in its own section but first the coordinate system under which ATLAS operates needs
introduction.

Figure 3.3: Computer generated sketch of the ATLAS detector with all its subcomponents marked [63].

3.4.1 Coordinate system

To simplify the description of particle collisions, a special coordinate system as shown in Figure 3.4 is
defined. Its origin corresponds to the collider’s interaction point with the 𝑧-axis running along the
horizontal beam pipes. The transverse plane is formed by the 𝑦-axis pointing upwards and the positive
𝑥-axis pointing towards the centre of the LHC. While the azimuthal angle 𝜙 of classical spherical
coordinates remains unchanged, the polar angle 𝜃 is often replaced by the pseudorapidity 𝜂:

𝜂 = − ln
(
tan

(
𝜃

2

))
. (3.12)

In a pseudorapidity interval, the flux of the particles is approximately constant, since Δ𝜂 represents a
Lorentz invariant quantity (see Appendix B) with respect to boosts in 𝑧-direction. A pseudorapidity of

6 Due to their higher mass, muons lose less energy through Bremsstrahlung compared to lighter electrons. Therefore they
penetrate all previous detector layers. A signal in this outer detector is thus a clear indication of a muon being present.
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𝜂 = 0 represents a position perpendicular to the beam axis while 𝜂 = ±∞ corresponds to a position
along the direction of the positive or negative 𝑧-axis. Distances in the plane spanned by 𝜙 and 𝜂 are
determined by

Δ𝑅 =

√︃
Δ𝜂2 + Δ𝜙2 . (3.13)

By combining 𝜙, 𝜂 and the transverse momentum 𝑝T, one is able to derive the momentum vector in
three dimensions

®𝑝 =
©«
𝑝𝑥

𝑝𝑦
𝑝𝑧

ª®¬ =
©«

𝑝T · cos 𝜙
𝑝T · sin 𝜙
𝑝T · sinh 𝜂

ª®¬ with 𝑝T =

√︃
𝑝2
𝑥 + 𝑝2

𝑦 . (3.14)
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Figure 3.4: The ATLAS detector’s special coordinate system alongside the LHC [64].

Beginning from this coordinate system’s origin the detector’s individual components are described
in the following sections. The exact configuration of the detector has by no means remained unchanged
since its installation back in 2008 but is subject to constant maintenance and modification. The setup
outlined in this chapter corresponds to the status at the end of Run 2. The next substantial upgrade will
be installed before the high-luminosity LHC [65] is commissioned to ensure precise particle detection
under the new harsher conditions.

3.4.2 Magnet system

ATLAS’ magnet system, required to determine the particle’s momenta, is split into two parts. First,
the entire ID is permeated by a 2 T magnetic field which is oriented along the beam axis. This field is
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provided by a solenoid magnet placed between the ID and the electromagnetic calorimeter. Due to the
solenoid’s positioning its total material thickness of approximately 0.66 radiation lengths [66] was
kept as low as possible to still allow a good energy resolution in both calorimeters.

The outer muon detector is immersed in a second magnetic field generated by toroidal magnets. The
central area, perpendicular to the beam axis, is covered by a barrel toroid providing up to 3.5 T [67].
In the forward region, two smaller toroids, also known as end-cap toroids, close off the system. The
combined setup, split into a central barrel region and the end-caps along the beam axis, is displayed in
Figure 3.3.

3.4.3 Inner detector

The ID, as displayed in Figure 3.5(a), is divided into three separate systems. It enables precise track
reconstruction up to |𝜂 | < 2.5 despite the harsh conditions arising from its location close to the
interaction point.

The first layer is formed by a silicon pixel detector [68, 69] with sensor sizes of 50 µm × 400 µm
[52]. The system originally consisted of three layers in the central region alongside three discs along
each forward region. In order to maintain the detector’s high efficiency throughout Run 2 and the
associated increase in luminosity the insertable B-Layer (IBL)7 [70] was installed in 2015 as a fourth
layer. The IBL is placed at an average radius of 33.25 mm from the beam line and consists of an
additional 280 pixel modules (with a smaller sensor size of 50 µm × 250 µm [71]) to increase precision
and robustness of track reconstruction [71].

The second detection system, the semiconductor tracker (SCT) [72], a silicon strip detector, starts
at a radius of 299 mm with respect to the beam axis. With a total of 4 088 strip modules, the SCT is
divided into four concentric barrels in the central area and nine discs along the forward region.

The outermost and largest component is the transition radiation tracker (TRT) [73] which allows
measurements up to |𝜂 | < 2.0. This special detector type utilises transition radiation besides ionisation.
Transition radiation occurs when a charged relativistic particle crosses the interface between two media
with different permittivities. The radiated photon’s intensity is proportional to the particle’s gamma
factor 𝛾 = 𝐸/𝑚 and thus the TRT not only provides tracking information but also allows conclusions to
be drawn about the particle’s mass. At the TRT photons are detected by roughly 300 000 gas-filled
straw tubes each housing an anode wire [73]. In the central area, all straw tubes are positioned parallel
with respect to the beam axis, while the end-cap straw tubes are orientated perpendicular to it.

3.4.4 Calorimeters

ATLAS utilises calorimeter systems covering a combined range of up to |𝜂 | = 4.9. All individual
modules rely on the sampling technique, discussed in Section 3.3.2, to enable precise energy
measurement.

The first one surrounding the ID is the electromagnetic calorimeter which uses passive lead and
active liquid argon layers. It consists of a central barrel region in the interval |𝜂 | < 1.475 and two
end-cap units in the interval 1.375 < |𝜂 | < 3.2 to enclose the interaction point as hermetically as
possible. The area in the interval 1.37 ≤ |𝜂 | < 1.52 has a large amount of material upstream and is
7 The name is derived from hadrons containing bottom-quarks, which decay about a millimetre away from the original

interaction point as a result of their long lifetime. This distance can be measured with pixel detectors located as close as
possible to the interaction point.
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(a) (b)

Figure 3.5: A sketch of (a) the ATLAS ID showing the barrel layers in the central region as well as the end-caps
in the forward region (IBL not included) [74] and (b) the electromagnetic calorimeter setup in the central region
around |𝜂 | = 0 [75].

therefore usually not used for precision measurements. All individual layers of the central barrel region
around |𝜂 | = 0, illustrated schematically in Figure 3.5(b), were constructed in a special accordion
geometry to provide complete azimuthal coverage.

Up to |𝜂 | < 2.5, the calorimeter is composed of three layers. The first layer, with a thickness of about
4.4 𝑋0 around |𝜂 | = 0, is formed by high-granularity strips with a cell size of Δ𝜂×Δ𝜙 = 0.003×0.0982
in the range |𝜂 | < 1.4 and 1.5 < |𝜂 | < 2.4, while slightly larger cells (Δ𝜂 × Δ𝜙 = 0.025 × 0.0982)
are installed in the intervals 1.4 < |𝜂 | < 1.5 and 2.4 < |𝜂 | < 2.5. The resulting resolution allows a
distinction between prompt photons, directly created in the collision, and photons originating from the
decay of neutral hadrons (such as 𝜋0 → 𝛾𝛾) [75].

Most of a particle’s energy is absorbed by the second layer with a thickness of 16 𝑋0 at |𝜂 | = 0 using
a cell size of Δ𝜂 × Δ𝜙 = 0.025 × 0.0245. In the exceptional case of electrons or photons not being
completely stopped in the electromagnetic calorimeter, their energy measurement can be corrected
with the help of a thinner third layer at a thickness of 2 𝑋0 around |𝜂 | = 0 [75].

Energy loss upstream to the calorimeter is corrected through installation of a presampler in front of
the first layer covering |𝜂 | < 1.8. Its thickness is constant in the range |𝜂 | < 0.6 and 0.8 < |𝜂 | < 1.8 at
approximately 2 𝑋0 and 3 𝑋0, respectively, increasing linearly in-between. An exception is formed by
the transition region near |𝜂 | = 1.7 with a thickness of around 6 𝑋0 [75].

The complete electromagnetic calorimeter is surrounded by three detectors forming the hadronic
calorimeter. The central area around |𝜂 | < 1.7 is enclosed by the tile calorimeter which is longitudinally
divided into a central module and two extended-barrel modules. In this case, steel is used as a passive
absorber medium while the signal detection is managed by scintillation detectors. Along the radial
direction, three layers with a respective thickness of up to 3.3 𝜆𝑎 can be distinguished [76].

Close to the beam axis lies the second component, the forward calorimeter with a thickness of
approximately 10 𝜆𝑎. It is split into three layers on each side of the interaction point, with copper and
tungsten being used as passive elements in the first layer and outer two modules, respectively. Liquid
argon is again installed as the active medium in all three layers [52].
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The gap between the tile calorimeter and the forward calorimeter is bridged by the hadronic end-cap
calorimeter, which covers the interval 1.5 < |𝜂 | < 3.2 resulting in short overlaps with the other two
systems. The choice of active and passive material is identical to the forward calorimeter’s first layer,
while the granularity decreases with increasing pseudorapidity [52].

3.4.5 Muon spectrometer

The outermost part of the ATLAS detector is the muon spectrometer (MS). This system is not only
able to track charged particles up to |𝜂 | < 2.7 but also to serve as a trigger [52]. Again, an organisation
into a barrel region, which cylindrically surrounds the interaction point, and two end-cap regions,
as displayed in Figure 3.3, was chosen. In the central region monitored drift tubes with a spatial
resolution of 80 µm are used to measure the track. The tubes are aligned perpendicular to the beam
axis to enable precise determination of the trajectory in one dimension. In the innermost area of
the end-caps at 2.0 < |𝜂 | < 2.7, this role is taken over by cathode strip chambers, a special form of
multi-wire proportional chambers. The chambers’ outer cathode is divided into strips to guarantee
high spatial resolution of around 60 µm [77].

The trigger system is only functioning up to |𝜂 | < 2.4 and similarly consists of two different gaseous
detectors. The setup’s limiting factor is the time resolution which has to be lower than the 25 ns bunch
spacing in the LHC. This is secured by using resistive plate chambers in the region |𝜂 | < 1.05, while
the end-caps up to |𝜂 | < 2.4 are covered by thin gap chambers. Readout strips in those systems are
placed orthogonal to the monitored drift tubes. This kind of positioning allows the second coordinate
of the particle track in the non-bending direction to be measured [77].

3.4.6 ATLAS trigger system

The LHC delivers collisions at a rate of up to 40 MHz, which corresponds to a data volume of 80 Pb/s
[52]. It is neither possible nor sensible to read out all of these collisions and store them for subsequent
analysis. Therefore, interesting collisions, usually the ones with high transverse momentum or special
event topologies, have to be identified and selected.

In the ATLAS detector, this filtering is carried out by a two-part trigger system. Initially, the L1
trigger is used, which is able to accept or reject events in less than 2.5 µs [78]. Information of the
calorimeters and the MS are combined in a central trigger processor to form a decision.

Even a trigger processing time of 2.5 µs is obviously still above the LHC’s collision rate. In other
words, analysing each single collision would fill up the trigger’s buffer rapidly. As a countermeasure,
preventive deadtimes, during which data acquisition is completely paused, are used to avoid this filling
up. Each event that is analysed, i.e. enters the trigger, always leads to a fixed deadtime. In addition,
the general number of events accepted by the trigger per interval of bunch crossings is limited. The
resulting rate of accepted events with a chosen topology can further be limited through a prescaling.
The strength of this scaling can be adjusted during data taking to counteract the decrease in luminosity
towards the end of one LHC fill cycle.

Once an event is accepted, it is forwarded to the second stage, the high-level trigger. The information
entering this trigger software is clustered into detector compartments, termed regions of interest.
These regions are designed to be a good first choice for hinting at interesting physics. Utilising such
regions the rate can be lowered further to an average of 1 kHz in roughly 200 ms [78]. The actual
decision making is split into a fast initial reconstruction and a more precise but slower follow-up.
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During each step, a veto can cause events to be discarded to keep the latency low. In case errors occur
during this process, events are re-analysed offline with more relaxed time settings to detect problems
in the trigger software.

Once an event is selected by the high-level trigger, it is processed in several event building and
filtering stages before being ultimately distributed to the worldwide LHC computing grid [79].
Although the grid is not part of the detector, it is just pivotal for successful analyses. An overview is
presented in [80].

3.5 Reconstruction and identification

While the direct output of the detector is fundamental, it is by no means sufficient to precisely analyse
the collisions in the experiment. In fact, a complex combination of all subsystems’ signals is required
to correctly reconstruct and identify individual physics objects.

As already stated, we can neither observe the collision nor the signalling processes with our eyes.
Nonetheless, the basic ideas of particle identification can be easily understood by visualising the
detector response, in a way known as event displays. Initially, only the properties of long-lived
particles need to be visualised and considered. All others can ultimately only be identified via their
decay products as they decay before reaching the detector. A comparison of signatures that serve as
a valid foundation for understanding reconstruction methods is shown in Figure 3.6 and is briefly
explained in the following:

• Electrons and photons usually both deposit their entire energy in the electromagnetic calorimeter.
A distinction is possible by exploiting the fact that the neutral photon, as long as it has not
converted into an electron-positron pair, does not trigger a signal in the ID.

• Just like the electron, particle jets are also detected in the ID and the electromagnetic calorimeter.
However, jets also penetrate into the hadronic calorimeter, where most of their energy is
collected.

• As described in Section 3.4, muons lose significantly less energy in the calorimeter system than
electrons and therefore pass through the entire detector. This simplifies identification as a signal
in the MS represents strong evidence for a muon. Information from the ID acts as additional
support.

• Neutrinos leave the detector and do not cause a signal at all as they are electrically neutral.
Consequently, the only evidence of their presence is provided by detecting missing transverse
energy, as mentioned in Section 3.3.3.

Using these different responses, it is possible to primitively distinguish particles based on their
signature in the detector8. However, this visual method is neither able to keep up with the event rate of
the LHC nor does it allow precise quantification of energy and momentum. The latter in particular is
absolutely necessary to draw conclusions about short-lived collision products such as the Higgs-boson.

To compensate, different reconstruction algorithms are applied to measure tracks in the ID and
energy deposits in the calorimeter, as explained in Section 3.5.1 and Section 3.5.2, respectively.

8 This kind of analysis method was actually used in detector types such as cloud chambers.
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Figure 3.6: Signature of particles in the different ATLAS detector subsystems [81].

Subsequently, Section 3.5.3 focuses on the actual reconstruction of all crucial particles in the analysed
tH channel, i.e. charged light leptons, particle jets, hadronically decaying tau-leptons as well as
neutrinos.

Optimisation and validation of these algorithms is partially based on the usage of simulated Monte
Carlo (MC) events, whose generation is explained in Section 4.4. Since the underlying process of
each MC event is known, a direct validation of any reconstruction algorithms’ efficiency is possible.

3.5.1 Track reconstruction

Trajectories of charged particles are represented by five parameters with respect to a reference point
which corresponds to the average position of collisions:

• The two impact parameters 𝑑0 and 𝑧0 that indicate the transverse and longitudinal distance
between the point of closest approach and the reference point.

• The azimuthal angle 𝜙 as well as the polar angle 𝜃.

• The ratio of charge and momentum 𝑞

𝑝
to parametrise the track curvature.

The track reconstruction is initialised by forming independent clusters in the pixel detector and the SCT
through grouping signals from adjacent sensors above a threshold value. This way, three-dimensional
space-points are obtained, which, when combined along different layers, create a potential track
candidate, called a track seed. Every track seed that is either found to be incompatible with a fourth
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space-point belonging to an adjacent layer or has large impact parameters is disregarded. This selection
reduces the number of possible combinations and thus the reconstruction time [82].

In the next step a combinatorial Kalman filter [83] is applied along the expected trajectory of each
seed to find adjacent clusters resulting in extended seeds. This search is performed both inwards
and outwards to obtain a smooth trajectory. The resulting track extension is performed iteratively,
while adding single space-points which ensures a fast reconstruction but, on the other hand, leads
to ambiguities in case multiple points are compatible. Therefore, an additional algorithm assigns a
score to each track candidate (based on criteria listed in [84]) to solve the ambiguities by rejecting low
score candidates. All remaining track candidates are run through a high-resolution global fit before an
attempt is made to extend them by adding TRT signals [84].

Based on the chosen direction, this complete method is termed the inside-out approach, optimised
to reconstruct trajectories close to the primary proton-proton collision. In order to also reconstruct
particles further away from the beam line, such as electrons from photon conversions, a second
reconstruction with reversed direction is applied. This outside-in track reconstruction is started
by seeds in the TRT, the position of which is guided by regions of interest in the electromagnetic
calorimeter. The resulting track candidates are extended towards both silicon detectors and processed
analogously to the inside-out method. To maintain the high reconstruction speed only candidates not
already assigned by the first method are analysed.

Besides the mere reconstruction of tracks, focus is also put on their assignment to the position of the
original proton-proton collision, known as vertex or primary vertex. This is achieved through adaptive
multi-vertex fitting [85] by searching for potential vertex seeds via the track density along the beam
axis. All tracks in the seed’s immediate vicinity that pass a preselection are taken into account. The fit
is performed iteratively by continuously down-weighting incompatible tracks. As soon as the position
of a vertex is fixed, all incompatible tracks below a weight threshold are removed and used again to
determine other vertices. This procedure is continued until no seeds are left [82].

For a visualisation of the entire procedures, please refer to [82].

3.5.2 Calorimeter clustering

Particles that enter the calorimeter systems spread their energy deposit longitudinally and laterally
across many cells. The resulting signals in individual cells are combined into clusters and subsequently
calibrated depending on the incoming particle type (see [86] for a description of this calibration).

The used clustering algorithm is split into two methods depending on the physics object: jets
and missing transverse energy are reconstructed via topological clusters, which provide strong noise
suppression for widely spread clusters. Similar to the track reconstruction, topological cluster creation
is initialised by searching for seed cells. The natural choice are cells with a high signal significance of���𝜁EM

cell

��� = ����� 𝐸EM
cell

𝜎EM
noise,cell

����� > 4 , (3.15)

where 𝐸EM
cell corresponds to the energy deposit in a single cell, while 𝜎EM

noise,cell denotes the average
expected noise. The cluster formation starts around the seed cell by adding all neighbouring cells for
which

���𝜁EM
cell

��� > 0 and
���𝜁EM

cell

��� > 2 applies. In this context, neighbouring cells are regarded as adjacent
cells in the same calorimeter layer or as cells from other layers which overlap in the 𝜂-𝜙 plane. The
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complete growth is controlled by the following criteria:

• If
���𝜁EM

cell

��� > 2 applies to a cell candidate, not only the cell itself but also all adjacent cells are
added to the cluster.

• A cell candidate with
���𝜁EM

cell

��� > 4 is a seed itself. As a consequence both growing clusters are
merged.

• A cell candidate with
���𝜁EM

cell

��� > 2, that could be added to two clusters, causes both to be merged.

• A candidate with 0 <
���𝜁EM

cell

��� < 2 is near the noise threshold. As a consequence, it is still added
to a cluster but terminates the growth in that direction.

The magnitude is used in all cases to correctly treat negative energy entries caused by fluctuations,
primarily due to out-of-time pile-up. While clusters arising from negative energy seeds are not used
for the reconstruction of physics objects, they can still serve as an estimator for the general pile-up
contamination [87].

A cluster formed by these rules can grow rapidly given sufficient energy and contain showers of
several particles. Therefore, such clusters are subsequently split to allow a separation of individual
particles. This splitting commences by finding local maxima. Around those, a cluster formation
similar to the initial process is carried out. Entries in cells that could stem from two local maxima are
divided according to both maxima’s energy and distance [88].

The second method known as the sliding-window algorithm, is based on the merging of cells using
a fixed rectangular window. This fixed size ensures a very precise calibration and is used for electrons,
photons and tau-leptons [88]. For a good understanding, it is helpful to imagine the lateral surface
area of an unrolled cylindrical calorimeter. The resulting surface represents the 𝜂-𝜙 plane and can be
divided into a grid with elements of size Δ𝜂 × Δ𝜙. The energies of each grid element are summed up
along the layers of the longitudinal axis, consequently looking like towers rising on the lateral surface.

Finding a cluster seed, termed precluster, is achieved by sliding a scan window with dimensions
𝑁𝜂 × 𝑁𝜙 (in units of Δ𝜂 × Δ𝜙) across the grid until a local maximum above a threshold value is
found. The exact position of this precluster is determined by calculating the energy-weighted 𝜂 and
𝜙 barycentres within this window [88]. The exact window size, the grid granularity as well as the
threshold value all depend on the hypothesised particle type. If the latter is either an electron or a
photon only entries in the electromagnetic calorimeter are considered, while the chosen cluster size
varies in each calorimeter layer. The exact choice will always be a trade-off: on the one hand a large
window contains a high fraction of the particle’s total energy while on the other hand adding a high
number of cells increases the total noise contribution [88]. Specific values used in the algorithms are
given in [88].

3.5.3 Reconstructing individual physics objects

Combining the reconstructed tracks along with the energy clusters and, in some cases, the additional
information from the MS allows identifying physics objects such as individual particles or jets. The
methods used for all objects involved in the presented analysis are described in the following.
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Jets and flavour-tagging

As explained in Section 2.2.2, cone-shaped particle jets originate either directly from the parton
collisions or arise from the decay of an intermediate product such as the Higgs-boson. The detector
can only detect the final states at the end of the hadronic cascade since the initial interactions take
place before its first layer is reached. A measurement of this highly fluctuating signature is far from
trivial but of great importance while searching for known resonances or potential new particles.

In the ATLAS detector jet reconstruction is based on a sequential recombination algorithm starting
by selecting a high energy jet seed. Objects are added iteratively to the seed based on a distance metric
until a stopping criterion is reached. The metric is formed by two momentum space distances 𝑑𝑖 𝑗 and
𝑑𝑖𝐵 [89]:

𝑑𝑖 𝑗 = min
(
𝑝2𝑎

T,𝑖 , 𝑝
2𝑎
T, 𝑗

)
·
𝑅2
𝑖 𝑗

𝑅
, (3.16)

𝑑𝑖𝐵 = 𝑝2𝑎
T,𝑖 , (3.17)

where 𝑝𝑎T,𝑖 and 𝑝T, 𝑗 are defined as the transverse momentum of two particles while 𝑅𝑖 𝑗 denotes the
distance in the 𝜂-𝜙 plane. The clustering algorithm works by finding the minimum in the set

{
𝑑𝑖 𝑗 , 𝑑𝑖𝐵

}
until all objects are assigned according to the following set of rules [89]:

• If 𝑑𝑖 𝑗 corresponds to the minimum, both 𝑖 and 𝑗 are combined in one jet.

• If 𝑑𝑖𝐵 corresponds to the minimum, the object 𝑖 is considered a final jet and removed from the
set.

The exact values of 𝑎 and the radius parameter 𝑅 are both dependent on the physics use case. ATLAS
uses the anti-𝑘T algorithm [90] corresponding to 𝑎 = −1. This choice leads to a reconstruction which
primarily focuses on isolating high momentum objects. The most common choice for the radius size
is 𝑅 = 0.4, whereas 𝑅 = 1.0 is used for strongly boosted objects, such as the hadronic decay products
of a high-energy Higgs-boson. In this case both jets begin to overlap and are combined into a single
large radius jet through the increased value of 𝑅.

Tracks from the ID and energy clusters in the calorimeters are both used as input to this algorithm.
This choice is the logical consequence as both systems excel at opposite energy levels. In addition,
only the calorimeters are able to resolve neutral components present in each jet.

This combination is provided through the particle flow algorithm [91] by trying to match high-quality
ID tracks with calorimeter clusters. If a merge is successful, the expected energy deposit of the single
particle track is subtracted from matched clusters. This subtraction is optimised on the basis to two
main conditions: on the one hand, no energy entries associated with the track should remain in order
to avoid double counting. On the other hand, the removal of energy entries belonging to other particles
must be avoided to not impair their reconstruction.

All jets reconstructed in this algorithm require a subsequent energy calibration. First, isotropic
neutral pile-up components are subtracted from the jet energy while charged pile-up contributions are
directly suppressed in the particle flow algorithm. The following calibration itself consists of three
main stages [92]:

• A jet energy scale (JES) is derived by comparing the true jet energy of simulated MC events
with the associated reconstructed jet energy. This scale factor is determined as a function of
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both energy and 𝜂.

• Fluctuations in the hadronic shower development are sequentially corrected to improve the jet
energy resolution (JER).

• A complex in situ calibration using real data corrects the detector response. This adjustment
results in considerable improvements, especially in the forward region.

These calibration corrections mainly solve issues arising from pile-up contributions inside of jets. In
addition, pile-up can also cause formation of completely independent jets. These are suppressed or
filtered by assigning them to their original vertex. ATLAS achieves this by applying a Jet Vertex
Tagger based on a multivariate analysis of track properties [93].

The exact implementation and validation of all algorithms and corrections is quite technical and
would rather hinder the flow of reading than contribute to a deeper understanding. Therefore, please
refer to [91] and [92] for detailed information.

In many physics analyses it is crucial to identify the flavour of the quark that initiated the jet, a process
known as flavour-tagging. A distinction is generally made between bottom-quarks, charm-quarks and
all lighter quarks, whose associated jets are referred to as light-flavour jets.

As stated in Section 2.2.2, B-hadrons in particular have a relatively long lifetime, allowing them to
be detected via a secondary vertex given sufficient spatial resolution. A B-hadron with a transverse
momentum of 50 GeV, for example, will travel roughly 3 mm before decaying. This effect also applies
to hadrons that contain charm-quarks, albeit to a lesser extent.

Flavour-tagging applied in this analysis is divided into two parts: firstly, various low-level algorithms
are used to generate variables that provide good discrimination between different flavours. This is
achieved by evaluating the track-based impact parameters and identifying the displaced secondary
vertex. As bottom-quarks predominantly decay into charm-quarks, the topological structure is further
exploited by also trying to find the charm-quark’s tertiary vertex [94].

These pieces of information are ultimately combined in the neural network based DL1r algorithm
[95]. Optimisation is realised by training on simulated MC events. The resulting multidimensional
output corresponds to probabilities of a jet being a b-jet (see Section 2.2.2), a c-jet or a light-flavour
jet [94].

Hadronic tau-leptons

As a result of its relatively short lifetime of (290.3 ± 0.5) × 10−15 s [10] the tau-lepton itself, in contrast
to the two lighter charged leptons, is not directly visible in the detector. Therefore, the only way to
identify tau-leptons is via reconstructing their decay products. As already outlined in Section 2.2.3, a
distinction is made between leptonic and hadronic decay modes. This section deals exclusively with
the reconstruction of the hadronically decaying tau-leptons, referred to as 𝜏had. The reconstruction of
leptonically decaying tau-leptons is performed in a similar way as the reconstruction of electrons and
muons.

The search for 𝜏had candidates is initialised analogously to jets using the anti-𝑘𝑡 algorithm. The
radius parameter is kept at 𝑅 = 0.4 while only calorimeter clusters are used as input. Resulting jets
seeds considered as 𝜏had candidates must fulfil |𝜂 | < 2.5 along with 𝑝T > 5 GeV [96].

Similar to 𝑏-jets, the lifetime of tau-leptons also allows the detection of a separate vertex determined
through the designated tau vertex association algorithm [97]. Locating this vertex allows a better
assignment of tracks to the 𝜏had candidate as the impact parameters are calculated relative to it [96].
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Tracks which, besides fulfilling a list of quality criteria, also lie in a cone of Δ𝑅 = 0.25 around the
𝜏had candidate are associated to the vertex. In addition, tracks between 0.25 < Δ𝑅 < 0.4 are accepted
if matched to the original jet seed. The associated tracks are then divided into four categories:

• Tau tracks: all tracks that can be assigned to the 𝜏had’s decay products. These are utilised
to determine not only charge but also the number of charged decay products, also known as
prongness.

• Conversion tracks: these tracks are associated to electrons or positrons which are created if
photons undergo the process of pair production.

• Isolation tracks: tracks that belong to jets created by the remnants of hard scattering interactions.

• Fake tracks: these remaining tracks cannot be assigned to any of the other categories. They are
usually either misreconstructed or belong to pile-up collisions.

All resulting 𝜏had candidates still lack a distinct separation between true and fake tau-leptons. The
latter predominantly originate from quark or gluon initiated jets. This identification is realised through
a recurrent neural network (RNN) [98]. Separate RNNs are optimised for 1-prong and 3-prong
candidates, using the track and cluster information as input in both cases. Four working points,
specified in [96], based on the actual network output, are available for physics analyses.

Electrons

The reconstruction of electrons begins with a review of calorimeter clusters to find potential candidates.
Reviewed clusters are only those that meet the listed criteria [99]:

• The cluster is required to have energy deposits of at least 400 MeV in the electromagnetic
calorimeter.

• The energy deposit in the electromagnetic calorimeter must contribute more than 50 % to the
total cluster energy.

Out of those, only clusters that are matched to a high-quality ID track and additionally sum up to
an energy of at least 1 GeV are used as electron candidates [100]. In order to accurately reconstruct
the shower development in the calorimeter, certain additional clusters are merged with the electron
candidates:

• Closely neighbouring clusters are merged if their barycentres are within a range of Δ𝜂 × Δ𝜙 =

0.075 × 0.125.

• Clusters in a range of Δ𝜂×Δ𝜙 = 0.125× 0.3 around the candidate are merged if their associated
track or the conversion vertex is identical to that of the original cluster.

A separation is carried out based on these reconstructed electron candidates to distinguish prompt
electrons from background sources. Prompt electrons include not only those that are created directly
in the hard scattering vertex but also those arising from the decay of heavy resonances such as the
Higgs-boson [101].
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A likelihood classifier provides optimised selection criteria as a function of |𝜂 | and transverse energy
by utilising highly discriminative variables. They characterise track properties, shower development
and the goodness of track-cluster matching as listed in [99]. Three working points (see Section 7.1),
specified in [99], provide different levels of signal acceptance and background suppression based on
the classifier output.

Muons

While optimal muon reconstruction is ensured by combining inputs of all detector subsystems, the
most important ones obviously stem from the MS. Here, signals from individual detector segments are
first combined into short tracks aided by Hough transformations [102]. Using a set of approximations,
these short tracks are combined in a global fit to form one complete three-dimensional track candidate.
Subsequently, outliers are removed and ambiguities are resolved by keeping only high-quality tracks
in case of overlaps [103].

These MS tracks, in combination with information from the ID and both calorimeters, enable a
global muon reconstruction. A distinction is made between five strategies and the corresponding
muon types:

• Combined muons: reconstructed ID and MS tracks are matched and fitted together. Energy
losses in the calorimeters are taken into account.

• Inside-out combined muons: a reconstructed track in the ID is extrapolated to the MS. Again,
energy losses are taken into account, but no previously reconstructed MS track is required.

• MS extrapolated muons: in this case, the association of reconstructed MS tracks and ID tracks
failed. Instead, the MS track is extrapolated back to the beam line.

• Segment-tagged muons: this method reconstructs ID tracks that cannot be matched to a global
MS track, but at least to one of the short tracks formed in a single segment.

• Calorimeter-tagged muons: MS tracks are not taken into account. Instead, an attempt is made
to match an ID track with a muon-like energy deposit in the calorimeter.

All reconstructed muon candidates must additionally fulfil further identification criteria in order to be
used in physics analyses. These are divided into different working points depending on their strictness.
The main aim is to separate prompt muons and non-prompt muons originating from jets [103]. Prompt
muons refer to muons that are produced in the primary interaction, whereas non-prompt muons often
stem from hadronic decays.

The separation is further enhanced by requiring an isolation condition to be met. Here, isolation
refers to the hadronic activity around each muon candidate which is measured via energy deposits in a
cone around muon candidate. In the case of prompt muons this activity is generally expected to be
low. For a summary of efficiencies corresponding to each working point alongside detailed technical
information, please refer to [103].

Missing transverse energy

As outlined in Section 3.3.3, the missing transverse energy 𝐸miss
T can indicate the presence of an

undetected particle, often a neutrino. In ATLAS, 𝐸miss
T =

��� ®𝑝miss
T

��� is calculated by summing the
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transverse momentum of all objects found in one event:

®𝑝miss
T = −

©«
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T

ª®®®¬ . (3.18)

The first five terms, commonly termed the hard component, contain all selected physics objects of one
event. As the object reconstructions, discussed in previous sections, are independent of one another
other, double counting might occur. Such a case obviously impairs the calculation of 𝐸miss

T a signal
ambiguity resolution. Therefore, one tries to mitigate the effect by establishing a priority before
adding up the individual objects. The highest priority is assigned to reconstructed electrons while the
further order corresponds to that of the terms in Equation (3.18). Lower priority objects are rejected
when sharing calorimeter entries with a higher priority object. In contrast to other objects, muons are
hardly affected by this overlap removal as an outcome of their clear signature [104].

After adding up these first terms, some detector signals that also originate from the hard scattering
vertex remain. They are not assigned to a reconstructed object and instead summarised by the last
term, known as the soft component. Besides the poor energy resolution of jets, this particular soft
component is hard to pinpoint as it primarily consists of low momentum pions which are difficult to
measure [105]. A detailed validation of the 𝐸miss

T reconstruction in ATLAS is given in [104].
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Statistical methods

In everyday life, we all encounter processes governed by their underlying stochastic nature, be it in
modelling of a pandemic or simply when playing a board game. As a result, at the very latest after
playing our first round of “Mensch ärgere Dich nicht” [106], we are accustomed to statements like
“The dice are loaded”. In most cases, such a statement is purely based on a handful of bad or good
dice rolls but still sufficient to cast doubt on the hypothesis of a fair dice. In spite of your board game
group accepting such statements, any educated statistician would demand a larger sample of rolls
before he lets himself be drawn into such a statement.

A variety of such statistical processes also affects the field of particle physics, e.g. in the production
or decay of particles following collisions. Similar to the dice roll example, any particle physics
experiment usually starts with a hypothesis. This hypothesis might specify how many particles of a
certain type should be produced. Unlike a statement at a board game evening with friends, a scientific
evaluation of such an experiment can obviously not rely on a handful of results or on your subjective
gut feeling. To ensure this, methods of statistical inference usually take a central role in every field of
exact science. They form a statistical toolkit that can be utilised to estimate parameters based on data
and objectively test initial hypotheses.

Having explained the experimental production of data in the previous chapter, the following sections
now introduce all statistical tools required to analyse this dataset. Section 4.1 begins with a general
introduction of the relevant quantities and their definitions. Subsequently, Section 4.2 outlines how a
model’s parameters can be adjusted to optimally describe a given dataset using the profile likelihood
method. Building on this, Section 4.3 presents methods suitable to test a certain hypothesis.

Finally, and slightly detached from the previous parts, Section 4.4 briefly describes how MC
simulations of particle collisions can be generated. These simulations, based on statistical assumptions,
are a key part of most particle physics analyses as they allow a comparison of real data and any
theoretical model.

For a better understanding of all methods presented in this chapter, a simple example is given
wherever possible. Should the reader desire further information, please refer to [107]. An advanced
description with direct reference to experiments at the LHC can be found in [108].
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4.1 Fundamental concepts

Prior to the discussion of concrete statistical methods, the focus in this section is placed on introducing
fundamental concepts. Over the course of both previous chapters, it has already been stated that
processes such as the production and decay of particles are random in nature and each possible
outcome can be assigned a probability. This directly raises the question of what exactly a probability
is. In purely mathematical terms, the probability 𝑝 of an event 𝑥 can be defined using the three
Kolmogorov axioms [109]:

1. 𝑝(𝑥) ≥ 0: the probability of event 𝑥 corresponds to a real non-negative number.

2. 𝑝(𝑋) = 1 with 𝑥 ⊂ 𝑋 .

3. 𝑝(𝑥 ∪ 𝑦) = 𝑝(𝑥) + 𝑝(𝑦) must apply for all mutually exclusive1 𝑥 and 𝑦.

On the basis of these fundamental axioms a number of interpretations can be derived, to provide a
definition of what the exact value of a probability represents.

One interpretation of probability, particularly common in particle physics, considers probability
as the limit of frequency. This implies, that if an experiment is repeated 𝑁 times under identical
conditions, the fraction 𝑁 (𝑥) of cases resulting in outcome 𝑥 tends to a limit 𝑝(𝑥) [107]:

𝑝(𝑥) = lim
𝑁→∞

𝑁 (𝑥)
𝑁

. (4.1)

The probability of obtaining a continuous random variable 𝑥 within a certain interval [𝑎, 𝑏] is expressed
by integrating over the probability density function (pdf)2 𝑓 (𝑥):

𝑝(𝑎 ≤ 𝑥 ≤ 𝑏) =
∫ 𝑏

𝑎

𝑓 (𝑥) d𝑥 . (4.2)

Here, 𝑓 (𝑥) is a real, non-negative function which is integrable and satisfies∫ +∞

−∞
𝑓 (𝑥) d𝑥 = 1 . (4.3)

When trying to describe a pdf’s shape more precisely, one often relies on its central moments

𝑚𝑛 = 𝐸 [(𝑥 − 𝜇)𝑛] =
∫ +∞

−∞
(𝑥 − 𝜇)𝑛 𝑓 (𝑥) d𝑥 , (4.4)

all of which are centred around the arithmetic mean 𝜇. The mean itself is equivalent to the first moment
𝑚1. The second moment, termed variance 𝑉 (whose square root defines the standard deviation 𝜎)
corresponds to the distribution’s width. For a description of higher moments, please refer to [107].

In particular these first two moments play a key role throughout the next sections. Their exact values
obviously depend on the associated pdf. To provide examples, two distributions of central importance
are defined in the following: the Gaussian distribution and the Poisson distribution. Additionally, the
1 Mutually exclusive random events cannot occur together.
2 In the case of a discrete distribution, this role is taken over by a probability mass function which, in contrast to the pdf,

directly represents a probability.
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binomial distribution is outlined to allow a better understanding of concepts given in Section 4.2 and
Section 4.3.

• The Gaussian or normal distribution’s pdf

𝑓 (𝑥; 𝜇, 𝜎) = 1√︁
2𝜋𝜎2

exp

(
−(𝑥 − 𝜇)2

2𝜎2

)
, (4.5)

is a symmetrical function defined by mean 𝜇 and variance 𝑉 = 𝜎2.

• The Poisson distribution

𝑓 (𝑥; 𝜈) = 𝜈𝑥

𝑥!
exp(−𝜈) , (4.6)

represents the probability that 𝑥 events are measured in an experiment, expecting a mean number
of events given by 𝜈. The mean simultaneously also represents the variance. This distribution
plays an important role in particle physics, especially in the visualisation of variables in a
histogram. Ultimately, the content of each bin corresponds to a Poisson distributed counting
experiment.

• Finally, the discrete binomial distribution is defined by

𝑓 (𝑘; 𝑛, 𝑝) =
(
𝑛
𝑘

)
𝑝𝑘 (1 − 𝑝)𝑛−𝑘 =

𝑛!
𝑘!(𝑛 − 𝑘)! 𝑝

𝑘 (1 − 𝑝)𝑛−𝑘 , (4.7)

for any random experiment with just two possible outcomes. It describes the probability of
obtaining an event with intrinsic probability 𝑝 in 𝑘 out of 𝑛 trials. Mean and variance are given
by 𝜇 = 𝑛𝑝 and 𝑉 = 𝑛𝑝(1 − 𝑝), respectively.

Building on these concepts, the following two sections introduce the key statistical concepts, i.e. the
estimation of parameters as well as the validation of hypotheses.

4.2 Parameter estimation

Almost every analysis in particle physics involves the estimation of a model’s parameter along with its
uncertainty based on experimental data, colloquially referred to as fitting. Parameter estimation in this
thesis is carried out by the method of maximum likelihood, whose general concept is introduced in the
current section.

The fundamental principle of maximum likelihood estimation is quite easy to grasp. Provided the
assumption, that a coin flip is binomially distributed, let 𝑝 be the probability for this coin to land on
heads. To infer 𝑝, one can use an experiment of 100 coin flips. If, in this sample, heads were obtained
in 50 out of 100 tosses, our intuition tells us to expect a value of 𝑝 = 1/2. Estimating 𝑝 through the
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likelihood function 𝐿3, generally defined as

𝐿 (𝜇; 𝑥𝑖) =
𝑁∏
𝑖=1

𝑓 (𝑥𝑖; 𝜇) , (4.8)

confirms this expectation as shown in the following. Here 𝑥 =
(
𝑥1, 𝑥2, ..., 𝑥𝑁

)
represent the measured

quantities while 𝜇 denotes the parameter of interest.
Utilising the pdf 𝑓 , the likelihood provides a measure of the extent to which a dataset can be

modelled by a certain parameter 𝜇 or a set of parameters ®𝜇. In the specific example, the likelihood is
defined through the discrete binomial distribution of form

𝐿 (𝑝; 𝑛 = 100, 𝑘 = 50) =
(

100
50

)
𝑝50(1 − 𝑝)100−50 . (4.9)

The distribution is shown as a function of 𝑝 in Figure 4.1(a). As expected, the maximum lies at 𝑝 = 1/2.
Although the exact value of the likelihood has no direct meaning, its global maximum marks the
parameter’s maximum-likelihood estimator �̂�, which optimally describes the observed data assuming
the selected model is correct.

In practice, determining the minimum of the negative log-likelihood

− ln 𝐿 (𝜇; 𝑥𝑖) = −
𝑁∑︁
𝑖=1

ln 𝑓 (𝑥𝑖; 𝜇) , (4.10)

instead of the maximum is more convenient4. Nevertheless, the correct minimisation is usually highly
complex and therefore carried out by numerical methods. In high energy physics the MINUIT2 [110]
analysis tool is typically chosen to perform the minimisation. All likelihood fits in this thesis are
carried out using the TRExFitter [111] framework based on HistFactory [112] which internally also
relies on MINUIT2.

In order to determine the uncertainty on �̂�, one can exploit the fact that the likelihood for repeated
experiments approximates a Gaussian distribution. The standard deviation 𝜎�̂� of this Gaussian curve,
i.e. the uncertainty, corresponds to the points where − ln 𝐿 increases by 1/2 with respect to its minimum
[107]:

− ln 𝐿 ( �̂� ± 𝜎�̂�) = − ln 𝐿 ( �̂�) + 1
2
. (4.11)

The contour of the negative log-likelihood therefore allows a direct uncertainty determination, as
visualised in Figure 4.1(b) for the coin toss example.

4.2.1 Profiling the likelihood

A function chosen to model a dataset usually requires additional free parameters besides the parameter
of interest 𝜇. A Gaussian distribution, to give an example, requires two parameters to be fully
3 To avoid confusion at this point, the reader is reminded that in this thesis L denotes the Lagrangian while L denotes the

luminosity.
4 By applying the logarithm, the sum replaces the product, which is usually simpler to work with in numerical algorithms.
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Figure 4.1: Illustrated function showing (a) the binomial likelihood 𝐿 and (b) the negative log-likelihood
− ln 𝐿 (𝜇 | 𝑥𝑖) corresponding to the coin toss example. The 1𝜎 uncertainty interval on the maximum-likelihood
estimate 𝑝 = 0.5 is indicated through Δ𝑝− as well as Δ𝑝+.

described, the mean and the standard deviation. These additional parameters 𝜃, termed nuisance
parameters, obviously increase the complexity and are thus often replaced by their estimators before
minimising − ln 𝐿. In the case of the Gaussian function, this estimator could simply correspond to the
standard deviation of a concrete dataset.

This process is termed profiling. Effectively it reduces the likelihood’s dimensionality. Figure 4.2
illustrates this profiling in case of a Gaussian function. After fixing the nuisance parameter 𝜎, one
slice of the original distribution remains. A subsequent minimisation of − ln 𝐿 now only depends on
𝜇.

In this thesis, the parameter of interest 𝜇 corresponds to the signal strength of the tH process.
A value of one is equivalent to the nominal Standard Model prediction, while 𝜇 = 0 represents
the complete absence of tH events, termed background-only hypothesis. The nuisance parameters
correspond to a large number of experimental and theoretical systematic uncertainties, a listing and
explanation of which can be found in Appendix D. A nuisance parameter’s value and uncertainty were
determined prior to this analysis via auxiliary measurements. By expanding the likelihood function
using Gaussian constraint terms, shifting a nuisance parameter away from its nominal value during
minimisation penalises the fit (see Section 10.1).

4.2.2 Binned likelihood

As stated in Section 4.1, many measurements in particle physics can be viewed as being Poisson
distributed counting experiments. Typically, the value of a kinematic variable 𝑥 is determined for
each measured event and subsequently graphically represented in a histogram with 𝑁 bins [113]. The
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Figure 4.2: Likelihood function of a Gaussian model (a) before and (b) after profiling by setting the nuisance
parameter to 𝜎 = 𝜎𝑝 .

expectation value for the event count in bin 𝑛𝑖 is given by

𝐸
[
𝑛𝑖

]
= 𝜇𝑠𝑖 + 𝑏𝑖 , (4.12)

where 𝑠𝑖 and 𝑏𝑖 are the mean signal and background event counts in this bin defined as

𝑠𝑖 = 𝑠tot

∫
bin 𝑖

𝑓𝑠 (𝑥; ®𝜃𝑠) d𝑥 , (4.13)

𝑏𝑖 = 𝑠tot

∫
bin 𝑖

𝑓𝑏 (𝑥; ®𝜃𝑏) d𝑥 . (4.14)

The mean number of signal and background events summed over all bins are denoted by 𝑠tot and 𝑏tot
while ®𝜃𝑠,𝑏 incorporates all nuisance parameters. By integrating the pdf within bin 𝑛𝑖, the expected
fraction of 𝑠tot and 𝑏tot can be derived. Additional auxiliary measurements performed in bins 𝑀 can
help to constrain the set of nuisance parameters. The resulting binned likelihood function is expressed
via a product of Poisson probabilities [113]:

𝐿 (𝜇, ®𝜃𝑠,𝑏) =
𝑁∏
𝑖=1

(𝜇𝑠𝑖 + 𝑏𝑖)𝑛𝑖
𝑛𝑖!

exp
(−(𝜇𝑠𝑖 + 𝑏𝑖)

) 𝑀∏
𝑗=1

𝑢
𝑚 𝑗

𝑗

𝑚𝑘!
exp(−𝑢 𝑗) . (4.15)

with 𝐸
[
𝑚 𝑗

]
= 𝑢 𝑗 ( ®𝜃𝑠,𝑏). All parameter estimations discussed in Chapter 10 are ultimately based on

this special binned form of the likelihood.
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4.3 Hypothesis tests

As indicated at the beginning of this chapter, hypotheses have to be validated with objective and
unbiased tests as opposed to personal instinct. In simple examples such as verifying the fairness of a
coin toss, the first steps of these tests are still quite intuitive. If the coin toss is suspected to be biased
towards heads, the logical step is to repeat the experiment over and over while noting the outcome.
This is followed by the more complicated part, as shown in the following example: we assume that a
coin was tossed 200 times. In case heads come up 101 times, hardly anyone would deem the coin
biased, whereas if it lands on heads 115 times, opinions would presumably already differ.

For any coin, there is a point at which it is not tossed anymore but returned to its purpose: serving
as a currency. This obviously raises the question how this point can be determined. Hypothesis tests
allow exactly this validation based on a dataset. However, it is important to note that even a hypothesis
test can never actually prove any hypothesis, it can only judge whether there is enough evidence to
infer that, for example, a coin is biased.

Sticking to the example of measuring heads 115 times, the null hypothesis 𝐻0 : 𝑝heads = 1 − 𝑝tails =

0.5 would assume a fair coin with 𝑝heads, tails denoting the probabilities of obtaining heads and tails,
respectively. The search for evidence that the coin is biased, regardless of which side is favoured, is
summarised in an alternative hypothesis 𝐻1 : 𝑝heads ≠ 0.5.

The pdf 𝑓 (𝑡; 𝐻0) under the assumption that 𝐻0 is correct can be described by a binomial function
of the form

𝑓 (𝑡; 0.5, 200) =
(

200
𝑡

)
0.5𝑡 (1 − 0.5)200−𝑡 . (4.16)

The corresponding expectation value lies at 𝜇 = 𝑛𝑝 = 0.5 · 200 = 100 and the standard deviation
𝜎 =

√︁
𝑛𝑝(1 − 𝑝) =

√︁
200 · 0.5(1 − 0.5) > 3 fulfils the Laplace condition5, allowing the pdf to be

approximated by a Gaussian curve.
To quantify the experimentally obtained result a test statistic 𝑡 is introduced. This test statistic

represents a measure of how much the actual data deviate from 𝐻0 [107]. If the difference between 𝜇
and 𝑡 is found to be larger than a critical threshold, 𝐻0 is rejected. The exact choice of this critical
value 𝑡c is ultimately arbitrary and generally defined using the significance level 𝛼. Assuming the pdf
𝑓 (𝑡; 𝐻0) to be continuous, both quantities are related by∫ 𝑡c2

𝑡c1

𝑓 (𝑡; 𝐻0) d𝑡 = 1 − 𝛼 , (4.17)

in case of a two-sided test while ∫ ∞

𝑡c

𝑓 (𝑡; 𝐻0) d𝑡 = 𝛼 , (4.18)

applies in the one-sided case.
In the presented example, a significance level of 𝛼 = 0.05 is chosen, which corresponds to critical

5 The Moivre-Laplace theorem states that a binomial distribution for 𝑡 → ∞ and 0 < 𝑝 < 1 converges towards the normal
distribution. The approximation is considered sufficient if the Laplace condition 𝜎 > 3 is fulfilled.
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values of 𝑡c2,1
= 𝜇 ± 1.96𝜎 ≈ 100 ± 76. Given the obtained test statistic 𝑡 = 115 > 𝑡c2

, the null
hypothesis is rejected. The percentage of repeated measurements that would yield test statistics
at least as extreme as 𝑡 is characterised through the 𝑝-value. As an overview, the concrete values
corresponding to the example are visualised in Figure 4.3.
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Figure 4.3: Test statistic 𝑡, critical values as well as the 𝑝-value corresponding to the coin flip example shown
for (a) a number of heads between 60 and 140 and (b) zoomed into the range around the upper critical value.
The pdf is assumed to be Gaussian.

Even though 𝐻0 was rejected, a quick look at the pdf in Figure 4.3 indicates that 𝑡 = 115 could
also be obtained with an unbiased coin. Therefore, a hypothesis test is never a proof. Generally, a
distinction is made between two different types of false conclusions

• Type I error: 𝐻0 is falsely rejected. The probability of this error is represented by the significance
level 𝛼.

• Type II error: 𝐻0 is failed to be rejected even though it is incorrect.

In particle physics, very strict limits are applied when performing hypothesis tests to avoid false
statements caused by a type I error. To declare a discovery of new physics, a significance level of
𝛼 = 2.87 × 10−7 corresponding to a 5𝜎 window is required [108].

In contrast to the coin toss example, the test statistic used in this thesis is formed by the likelihood
ratio

𝑡𝜇 = −2 ln𝜆(𝜇) = −2 ln
𝐿 (𝜇, ˆ̂𝜃)
𝐿 ( �̂�, 𝜃) , (4.19)

6 The integral of a Gaussian distribution in the interval [𝜇 − 1.96𝜎, 𝜇 + 1.96𝜎] corresponds to roughly 95 % of the total
integral.
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where ˆ̂𝜃 denotes the value of all nuisance parameters that maximise 𝐿 at the null hypothesis value
𝜇. In contrast, the denominator represents the maximised unconditional likelihood by using the
maximum likelihood estimators �̂� and 𝜃 [113]. Despite the fact that the exact value of each likelihood
is not directly interpretable, as discussed in Section 4.2, the ratio bound to 0 ≤ 𝜆(𝜇) ≤ 1 still permits
identifying which parameter receives more support given a specific dataset. A value of 𝜆(𝜇) = 1
obviously implies the best agreement.

In analogy to Equation (4.18) the 𝑝-value associated with the observed test statistic 𝑡𝜇, observed is
defined as

𝑝 =

∫ ∞

𝑡𝜇, observed

𝑓 (𝑡𝜇; 𝜇) d𝑡𝜇 . (4.20)

Depending on the exact type of hypothesis, the applied test statistic is slightly adjusted. The resulting
cases are briefly explained below, closely following the detailed description provided in [113]:

• Test statistic 𝑡𝜇 for 𝜇 ≥ 0: a hypothesised signal can be modelled by a purely positive signal
strength 𝜇 if an increase in the event rate is expected in any case. Should �̂� < 0 correspond
to the maximum likelihood estimator, 𝜇 = 0 receives the most support from a given a dataset.
Therefore, one defines

𝑡𝜇 = −2 ln �̃�(𝜇) =

−2 ln 𝐿 (𝜇, ˆ̂𝜃 )

𝐿 (0, 𝜃 ) , �̂� < 0 ,

−2 ln 𝐿 (𝜇, ˆ̂𝜃 )
𝐿 ( �̂�, 𝜃 ) , �̂� ≥ 0 .

(4.21)

• Test statistic 𝑞0 for rejection of 𝜇 = 0: still assuming 𝜇 ≥ 0, the special case in which the
hypothesis 𝜇 = 0 is rejected directly leads to the discovery of a new signal. In this case, only
�̂� > 0 is considered to indicate a lack of agreement between data and the background-only
hypothesis. Consequently, one obtains

𝑞0 =

−2 ln 𝐿 (0, ˆ̂𝜃 )
𝐿 ( �̂�, 𝜃 ) , �̂� ≥ 0 ,

0 , �̂� < 0 .
(4.22)

• Test statistic 𝑞𝜇 for upper limits: in certain scenarios, a signal cannot yet be discovered, but one
at least aims to set an upper limit on 𝜇. In these cases, �̂� > 𝜇 is not viewed as an indication of
less compatibility between the hypothesised signal strength and data, so the following applies

𝑞𝜇 =

−2 ln 𝐿 (𝜇, ˆ̂𝜃 )
𝐿 (0, 𝜃 ) , �̂� ≤ 𝜇 ,

0 , �̂� > 𝜇 .
(4.23)

4.4 Monte Carlo simulation

The previous two sections made use of very simple examples to introduce the concepts of parameter
estimation and hypothesis tests. Aided by the binomial distribution a descriptive model along with
expectation values was quickly assigned to the coin toss examples. Defining a corresponding model in
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particle physics experiments relies on Standard Model predictions and is far from being trivial. In
practice, this process partially relies on the generation of simulated data using Monte Carlo (MC)
methods, therefore termed MC events.

In general, MC methods refer to a broad group of numerical algorithms that exploit (pseudo-)random
numbers to provide an approximate solution or simulate processes [114]. They are frequently applied
to tackle problems for which other simulation methods cannot be carried out in a reasonable time.
Nevertheless, the accuracy of MC methods likewise increases when allowing more runtime. A simple
example provided in Appendix C illustrates this effect by obtaining the solution of an integral through
MC methods. The simulation of MC events at ATLAS can essentially be broken down into four parts,
briefly discussed in the following:

1. Event generation: starting from a proton-proton collision, this initial step simulates the prompt
decays of short-lived particles together with all stable particles, actually visible to the detector.
First, the total cross-section of the core hard scattering process is obtained by relying on MC
methods to perform the numerical integration [115]. Building on this, the complex simulation of
QCD effects is added in the form of the parton showers. Radiation off the parton’s initial (ISR)
and final state (FSR) are taken into account. In addition, other processes such as hadronisation,
introduced in Section 2.2.2, or the possibility of multiple parton interactions must be accounted
for. Already in this first step, a filtering of events by applying certain kinematic cuts is possible.
In this way, a simulation can, for example, be restricted to certain decay channels. A detailed
description of these phenomena is beyond the scope of this thesis, so please refer to [115] which
serves as an excellent introduction to the topic.
Within ATLAS, event generation takes place inside the Athena [116] framework into which
the externally developed generators are integrated. The latter can be split into general-purpose
generators designed to produce complete events, and specialised generators, which usually take
over small parts in the production chain to increase the accuracy of a particular process [117].
The generators used to simulate all processes relevant to this analysis are listed in Chapter 6.

2. Detector simulation: during this step, the interaction of all generated stable particles with the
ATLAS detector’s active and passive components is simulated. For this purpose, the external
toolkit Geant4 [118] is commonly utilised as it offers a detailed modelling of the entire detector.
Alternatively, a fast, less accurate simulation of the detector response is available via Atlfast3
[119] or the previous version Atlfast2.

3. Digitisation: this step emulates the output of the detector readout alongside the L1 trigger
decision. Noise arising from different sources and pile-up effects are taken into account.

4. Reconstruction: finally, the reconstruction of physical objects is conducted as described in
Section 3.5. In contrast to real data, simulated events are usually saved with additional
information, termed truth objects. These objects represent particles with their true kinematics
prior to the addition of distorting detector effects.

In contrast to real data, with unit weights, each raw MC event is assigned an individual weight. Usually,
more events of a given process are simulated than expected in the real experiment. The simulation’s
statistical uncertainty is therefore often not a limiting factor. Each event is consequently weighted
down to obtain the correct normalisation. The opposite case, i.e. weighting up, is also conceivable,
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especially if the MC simulation is computationally intensive. During generation, however, events with
negative weights can also occur, thereby reducing the statistical power [120].

The ATLAS experiment relies on MC simulations in several areas. One important application in
the statistical interpretation of this analysis is briefly discussed in the following section.

4.4.1 Asimov dataset

While performing a statistical analysis, the expected sensitivity is often inferred. In particle physics,
predominantly two quantities are of interest: the median significance of a measurement assuming a
certain signal strength 𝜇′ or the median exclusion significance while setting upper limits. To determine
this sensitivity 𝑓 , as specified in Equation (4.20), must be known. This pdf can be determined by
using computationally intensive sampling techniques. However, as deduced in [113], its parameters
can also be obtained from just a representative single dataset, termed the Asimov7 dataset.

When performing a binned profile likelihood fit while trying to estimate a signal strength 𝜇′, this
Asimov dataset must fulfil

𝑛𝑖,A = 𝐸 [𝑛𝑖] = 𝜇′𝑠𝑖 + 𝑏𝑖 , (4.24)

in each bin 𝑛𝑖. This implies that the number of Asimov events per bin 𝑛𝑖,A has to be equal to the
expectation values 𝐸 [𝑛𝑖].

In an analysis that searches for physics predicted by the Standard Model, such as tH, the selected
signal strength corresponds to the nominal value 𝜇′ = 1. In this case, the Asimov dataset can be
generated by simply using the simulated MC events. A profile likelihood fit based on an Asimov
dataset is carried out at the beginning of Chapter 10. Its results allow the measurement’s expected
sensitivity to be estimated before fits to real data are performed.

7 The name is inspired by the science fiction short story Franchise written in 1955 by Isaac Asimov. The plot centres
around a computer which conducts the U.S. presidential elections after surveying a single person.
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CHAPTER 5

Machine learning concepts

Just as the industrial revolution led to the automation of simple physical work, machine learning (ML)
methods are developed on the premise of automating simple mental tasks. Recent developments,
particularly in the area of large language models1, indicate that these methods are still in their early
stages of development, as their full potential is far from being discovered. Nevertheless, they already
have an enormous impact on everyday life. Whether it is Spotify’s algorithm for recommending songs
and audiobooks [122] or pattern recognition techniques used in clinical oncology to diagnose cancer
[123].

What sets ML apart from classical algorithms can be aptly described by quoting the French
software engineer François Chollet, “Traditionally, software engineering combined human created
rules with data to create answers to a problem. Instead, ML uses data and answers to discover the
rules behind a problem”. ML algorithms allow the computer to learn autonomously, aided by data,
while automatically improving its decision criteria.

At this point, the reader will rightfully ask where the link between ML methods and a particle
physics analysis lies: first of all, ML algorithms usually benefit from being trained on large datasets in
order to tune their predictions. Large scale particle physics experiments, as carried out at the LHC,
are easily able to generate such datasets. Along with the corresponding MC simulations, they provide
an ideal playground for testing and developing ML techniques. In addition, certain steps in the physics
analysis pose problems whose solution and underlying laws are not simple to grasp. One common
example where ML algorithms excel is the separation of the targeted signal process from backgrounds.
As a result, significance is increased which is otherwise hard to obtain in the search for rare processes.
One such process is the presented tH channel.

The specific branch of ML techniques chosen to tackle this problem is supervised learning. The
term supervised refers to methods in which the algorithm receives data assigned with correct labels
(called ground truth or target), in this case represented by MC simulations. Based on these labelled
datasets, the algorithm is able to improve its prediction and finally make more accurate decisions for
new, unseen datasets associated with the same underlying problem.

The specific algorithms employed in this thesis are artificial neural networks (NNs). Their structure
and learning process is first introduced in Section 5.1 on the basis of a simple binary classifier.
Building on this, Section 5.2 discusses parameters and techniques crucial when setting up a NN to

1 Large language models are special ML models capable of understanding and generating human language [121].
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optimally solve a specific problem. In addition, an overview of validation methods and their metrics
is given. Finally, Section 5.3 demonstrates how a binary classifier can be extended to carry out
multidimensional classification as utilised in Chapter 8.

As mentioned at the start of this chapter, the field of ML is quite broad and constantly evolving.
Since the following sections only cover one specific algorithm, please refer to [124] for a general
overview. In addition, an ingenious visual representation of a NN’s working principle can be found in
[125].

5.1 Neural network based binary classification

In the following section, the structure of a NN is described using the example of a binary classifier,
which provides discrimination between two classes based on a set of input variables. With regard to
particle physics, this often corresponds to the separation of signal and background events.

Generally, NNs can be viewed as a biologically motivated method to analyse the underlying patterns
of a dataset [126]. Human neurons are responsible for the transmission of stimuli in the human
body and transmit signals in the form of electrical impulses. Each neuron is linked to a multitude of
other neurons via synapses to enable highly complex processing. In order to trigger transmission, an
external stimulus must first exceed a certain threshold value, which can be reached by summing up
various signals.

Similarly, the NN’s artificial neurons, are linked to each other to mirror this biological processing
and summation of inputs. The actual setup of all NNs trained in this thesis is based on Google’s
TensorFlow [127], an open source software library for ML, using the Keras [128] Python interface.

5.1.1 Neural network structure - nodes and layers

The aforementioned neurons, commonly named nodes, represent the key element of a NN and are
arranged in a user defined number of layers. The first layer, referred to as input layer, consists
of a number of nodes that exactly correspond to the number of input variables. These variables
are subsequently propagated through all layers before ultimately reaching the output layer. The
interconnecting layers between input and output, termed hidden layers, are formed by an, again, user
defined number of nodes. The actual connection between layers is obtained by linking each node in
one layer to all nodes of both neighbouring layers. The final output layer completes the NN and is
formed by just a single node in case of a binary classifier. This node typically provides an output
value between zero (background event in the physics use case) and one (signal event in the physics use
case) to ensure classification. In general, however, the output layer can also be composed of several
nodes, as discussed in Section 5.3. As an example, the structure of a binary classifier with three inputs
and two hidden layers is shown in Figure 5.1.

Internally, the 𝑚th node in the 𝑙th layer represents a scalar value 𝑎𝑙𝑚. In case of the first layer these
scalars correspond to the provided input variables. Each link between the 𝑚th node of the 𝑙th layer
with the 𝑛th node of the (𝑙 + 1)th layer corresponds to a weight parameter 𝑤𝑙+1

𝑚𝑛. The sum of all these
weights can additionally be shifted by a constant value, the bias 𝑏𝑙+1

𝑛 , resulting in a new single scalar
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Figure 5.1: Sketch of a binary classifier NN with three input variables, two hidden layers with four nodes and a
single node output layer.

Figure 5.2: Exemplary node calculation using three nodes of the 0th layer 𝑎 (0)
𝑚 to determine the value a first

layer node 𝑎 (1)
0 via their weights 𝑤 (1)

𝑚0 and bias 𝑏 (1)
0 as the result of an activation function 𝜎.
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value

𝑐𝑙+1
𝑛 =

𝑀−1∑︁
𝑚=0

𝑤𝑙+1
𝑚𝑛𝑎

𝑙
𝑚 + 𝑏𝑙+1

𝑛 , (5.1)

serving as an input to the (𝑙 + 1)th layers’ 𝑛th node. Here 𝑀 denotes the total number of nodes in the
𝑙th layer. The final scalar value 𝑎𝑙+1

𝑛 , represented by the 𝑛th node in the (𝑙 + 1)th layer, is ultimately
obtained by using 𝑐𝑙+1

𝑛 as input to an activation function 𝜎:

𝑎𝑙+1
𝑛 = 𝜎

(
𝑐𝑙+1
𝑛

)
= 𝜎

(
𝑀−1∑︁
𝑚=0

𝑤𝑙+1
𝑚𝑛𝑎

𝑙
𝑚 + 𝑏𝑙+1

𝑛

)
. (5.2)

An activation function usually not only restricts a node’s value to a certain interval but can also
introduce a non-linearity. The latter greatly helps when trying to adequately model complex non-linear
problems. A summary of this calculation for four nodes is depicted in Figure 5.2.

All activation functions relevant in this thesis are listed below and additionally depicted in Figure 5.3:

• The exponential linear unit (ELU) given by

𝜎(𝑥) =
{
𝑥 , 𝑥 > 0 ,
𝛼(exp(𝑥) − 1) , 𝑥 ≤ 0 ,

(5.3)

with 𝛼 > 0, represents the activation function applied to all hidden layers in this thesis.

• Binary classifiers usually employ the sigmoid function

𝜎(𝑥) = 1
1 + exp(−𝑥) , (5.4)

as their last layer’s activation function, since it restricts its own output value to the interval
[0, 1].

• If the output of a layer is supposed to represent probabilities, the softmax function

𝜎(®𝑥)𝑖 =
exp(𝑥𝑖)∑𝑛
𝑗=1 exp(𝑥 𝑗)

, (5.5)

is a common choice. It transforms an 𝑛-dimensional vector ®𝑥 into the likewise 𝑛-dimensional
vector ®𝜎, whose components sum to one. This characteristic is particularly helpful when
encountering a multidimensional classification problem as outlined in Section 5.3.

Based on this definition of a NN’s architecture along with the underlying mathematical representation,
the next section presents the actual learning algorithm’s working principle.
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Figure 5.3: Activation functions (a) ELU, (b) sigmoid and (c) softmax plotted for input variables in the range
[−10, 10]. The softmax function is displayed via its first output component 𝜎(®𝑥)1 for a two-dimensional input
vector ®𝑥.

5.1.2 Neural network training - backpropagation and optimisers

In the case of supervised learning, a labelled dataset is required to optimise the network predictions.
This implies, that the correct class 𝑦 ∈ 𝑍 ∩ [0, 1] of each individual sample in the dataset is known.
Before the optimisation is initialised, all weights and biases in the network are set to random values,
which obviously results in a suboptimal prediction. A quantification of this prediction is achieved by
comparing the true labels 𝑦 and predictions 𝑝 ∈ [0, 1] through a loss function. For binary classifiers,
the binary cross-entropy

𝐿BCE = −(𝑦 log(𝑝) + (1 − 𝑦) log(1 − 𝑝)) , (5.6)

is the most common choice. Its shape, shown in Figure 5.4, causes an exponential increase for
large discrepancies between the NN prediction and the true label. Extremely confident but incorrect
predictions therefore result in large values. Such a behaviour is desirable as the training’s central
objective is a minimisation of the loss function by adjusting the weights and biases.

These adjustments are carried out by a class of algorithms, termed optimisers, which generally
rely on a determination of the loss function’s negative gradient −∇𝐿BCE. Updating the network’s
parameters according to the negative gradient’s direction will reduce the loss function’s value as
rapidly as possible by definition.

Internally, this gradient is calculated via the backpropagation algorithm (first introduced in [129] in
its modern form), which computes −∇𝐿BCE starting at the output layer before iterating backwards
through the NN’s structure. Using the chain rule to obtain the derivative of a composite function, the
gradient can be determined for each free parameter, i.e. the scalar node value 𝑎𝑙−1

𝑚 , the weight 𝑤𝑙
𝑚𝑛
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Figure 5.4: Binary cross entropy 𝐿BCE as a function of the prediction 𝑝 given for true labels 𝑦 = 0 and 𝑦 = 1.

and bias 𝑏𝑙𝑛. For a single sample this results in

𝜕𝐿𝑖

𝜕𝑎𝑙−1
𝑚

=

𝑁𝑙−1∑︁
𝑛=0

𝜕𝑐𝑙𝑛

𝜕𝑎𝑙−1
𝑚

𝜕𝑎𝑙𝑛

𝜕𝑐𝑙𝑛

𝜕𝐿𝑖

𝜕𝑎𝑙𝑛
, (5.7)

𝜕𝐿𝑖

𝜕𝑤𝑙
𝑚𝑛

=
𝜕𝑐𝑙𝑛

𝜕𝑤𝑙
𝑚𝑛

𝜕𝑎𝑙𝑛

𝜕𝑐𝑙𝑛

𝜕𝐿𝑖

𝜕𝑎𝑙𝑛
, (5.8)

𝜕𝐿𝑖

𝜕𝑏𝑙𝑛
=

𝜕𝑐𝑙𝑛

𝜕𝑏𝑙𝑛

𝜕𝑎𝑙𝑛

𝜕𝑐𝑙𝑛

𝜕𝐿𝑖

𝜕𝑎𝑙𝑛
, (5.9)

where 𝑁𝑙 denotes the number of nodes in the 𝑙th layer.
Using these derivations, the chosen optimiser can finally carry out the actual parameter adjustment.

A simple example of such an optimiser is the stochastic gradient descent (SGD) [130] which updates
the initial parameters 𝛽𝑖 to 𝛽 𝑓 after validating a single training sample with input 𝑥 and target 𝑦 by
applying

𝛽 𝑓 = 𝛽𝑖 − 𝛼∇𝐿BCE(𝑥, 𝑦, 𝛽𝑖) . (5.10)

Since SGD updates all parameters after each individual sample, the resulting steps are subject to
strong fluctuations. As a countermeasure, more sophisticated optimisers rely on averaging over a
certain number of training samples, called batch size, before applying an adjustment. Although
determining this average increases the computation time, it leads to a more stable convergence towards
the minimum compared to SGD.

The additional factor 𝛼, usually referred to as learning rate, scales the step size along the gradient’s
direction and thus influences the training process enormously. Its exact value is always a trade-off:

70



5.1 Neural network based binary classification

choosing a large learning rate increases the risk of overshooting the minimum while small learning
rates tend to get stuck in local minima or drastically increase training time by slowing down the
convergence towards a minimum.

To mitigate this problem, most modern optimisers constantly adjust 𝛼 during training. A simple
option is to decrease the learning rate after each iteration by applying

𝛼′
=

𝛼

1 + 𝑑
, (5.11)

with a fixed decay rate 𝑑. As a consequence, the optimisation begins with large steps while slowing
down when approaching the minimum, similar to zooming in on a map when searching for an unknown
location.

Apart from such a decay rate, one often replaces the gradient with an exponential moving average
of current and previous gradients 𝑚𝑖,𝑖−1 through applying

𝛽 𝑓 = 𝛽𝑖 + 𝑚𝑖 , (5.12)

with

𝑚𝑖 = 𝛾 · 𝑚𝑖−1 − 𝛼∇𝐿 (𝑥𝑖 , 𝑦𝑖 , 𝛽𝑖) , (5.13)

where 𝛾 denotes the freely selectable momentum parameter [131]. This way, the step size increases,
i.e. builds up momentum, when the gradient points towards the same direction over several iterations.

The optimiser employed in this thesis, known as Adam (acronym for adaptive moment estimation)
[132], also makes use of such a momentum parameter. Adam benefits from being able to determine
the parameter-dependent learning rate autonomously during training. Its calculation is aided by the
gradient’s first and second moments through defining

�̂�𝑖 =
𝑚𝑖

1 − 𝛿𝑖1
with 𝑚𝑖 = 𝛿1𝑚𝑖−1 + (1 − 𝛿1)∇𝐿 (𝑥𝑖 , 𝑦𝑖 , 𝛽𝑖) , (5.14)

and

�̂�𝑖 =
𝑣𝑖

1 − 𝛿𝑖2
with 𝑣𝑖 = 𝛿2𝑣𝑖−1 + (1 − 𝛿2)

(∇𝐿 (𝑥𝑖 , 𝑦𝑖 , 𝛽𝑖))2
, (5.15)

𝑣𝑡 = 𝛿2𝑣𝑝 + (1 − 𝛿2) ©« 1
𝑁𝑏

𝑁𝑏−1∑︁
𝑖=0

∇𝐿 (𝑥𝑖 , 𝑦𝑖 , 𝛽𝑖)ª®¬
2

. (5.16)

In this case 𝛿1,2 denote user-defined parameters to control the decay rates and correct for potential
biases before obtaining �̂�𝑖 as well as �̂�𝑖. Based on this, the final adjustment of any parameter is
specified via

𝛽 𝑓 = 𝛽𝑖 −
𝛼√︁
�̂�𝑖 + 𝜖

· �̂�𝑖 , (5.17)

where 𝜖 is a small positive constant to prevent dividing by zero.
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As discussed, all these optimisers make iterative adjustments to the model’s parameters. In most
cases, the minimum is not found after iterating just once over each individual sample or batch of a
dataset. Therefore, the dataset is scanned several times during training, with each complete iteration
being referred to as an epoch.

At this point. the attentive reader will already have noticed that the presented optimisation process
enables automatic adjustment of a NN’s weights and biases but does not constrain certain characteristics
such as the number of nodes and layers used. Similarly, neither the batch size nor the number of
iterated epochs are specified. Correctly choosing these parameters, known as hyperparameters, is
crucial for any NN and covered in the next section.

5.2 Neural network hyperparameter optimisation

In theory NNs are able to autonomously learn patterns of a dataset. Nonetheless, certain values, called
hyperparameters, must be set prior to the training process in order to achieve satisfactory results.
These hyperparameters cannot be changed during the learning process and are thus distinct in their
definition from the constantly updated weights and biases. The most common hyperparameters were
previously described: the number of layers and the number of nodes per layer, the activation functions
used, the number of epochs and the batch size. Their choice is highly problem-dependent and neither
trivial nor generalisable but crucial to obtain a well functioning model. As a consequence, a substantial
effort should be invested in optimising the hyperparameters.

Obviously, a metric is needed to determine a chosen set of set of hyperparameter’s performance. As
discussed in the previous section, an optimal choice of hyperparameters should enable the NN to find
a global minimum of the chosen loss function. When using the same dataset, a lower final loss value
is therefore an indicator for a more accurate prediction. In addition, its shape should show a decrease
over several epochs while remaining stable towards the end of the training. Nevertheless, the loss
function is only of limited use for comparing two trained NNs, as its concrete values do not allow an
easy and direct comparison. Consequently, another relevant metric to evaluate the predictive power of
a classifier is introduced in the following section.

5.2.1 Receiver operating characteristic

A binary classifier usually returns a continuous prediction in the interval [0, 1]. In the common
particle physics context, high values should be more likely to be signal events and vice versa.

Any arbitrary choice of threshold value based on this prediction output allows a sample to be
labelled as signal or background. For each specific choice of threshold, the false positive rate (FPR)

FPR =
False Positives

(False Positives + True Negatives) , (5.18)

and the true positive rate (TPR)

TPR =
True Positives

(True Positives + False Negatives) , (5.19)

can be derived. Varying this threshold within the response interval and calculating FPR and TPR for
each point results in an evaluation metric, known as the receiver operating characteristic (ROC) curve,
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as depicted in Figure 5.5. Evaluating and comparing different sets of hyperparameters is possible
through computing the area under the ROC curve (AUC). Perfect classification results in AUC = 1.0
while random decisions yield AUC = 0.5.
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Figure 5.5: Sketch of (a) the response curve of a binary classifier separating classes A and B and (b) the
corresponding ROC curve obtained by varying the depicted threshold value.

Thus, achieving a high AUC value based on training data, represents evidence for a good choice of
hyperparameters. However, it cannot provide any information about the network’s performance on
different datasets belonging to the same problem. In order to clarify this important generalisation
capability, a network therefore needs testing on an independent dataset, not used in the training. Two
common methods to realise such a test are covered in the next section.

5.2.2 Evaluating and optimising generalisation capability

Once a network is optimised, the final model should ideally be able to make predictions for unknown
data with similar characteristics as the training samples. To ensure this, the network is evaluated on an
independent dataset which was not used for optimisation. Primarily two approaches are used for this
task:

• In the first option, an existing dataset is divided into three subsets. The largest dataset serves as a
training dataset, when adjusting the model’s parameter. Secondly, a validation dataset is formed
to enable an unbiased comparison of different hyperparameter configurations. Finally, a model
with fixed hyperparameters is evaluated on the remaining test dataset to assess its generalisation.
The exact split between all three sets depends on the concrete use case.

• The second approach, named 𝑘-fold cross-validation, is often chosen when training on small
datasets. All available samples are randomly categorised into 𝑘 groups or folds. Now 𝑘 models
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are trained, whereby model number 𝑘 uses the 𝑘th fold as a test set, the (𝑘 + 1)th fold as
validation set and the remaining folds for training. This permutation ensures that each individual
sample is available for training 𝑘 − 2 models while representing a test or validation sample for
the remaining two models. The final results are often specified by the mean of all models. A
slightly adopted version of this method is utilised in Section 8.1.2.

Correct application of these methods allows clear identification of problems in a model. Arguably the
most common problem, known as overtraining, occurs especially in networks with a complexity not
justified by the dataset (e.g. small sample size). It is recognised by obtaining significantly better results
on training data when compared to test and validation data. An overtrained NN simply memorises
the whole training data while not learning the underlying patterns. Thus, it cannot make any reliable
predictions for independent datasets.

To prevent such overtraining, various regularisation options are available that can intervene in
the training process. One option, used in this thesis, relies on deactivating random nodes with a
user-defined probability during each training step. Deactivation corresponds to ignoring a node
during weight adjustments. This method is termed dropout [133]. The actual nodes, affected by this
deactivation, change after each iteration. As an outcome, reducing the overall co-adaptation between
certain nodes and decreasing the network’s focus on certain connections. Alternative countermeasures
are summarised in [134].

Nevertheless, there may be cases where overtraining cannot be completely avoided. An indicator
is the difference between training and validation loss, which should be monitored and compared
after each epoch. In case the validation loss increases, the training can be terminated using the early
stopping method before overtraining poses a problem. In order to eliminate the influence of statistical
fluctuations, the optimisation is usually only stopped when the loss deteriorates over a certain number
of epochs, referred to as patience.

5.2.3 Hyperparameter scans

The previous section discussed how the choice of hyperparameters affects a NN’s performance and how
the latter can be quantified. Finally, it remains to be clarified in which way the best hyperparameters
can be found.

While several different methods are available, this thesis utilises a slightly modified version of a
grid search to determine the optimal hyperparameters. This corresponds to firstly defining a subspace
of values in advance and then finding the optimum out of every possible combination. Obviously,
such a grid search is not only a resource-intensive but also a time-consuming process. But since
the individual combinations are independent, a parallelisation is feasible given sufficient computing
power. In this thesis, such a parallelisation is realised by making use of the BAF2 cluster [135]. A
more detailed description of the grid search along with a list of scanned parameters is provided in
Section 8.2.2.

5.3 Neural network based categorical classification

All previous sections made use of a simple binary classification example to introduce important ML
and NN concepts. However, the typical separation of signal and background in any particle physics
analysis does not quite match this example. The individual background processes are frequently very
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different allowing them to be not only separated from a signal but also from each other. Overall,
considering these additional classes can lead to an improved signal isolation.

In order to enable such a separation, a binary NN is extended to a categorical neural network
(CNN), which can theoretically separate any given number of classes. To set the CNN up, the number
of nodes in its output layer is chosen to match the number of classes. Additionally employing a
softmax activation function in this layer allows the prediction of a single node to be interpreted as the
probability of an event belonging a certain class.

The training and optimisation of a CNN is carried out by minimising the categorical cross-entropy

𝐿CCE = −
𝑁∑︁
𝑖=1

𝑦𝑖 log(𝑝𝑖) , (5.20)

where 𝑦𝑖 and 𝑝𝑖 denote true label and prediction for each of the 𝑁 classes. Once a model is trained,
the response of each individual output node can be used to generate an individual ROC curve. Such a
curve enables the separation between a single class and all others to be evaluated. The exact choice of
classes for the concrete application of CNNs in this thesis is discussed in Section 8.1.1.
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CHAPTER 6

Data and simulated Monte Carlo samples

All previous chapters of this thesis laid the foundation to understand the tH channel’s analysis. Not
only was the field of particle physics introduced, but in addition all crucial data analysis methods were
covered. Building on this, all subsequent chapters cover each individual analysis step in detail.

To begin with, this chapter is intended to provide a brief overview of the analysed dataset. First,
Section 6.1 describes the real data taken by the ATLAS detector, before Section 6.2 outlines the
simulation of all individual MC processes.

6.1 Data samples

The analysed dataset was recorded by ATLAS during LHC’s Run 2 at a centre-of-mass energy of√
𝑠 = 13 TeV. Selected events had to pass single-lepton triggers [136], i.e. contain at least one light

lepton candidate, as well as a variety of quality criteria. The latter ensured that collisions originated
from stable particle beams and were only collected if all individual detector modules performed
correctly. Data taking sequences that met these conditions are included in so called good-run lists,
summarised in [137].

All collision events available after applying these selections are presented in Table 6.1 for
each individual year and in total. Overall, these samples amount to an integrated luminosity of
𝐿int = (140.1 ± 1.2) fb−1 [138].

Table 6.1: Available data samples of each individual year and for the complete LHC Run 2. Integrated luminosity
Lint is given alongside the corresponding event count.

Year Number of events Lint [pb−1]

2015 220.58 × 106 3 244 ± 37
2016 1 057.84 × 106 33 400 ± 300
2017 1 340.80 × 106 44 630 ± 500
2018 1 716.77 × 106 58 790 ± 650

Combined 4 335.99 × 106 140 100 ± 1 200
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6.2 Simulated Monte Carlo samples

Besides real data, many steps of the analysis rely on the use of simulated MC events, introduced
in Section 4.4. Therefore, all relevant processes alongside technical aspects of their generation are
outlined in this section. Guided by the two tH signal processes, tHq and tWH, background processes
with a similar signature were simulated. This comprises, in addition to the major backgrounds listed
in Section 2.3, the following processes:

• Triboson production.

• Single top-quark 𝑠-channel production.

• The production of three (ttt/ttt) as well as four (tttt) top-quarks.

• Higgs-boson production via gluon-gluon fusion (ggH) and weak-boson fusion (qqH).

• Higgs-Strahlung, i.e. Higgs-boson production in association with W- (WH) and Z-bosons (ZH).

As discussed in Section 7.1.1, these additional backgrounds do not contribute significantly to the
analysis region but are still considered to ensure a good agreement between data and simulation. Other
processes are negligible as they are not expected to pass the preselection of the tH analysis. The
specifics of this preselection are discussed in Chapter 7.

The actual generation of the respective simulations was not part of this work. Instead, all MC
simulations were provided centrally by the ATLAS collaboration, which facilitates the analysis. If
possible, simulations that utilise the complete Geant4 detector response are chosen. However, for
processes where this full simulation is not available, as in the case of tHq and tWH events, the fast
simulation via Atlfast2 [117] is used instead.

In similar fashion, chosen event generators along with the tools to model parton showers are also
process-dependent. The resulting selection is summarised in Table 6.2 along with a specification of
each utilised PDF. A deep knowledge of how the individual generators work is not essential at all to
understand the presented analysis. Their listing simply serves the purpose of providing a complete
documentation and thereby eases potential reproducibility. Interested readers are referred to [139] for
more details.

Generating all these simulations is a very resource intensive procedure. Nevertheless, each analysis
benefits greatly when increasing the number of simulated events as statistical uncertainties are reduced.

In contrast, the second source of uncertainties, i.e. systematic uncertainties, is not reduced by simply
enhancing the MC event production as it introduces a one-sided trend or offset to a measurement.
These systematics can have a plethora of origins, be it uncertainties of certain theory parameters or
imperfections when modelling the detector. A correct measurement is only feasible if all of them are
properly taken into account.

One way to accomplish this is by assessing their effect through simply reweighting the MC events.
The uncertainty on Lint, for example, can be modelled by globally reweighting the nominal sample. As
an alternative, parameters that influence a process’ modelling are often varied within their uncertainties.
This way, additional samples which reflect the resulting effect are generated.

The exact definitions of systematic uncertainties are often highly technical and not directly
transferable to other experiments. Therefore, to not hinder the flow of reading, Appendix D provides a
summary of all individual systematic effects that are considered in the final parameter estimation.
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Table 6.2: Summary of all simulated signal and background event samples used in the tH analysis.

Process Generator Order (scheme) PDF set Parton shower PDF set (tune)

Signal

tHq MadGraph5_aMC@NLO 2.6.2 NLO (4FS) NNPDF3.0nlo nf4 Pythia 8.230 NNPDF2.3lo (A14 tune)
tWH MadGraph5_aMC@NLO 2.8.1 NLO (5FS, DR) NNPDF3.0nlo Pythia 8.245p3 NNPDF2.3lo (A14 tune)

Backgrounds

tt Powheg Box v2 NLO (5FS) NNPDF3.0nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
𝑉+jets Sherpa 2.2.1 NLO+LO NNPDF3.0nnlo - -
Diboson Sherpa 2.2.1-2 NLO+LO NNPDF3.0nnlo - -
Triboson Sherpa 2.2.2 NLO+LO NNPDF3.0nnlo - -
ttZ MadGraph5_aMC@NLO 2.3.3 NLO NNPDF3.0nlo Pythia 8.210 NNPDF2.3lo (A14 tune)
ttW Sherpa 2.2.10 NLO NNPDF3.0nnlo - -
ttH Powheg Box v2 NLO (5FS) NNPDF3.0nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
Single top-quark 𝑡-channel Powheg Box v2 NLO (4FS) NNPDF3.0nlo nf4 Pythia 8.230 NNPDF2.3lo (A14 tune)
tW Powheg Box v2 NLO (5FS, DR) NNPDF3.0nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
Single top-quark 𝑠-channel Powheg Box v2 NLO NNPDF3.0nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
tZq MadGraph5_aMC@NLO 2.3.3 NLO NNPDF3.0nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
tWZ MadGraph5_aMC@NLO 2.3.3 NLO NNPDF3.0nlo Pythia 8.212 NNPDF2.3lo (A14 tune)
ttt/ttt MadGraph5_aMC@NLO 2.2.2 NLO NNPDF3.1nlo Pythia 8.186 NNPDF2.3lo (A14 tune)
tttt MadGraph5_aMC@NLO 2.3.3 NLO NNPDF3.1nlo Pythia 8.230 NNPDF2.3lo (A14 tune)
ggH Powheg Box v2 NLO CT 10 Pythia 8.210 CTEQ 6L1 (AZNLO tune)
qqH Powheg Box v1 NLO CT 10 Pythia 8.186 CTEQ 6L1 (AZNLO tune)
WH Pythia 8.186 LO NNPDF2.3lo - -
ZH Pythia 8.186 LO NNPDF2.3lo - -
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Object definition and event selection

The previous chapter described the analysed dataset alongside the associated MC simulation. Directly
performing a parameter estimation with this dataset would not yield any statistically significant results.
The haystack that is searched for the needle, i.e. tH events, is simply too large. In order to reduce its
size, the initial step of this analysis aims to establish a general event preselection. Any preselection’s
foundation is a significant reduction of backgrounds while simultaneously requiring little to no change
to the signal acceptance. All chosen selection criteria along with the resulting background composition
are discussed in Section 7.1.

The final separation of signal and background events on top of this preselection, discussed in
Chapter 8, is ensured by NNs. In order to improve their discrimination power, it is advantageous to
reconstruct each event signature as accurately as possible. This implies that besides physics objects
measured in the detector, all important short-lived particles also need to be reconstructed. In case of
the tH channel focus was laid on reconstructing the Higgs-boson and the top-quark. The corresponding
methods are explained in the Section 7.2.

7.1 Event selection

The intention of this section is to introduce the general preselection for all subsequent analysis steps.
Each individual selection should be aimed at reducing the overall background contamination, i.e.
achieving a high background rejection. At the same time, the signal efficiency, i.e. the fraction of tH
events passing a certain selection, should remain close to one.

The most fundamental of these selections are motivated by considering the final state particles
present in tH (H → 𝜏𝜏) events (cf. Figure 2.16). As discussed in Section 2.3, this analysis focuses on
two orthogonal channels depending on the tau-lepton’s decay mode1. In each channel the following
requirements must be met:

• 2ℓ + 1𝜏had: one hadronic tau-lepton (𝜏had) must always be detected. In addition, exactly two
light leptons (2ℓ) are required. In tH events, one of them originates from the leptonic tau decay
(𝜏lep) while the second light lepton is expected to stem from the leptonic 𝑊-boson decay.

1 The decay mode involving two leptonic tau-leptons is not part of this work but analysed within the ATLAS collaboration,
as noted in Section 2.3.1.
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• 1ℓ + 2𝜏had: only events with exactly two 𝜏had are accepted. Just as in case of tH events in the
2ℓ + 1𝜏had channel, an additional light lepton arising from the 𝑊-boson decay is required.

Adding up tau-leptons and light leptons, each channel yields a total of three leptons. Out of those, the
one with the highest transverse momentum, known as the leading lepton, must fulfil 𝑝T > 27 GeV.
In case this lepton is a tau-lepton, the leading light lepton must also fulfil 𝑝T > 27 GeV. The
subleading lepton as well as the softest lepton must pass a slightly relaxed selection of 𝑝T > 20 GeV
and 𝑝T > 10 GeV, respectively.

In addition, between two and six jets are required to be reconstructed in each event. Out of those jets,
at least one but a maximum of two have to be 𝑏-jets, which pass the second strictest working point2 of
the DL1r-based jet flavour-tagging [94]. This working point corresponds to correctly tagging 77 % of
all b-jets in simulated tt events. All jets must fulfil 𝑝T > 20 GeV and |𝜂 | < 4.5 while b-jets are chosen
based on stricter selections, specified by 𝑝T > 20 GeV and |𝜂 | < 2.5. Furthermore, missing energy is
accepted in a range of 5 GeV < 𝐸miss

T < 800 GeV, since neutrinos are expected to be produced in the
leptonic decays of W-bosons and 𝜏lep.

Besides those requirements, certain quality criteria are imposed on the individual physics objects in
the final state. These criteria are designed to reduce the fraction of so-called “fake events”, i.e. events
with misidentified objects as discussed in Section 2.3.2. In the tH analysis, this includes both fake
light lepton and fake-𝜏 events. The most important associated conditions are listed in the following:

• Selected electron candidates must fulfil 𝑝T > 10 GeV and |𝜂 | < 2.47, excluding the interval
1.37 ≤ |𝜂 | < 1.52 (see Section 3.4.4). Furthermore, an electron not only has to pass the
tight identification working point [101] but also the tight isolation criteria [140]. In addition,
requirements to reduce electrons with misidentified charge and electrons originating from
𝛾-conversions are imposed [141, 142].

• Muons, that enter the analysis, must fulfil 𝑝T > 10 GeV and |𝜂 | < 2.5. Similar to electrons, the
tight isolation working point is chosen as well. However, the muon identification selection is
slightly more relaxed by requiring the respective medium working point [103].

• Hadronic tau-leptons have to fulfil 𝑝T > 20 GeV and |𝜂 | < 2.47. As for electrons the interval
1.37 ≤ |𝜂 | < 1.52 is excluded. The amount of jet-faking 𝜏had is reduced by requiring each
candidate to pass the medium RNN based working point [96].

The combination of all mentioned selections is referred to as the tight preselection. However, for the
purpose of estimating fake events, as discussed in Chapter 9, a second slightly less strict selection is
introduced. In this loose preselection region, light leptons and 𝜏had are only required to pass their
respective loose working points. Since all other selections remain unchanged, events passing the tight
preselection form a subset of the loose region. As a result, the loose region contains significantly
more events than the tight preselection region. This way, statistical uncertainties can be reduced when
performing a fake estimation, covered in Chapter 9. To provide a clear overview, the differences
between both selections are summarised in Table 7.1.

The definition of these selections is a prerequisite to this analysis and not the main topic of this
thesis. A detailed discussion on concrete threshold values can be found in [143]. However, the specific
2 A working point defines a certain threshold based on a decision criterion such as the response of the RNNs in case of
𝜏had candidates. Usually, several working points are provided, commonly labelled as tight, medium and loose in order of
decreasing strictness.
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adjustments such as discarding events with more than three leptons are exclusive to the presented
analysis.

Applying the tight selection results in an expected signal-to-background ratio (𝑆/𝐵) of roughly
1.6 × 10−3 in case of the 1ℓ+2𝜏had channel. In contrast, the 2ℓ+1𝜏had channel yields 𝑆/𝐵 ≈ 4.2×10−4,
which is an order of magnitude lower. To still perform a statistically significant parameter estimation,
the 2ℓ + 1𝜏had channel is further split up based on the light leptons’ electric charge as follows:

• 2ℓ OS+ 1𝜏had: both light leptons are required to have an opposite sign (OS) electric charge. The
light lepton with opposite sign charge compared to the 𝜏had is associated with the Higgs-boson
decay (ℓHiggs). The remaining light lepton is expected to arise from the top-quark decay (ℓtop).

• 2ℓ SS + 1𝜏had: both light leptons carry a same sign (SS) electric charge. In this case, the
assignment is not trivial and therefore ensured by a BDT-based3 classifier, optimised on MC
simulations. Initially, MC truth information is exploited to correctly assign the reconstructed
leptons to the Higgs-boson or the top-quark. Using the resulting labelled dataset the BDT
classifier can be trained on a set of highly discriminative variables. Cutting on the final
classifier’s response allows correct assignment in approximately 88 % of all cases [145].

This charge-based division results in a drastic reduction of most dominant backgrounds in case of the
2ℓ SS + 1𝜏had channel and consequently enables an improved measurement.

As an outcome, three distinct channels are available for analysis at this point. Initially, their
background compositions are estimated via MC simulation as discussed in the next section.

Table 7.1: Selection requirements imposed on light leptons and 𝜏had in order to enter the loose or tight
preselection region. The region 1.37 ≤ |𝜂 | < 1.52 is excluded for electrons and 𝜏had in both selections.

Physics object Electron (𝑒) Muon (𝜇) Hadronic tau (𝜏had)

Preselection Loose Tight Loose Tight Loose Tight

𝑝T > 10 GeV > 10 GeV > 20 GeV
|𝜂 | < 2.5 < 2.47 < 2.47

Identification working point Loose Tight Loose Medium Loose Medium
Isolation working point Loose Tight Loose Tight - -

7.1.1 Preselection composition

This section is intended to provide an overview of the expected channel compositions after applying
the loose or tight selection. All results based on MC simulations are displayed in Tables 7.2 to 7.4.
The raw number of available MC events is shown in addition to the important weighted contribution of
each process. All background processes that contribute less than one weighted event in the respective
channel’s tight preselection region are merged in a single “minor backgrounds” category. Depending
on the channel, this results in the following merging:

3 Boosted decision trees (BDTs), just like NNs, represent a branch of ML algorithms which can be utilised to tackle
classification problems. See [144] for an introduction.
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• 1ℓ + 2𝜏had minor backgrounds: triboson, single top 𝑠-channel, ttt/ttt, tttt as well as the Higgs
production modes ggH, qqH, WH and ZH.

• 2ℓ SS + 1𝜏had minor backgrounds: triboson, single top 𝑠- and 𝑡-channel, ttt/ttt, tttt as well as
the Higgs production modes ggH, qqH, WH and ZH.

• 2ℓ OS+1𝜏had minor backgrounds: triboson, single top 𝑠- and 𝑡-channel, ttt/ttt, tttt and W + jets
events.

For better visualisation, the composition of all channels is also shown in Figures 7.1 to 7.3, with each
individual process ranked according to its relative contribution.

Generally, all three channels show a distinct composition. The 1ℓ + 2𝜏had channel consists almost
exclusively of tt events. In the case of the 2ℓ OS + 1𝜏had channel, the most dominant backgrounds
are likewise tt events with the addition of Z + jets events. In contrast, the 2ℓ SS + 1𝜏had preselection
region is formed by a variety of processes, while Z + jets events are almost not present at all. Since the
latter are expected to produce two opposite sign leptons, this reduction is a direct effect of the applied
charge requirement. This reduction is also reflected when assessing the signal-to-background ratio
as well as the signal significance (𝑆/√𝐵), summarised in Table 7.5. Consequently, the 2ℓ SS + 1𝜏had
channel’s tight region with 𝑆/√𝐵 ≈ 1.6× 10−1 offers the highest signal significance of all listed options.
The lowest significance is obtained for both regions of the 2ℓ OS + 1𝜏had channel. However, at the
same time this channel provides by far the most events, which greatly reduces statistical uncertainty
when performing any parameter estimation.

Before reaching the end of this section, it is important to note that the presented lists of individual
processes do not differentiate between prompt events and fake events. The latter category includes
all events with at least one fake lepton, be it a light lepton or a 𝜏had. As an example, one can
consider the tt process, as displayed in Figure 2.18(g). In its final state only two prompt leptons
from the leptonic W-boson decays should be present. Therefore, no tt event should meet the required
preselection criteria. Nevertheless, additional fake leptons cause tt events to represent the dominant
background across the entire analysis. Consequently, a correct estimation of fake contributions is of
great importance when studying the tH process. The actual estimation methods chosen in this thesis
are thoroughly explained in Chapter 9.
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1` + 2τhad

tt̄ 77.18%

Z+jets 5.37%

W+jets 4.33%

tW 3.55%

tt̄H 2.48%

tt̄Z 2.14%

Diboson 1.93%

tZq 0.96%

tt̄W 0.95%

t-channel 0.44%

tWZ 0.31%

tH 0.29%

Minor bkgs. 0.06%

Figure 7.1: Expected tight preselection region composition in the 1ℓ + 2𝜏had channel. All processes are ordered
by relative contribution.

2` SS + 1τhad

tt̄W 28.20%

tt̄ 21.76%

tt̄H 16.17%

tt̄Z 13.89%

Diboson 7.88%

tZq 4.17%

tWZ 1.85%

tH 1.49%

W+jets 1.37%

tW 1.18%

Minor bkgs. 1.06%

Z+jets 0.97%

Figure 7.2: Expected tight preselection region composition in the 2ℓ SS + 1𝜏had channel. All processes are
ordered by relative contribution.
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2` OS + 1τhad

tt̄ 49.04%

Z+jets 44.48%

tW 2.28%

Diboson 1.51%

tt̄Z 1.05%

tt̄W 0.63%

tt̄H 0.41%

tZq 0.31%

tWZ 0.15%

Other Higgs 0.10%

tH 0.03%

Minor bkgs. 0.03%

Figure 7.3: Expected tight preselection region composition in the 2ℓ OS + 1𝜏had channel. All processes are
ordered by relative contribution.

Table 7.2: Expected raw and weighted yields in the 1ℓ + 2𝜏had channel’s loose and tight preselection regions.

1ℓ + 2𝜏had Loose preselection Tight preselection

Process Raw yields Weighted yields Raw yields Weighted yields

tHq 55 760 ± 240 3.022 ± 0.025 38 500 ± 200 2.078 ± 0.026
tWH 1 683 ± 41 1.298 ± 0.011 1 186 ± 34 0.907 ± 0.011
tWZ 51 170 ± 230 4.53 ± 0.04 36 180 ± 190 3.20 ± 0.04
tt 16 700 ± 130 2 047 ± 17 6 477 ± 80 791 ± 10
ttW 6 162 ± 78 17.42 ± 0.15 3 436 ± 59 9.76 ± 0.12
ttZ 14 770 ± 120 32.12 ± 0.27 10 400 ± 100 21.97 ± 0.28
ttH 44 710 ± 210 36.56 ± 0.31 30 880 ± 180 25.39 ± 0.32
tZq 87 930 ± 300 14.14 ± 0.12 61 120 ± 250 9.87 ± 0.12
tW 925 ± 30 106.7 ± 0.9 312 ± 18 36.4 ± 0.5
Z + jets 20 410 ± 140 159.6 ± 1.3 7 030 ± 84 55.1 ± 0.7
𝑡-channel 423 ± 21 18.03 ± 0.15 103 ± 10 4.49 ± 0.06
W + jets 3 873 ± 62 172.4 ± 1.4 1 099 ± 33 44.4 ± 0.6
Diboson 8 678 ± 93 32.73 ± 0.27 5 880 ± 77 19.78 ± 0.25
Minor bkg. 1 617 ± 40 2.847 ± 0.024 1 123 ± 34 0.612 ± 0.008

Total 314 800 ± 561 2 648 ± 22 203 700 ± 451 1 025 ± 13

Data 2 710 1 006
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Table 7.3: Expected raw and weighted yields in the 2ℓ SS + 1𝜏had channel’s loose and tight preselection regions.

2ℓ SS + 1𝜏had Loose preselection Tight preselection

Process Raw yields Weighted yields Raw yields Weighted yields

tHq 40 220 ± 200 2.125 ± 0.013 20 160 ± 140 1.081 ± 0.022
tWH 1 457 ± 38 1.157 ± 0.007 672 ± 26 0.531 ± 0.011
tWZ 41 740 ± 200 3.640 ± 0.023 23 110 ± 150 1.99 ± 0.04
tt 24 610 ± 160 3 042 ± 19 204 ± 14 23.5 ± 0.5
ttW 20 770 ± 140 57.2 ± 0.4 10 970 ± 100 30.4 ± 0.6
ttZ 18 830 ± 140 32.84 ± 0.21 9 424 ± 97 15.00 ± 0.31
ttH 55 080 ± 240 37.20 ± 0.23 25 600 ± 160 17.5 ± 0.4
tZq 57 540 ± 240 8.73 ± 0.05 29 690 ± 170 4.50 ± 0.09
tW 836 ± 29 100.0 ± 0.6 11 ± 3 1.270 ± 0.026
Z + jets 9 328 ± 97 48.69 ± 0.31 253 ± 16 1.050 ± 0.022
W + jets 1 658 ± 41 44.70 ± 0.28 10 ± 3 1.483 ± 0.003
Diboson 6 168 ± 79 20.39 ± 0.13 3 096 ± 56 8.51 ± 0.17
Minor bkg. 6 963 ± 83 24.17 ± 0.15 3 496 ± 59 1.143 ± 0.023

Total 285 200 ± 534 3 423 ± 22 126 700 ± 356 107.9 ± 2.2

Data 3 025 92

Table 7.4: Expected raw and weighted yields in the 2ℓ OS + 1𝜏had channel’s loose and tight preselection regions.

2ℓ OS + 1𝜏had Loose preselection Tight preselection

Process Raw yields Weighted yields Raw yields Weighted yields

tHq 61 430 ± 250 3.342 ± 0.011 29 680 ± 170 1.668 ± 0.008
tWH 3 482 ± 59 2.741 ± 0.009 1 714 ± 41 1.370 ± 0.007
tWZ 294 620 ± 540 26.15 ± 0.08 176 890 ± 420 15.67 ± 0.07
tt 136 960 ± 370 16 800 ± 50 4 350 ± 66 5 291 ± 25
ttW 46 188 ± 220 127.0 ± 0.4 24 550 ± 160 67.63 ± 0.32
ttZ 134 570 ± 370 205.2 ± 0.7 77 980 ± 280 113.0 ± 0.5
ttH 176 970 ± 420 88.41 ± 0.29 92 980 ± 300 44.64 ± 0.21
tZq 365 490 ± 600 54.86 ± 0.18 222 070 ± 470 33.67 ± 0.16
tW 6 493 ± 81 748.1 ± 2.4 2 118 ± 46 246.1 ± 1.2
Z + jets 1 291 400 ± 1 100 13 930 ± 50 495 300 ± 700 4 799 ± 23
Diboson 84 360 ± 290 357.5 ± 1.2 47 650 ± 220 162.8 ± 0.8
Other Higgs 45 ± 7 18.48 ± 0.06 24 ± 5 10.37 ± 0.05
Minor bkg. 19 300 ± 140 121.1 ± 0.4 8 421 ± 92 2.724 ± 0.013

Total 2 621 300 ± 1 600 32 490 ± 110 1 222 400 ± 1 100 10 790 ± 52

Data 30 459 10 060
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Table 7.5: Expected number of signal events 𝑆, signal-to-background ratio 𝑆/𝐵 and signal significance 𝑆/√𝐵 for
all three channels in the loose and tight preselection regions.

Channel 1ℓ + 2𝜏had 2ℓ SS + 1𝜏had 2ℓ OS + 1𝜏had

Preselection Loose Tight Loose Tight Loose Tight

𝑆 4.3 3.0 3.3 1.6 6.1 3.0
𝑆/𝐵 1.6 × 10−3 2.9 × 10−3 1.0 × 10−3 1.5 × 10−2 0.2 × 10−3 0.3 × 10−3

𝑆/√𝐵 8.4 × 10−2 9.3 × 10−2 5.6 × 10−2 1.6 × 10−1 3.4 × 10−2 2.9 × 10−2

7.2 Object reconstruction

As shown in the previous section, tH events only represent a minor contribution to all preselection
regions. Given the low cross-section predicted by the Standard Model, this is to be expected. However,
the high share of backgrounds ultimately impedes a significant measurement of the tH signal strength.
The subsequent Chapter 8 addresses this issue by discussing the optimisation of CNNs to further
enhance separation between signal and background processes.

To enable and support this separation, usage of input variables that properly characterise a given
process is essential. First of all, this encompasses all final states in the detector. In addition, information
about short-lived objects can offer valuable insights when trying to tell apart signal and background
events. However, such objects decay before reaching the first layers of the ATLAS detector. This
results in their reconstruction being highly non-trivial and only indirectly possible via the measurement
and correct assignment of their decay products. In case of tH events, the Higgs-boson and the
top-quark represent two such important short-lived objects. Sophisticated methods that allow and
improve their reconstruction are subject of the following sections.

7.2.1 Reconstructing the top-quark

The most straightforward approach to reconstruct the top-quark is based on simply adding the Lorentz
vectors4 of all its visible decay products. Presuming that the top-quark decays into a bottom-quark
and the radiated W-boson decays leptonically, one ends up with just two visible decay products in
the detector. These correspond to a b-jet and the light lepton associated with the W-boson decay ℓtop.
Assuming that the leading b-jet originates from the top-quark decay, this yields

𝑝top = 𝑝lead. b-jet + 𝑝ℓtop
, (7.1)

where 𝑝 denotes a particle’s Lorentz vector.
In this simple reconstruction, the neutrino 𝜈top arising from the leptonic𝑊-boson decay is completely

ignored. This obviously affects the reconstruction’s precision. To address this shortcoming, a second
reconstruction method, based on MC truth studies presented in [146], is carried out. This method
allows an approximate reconstruction of the neutrino’s kinematics by exploiting correlations with other
decay products. The complete procedure relies on the assumption, that the total missing transverse

4 Lorentz vectors are four-vectors that play an important role when studying particle collisions and decays. A brief
explanation is provided in Appendix B.
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momentum in tH events is exclusively caused by neutrinos, present in the Higgs-boson and top-quark
decays.

On this basis, correlations between all involved particles are investigated on MC truth level. These
studies indicate a correlation between the kinematics of the light lepton and the neutrino, as visualised
in Figure 7.4. Utilising these correlations

𝑝T, 𝜈top
=

1 615.98 GeV2

𝑝T, ℓtop

, (7.2)

and

𝜙𝜈top
= 𝜙ℓtop

± 𝜋

2
, (7.3)

can be derived. The ambiguity in Equation (7.3) can be resolved by additionally considering
correlations between the neutrino and the leading b-jet via

𝜙𝜈top
=

{
𝜙ℓtop

+ 𝜋
2 , 𝜙lead. b-jet − 𝜙ℓtop

< 0 ,
𝜙ℓtop

− 𝜋
2 , 𝜙lead. b-jet − 𝜙ℓtop

≥ 0 .
(7.4)

These approximations allow the W-boson to be reconstructed by adding the neutrino and the light
lepton. Lastly, the top-quark is obtained by combining the W-boson along with the leading b-jet.

As a comparison, the resulting top-quark mass for 1ℓ + 2𝜏had events is shown in Figure 7.5 for both
reconstruction methods. The more sophisticated second method clearly provides results closer to the
expected top-quark mass of 𝑚t = 172.57 GeV. At the same time, modelling of the distribution’s tails
along with the width is improved.

(a) (b)

Figure 7.4: Correlations between (a) 𝑝T, 𝜈top
and 𝑝T, ℓtop

as well as (b) 𝜙𝜈top
and 𝜙ℓtop

observed using MC truth
information in the 2ℓ OS + 1𝜏had channel. In [146] fits were performed on both distributions which result in
Equation (7.2) and Equation (7.3) [143].
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Figure 7.5: Results of both top-quark reconstruction methods for tH events in the 1ℓ + 2𝜏had channel. The
mass reconstructed using the visible decay products is denoted by 𝑚vis.

t while 𝑚
reco. 𝜈
t represents the more

sophisticated reconstruction based on truth studies. The correct top-quark mass 𝑚𝑡 is indicated.

7.2.2 Reconstructing the Higgs-boson

The second short-lived particle to be reconstructed is the Higgs-boson. Depending on the channel a
decay into two 𝜏had or one 𝜏had and one 𝜏lep has to be considered. In both cases at least two neutrinos
are present, making the reconstruction non-trivial. A first approach can be carried out analogously to
the top-quark reconstruction. Again, adding the visible decay products while completely ignoring
neutrinos yields

𝑝Higgs, 1ℓ + 2𝜏had
= 𝑝lead. 𝜏had

+ 𝑝sublead. 𝜏had
, (7.5)

𝑝Higgs, 2ℓ + 1𝜏had
= 𝑝𝜏had

+ 𝑝ℓHiggs
. (7.6)

The result only provides a rough estimate, which is why a second improved method based on the
missing mass calculator (MMC) [147] is utilised. The MMC was developed to reconstruct the invariant
mass of resonances decaying into two tau-leptons, such as the Z- and Higgs-boson.

It relies on the assumption that the resonance mass is significantly greater than that of its decay
products. As a result, each tau-lepton and its own decay products, are collimated. The MMC takes
this condition into account but compared to other reconstruction methods also allows for similar albeit
not identical flight directions of all decay products [148]. These prerequisites enable a system of
underdetermined equations to be set up. Even if no exact analytical solution can be found, additional
kinematic information, such as the distance Δ𝑅 between all decay products, help to distinguish between
likely and unlikely solutions [147]. Internally, the most probable solution, yielding a mass estimate, is
found by likelihood maximisation.

In addition to the Higgs-boson’s visible decay products, i.e. leading and subleading 𝜏had or 𝜏had and
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ℓHiggs, the MMC also requires 𝐸miss
T as an input. Since the method expects that 𝐸miss

T is entirely allocated
to the neutrinos produced during the Higgs-boson’s decay, the previously derived contribution from
𝜈top must be subtracted. The resulting Higgs-boson mass is shown in Figure 7.6 for both reconstruction
methods. As expected, a determination via the MMC provides a more accurate estimate.
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Figure 7.6: Results of both Higgs-boson reconstruction methods for tH events in the 1ℓ + 2𝜏had channel. The
mass reconstructed using the visible decay products is denoted by 𝑚vis.

H while 𝑚MMC
H represents the more

sophisticated reconstruction based on the MMC. The correct Higgs-boson mass 𝑚H is indicated.

91





CHAPTER 8

Multivariate signal and background separation

The tH cross-section, as predicted by the Standard Model, is orders of magnitude lower than that
of most individual background processes. As a consequence, the tight preselection, presented in
Chapter 7, forms an essential foundation to perform a significant measurement. However, since
the resulting signal-to-background ratio of around 2 % still remains quite low, this selection is not
considered to be sufficient. Therefore, this chapter presents an approach to improve separation between
signal and background events by relying on CNNs, introduced in Chapter 5.

The final cross-section estimation, discussed in Chapter 10, is based on a binned profile likelihood
fit. Thus, the objective of an improved separation is not necessarily to define a completely new and
improved analysis region. Rather, the networks’ response should correspond to a variable which
provides an optimal discrimination between signal and background events in the tight preselection
region. An adequately binned fit, performed on this variable, can then exploit resulting bins with a
greatly increased signal significance. This enables a more sensitive evaluation, less influenced by
background processes.

To begin with, Section 8.1 outlines the general strategy as well as the chosen CNN design.
Subsequently, Section 8.2 discusses the optimisation of each individual network. This concerns not
only the choice of input variables but also the optimisation of all crucial network hyperparameters.
Finally, Section 8.3 concludes with an evaluation of the final networks’ performance.

The described method builds on and modifies the studies documented in [149]. Throughout
the chapter, reference is made to this previous optimisation in order to emphasise differences and
similarities.

8.1 Neural network design and training strategy

Generally, the selection described in Chapter 7 results in three distinct channels. Given the different
background compositions, an individual optimisation of the signal isolation in each channel is justified.
However, as the 2ℓ OS + 1𝜏had channel’s expected signal significance is substantially lower compared
to the other two channels, an independent cross-section estimation is not performed in this region.
As a consequence, the analysis is not expected to benefit from an enhanced signal and background
separation in this channel. Thus, in contrast to [149], only two NNs need to be trained, one in the
1ℓ + 2𝜏had channel and one in the 2ℓ SS + 1𝜏had channel. Their general design and setup are explained
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in the following sections.

8.1.1 Choice of categories

Both remaining channels, 1ℓ + 2𝜏had and 2ℓ SS + 1𝜏had, do not exclusively consist of just a single
background or a set of similar backgrounds. To reflect this complex composition CNNs are employed
instead of binary NNs. By using a CNN’s response, every individual event is assigned a probability of
belonging to a certain category.

The exact definition of categories, i.e. the number of output nodes, is motivated as follows: the
obvious choice is that of a signal, i.e. tH category in both channels. The CNN’s response regarding
this category, termed NNtH , thus represents the networks confidence for an event to be a signal event.

What remains is the non-trivial split of background processes into different categories. Firstly, it is
not to be expected that each individual background process can be easily distinguished by any trained
network. Otherwise, suitable selections would have already been introduced in Chapter 7. In addition,
it has to be borne in mind that the entire optimisation relies on a labelled dataset. This is realised by
carrying out the training on the basis of MC simulations. Consequently, a sufficiently large simulation
sample size is required for each process to obtain a generalised classification and minimise the risk
of overtraining. Validating the raw event yields listed in Table 7.2 and Table 7.3 indicates that this
is not a given for every process. For instance, only eleven unweighted tW events are available after
applying the tight preselection in the 2ℓ SS + 1𝜏had channel. Therefore, an overly fine splitting is not
justified and might even lead to a decrease in performance. This is also supported by previous studies
performed in the 2ℓ OS + 1𝜏had channel, as summarised in [150].

Taking these restrictions into account, various sets of background categories (see Figures 7.1 to 7.3)
are tested. The best results are achieved with the categorisation given below:

• 1ℓ + 2𝜏had channel: besides the signal category, the tt process, being the dominant background,
is assigned its own category. All remaining backgrounds are grouped into a third category. The
corresponding CNN responses are termed NNtH , NNtt and NNbackground.

• 2ℓ SS + 1𝜏had channel: in contrast to the 1ℓ + 2𝜏had channel, the 2ℓ SS + 1𝜏had events are not
dominated by a single background. Nonetheless, the best results are obtained by again using
three categories. The first two are a signal category (NNtH) and a combination of tt, ttH, ttZ and
ttW events (NNtt + tt𝑋). The third category and the corresponding CNN response NNbackground,
are formed by all remaining processes in analogy to the 1ℓ + 2𝜏had channel.

To summarise, two CNNs with three categories each are used for the following analysis. In the
remainder of this section, the division of all datasets utilised for their training and evaluation is
discussed.

8.1.2 Splitting the input data

The division of datasets into training and evaluation sets prior to optimising the CNNs represents
a major difference compared to the previous optimisation. In order to understand the chosen split,
it is necessary to first consider the conventional use case of NNs, employed to solve classification
problems: both training and evaluation of a model are performed on an existing labelled dataset. Once
the optimisation is carried out, a NN is supposed to provide predictions for new, previously unseen
data. Consequently, the initially used labelled dataset is no longer relevant.
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Conversely, the discussed particle physics use case represents a different scenario: MC simulations,
i.e. the labelled data, used during training, also play an important role in the signal strength estimation.
To avoid introducing bias, simulations that have already been used to optimise a network should
not be predicted on by the same network. If, under this condition, the standard three-way split (see
Section 5.2.2) into a training, validation and test set is chosen, only the test dataset can be predicted on
as it is held back during the optimisation. Therefore, only this dataset’s events will be available in a
subsequent parameter estimation. Since the number of simulated MC events is limited, this approach
poses a problem by leading to an increased statistical uncertainty.

To overcome this issue, all CNNs trained in this thesis rely on the 𝑘-fold cross-validation method
(introduced in Section 5.2.2), as opposed to the previous optimisation. The available dataset is split
into five folds, i.e. five independent models are formed and optimised per channel. Each individual
model receives three folds’ events in training. The remaining two folds along with their associated
events are available for validation and testing/prediction, respectively. When assigning a set of folds to
each model different permutations are exploited. This way it is ensured that no model predicts on test
samples used in its own training. The division is schematically depicted in Figure 8.1 and allows the
complete dataset to be used in training and validation while still obtaining an unbiased prediction
through the test fold.

Individual events are allocated to each fold by performing Euclidean division based on their event
number. This number is generated directly during the simulation and is unique for each event of a
certain process. Rerunning the simulation with different theory parameters (see Section 6.2) will
generate events with different kinematics and yet identical event numbers. Accordingly, each fold
fulfils the following conditions:

• Each fold is formed by approximately the same number of events.

• Any fold’s relative composition regarding different processes mirrors the tight preselection’s
composition, i.e. the entirety of all folds.

• Any nominal MC event and its counterpart found in an alternative sample, generated to estimate
systematic uncertainties, end up in the same fold. This ensures that both are predicted by the
identical model.

Ultimately, relying on this method guarantees that statistical uncertainties are kept low without
introducing any bias in the prediction.

8.2 Neural network optimisation

Having determined the number of categories, this section outlines the general optimisation of both
channels’ CNNs. Initially, the selection of an ideal input variable set is discussed. Based on these
inputs, tuning and evaluation of different hyperparameter settings is carried out.

8.2.1 Input variables

In theory, a NN is able to represent any linear or non-linear function that maps a selection of inputs
to a target. However, such a mapping can only be successful if the input variables contain enough
information to correctly map to the target. As an example, an attempt to predict the development or
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Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Fold 1 Fold 2 Fold 3 Fold 4 Fold 5

Model 1

Training Validation Prediction

Model 5

Model 2

Figure 8.1: Schematic illustration showing the mapping of all folds to the five independent CNNs models. Each
model uses different sets of folds in training, validation and testing. Here, the test folds are referred to as
prediction folds. Only their predictions are unbiased and thus available in a parameter estimation.

value of any given share price on the basis of its history is doomed to fail. The history simply does not
contain sufficient information to forecast future developments.

Therefore, the concrete choice of input variables is crucial in order to obtain a well performing
network. The naive approach in the actual use case corresponds to simply utilising all reconstructed
variables to provide as much information as possible. However, just like a lack of information, this
abundance of inputs might also limit a model’s predictive capability. This phenomenon, often termed
the “curse of dimensionality”, can be explained by considering the increasingly sparse distribution
of data points in a high-dimensional space. This situation hinders the identification of relevant
correlations and meaningful patterns. Thus, optimising a NN on too many inputs, partially with
redundant information, often results in longer training times and poor generalisation.

Respecting these conditions, the input variable set should be as small as possible, while still
accurately describing the signature of signal and background processes. The corresponding selection
procedure was carried out in analogy to the previous optimisation. First, kinematic information of the
final states is used. This includes the 𝜏had, the light leptons’ signature, as well as the leading jet and
the leading b-jet. In addition, the quantification of missing transverse energy 𝐸miss

T is added to the list
of inputs. Furthermore, knowledge on the Higgs-boson and the top-quark, such as the MMC’s mass
estimate derived in Section 7.2, is fed to the CNNs.

The resulting set of variables accompanied by their concrete definition is summarised in Table 8.1
for the 1ℓ + 2𝜏had channel and in Table 8.2 for the 2ℓ SS+ 1𝜏had channel. Their respective distributions
are displayed in Appendix E. As these variable sets match those of the previous optimisation, a direct
comparison of both approaches is facilitated.
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An additional supporting study, testing a reduced number of inputs, was conducted in [149]. For
this purpose, a set of Lorentz invariant variables was used. In theory, these variables are sufficient to
fully describe the entire process. To test the contrary case, results with larger input variable sets are
also investigated as part of this work. Particular focus is placed on tests with an increased amount of
jet kinematics to characterise each event’s final state more precisely. These tests, as well as the studies
in [149] are unable to show improvements with respect to the input sets given in Tables 8.1 and 8.2,
and consequently not pursued further.

Table 8.1: Input variables used during training of a CNN in the 1ℓ + 2𝜏had channel.

Variable name Description

𝜂forward jet Pseudorapidity of the forward jet
𝑝T, forward jet Transverse momentum of the forward jet
𝜙forward jet Azimuthal angle of the forward jet
𝜂lead. b-jet Pseudorapidity of the leading b-jet
𝑝T, lead. b-jet Transverse momentum of the leading b-jet
𝜙lead. b-jet Azimuthal angle of the leading b-jet
𝜂lead. jet Pseudorapidity of the leading jet
𝑝T, lead. jet Transverse momentum of the leading jet
𝜙lead. jet Azimuthal angle of the leading jet
𝐸lead. 𝜏had

Energy of the leading 𝜏had
𝜂lead. 𝜏had

Pseudorapidity of the leading 𝜏had
𝑝T, lead. 𝜏had

Transverse momentum of the leading 𝜏had
𝜙lead. 𝜏had

Azimuthal angle of the leading 𝜏had
𝐸sublead. 𝜏had

Energy of the subleading 𝜏had
𝜂sublead. 𝜏had

Pseudorapidity of the subleading 𝜏had
𝑝T, sublead. 𝜏had

Transverse momentum of the subleading 𝜏had
𝜙sublead. 𝜏had

Azimuthal angle of the subleading 𝜏had
𝐸ℓtop

Energy of the light lepton associated to the top-quark ℓtop
𝜂ℓtop

Pseudorapidity of the light lepton associated to the top-quark ℓtop
𝑝T, ℓtop

Transverse momentum of the light lepton associated to the top-quark ℓtop
𝜙ℓtop

Azimuthal angle of the light lepton associated to the top-quark ℓtop

𝐸miss
T Missing transverse energy

MMCOut MMC Higgs mass estimation
𝜂visible. Higgs Pseudorapidity of the Lorentz vector sum of both 𝜏had
𝑝T, visible Higgs Transverse momentum of the Lorentz vector sum of both 𝜏had
𝜂visible. top Pseudorapidity of the visible top-quark decay products’ Lorentz vector sum
𝑝T, visible top Transverse momentum of the visible top-quark decay products’ Lorentz vector sum
𝑀lead. b-jet + forward jet Mass of the Lorentz vector sum of the leading b-jet and the forward jet
𝐻T Total transverse energy
Δ𝑅lead. 𝜏had, sublead. 𝜏had

Δ𝑅 of both 𝜏had
Δ𝜙lead. 𝜏had, sublead. 𝜏had

Δ𝜙 of both 𝜏had
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Table 8.2: Input variables used during training of a CNN in the 2ℓ SS + 1𝜏had channel.

Variable name Description

𝜂forward jet Pseudorapidity of the forward jet
𝑝T, forward jet Transverse momentum of the forward jet
𝜙forward jet Azimuthal angle of the forward jet
𝜂lead. b-jet Pseudorapidity of the leading b-jet
𝑝T, lead. b-jet Transverse momentum of the leading b-jet
𝜙lead. b-jet Azimuthal angle of the leading b-jet
𝜂lead. jet Pseudorapidity of the leading jet
𝑝T, lead. jet Transverse momentum of the leading jet
𝜙lead. jet Azimuthal angle of the leading jet
𝜂𝜏had

Pseudorapidity of the leading 𝜏had
𝑝T, 𝜏had

Transverse momentum of the leading 𝜏had
𝜙𝜏had

Azimuthal angle of the leading 𝜏had
𝜂ℓHiggs

Pseudorapidity of the lepton associated to the Higgs-boson ℓHiggs
𝑝T, ℓHiggs

Transverse momentum of the lepton associated to the Higgs-boson ℓHiggs
𝜙ℓHiggs

Azimuthal angle of the lepton associated to the Higgs-boson ℓHiggs
𝜂ℓtop

Pseudorapidity of the lepton associated to the top-quark ℓtop
𝑝T, ℓtop

Transverse momentum of the lepton associated to the top-quark ℓtop
𝜙ℓtop

Azimuthal angle of the lepton associated to the top-quark ℓtop

𝐸miss
T Missing transverse energy

MMCOut MMC Higgs mass estimation
𝜂visible. Higgs Pseudorapidity of the Lorentz vector sum of ℓHiggs and 𝜏had
𝑝T, visible Higgs Transverse momentum of the Lorentz vector sum of ℓHiggs and 𝜏had
𝜂visible. top Pseudorapidity of the visible top-quark decay products’ Lorentz vector sum
𝑝T, visible top Transverse momentum of the visible top-quark decay products’ Lorentz vector sum
𝑀visible top Mass of the visible top-quark decay products’ Lorentz vector sum
𝑀lead. b-jet + forward jet Mass of the Lorentz vector sum of the leading b-jet and the forward jet
𝐻T Total transverse energy
Δ𝜙𝜏had, ℓHiggs

Δ𝑅 of ℓHiggs and 𝜏had
Δ𝑅𝜏had, ℓHiggs

Δ𝜙 of ℓHiggs and 𝜏had
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8.2.2 Hyperparameter optimisation

The previous results were obtained by CNNs with an optimised set of hyperparameters. Since the
models utilised in this thesis rely on identical input variables and share the same output categories, the
hyperparameters of the previous optimisation are expected to already form a solid starting point. Their
original optimisation was conducted via an iterative “evolutionary approach” [149]: first, CNNs were
initialised with hyperparameters randomly selected from a predefined range of values. Once trained,
all models were ranked according to the AUC of their signal response’s ROC curve. This ranking
was then used to define the next set of hyperparameters. Besides the best model which always enters
the next iteration, all parameter sets ranking above average were shuffled to form new test models.
This complete evolution step was repeated five times in total. Afterwards, all hyperparameters except
for the batch size were fixed to their best value based on the highest AUC. Subsequently, the batch
size was optimised via a one-dimensional grid search [149]. All final values for both channels are
displayed in Table 8.3 and Table 8.4.

Compared to the previous optimisation, the presented analysis is carried out with two noteworthy
changes. The first difference concerns the previously mentioned use of the 𝑘-folding approach. In
addition, the Z + jets and W + jets backgrounds are modelled by an updated MC simulation which
offers an increased number of unweighted events.

Both modifications are not expected to fundamentally change the classification problem, as event
signatures and kinematics remain unchanged. Thus, the previous hyperparameters are likely close to
being optimal and rerunning the time-consuming optimisation from the beginning is not considered
reasonable. Instead, a grid search, focused on hyperparameters near the previous results, is carried
out. The tested range of each individual hyperparameter is summarised in Table 8.5 for both channels.
The differences in batch size between the two channels can be explained by the relatively low number
of raw events in the 2ℓ SS + 1𝜏had channel. In particular, highly weighted processes with low raw
event counts such as tt (see Table 7.3) can lead to unstable models when choosing a small batch size.
Evaluated models are set up with the ELU activation function for each hidden layer1, whereas the
softmax function is applied to the output layer. The latter ensures a correct normalisation of all three
output categories per channel.

In order to stabilise a model’s training, the inputs of individual layers are normalised per batch.
This adjustment, simply termed batch normalisation [151], prevents outliers from causing overtaining
and allows higher learning rates to be used. This speeds up the training, i.e. the number of epochs can
be reduced. The actual number of epochs itself is not directly determined as part of the grid search.
Instead, the training and validation loss curves are monitored for each fold. The training is simply
continued until a discrepancy between both loss curves starts to develop. At this point, the model’s
training is terminated to avoid overtraining via early stopping, as discussed in Section 5.2. Robustness
against fluctuations is ensured by requiring a patience value of ten epochs. Fluctuations in the loss
curves usually only persist over one or two epochs, making a patience of ten epochs a conservative
estimate.

Ultimately, all individual hyperparameter sets are ranked according to the best signal response by
studying the ROC curve’s AUC, similar to the previous optimisation. Due to the presence of five
folds, i.e. five models, the AUC was averaged across all models. Hyperparameters that cause large
performance discrepancies between individual models are discarded.
1 In principle, the activation function of a hidden layer is also a hyperparameter. However, initial results showed that the

use of ELU led to the best results, which is why this hyperparameter is not varied.
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All AUC values are computed using the weighted event yields per process, as listed in Table 7.2
and Table 7.3. In contrast, a reweighting of the form

𝑤′
𝑖 =

𝑤𝑖∑𝑁
𝑖=1 𝑤𝑖

, (8.1)

is applied to all 𝑁 event weights 𝑤𝑖 of each output category before training individual models. This
ensures that the total event weight in each output category equals one (

∑𝑁
𝑖=1 𝑤

′
𝑖 = 1), providing equal

importance to all three categories. Otherwise, the loss function’s minimisation would be completely
governed by correctly classifying the dominant backgrounds. Properly predicting a signal event, on
the other hand, would have a barely noticeable influence on the minimisation. This would obviously
hinder the intended discrimination between signal and background events.

As a summary, the best hyperparameters extracted from this grid search are listed in Table 8.3 and
Table 8.4 for the respective channels. A direct comparison with the previous optimisation reveals that
the initial assumption is correct: their hyperparameters provide a stable model and only require minor
adjustments to obtain optimal results.

Table 8.3: Final hyperparameters used in the 1ℓ + 2𝜏had channel’s CNN compared to the previous optimisation.

Hyperparameter Previous optimisation Final optimisation

Number of layers 6 5
Nodes per layer 120 100
Batch size 25 000 25 000
Batch normalisation True True
Optimiser Adam Adam
Learning rate 0.001 0.001
Dropout fraction 0.2 0.2

Table 8.4: Final hyperparameters used in the 2ℓ SS+1𝜏had channel’s CNN compared to the previous optimisation.

Hyperparameter Previous optimisation Final optimisation

Number of layers 7 6
Nodes per layer 70 70
Batch size 100 000 80 000
Batch normalisation True True
Optimiser Adam Adam
Learning rate 0.001 0.01
Dropout fraction 0.2 0.2

8.3 Neural network evaluation

Both previous sections focused on the CNNs’ general structure and their hyperparameter optimisation.
Consequently, this section concludes the discussion by evaluating the final model’s performance at
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Table 8.5: Scanned hyperparameters in both channels’ grid search. If an interval is given, a parameter is varied
according to the specified step size.

Hyperparameter 1ℓ + 2𝜏had 2ℓ SS + 1𝜏had

Number of layers [4, 8], step 1 [5, 9], step 1
Nodes per layer [80, 160], step 10 [30, 110], step 10
Batch size [10 000, 40 000], step 5 000 [60 000, 140 000], step 20 000
Learning rate 0.0001, 0.001, 0.01 0.0001, 0.001, 0.01
Dropout fraction [0.0, 0.4], step 0.1 [0.0, 0.4], step 0.1

separating signal and background events. Following the 𝑘-folding approach, a total of five identical
models are trained per channel. They all use the corresponding hyperparameters listed in Table 8.3
and Table 8.4.

The first evaluation relies on studying the loss curves obtained during training and validation,
displayed in Figure 8.2 and Figure 8.3. The training of all models in the 2ℓ SS + 1𝜏had channel is
terminated by early stopping after approximately 150 epochs during hyperparameter optimisation.
In contrast, the 1ℓ + 2𝜏had channel training is carried out over around 260 epochs. During the final
training, however, all folds of one channel are trained for an identical number of epochs to obtain
comparable models. This difference between both channels can be explained by comparing the
available number of events (see Table 7.2 and Table 7.3). Roughly 1.6 times more events are available
in the 1ℓ + 2𝜏had channel, which increases its training process’ robustness against overtraining and
allows for a longer optimisation.

Apart from the mentioned difference in the number of epochs both channel’s loss curves show the
expected shape. Training and validation loss within one fold lie close to each other and converge
to a stable minimum. This is a first indication that worrisome overtraining is avoided in all models.
Furthermore, no major discrepancies or outliers are observed when comparing the loss curve across
all folds.

Nonetheless, two additional aspects are striking and need discussion: the training loss curve is
subject to significantly more fluctuations than the validation loss. Simultaneously, the latter dataset
yields lower loss values over the first epochs. The fluctuations are a direct consequence of using Adam
as an optimiser. Internally, Adam relies on batches to determine the gradient, whose reduced sample
size introduces this behaviour. The validation loss, on the other hand, is determined once per epoch
using all events in the respective fold and thus less prone to fluctuations. The second aspect, i.e. the
noticeable discrepancy between training and validation across the first epochs, can be attributed to the
application of dropout. This regularisation method only affects the training loss, whereas no node
connections are dropped during validation. Therefore, unoptimised models initially tend to fluctuate
and provide worse training results. In case of the 2ℓ SS + 1𝜏had channel, only this second aspect is
relevant, since the large batch size (see Table 8.4) effectively corresponds to computing the gradient
descent based on the entire training dataset.

The second step of the evaluation centres around analysing each channels’ signal node response
(NNtH), as shown in Figure 8.4 and Figure 8.5, respectively. Both distributions are obtained by
combining the prediction datasets across all five folds. The remaining response categories, i.e.
NNbackground and NNtt or NNtt + tt𝑋, are merged and termed “orthogonal categories”. Generally,
the pattern required to enable an improved separation can be obtained, as tH events tend to yield
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a prediction closer to one. Directly comparing the two channels clearly shows that a more distinct
separation is achieved in the 1ℓ + 2𝜏had channel. This result can be partially explained by the
significantly smaller training dataset, available in the 2ℓ SS + 1𝜏had channel. In addition, the charge
requirement already prevents some large backgrounds such as Z + jets from entering the 2ℓ SS + 1𝜏had
channel. As an outcome, the 2ℓ SS + 1𝜏had channel consists of backgrounds which more similar to tH
events and thus more difficult to separate. The same studies are also carried out for the orthogonal
outputs and displayed in Appendix F.

Subsequently, a final validation is carried out by studying the ROC curves derived on the basis of
the NNtH response. The corresponding training and validation results are shown in Figure 8.6 and
Figure 8.7 for both channels. Besides all five individual folds, their average along with its standard
deviation is additionally displayed. Investigating these ROC curves also contributes to the overall
image of a successful training. The good agreement between individual folds implies the absence of
critical overtraining. Visible differences between training and test results are still regarded as tolerable.
Higher fluctuations in the validation dataset’s ROC curves are expected due to the reduced sample
size. Especially in the 2ℓ SS + 1𝜏had channel, highly weighted processes such as tt, with just 204
raw events, pose a problem and cause these fluctuations. Results in the 1ℓ + 2𝜏had channel suggest
that such effects are mitigated by increasing the number of simulated events. The residual responses
provided by both remaining output nodes, i.e. NNbackground and NNtt or NNtt + tt𝑋, are not included
in this chapter. Instead, their corresponding distributions are shown in Appendix F along with the
associated ROC curves. In summary, all investigated metrics are able to verify that a well optimised
model is available in both the 1ℓ + 2𝜏had channel and the 2ℓ SS + 1𝜏had channel. Overtraining is not
observed in any model. Furthermore, studying the validation dataset confirms that both models are
successful at generalisation.

On this basis, a direct comparison between these final results and the previous optimisation is
possible. The AUC, obtained from all output nodes’ ROC curves, are summarised in Table 8.6
and Table 8.7. As the previous optimisation did not hold back an unbiased dataset, no comparison
is possible in case of the prediction dataset. This comparison demonstrates conclusively that re-
optimising the CNNs is justified. Here, the focus lies clearly on the signal response AUC. This result
is ultimately the important one, as the associated network response NNtH should provide a variable
which allows optimal discrimination between signal and background events. With regard to the
validation datasets an improvement of 0.16 in the 1ℓ + 2𝜏had channel and 0.01 in the 2ℓ SS + 1𝜏had
channel is obtained. The results belonging to the two background outputs fail to show any clear trend.
In some cases, the previous optimisation is outperformed and vice versa. However, their outputs are
not used in the further course of the analysis, which is why the result associated to the signal response
is deemed decisive.

Subsequently, it is possible to examine whether the expected objective has been realised. As stated,
the signal response NNtH of both networks is supposed to represent a variable that ensures the best
possible separation of tH and background events. To verify this assumption, all reconstructed variables
are compared to NNtH in terms of their discriminative power. A quantification is obtained by the
Jenson-Shannon divergence (JSD) [152]. This metric measures the difference between two probability
distributions 𝑄 and 𝑃 via

JSD(𝑃 | | 𝑄) = 1
2
(KLD(𝑃 | | 𝑀) + KLD(𝑄 | | 𝑀)) , (8.2)
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with 𝑀 = (𝑃+𝑄)/2. In this equation, KLD is defined as the Kullback-Leibler divergence [153] given by

KLD(𝑃 | | 𝑄) =
∑︁
𝑖

𝑃𝑖 log
(
𝑃𝑖

𝑄𝑖

)
, (8.3)

where the sum runs over all 𝑖 discrete intervals, i.e. bins, of a distribution. The JSD is not only
symmetrical but also limited to the interval [0, 1], with higher values indicating larger differences.

The five variables yielding the highest JSD per channel are listed in Table 8.8. The calculation is
performed by comparing the distributions of tH events and the four dominant background processes
per channel. Minor backgrounds do not enter this calculation to avoid biases caused by statistical
fluctuations. This comparison reveals that the signal response NNtH provides by far the largest
discrepancy and is thus best suited to perform a tH signal strength estimation on.

To conclude this evaluation, the exact distributions of NNtH for all individual background processes
are displayed in Figure 8.8 and Figure 8.9. Both distributions take only statistical uncertainties into
account while tH events are scaled up for better visibility.
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Figure 8.2: Categorical cross-entropy loss plotted for the training and validation dataset of all five folds in the
1ℓ + 2𝜏had channel. Training loss shows more fluctuations (see text for an explanation).
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Figure 8.3: Categorical cross-entropy loss plotted for the training and validation dataset of all five folds in the
2ℓ SS + 1𝜏had channel. Training loss shows more fluctuations (see text for an explanation).
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Figure 8.4: CNN response of the tH output node based on the prediction dataset for each fold in the 1ℓ + 2𝜏had
channel. All tt events are combined with the remaining background events and termed orthogonal categories.
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Figure 8.5: CNN response of the tH output node based on the prediction dataset for each fold in the 2ℓ SS+1𝜏had
channel. All tt + tt𝑋 events are combined with the remaining background events and termed orthogonal
categories.
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Figure 8.6: ROC curve corresponding to each model’s NNtH output based on (a) training data and (b) validation
data in the 1ℓ + 2𝜏had channel. The average across all folds is shown along with its standard deviation.
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Figure 8.7: ROC curve corresponding to each model’s NNtH output based on (a) training data and (b) validation
data in the 2ℓ SS + 1𝜏had channel. The average across all folds is shown along with its standard deviation.

Table 8.6: Comparison of the AUC values obtained from all output nodes’ ROC curves between the previous
optimisation and the final optimisation in the 1ℓ + 2𝜏had channel. The listed value in case of the final results
corresponds to the mean of all five folds. As the previous optimisation did not provide a prediction dataset, no
comparison is possible.

Dataset AUC - Previous optimisation AUC - Final optimisation

Signal response training 0.70 0.86
Signal response validation 0.69 0.85
Signal response prediction - 0.85

Background response training 0.68 0.68
Background response validation 0.67 0.65
Background response prediction - 0.65

tt response training 0.82 0.75
tt response validation 0.80 0.72
tt response prediction - 0.72
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Table 8.7: Comparison of the AUC values obtained from all output nodes’ ROC curves between the previous
optimisation and the final optimisation in the 2ℓ SS + 1𝜏had channel. The listed value in case of the final results
corresponds to the mean of all five folds. As the previous optimisation did not provide a prediction dataset, no
comparison is possible.

Dataset AUC - Previous optimisation AUC - Final optimisation

Signal response training 0.67 0.71
Signal response validation 0.68 0.69
Signal response prediction - 0.69

Background response training 0.61 0.75
Background response validation 0.61 0.71
Background response prediction - 0.70

tt + tt𝑋 response training 0.82 0.78
tt + tt𝑋 response validation 0.81 0.75
tt + tt𝑋 response prediction - 0.75

Table 8.8: Listing of the five variables providing the highest JSD in the 1ℓ + 2𝜏had and 2ℓ SS + 1𝜏had channel.
All tH events and the four dominant backgrounds per channel are used in the calculation.

1ℓ + 2𝜏had 2ℓ SS + 1𝜏had

Variable JSD Variable JSD

NNtH 0.40 NNtH 0.24
𝑝T, visible Higgs 0.30 𝑀lead. b-jet + forward jet 0.14
NNbackground 0.27 𝜂forward jet 0.12
𝑝T, lead. 𝜏had

0.26 𝑝T, ℓtop
0.11

MMCOut 0.21 𝑝T, visible Higgs 0.10
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Figure 8.8: Final prediction of the signal output node NNtH for all individual processes in the 1ℓ + 2𝜏had channel.
Only statistical uncertainties are displayed. The signal contribution is normalised to match the total background
yield and is shown as a red dashed line (consistent across all subsequent histograms).
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CHAPTER 9

Background estimation

Estimating the tH signal strength via a profile likelihood fit in Chapter 10 represents the final and most
important step of the analysis. Put simply, this fit scales the simulated tH events by modifying the
signal strength until the best agreement between data and MC simulation events is obtained. Obviously,
such an estimation is only valid under the assumption that all relevant background processes are
accurately modelled by their corresponding simulations. State-of-the-art MC generators are capable
of providing such precise simulations for most event topologies. However, specific types of events, in
particular those containing fake objects, mentioned in Section 2.3.2, are not expected to be modelled
as accurately. Since the analysed tH events feature both tau-leptons and light leptons in their final
states, a distinction must be made. Events might feature fake tau-leptons, fake light leptons or even a
combination of both.

The former are mainly caused by the misidentification of quark- or gluon-initiated jets in the detector.
MC generators fail to correctly model those signatures as a detailed simulation of soft jet properties
and the detector’s response to hadrons is difficult [154].

In the case of light leptons, a distinction is made between actual fake light leptons caused by
misidentified objects and non-prompt1 leptons. Fake light leptons typically arise from light jets,
which are falsely reconstructed and identified in the detector. In contrast, non-prompt leptons are real
leptons that often originate from semi-leptonic hadron decays or, in the case of electrons, from photon
conversions. The combined presence of these poorly modelled objects in selected events hinders an
accurate determination of the tH signal strength.

Initially, the tight preselection was introduced in Chapter 7 to suppress the amount of these fake
events in the analysis. The obtained data to MC simulation agreement was displayed in Tables 7.2
to 7.4. Those results already indicate that the applied selection was only partially successful in
mitigating disagreement caused by fake objects. As a consequence, a precise estimation of the
remaining fake events is still a necessity and is discussed over the course of this chapter.

First of all, Section 9.1 outlines all relevant categories of fake events and how exploiting MC truth
information enables their differentiation. Utilising this differentiation, the expected fake event rate in
all channels is analysed for both the loose and tight preselection. This basis allows a decision to be
made as to which corrections are required in each channel. Subsequently, Section 9.2 and Section 9.3

1 A definition of prompt leptons was given in Chapter 3: prompt leptons include those that are created directly in the hard
scattering vertex as well as those arising from the decay of heavy resonances such as the Higgs- and W /Z-bosons.
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explain how these corrections are incorporated into the 1ℓ + 2𝜏had channel, as well as the 2ℓ + 1𝜏had
channel. As part of this explanation, all regions that enter the final profile likelihood fit, presented in
Chapter 10 are introduced.

9.1 Fake composition

Prior to discussing any channel-specific studies, this section is supposed to introduce the general
methodology for fake background estimation. Firstly, an introduction on how misidentified events are
detected and categorised in MC simulations is given. Subsequently, the concrete approach, chosen to
correct individual contributions, is explained.

9.1.1 Event categorisation

The first step towards estimating all misidentified backgrounds entails an analysis of both the loose
and tight preselection regions’ compositions. This study, performed for all channels, tries to identify
the dominant processes leading to incorrectly modelled tau-leptons and light leptons. The task is
accomplished by exploiting MC truth information, which allows a mapping of reconstructed objects to
the corresponding primordial particles.

In the case of hadronic tau-leptons 𝜏had, this mapping is performed by the TauTruthMatchingTool
[155]. This tool attempts to match the reconstructed jet, associated to the 𝜏had, with a truth object
within Δ𝑅 ≤ 0.2. The following categorisation is used:

• Reconstructed 𝜏had is matched to a truth tau-lepton but not to a truth jet.

• Reconstructed 𝜏had is matched to a truth electron but not to a truth jet.

• Reconstructed 𝜏had is matched to a truth jet initiated by a quark.

• Reconstructed 𝜏had is matched to a truth jet initiated by a gluon.

Only the first category is considered to be a prompt 𝜏had, while all remaining categories are grouped
under the label fake-𝜏 to avoid statistical fluctuations caused by small sample sizes. Their contribution
is simply listed as “𝜏-fakes” in all graphics.

In contrast, the charged light leptons, i.e. electrons and muons, are classified according to the
TruthIFFClassification [156] scheme. Similar to the hadronic tau-leptons, this scheme allows
leptons to be split into the listed classes:

• Prompt electrons or prompt muons: electrons or muons created in the hard scattering vertex or
in the decay of heavy resonances.

• Electrons with misidentified charge: electrons whose electric charge is mistakenly reconstructed
with the opposite sign. This is caused by an incorrectly measured track curvature. Electrons
with high momentum are more probable to fall into this category, as their less curved track has
a higher chance of being incorrectly reconstructed. In addition, oppositely charged electrons or
positrons from a Bremsstrahlung photon also need to be considered. They can contribute to this
category by depositing energy reconstructed in the calorimeters as part of prompt electrons.
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• Muons with misidentified charge: similar to electrons, a muon can also be falsely reconstructed
with the opposite sign electric charge. However, this case is strongly suppressed by the additional
measurement performed in the detector’s MS.

• Prompt 𝛾-conversions: this category comprises all electrons that are produced when a prompt
photon undergoes the process of pair production.

• Hadronic tau decays: electrons or muons that are generated in the cascade of hadronically
decaying tau-leptons.

• Hadron decays: electrons or muons that arise from the decay of individual hadrons within a
particle jet.

Events which contain charge-flip electrons or muons are merged into one category. The last two
categories, i.e. events with tau or quark decays which are misidentified as light leptons or events
that generate non-prompt leptons, are termed fake-e and fake-𝜇 events, or fake light leptons when
combined. In analogy to fake-𝜏 events, the fake light lepton contributions are termed “e/𝜇-fakes” in
all graphics.

As all analysed channels feature three leptons, including 𝜏had, a single event might contain more
than one misidentified object. Therefore, events might simultaneously fall into several of the categories
mentioned above. Taking this into account, different compositions are possible depending on the
concrete channel. For example, an event entering 1ℓ + 2𝜏had channel can yield up to two fake-𝜏 objects,
whereas 2ℓ + 1𝜏had events can have a maximum of one.

Unfortunately, neither the classification tools nor the MC simulations are without flaws. As a
consequence, cases where the classification fails due to a lack of information also need to be considered.
Corresponding events are summarised in an additional category termed “other fake” events. This
group of events is not expected to make a significant contribution to the analysis and is therefore not
scaled in the final corrections.

Applying the complete categorisation to the loose and tight preselection regions of all channels
results in the compositions shown in Tables 9.1 to 9.3. Although the breakdown presented in each
table displays the complete composition of one region, it does not allow any conclusions to be drawn
about the composition of any individual background processes. Therefore, to provide a complete
picture, the categorisation for each process can be found in Appendix G.

Comparing all results indicates a quite inhomogeneous composition across the three channels. The
1ℓ + 2𝜏had channel, for example, is clearly dominated by fake-𝜏 events, contributions from fake-e
and fake-𝜇 events are negligible. The 2ℓ SS + 1𝜏had channel, on the other hand, is populated by a
significant amount of both fake-𝜏 and fake-e/𝜇 events. As a consequence, a separate background
estimation is carried out per channel as discussed in Section 9.2 and Section 9.3. Prior to that, the
general estimation strategy, shared by both channels, is explained.

9.1.2 Fake background estimation strategy

The general strategy for estimating the misidentified background processes is identical in both the
1ℓ + 2𝜏had and 2ℓ SS+ 1𝜏had channel. However, their relative fractions of fake-𝜏 and fake-e/𝜇 are quite
different. Respecting this inhomogeneous composition, the effect of misidentified backgrounds is
individually estimated in each channel.
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Table 9.1: Weighted yields in the 1ℓ + 2𝜏had channel’s loose and tight preselection regions after applying the
fake event classification.

1ℓ + 2𝜏had Weighted yields

Process Loose preselection Tight preselection

tH 3.403 ± 0.063 2.485 ± 0.054
tWZ 3.558 ± 0.034 2.625 ± 0.029
tt – –
ttW 6.45 ± 0.19 4.73 ± 0.16
ttZ 22.12 ± 0.44 16.57 ± 0.38
ttH 26.73 ± 0.19 19.81 ± 0.16
tZq 12.04 ± 0.19 8.62 ± 0.16
tW – –
Z + jets – –
𝑡-channel – –
W + jets – –
Diboson 19.66 ± 0.59 14.23 ± 0.44
Minor bkg. 0.74 ± 0.59 0.104 ± 0.011

Fake-e 10.0 ± 1.1 0.60 ± 0.21
Fake-𝜇 16.4 ± 1.3 0.27 ± 0.15
Charge-misidentification 0.0259 ± 0.0008 0.0150 ± 0.0062
𝛾-conversion 0.280 ± 0.098 0.131 ± 0.032
Fake-𝜏 1 229 ± 13 559.4 ± 8.6
Fake-𝜏 + fake-e 13.4 ± 1.3 0.60 ± 0.25
Fake-𝜏 + fake-𝜇 23.9 ± 1.8 0.30 ± 0.17
Fake-𝜏 + charge-misidentification 0.40 ± 0.22 0.16 ± 0.14
Fake-𝜏 + 𝛾-conversion 2.75 ± 0.87 1.07 ± 0.72
Fake-𝜏 + fake-𝜏 1 514 ± 29 522 ± 18
Fake-𝜏 + fake-𝜏 + fake-e 5.7 ± 1.1 0.12 ± 0.10
Fake-𝜏 + fake-𝜏 + fake-𝜇 8.8 ± 1.5 0.11 ± 0.10
Fake-𝜏 + fake-𝜏 + charge-misidentification – –
Fake-𝜏 + fake-𝜏 + 𝛾-conversion 1.98 ± 0.56 0.74 ± 0.42
Other fakes 1.39 ± 0.53 0.58 ± 0.45

Total 2 922 ± 32 1 155 ± 20
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Table 9.2: Weighted yields in the 2ℓ SS + 1𝜏had channel’s loose and tight preselection regions after applying the
fake event classification. Rare cases containing a fake-e/𝜇 alongside a second light lepton which is assigned to
the “charge-misidentification” or “𝛾-conversion” category are included in the fake-e/𝜇 contribution.

2ℓ SS + 1𝜏had Weighted yields

Process Loose preselection Tight preselection

tH 2.438 ± 0.055 1.375 ± 0.041
tWZ 2.530 ± 0.028 1.464 ± 0.022
tt 2.63 ± 0.60 0.25 ± 0.18
ttW 31.11 ± 0.44 20.56 ± 0.36
ttZ 18.87 ± 0.39 10.75 ± 0.29
ttH 24.66 ± 0.17 13.91 ± 0.13
tZq 5.86 ± 0.13 3.169 ± 0.098
tW – –
Z + jets – –
Diboson 10.55 ± 0.38 5.73 ± 0.25
W + jets – –
Minor bkg. 0.93 ± 0.33 0.38 ± 0.02

Fake-e 882 ± 11 5.03 ± 0.72
Fake-𝜇 851 ± 11 7.47 ± 0.98
Charge-misidentification 0.133 ± 0.026 0.062 ± 0.021
𝛾-conversion 17.6 ± 1.5 3.56 ± 0.65
Fake-e + fake-e 0.94 ± 0.33 0.006 ± 0.004
Fake-e + fake-𝜇 2.25 ± 0.53 0.032 ± 0.012
Fake-𝜇 + fake-𝜇 1.79 ± 0.47 0.048 ± 0.022
Fake-𝜏 48.4 ± 1.2 21.08 ± 0.46
Fake-𝜏 + fake-e 761 ± 11 4.36 ± 1.21
Fake-𝜏 + fake-𝜇 705.6 ± 9.9 3.97 ± 0.71
Fake-𝜏 + charge-misidentification 4.83 ± 0.71 1.01 ± 0.28
Fake-𝜏 + 𝛾-conversion 13.4 ± 1.3 1.64 ± 0.42
Fake-𝜏 + fake-e + fake-e 1.45 ± 0.59 –
Fake-𝜏 + fake-e + fake-𝜇 1.12 ± 0.47 0.003 ± 0.003
Fake-𝜏 + fake-𝜇 + fake-𝜇 0.40 ± 0.25 –
Other fakes 32.1 ± 2.2 2.08 ± 0.48

Total 3 423 ± 22 107.9 ± 2.2
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Table 9.3: Weighted yields in the 2ℓ OS + 1𝜏had channel’s loose and tight preselection regions after applying the
fake event classification. Rare cases containing a fake-e/𝜇 alongside a second light lepton which is assigned to
the “charge-misidentification” or “𝛾-conversion” category are included in the fake-e/𝜇 contribution.

2ℓ OS + 1𝜏had Weighted yields

Process Loose preselection Tight preselection

tH 3.817 ± 0.072 2.26 ± 0.05
tWZ 17.515 ± 0.073 11.52 ± 0.06
tt 2.75 ± 0.60 0.26 ± 0.19
ttW 67.01 ± 0.68 44.39 ± 0.52
ttZ 115.52 ± 0.84 73.83 ± 0.66
ttH 55.16 ± 0.22 32.65 ± 0.16
tZq 43.29 ± 0.37 27.79 ± 0.30
tW 0.25 ± 0.18 –
Z + jets 0.16 ± 0.13 0.04 ± 0.03
Diboson 113.3 ± 1.3 72.03 ± 0.95
Other Higgs 4.3 ± 1.4 2.7 ± 1.2
Minor bkg. 1.473 ± 0.038 0.92 ± 0.03

Fake-e 873 ± 11 7.24 ± 0.87
Fake-𝜇 846 ± 11 6.87 ± 0.88
Charge-misidentification 0.46 ± 0.23 0.05 ± 0.02
𝛾-conversion 17.8 ± 1.4 4.76 ± 0.72
Fake-e + fake-e 1.94 ± 0.52 0.05 ± 0.01
Fake-e + fake-𝜇 7.35 ± 0.99 0.05 ± 0.01
Fake-𝜇 + fake-𝜇 3.86 ± 0.70 0.02 ± 0.02
Fake-𝜏 27 780 ± 100 10 435 ± 51
Fake-𝜏 + fake-e 1 161 ± 13 10.2 ± 1.2
Fake-𝜏 + fake-𝜇 1 130 ± 13 7.27 ± 0.98
Fake-𝜏 + charge-misidentification 0.80 ± 0.33 0.02 ± 0.01
Fake-𝜏 + 𝛾-conversion 114.2 ± 4.8 27.9 ± 2.0
Fake-𝜏 + fake-e + fake-e 1.75 ± 0.60 0.01 ± 0.01
Fake-𝜏 + fake-e + fake-𝜇 5.6 ± 1.1 0.01 ± 0.01
Fake-𝜏 + fake-𝜇 + fake-𝜇 4.3 ± 1.1 0.05 ± 0.04
Other fakes 121.3 ± 4.2 21.6 ± 1.2

Total 32 490 ± 100 10 790 ± 52
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The fundamental idea envisages the creation of background control regions (CRs) that are completely
or at least predominately composed of a single poorly modelled process, such as fake-𝜏 events. In
such a region, it is assumed that any disagreement between data and simulation can be attributed to
this single process. Subsequently, the disagreement is corrected in a profile likelihood fit by rescaling
the process’ weighted contribution to match real data as described in Chapter 10.

To ensure that all corrections are successful and justified, additional validation regions (VRs) need
to be defined. These regions do not enter the profile likelihood fit. Instead, all corrections obtained
from a fit are applied to the VRs afterwards. This allows the effectiveness of all corrections to be
validated.

Once such corrections are applied and validated, the background processes are expected to
be properly modelled within the limits of their uncertainties. Broadly speaking, any remaining
disagreement between data and simulation can be attributed to the tH process, which will be adjusted
by fitting the signal strength.

A correctly performed profile likelihood fit requires that each individual event appears in only one
statistically independent region. Respecting this condition, the obvious choice for a region to perform
the signal strength extraction in is each channel’s tight preselection region, given its relatively high
signal significance. As a consequence, orthogonality with respect to this tight preselection represents
a mandatory requirement for each region of background estimation. Therefore, CRs and VRs are
defined within the loose preselection region. These regions offer an increased fraction of fake events
as an outcome of their more relaxed selection criteria, shown in Tables 9.1 to 9.3. This way, any
obtained correction will be less susceptible to statistical fluctuations.

The two following sections discuss the concrete region definition for each channel. In addition,
correlations between the strength of data to simulation disagreement and kinematic variables are
investigated and taken into account where necessary. To simplify this procedure, all fake processes
that contribute less than 1 % to a channel’s tight preselection region are included in the “other fakes”
category. The residual prompt background events are merged in a similar way. All contributions lower
than the tH contribution supplement each channel’s minor backgrounds introduced in Section 7.1.

9.2 1ℓ + 2𝝉had - background estimation

In the following, the strategy presented in Section 9.1.2 is implemented in the 1ℓ + 2𝜏had channel.
Initially, all dominant poorly modelled fake processes, that contribute more than 1 % to the tight
preselection, are identified based on Table 9.1. Only events with one or two fake-𝜏 objects need to be
considered. The latter are referred to as fake-di-𝜏 events. In contrast, fake light leptons account for
less than one percent of the tight preselection region and are consequently included but not modified in
the estimation. Following the outlined strategy, they are instead assigned to the “other fakes” category
along with further insignificant processes. The resulting breakdown of the loose and tight preselection
regions is shown in Figure 9.1, where each individual process is ranked according to its relative
contribution. The displayed prompt category includes both signal and background processes.

Firstly, reconstructed variables are examined to identify correlations between event signatures or
kinematics and the level of disagreement between real data and simulation. A significant disagreement
is immediately evident in variables where W + jets events are centred in a narrow range, as depicted in
Figure 8.8. A more detailed investigation reveals that this pronounced disagreement is caused by a
few, relatively highly weighted W + jets events. Inspecting their signatures paints an almost identical
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1` + 2τhad - Loose PS

Di-τ fakes 51.80%

τ fakes 42.05%

Prompt 3.24%

Other fakes 2.91%

(a)

1` + 2τhad - Tight PS

τ fakes 48.43%

Di-τ fakes 45.17%

Prompt 5.99%

Other fakes 0.41%

(b)

Figure 9.1: Composition in (a) the loose and (b) the tight preselection regions of the 1ℓ + 2𝜏had channel. Signal
and background events are both merged in the prompt contribution while small fake processes are grouped
together as “other fakes”.

picture for all events, visualised in Figure 9.2. Both reconstructed 𝜏had objects pass through the
detector almost back-to-back with respect to the azimuthal angle (Δ𝜙lead. 𝜏had, sublead. 𝜏had

≈ 𝜋), while
located in a nearly identical pseudorapidity region (Δ𝜂lead. 𝜏had, sublead. 𝜏had

≈ 0). Without exception,
all events in question possess at least one fake-𝜏 as according to Table 9.1 no prompt W + jets events
enter the 1ℓ + 2𝜏had tight preselection region.

Given the level of disagreement, these W + jets events would strongly affect the correction of all
other fake-𝜏 events. To avoid such bias, the selection Δ𝜙lead. 𝜏had, sublead. 𝜏had

< 3.05 is applied in all
regions of the 1ℓ + 2𝜏had channel, on top of the general preselection.

Subsequently, further potential correlations between the disagreement level and kinematic inform-
ation or special event signatures are studied. To begin with, dependencies on the 𝑝T and 𝜂 of the
leading and subleading2 𝜏had are investigated. The corresponding distributions are given in Figure 9.3
and Figure 9.4. While no constant level of disagreement is observed in the leading 𝜏had’s 𝜂, the 𝑝T
distribution shows a clear trend. In case of the subleading 𝜏had, the 𝜂 distribution shows a fluctuating
level of disagreement but no clear trend. The 𝑝T distribution, on the other hand, mirrors the trend
observed for the leading 𝜏had. The disagreement generally increases along with the 𝜏had’s transverse
momentum. Although the trend is not exactly identical for the leading and subleading 𝜏had, the
differences are covered by the uncertainties.

This correlation is investigated in more detail by additionally examining differences between
1-prong and 3-prong 𝜏had decays (see Section 3.5.3). Their respective distributions are summarised in
Figure 9.5 as well as Figure 9.6. Besides a mere visual comparison of all distributions, additional
preliminary profile likelihood fits are conducted. These allow for a direct verification of whether
the required corrections for 1-prong and 3-prong decays differ. Again, no statistically significant
differences are observed. Therefore, it is assumed that only the fake-𝜏’s transverse momentum

2 As outlined in Section 7.1, identical physics objects, in this case 𝜏had, are commonly ordered according to their 𝑝T.
The 𝜏had with the highest 𝑝T is referred to as the leading 𝜏had, while the one with the second highest 𝑝T is termed the
subleading 𝜏had. The same convention applies to light leptons.
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influences the level of data to simulation disagreement.
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Figure 9.2: Distributions of both 𝜏had’s difference in (a) pseudorapidity Δ𝜂lead. 𝜏had, sublead. 𝜏had
and (b) azimuthal

angle Δ𝜙lead. 𝜏had, sublead. 𝜏had
in the 1ℓ + 2𝜏had channel’s tight preselection region. In both variables, W + jets

events are clearly peaked in bins with large disagreement between data and simulation. Only statistical
uncertainties are displayed.
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Figure 9.3: Correlation studies showing (a) 𝑝T and (b) 𝜂 of the leading 𝜏had in the 1ℓ + 2𝜏had channel’s tight
preselection region. Only statistical uncertainties are displayed.
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Figure 9.4: Correlation studies showing (a) 𝑝T and (b) 𝜂 of the subleading 𝜏had in the 1ℓ + 2𝜏had channel’s tight
preselection region. Only statistical uncertainties are displayed.
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Figure 9.5: Correlation studies showing the transverse momentum for (a) leading and (b) subleading 1-prong
𝜏had decays in the 1ℓ + 2𝜏had channel’s tight preselection region. Only statistical uncertainties are displayed.
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Figure 9.6: Correlation studies showing the transverse momentum for (a) leading and (b) subleading 3-prong
𝜏had decays in the 1ℓ + 2𝜏had channel’s tight preselection region. Only statistical uncertainties are displayed.

9.2.1 Region definitions

In the following, all regions which enter the profile likelihood fit are defined. The exact definitions
take the outcome of the previously presented studies into account.

At the beginning, the tight preselection region is divided into two regions. The first region, called
the signal region (SR), represents the area in which the highest signal significance is to be expected. It
is defined via the CNN’s signal response by selecting all events that fulfil NNtH > 0.45. In addition,
an orthogonal VR is defined via NNtH < 0.45. As a result, the VR’s composition is, apart from a
lower relative fraction of tH events, as similar as possible to the SR. This proves to be useful later on,
when analysing whether the correction of poorly modelled fake-𝜏 events was successful3.

Since the tight preselection is a subset of the loose preselection region, only a fraction of the events
are left to form the CRs, needed to correct all fake-𝜏 contributions. On the one hand, these regions
are required to be completely dominated by these particular fake processes. On the other hand, their
phase space should not differ too much from both the SR and the VR, while still being orthogonal.
Choosing a similar phase space region ensures that the corrected fakes have comparable signatures.
Two regions matching these criteria are obtained via the following conditions:

• Events in which the leading 𝜏had fulfils the medium RNN working point while the subleading 𝜏had
passes the loose RNN working point selection but fails the medium one (termed anti-medium
subleading 𝜏had).

• Events in which the subleading 𝜏had fulfils the medium RNN working point while the leading 𝜏had
passes the loose RNN working point selection but fails the medium one (termed anti-medium
leading 𝜏had).

The tight preselection criteria of the single light lepton are retained. Given the fact that no significant
3 The relevance of this region is more evident when taking into account that the analysis was initially blinded. This

principle, thoroughly introduced in Chapter 10, is supposed to prevents biasing an analysis in a similar way as blinding in
clinical trials.
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differences in the strength of disagreement with respect to the leading and subleading 𝜏had were found,
both regions are merged. As an outcome, the increased event count facilitates a statistically robust
estimation.

As a next step, this entire region is further partitioned to account for the correlation between
poorly modelled fake-𝜏 events and the transverse momentum. The exact split into several 𝑝T-bins
is a trade-off: choosing a fine binning allows to model the trend more accurately at the risk of any
correction being distorted by statistical fluctuations. In this concrete analysis, it is decided to use a
total of three 𝑝T bins. Their corresponding CRs are defined as follows:

• CRfake-𝜏,𝑝T,1
: 20 GeV ≤ anti-medium 𝜏had 𝑝T < 30 GeV.

• CRfake-𝜏,𝑝T,2
: 30 GeV ≤ anti-medium 𝜏had 𝑝T < 60 GeV.

• CRfake-𝜏,𝑝T,3
: 60 GeV ≤ anti-medium 𝜏had 𝑝T.

As noted, associating events to a region is carried out based on the anti-medium 𝜏had’s momentum.
Given their looser selection criteria, these 𝜏had have a higher probability of being a fake-𝜏.

The composition of each region is shown in Figure 9.7 and displays the expected results. The CRs
and the VR are clearly dominated by fake-𝜏 or fake-di-𝜏 contributions. The SR is likewise dominated
by both kinds of fake events. However, this region simultaneously features the largest relative share
of prompt events. Other fake sources are negligible throughout all regions. A more detailed listing,
broken down into all individual processes in analogy to Table 9.1, can be found in Appendix G.
Ultimately, all regions except the VR serve as input to a single profile likelihood fit as discussed in
Chapter 10. By adding free parameters to this fit, both the signal strength and the 𝑝T-dependent fake-𝜏
corrections can be estimated in parallel.

SR VR CRfake−τ, pT,1
CRfake−τ, pT,2

CRfake−τ, pT,3

0%

20%

40%

60%

80%

100%

1` + 2τhad

Other fakes

Di-τ fakes

τ fakes

Prompt

Figure 9.7: Composition of all regions entering the 1ℓ + 2𝜏had channel’s profile likelihood fit.

122



9.3 2ℓ + 1𝜏had - background estimation

9.3 2ℓ + 1𝝉had - background estimation

In the following, the fake estimation in the 2ℓ + 1𝜏had channel is discussed analogously to Section 9.2.
Already in Chapter 8, a decision was made that 2ℓ OS+1𝜏had events would only serve in the background
estimation given the channel’s low signal significance. Hence, the emphasis of this section lies on the
2ℓ SS + 1𝜏had channel.

Similar to the 1ℓ + 2𝜏had channel, the results listed in Table 9.2 represent a good starting point to
identify all dominant background processes. These results indicate that the situation in the 2ℓ SS+1𝜏had
channel is more complex. Once again, the predominant contribution corresponds to fake-𝜏 events.
This time, however, the fake light leptons, i.e. fake-e and fake-𝜇 events, also need to be taken into
account. A non-negligible number of events contain either a single fake light lepton or one in the
presence of an additional fake-𝜏 object. In contrast, events with two fake light leptons are heavily
suppressed and can be ignored. The last relevant contribution, exceeding 1 % in the tight preselection
region, is formed by electrons arising from the conversions of prompt photons. Conducting identical
studies in the 2ℓ OS + 1𝜏had channel demonstrates that fake-𝜏 events represent the only significant
contribution in in this analysis region.

The remaining incorrectly modelled processes, as well as the residual small prompt backgrounds, are
merged with the the “other fakes” category and the minor backgrounds according to the criteria listed
in Section 9.1.2. The obtained compositions in the loose and tight preselection region are visualised in
Figure 9.8 and Figure 9.9 for both channels. Based on these results, potential correlations between the
strength of the data to simulation disagreement and certain event kinematics are investigated. These
studies are conducted separately for fake-𝜏 events and fake light lepton events, and are discussed in
the following two sections.

In the case of the remaining improperly modelled process, i.e. electrons originating from prompt
photon conversion, no individual study is carried out. This contribution is not corrected in a
predetermined region as the available number of events is found to be too small. Instead, these events
enter the final profile likelihood with a conservatively estimated uncertainty, motivated in Chapter 10.
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τ + e fakes 22.24%

τ + µ fakes 20.61%
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(a)
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τ + e fakes 4.04%

τ + µ fakes 3.68%
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(b)

Figure 9.8: Composition in (a) the loose and (b) the tight preselection regions of the 2ℓ SS + 1𝜏had channel.
Signal and background events are both merged in the prompt contribution while small fake processes are
grouped together as “other fakes”.
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Figure 9.9: Composition in (a) the loose and (b) the tight preselection regions of the 2ℓ OS + 1𝜏had channel.
Signal and background events are both merged in the prompt contribution while small fake processes are
grouped together as “other fakes”.

9.3.1 Fake-𝝉 - correlation studies

Particularly the results in the 2ℓ OS + 1𝜏had regions (see Figure 9.9) suggest that the associated events
are well suited for correcting the fake-𝜏 background in the 2ℓ SS + 1𝜏had regions.

Given that both channels share the same selection criteria apart from the charge requirement,
it is initially assumed that there are no fundamental differences between the fake-𝜏 events. As a
consequence, all fake-𝜏 related studies are conducted in the 2ℓ OS + 1𝜏had channel. Similar to the
1ℓ + 2𝜏had channel, correlations between event kinematics and the agreement of data and simulation,
are searched for. With this channel’s increased number of events, a statistically more reliable result
can be obtained.

Initially, studies in the 2ℓ OS + 1𝜏had channel reveal that the data to simulation agreement is highly
correlated to Z + jets events as shown in Figure 9.10. Regions with a high fraction of Z + jets events
have a substantially overestimated yield compared with the inclusive 2ℓ OS + 1𝜏had region. As a
consequence, Z + jets events strongly influence any fake-𝜏 correction, while also biasing a potential
extrapolation to the 2ℓ SS + 1𝜏had region. To mitigate this effect, the fraction of Z + jets events is
reduced by introducing an additional selection. The corresponding criterion is obtained by analysing
the invariant mass of both light leptons 𝑀ℓℓ , as depicted in Figure 9.10. The majority of Z + jets
events will generate the two light leptons through the leptonic Z-boson decay, causing 𝑀ℓℓ to peak
around the Z-boson mass of 𝑚Z ≈ 91 GeV. Excluding the range 66 GeV < 𝑀ℓℓ < 116 GeV proves
to be successful at substantially lowering the amount of Z + jets events in the 2ℓ OS + 1𝜏had channel.
This selection is applied for all subsequent studies in the 2ℓ OS + 1𝜏had channel.

In the remaining 2ℓ OS + 1𝜏had region, a dependency with respect to the 𝜏had’s 𝑝T and 𝜂 is
investigated in analogy to the 1ℓ + 2𝜏had channel. This study’s outcome is displayed in Figure 9.11 and
leads to the same conclusion as in Section 9.2: with regard to 𝜂, no dependency was found, whereas
the strength of the disagreement increases along with the transverse momentum of the 𝜏had.

Once again, potential differences between 1-prong and 3-prong 𝜏had decays are probed. Neither the
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Figure 9.10: Invariant mass distribution of both light leptons 𝑀ℓℓ in the 2ℓ OS + 1𝜏had channel. The data to
simulation agreement decreases around the Z-boson peak.

corresponding distributions, visualised in Figure 9.12, nor preliminary profile likelihood fits show
significant deviations in the required corrections for 1-prong and 3-prong decays. As a conclusion, the
fake-𝜏 transverse momentum is considered to be the sole dependency of the disagreement.

9.3.2 Fake light leptons - correlation studies

Subsequently, the modelling of the fake-e and fake-𝜇 events is likewise analysed for possible
dependencies. Both the leading and subleading light leptons kinematics are examined in the
2ℓ SS + 1𝜏had tight preselection region. The results shown in Figure 9.13 and Figure 9.14 give no
reason to suspect a dependency with regard to 𝑝T and 𝜂. A second, more detailed study, shown in
Figure 9.15 as well as Figure 9.16, which considers fake-e and fake-𝜇 events separately, also fails to
show any consistent dependency. The agreement between these findings demonstrates that both fake
light lepton contributions do not require any further splitting. Each contribution can be estimated and
controlled in its own inclusive region.
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Figure 9.11: Correlation studies showing (a) 𝑝T and (b) 𝜂 of the 𝜏had in the 2ℓ OS + 1𝜏had channel’s tight
preselection region. Only statistical uncertainties are displayed.
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Figure 9.12: Correlation studies showing the transverse momentum for (a) 1-prong (b) 3-prong 𝜏had decays in
the 2ℓ OS + 1𝜏had channel’s tight preselection region. Only statistical uncertainties are displayed.
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Figure 9.13: Correlation studies showing (a) 𝑝T and (b) 𝜂 of the leading light lepton in the 2ℓ SS + 1𝜏had
channel’s tight preselection region. Only statistical uncertainties are displayed.
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Figure 9.14: Correlation studies showing (a) 𝑝T and (b) 𝜂 of the subleading light lepton in the 2ℓ SS + 1𝜏had
channel’s tight preselection region. Only statistical uncertainties are displayed.
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Figure 9.15: Correlation studies showing the transverse momentum for events with (a) leading and (b) subleading
electrons in the 2ℓ SS + 1𝜏had channel’s tight preselection region. Only statistical uncertainties are displayed.
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Figure 9.16: Correlation studies showing the transverse momentum for events with (a) leading and (b) subleading
muons in the 2ℓ SS + 1𝜏had channel’s tight preselection region. Only statistical uncertainties are displayed.
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9.3.3 Region definitions

The last section of this chapter covers the definition of all regions used in the fit, in analogy to
Section 9.2.1. Again, the choice of individual regions is strongly guided by the results of the
correlation studies summarised in Section 9.3.1 as well as Section 9.3.2.

On account of the small number of events in the 2ℓ SS+ 1𝜏had channel, it is decided to use the entire
tight preselection as a SR. As a second step, a VR is defined to confirm the fake estimation’s accuracy.
To map a phase space similar to the SR, this VR is also formed by 2ℓ SS + 1𝜏had events. Orthogonality
is ensured by requiring an anti-medium 𝜏had while the light leptons are required to pass their looser
working point.

This means, that the selection criteria for light leptons in the SR and the VR can be kept identical at
the strictest level. Conversely, all areas of the loose preselection region in the 2ℓ SS + 1𝜏had channel
with a more relaxed light lepton requirement are still available. Given their increased fraction of fake
light leptons, they represent a suitable choice for the formation of CRs. Generally, the physics processes
that lead to fake-e or fake-𝜇 events are not expected to be identical. Therefore, an independent
correction of both components is required, generating the demand of two distinct regions: one of
which is supposed to be dominated by fake-e events and the other by fake-𝜇 events. This is ensured by
applying the following selection:

• CRe: the subleading light lepton has to be an electron. In addition, at least one of the two light
leptons is required to pass its looser working point and fail the stricter one (termed anti-tight
light lepton).

• CR𝜇: the subleading light lepton has to be a muon. In addition, at least one of the two light
leptons is required to pass its looser working point and fail the stricter one (termed anti-tight
light lepton).

The 𝜏had must pass the medium RNN working point in both CRs to minimise the contribution of
fake-𝜏 events. As a consequence, the only difference between CRe and CR𝜇 lies in the type of the
subleading light lepton. Since this light lepton has a higher probability of being a fake-e/𝜇 than the
leading one, each obtained region is only dominated by exactly one source of fake light leptons. The
composition of all regions, displayed in Figure 9.21, confirms this statement. As visible, fake-𝜇 events
represent a small fraction of CRe and vice versa.

As no significant dependence on 𝑝T and 𝜂 is found, an inclusive correction is obtained in the CRs,
which is ultimately extrapolated to the SR. Therefore, potential kinematic differences between the
fake light leptons of both regions can introduce a bias. To rule out such a bias, the kinematics of all
three regions are compared. The corresponding results for CRe and CR𝜇 are displayed in Figures 9.17
to 9.20. Only events in which the leading or subleading light lepton corresponds to a fake light
lepton are considered in those studies. The visible deviations can be attributed to the relatively high
statistical uncertainties in the SR. Apart from those deviations, no fundamentally different trend in the
kinematics’ distributions is evident. In conclusion, it is assumed that a correction, obtained in the
CRs, can be safely extrapolated into the SR.

What remains to be discussed is a definition of all CRs used to correct the fake-𝜏 contributions.
Taking into account the results presented in Table 9.3, the 2ℓ OS+1𝜏had channel represents the obvious
choice to define these regions in. This channel is completely dominated by fake-𝜏 events while
orthogonality to all other regions is already ensured by the charge requirement. In order to mirror

129



Chapter 9 Background estimation

fake-𝜏 events in the SR as closely as possible, the tight preselection region forms a prerequisite of
all fake-𝜏 CRs. The concrete definition of these regions incorporates the 𝑝T dependency, found in
Section 9.3.1. Analogous to the 1ℓ + 2𝜏had channel, three CRs are formed:

• CRfake-𝜏,𝑝T,1
: 20 GeV ≤ anti-medium 𝜏had 𝑝T < 30 GeV.

• CRfake-𝜏,𝑝T,2
: 30 GeV ≤ anti-medium 𝜏had 𝑝T < 60 GeV.

• CRfake-𝜏,𝑝T,3
: 60 GeV ≤ anti-medium 𝜏had 𝑝T.

The relative region composition is visualised in Figure 9.22. It is evident that all regions are heavily
dominated by fake-𝜏 events.

A profile likelihood fit that uses the combination of all defined regions therefore should be capable
of estimating the tH signal strength under simultaneous correction of fake-𝜏 and fake light lepton
contributions.
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Figure 9.17: Kinematic distributions of leading light leptons compared between the CRe and the SR region in
the 2ℓ SS + 1𝜏had channel. Displayed are (a) 𝑝T and (b) 𝜂 for all events with a fake leading light lepton.
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Figure 9.18: Kinematic distributions of subleading light leptons compared between the CRe and the SR region
in the 2ℓ SS + 1𝜏had channel. Displayed are (a) 𝑝T and (b) 𝜂 for all events with a fake subleading light lepton.
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Figure 9.19: Kinematic distributions of leading light leptons compared between the CR𝜇 and the SR region in
the 2ℓ SS + 1𝜏had channel. Displayed are (a) 𝑝T and (b) 𝜂 for all events with a fake leading light lepton.
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Figure 9.20: Kinematic distributions of subleading light leptons compared between the CR𝜇 and the SR region
in the 2ℓ SS + 1𝜏had channel. Displayed are (a) 𝑝T and (b) 𝜂 for all events with a fake subleading light lepton.
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Figure 9.21: Composition of all 2ℓ SS + 1𝜏had regions entering the profile likelihood fit.
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Figure 9.22: Composition of all 2ℓ OS + 1𝜏had regions entering the profile likelihood fit.
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CHAPTER 10

Cross-section estimation

The goal of this analysis is to estimate the tH cross-section. This is accomplished by performing a
binned profile likelihood fit in the regions defined in Chapter 9. As an outcome, the fit provides a
scaled tH signal strength, defined in Section 4.2.1.

Setting up and optimising a binned profile likelihood fit is a complex process. Therefore, all required
steps and validation methods are discussed in the beginning of this chapter. First of all, the general
fit approach is covered in Section 10.1, before Section 10.2 presents fits performed on the Asimov
dataset (see Section 4.4.1) in both channels. This section also aims to familiarise the reader with the
common diagnostic tools used in the analysis of fit results. The following two sections, Section 10.3
and Section 10.4, focus on fit results obtained with real data.

All these fits are performed under the assumption of the Standard Model hypothesis, which implies
a destructive interference in the tH channel (see Section 2.3). In contrast, an additional fit is performed
in Section 10.5 to investigate the inverse scenario, with an increased cross-section due to constructive
interference. Finally, Section 10.6 discusses the combined fit results of the two channels for both
hypotheses.

10.1 General strategy

Before discussing the fit results in detail, this section outlines the general approach. Similar to the
fake background estimation in Chapter 9, both channels share the same fit strategy, which is adapted
to take into account the individual characteristics. Initially, the binned profile likelihood function
introduced in Section 4.2 needs slight modification to account for systematic uncertainties. Building
on this, the iterative fit procedure for cross-section estimation is explained and motivated.

10.1.1 Uncertainty treatment

Performing a binned profile likelihood fit not only provides an estimate for the parameter of interest
but also assesses its uncertainties. Statistical uncertainties are already accounted for through each
bin’s Poisson term, as given in Equation (4.15). However, to also incorporate systematic uncertainties,
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Equation (4.15) has to be extended to

𝐿 ( ®𝜇, ®𝜃; ®𝑛, ®𝑎) =
∏
𝑖

Poisson
(
𝜈𝑖 ( ®𝜇, ®𝜃); 𝑛𝑖

) ∏
𝑗

𝑐 𝑗

(
𝜃 𝑗 ; 𝑎 𝑗

)
, (10.1)

where the second term represents 𝑗 Gaussian constraint terms 𝑐 𝑗 , with mean 𝜃 𝑗 ,0 and standard deviation
𝜎𝑗 = Δ𝜃 𝑗 . Each such term characterises a nuisance parameter, obtained in an auxiliary measurement1

performed on dataset 𝑎 𝑗 . This includes all systematic uncertainties listed in Appendix D. Prominent
examples are detector calibration measurements, background rate uncertainties, or theoretical uncer-
tainties affecting the event simulation. In addition, the statistical uncertainties of the MC simulations
in each bin are accounted for through an additional constraint term, referred to as a 𝛾-factor.

To investigate the impact that a ±1𝜎 deviation of a variable would have on the nominal sample, two
methods, introduced in Section 4.4, are available. This involves either reweighting the nominal MC
events or generating new samples under modified simulation assumptions. Compared to the nominal
MC, such variations can exhibit one or both of the following effects:

• Normalisation uncertainty: the overall normalisation of one or all processes is uniformly affected
across all bins and regions, as depicted in Figure 10.1(a). For instance, varying the integrated
luminosity 𝐿int within its uncertainties increases (+1𝜎) or decreases (−1𝜎) the expected number
of events in all bins to the same extent.

• Shape uncertainty: the systematic variation alters the shape of a binned distribution as shown
in Figure 10.1(b). Such an uncertainty could, for example, lead to a higher average transverse
momentum of fake-𝜏 events in the preselection region without affecting the overall event yield.

The up- and down-variations of all nuisance parameters are evaluated individually for each bin in each
region. This procedure can introduce statistical fluctuations, particularly when alternative samples
with limited statistics are used to model the variations. Such statistical fluctuations are problematic as
they might bias the fit results. To mitigate this effect, a smoothing algorithm described in [111] is
applied. This algorithm smooths the up- and down-variations across bins within a region, as displayed
in Figure 10.1(c).

Not all of these nuisance parameters are expected to have a significant impact on the parameter
estimation. Thus, following the smoothing procedure, negligible systematics are “pruned”, i.e.
excluded from the likelihood function, to prevent unnecessary complexity in the fit model. This
pruning is performed individually per process and per region based on the following criteria:

• Pruning the normalisation component: if the systematic variation within the ±1𝜎 interval affects
the global normalisation by less than 0.5 %, it will be removed.

• Pruning the shape component: when trying to prune the shape component, any normalisation
effect of a nuisance parameter is eliminated first. This is achieved by rescaling both the nominal
sample and the systematic variation to have the same total event yield per region. If the
remaining deviation in any bin is found to be below 1 %, the shape component will be pruned.

1 Most of these auxiliary measurements, particularly those addressing detector uncertainties, are carried out by different
groups within the ATLAS collaboration.
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Figure 10.1: Comparison of systematic variation showing (a) a pure normalisation effect, (b) a pure shape effect,
as well as (c) a flat smoothing applied to a fluctuating variation.

All remaining nuisance parameters are kept and can be shifted when performing a fit. However, as
already stated in Section 4.2, the Gaussian constraint terms penalise deviations of a nuisance parameter
from its nominal value 𝜃 𝑗 ,0, referred to as a “pull”, during the likelihood minimisation. Additionally,
the observed dataset may not allow as much variation in a nuisance parameter as initially assumed by
its uncertainty. The nuisance parameter, or more precisely its uncertainty, is constrained. Since the
initial uncertainties of all nuisance parameters are determined beforehand in dedicated measurements,
constraints are generally considered unlikely. Any analysis that is not focussed on measuring a specific
nuisance parameter should generally not yield a higher sensitivity, meaning it should not impose a
constraint. Thus, constraints need to be carefully reviewed and explained in order to assess whether
the initial uncertainties may have been over-conservative or whether the fit is affected by instabilities.
Methods for validating the influence of certain nuisance parameters and to investigate pulls and
constraints are introduced in Section 10.2 when discussing the first fit results.

10.1.2 Blinding procedure

As explained above, a nuisance parameter might get pulled when the fit scales MC events to correctly
model the real data. However, fitting to real data represents the final step of the analysis. Prior to this,
any fit setup needs to be evaluated in a blinded analysis. In this context, blinding refers to conducting
the analysis without directly examining the real experimental data. This ensures objectivity and
minimises the risk of introducing confirmation bias, i.e. the analysis is not unintentionally adjusted to
affirm an expected result.

To enable evaluation of the fit model while maintaining blinding, the Asimov dataset, introduced
in Section 4.4.1, is utilised, in which all processes correspond to their Standard Model expectations.
Consequently, a measurement’s expected sensitivity can be assessed without influencing or biasing the
analysis. Any nuisance parameter that gets pulled in this scenario clearly indicates fundamental issues
in the fit setup. Starting from this fully blinded fit, the analysis is progressively unblinded through the
following iterations:

1. Asimov fit: this fit exploits the Asimov dataset in all regions. Such a fit provides the expected
sensitivity and allows to rule out technical problems.
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2. Hybrid fit: real data are used in all CRs under the assumption of a background-only hypothesis.
All bins with an expected signal-to-background ratio below 0.3 % remain blinded. With this
setup, potential nuisance parameter pulls and constraints can be studied in the real data. To still
utilise the full constraining power and determine the expected sensitivity, the SR enters this
fit on the basis of a modified pseudo dataset. This pseudo dataset corresponds to a modified
Asimov dataset, obtained by applying the fitted nuisance parameters from all CRs.

3. Fit to data: this fit is completely unblinded and yields the final result. It is not performed until
all other analysis steps have been fully validated. Once conducted, only well-justified changes
should be implemented.

Over the course of this analysis, a variety of fit setups are tested before converging towards a final
configuration. The different unblinding stages, presented in the following sections, all reflect this final
configuration. As a result, the validation methods, as well as their findings are often highly similar
and always grouped at the end of each section. Initially, these methods are thoroughly explained using
the Asimov fit as a case study.

In the absence of significant deviations or conspicuous results, some standardised validation methods
are omitted in subsequent sections. This is done to avoid artificially lengthening the sections at the
cost of clarity. However, in order to still provide a comprehensive overview, all these results are
summarised in Appendix H, to which the interested reader is referred at this point.

10.2 Asimov fit

This section covers the Asimov fit results, independently performed in both channels. In addition to
validating the technical setup, this fit also allows for the extraction of the expected sensitivity. Each
channel’s discussion begins with a discussion of channel specific setup characteristics, followed by an
introduction to the diagnostic tools and their respective results.

10.2.1 1ℓ + 2𝝉had - Asimov fit

The Asimov fit results for the 1ℓ + 2𝜏had channel are presented in the following. The goal is to
estimate not only the tH signal strength, but also correct all dominant fake backgrounds in the fit2. To
achieve this simultaneous estimation, the single parameter of interest 𝜇 is replaced by a vector ®𝜇 as
indicated in Equation (10.1). Unlike the nuisance parameters with their Gaussian constraints, each
vector component, known as a normalisation factor, can be adjusted in the fit without any restrictions.
The selection of these components is guided by the 𝑝T dependence of fake-𝜏 events, observed in
Section 9.2. As a result, the vector ®𝜇 is formed by the following four normalisation factors:

• 𝜇tH : this normalisation factor represents the tH signal strength and scales all tH events in the
fit. It expresses the ratio of the observed value and the Standard Model’s prediction and is the
actual parameter of interest in this fit.

• 𝜇(fake-𝜏, 𝑝T,1): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 20 GeV < 𝑝T < 30 GeV.

2 This objective can only be achieved when fitting to real data. However, the Asimov fit already utilises the same setup to
estimate the expected sensitivity.
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• 𝜇(fake-𝜏, 𝑝T,2): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 30 GeV < 𝑝T < 60 GeV.

• 𝜇(fake-𝜏, 𝑝T,3): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 60 GeV < 𝑝T.

Events containing fake-di-𝜏 objects are consequently scaled using the product of two normalisation
factors 𝜇(fake-𝜏, 𝑝T,𝑖) and 𝜇(fake-𝜏, 𝑝T, 𝑗) for 𝑖, 𝑗 ∈ {1, 2, 3}. Furthermore, tH events can also contain
fake-𝜏 objects (see Appendix G). To ensure correct handling, these are scaled by 𝜇tH · 𝜇(fake-𝜏, 𝑝T,𝑖)
for single fake-𝜏 objects and by 𝜇tH · 𝜇(fake-𝜏, 𝑝T,𝑖) · 𝜇(fake-𝜏, 𝑝T, 𝑗) in case of fake-di-𝜏 objects.

The fit utilises both the SR and the CRs, defined in Section 9.2.1. The normalisation factors are
simultaneously fitted in all regions. Since the respective CRs are dominated by fake-𝜏 events, they
exert a large influence on the final determination of 𝜇(fake-𝜏, 𝑝T,1,2,3). In contrast, 𝜇tH is primarily
influenced by events in the SR, which contains the highest relative fraction of tH events. Consequently,
shifting 𝜇tH has a substantial impact in this region.

To achieve the highest possible sensitivity, NNtH (defined in Section 8.1.1) is chosen as the fit
variable for the SR. The baseline binning is derived by scanning the complete distribution and forming
a bin every time a specified fraction of signal and background events is reached. The associated
threshold value 𝑍 is defined through

𝑍 = 𝑧𝑏
𝑛𝑏
𝑁𝑏

+ 𝑧𝑠
𝑛𝑠
𝑁𝑠

≥ 1 , (10.2)

where 𝑛𝑠,𝑏 defines the number of signal and background events in a bin while 𝑁𝑠,𝑏 corresponds to the
total signal and background event count in a region [157]. The tunable parameters 𝑧𝑠 and 𝑧𝑏 are both
set to 2. This approach exploits a variable’s discriminatory power, while simultaneously the creation
of bins with high statistical uncertainties is avoided. Nonetheless, initial tests indicate that the most
sensitive bin’s statistical uncertainty highly impacts the fit. As a countermeasure, the two uppermost
bins are merged, which stabilises the fit at the cost of slightly reducing the sensitivity.

In contrast, only a single bin is used in each CR. This choice is based on the fact that the relevant
𝑝T binning for fake-𝜏 events is already incorporated into the definition of all three CRs. An additional
division does not only lead to higher statistical uncertainty but additionally increases the risk of
generating artificial pulls due to statistical fluctuations in resulting bins. By not requiring any binning
in the CRs, the choice of the variable, in this case NNbkg., has no impact on the fit.

The pre- and post-fit distributions are displayed in Figure 10.3. Fitting to the Asimov dataset means
that the yields in all regions are unchanged. This is also reflected in the resulting normalisation factors
listed in the following:

𝜇tH = 1.0 +5.6
−5.2 (stat.) +4.1

−3.9 (syst.) = 1.0 +7.0
−6.5 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.00 +0.04
−0.04 (stat.) +0.03

−0.03 (syst.) = 1.00 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 1.00 +0.05
−0.05 (stat.) +0.05

−0.05 (syst.) = 1.00 +0.07
−0.07 ,

𝜇(fake-𝜏, 𝑝T,3) = 1.00 +0.13
−0.13 (stat.) +0.25

−0.25 (syst.) = 1.00 +0.28
−0.28 .

The expected value of one is obtained for all four normalisation factors. Generally, statistical
uncertainties (stat.) slightly dominate, but are still of the same order of magnitude as the systematic
uncertainties (syst.). The increase in uncertainty for higher 𝑝T normalisation factors can be explained
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Chapter 10 Cross-section estimation

by the smaller event count in the corresponding CRs. Validating the fake background estimation, i.e.
studying the post-fit data to MC agreement in the VR, is obviously meaningless in case of the Asimov
fit. Nevertheless, all variables examined in this VR become relevant when presenting the unblinded fit
results and are listed in the following:

• The leading and subleading 𝜏had’s 𝑝T, 𝜂 and RNN score.

• The light lepton’s 𝑝T and 𝜂.

• The leading jet’s and b-jet’s 𝑝T and 𝜂.

• The two non-tH CNN output distributions.

• The total transverse energy as well as the mass of the Lorentz vector sum of the leading b-jet
and the forward jet.

The next step of this Asimov fit involves further validation through different diagnostic tools, starting
with an investigation of potential pulls and constraints. For each nuisance parameter, a study as
illustrated in Figure 10.2 is performed. This study reveals deviation between the post-fit value of a
nuisance parameter 𝜃 and its initially expected value 𝜃0. To facilitate comparability, this deviation is
normalised to be expressed in units of a nuisance parameter’s standard deviation Δ𝜃. Both the ±1𝜎
(green) and ±2𝜎 (yellow) intervals are indicated. Additionally, the normalised post-fit uncertainty
is shown. Whenever this uncertainty is smaller than the ±1𝜎 interval, the corresponding nuisance
parameter is considered constrained. The results of this test for all nuisance parameters in the 1ℓ+2𝜏had
channel are presented in Figure H.5. No concerning constraints are found, indicating a stable fit setup.

−3 −2 −1 0 1 2 3
θ̂−θ0

∆θ

Pulled nuisance parameter

Constrained nuisance parameter

Unconstrained nuisance parameter

Figure 10.2: Exemplary investigation of three nuisance parameter’s post-fit pulls and constraints. The plot
includes an unconstrained nuisance parameter that is not pulled, a constrained parameter and a pulled parameter.
The 𝑥-axis is given in units of a nuisance parameter’s standard deviation, with the ±1𝜎 (±2𝜎) interval marked
in green (yellow).

Besides studying pulls and constraints, it is essential to analyse the correlations between individual
nuisance parameters. In general, all nuisance parameters, as well as normalisation factors, should
be uncorrelated. Strong correlations between parameters need to be properly understood to prevent
uncertainties in the fit from being incorrectly estimated. The correlation matrix associated to the
1ℓ+2𝜏had Asimov fit is shown in Figure 10.4. Only nuisance parameters and normalisation factors with
correlations exceeding 30 % are displayed. Notably, negative correlations between the normalisation
factors 𝜇(fake-𝜏, 𝑝T,1) and 𝜇(fake-𝜏, 𝑝T,2) are observed. However, this correlation can be explained
by considering fake-di-𝜏 events. These cause both normalisation factors to scale an identical event,
which can introduce correlations. Furthermore, both factors are positively correlated with additional
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10.2 Asimov fit

nuisance parameters such as the parton showering uncertainty of tt events (tt PS). This common
dependency can likewise lead to increased correlations.

Finally, the nuisance parameters with the greatest influence on the parameter of interest, 𝜇tH , are
identified. The twenty most impactful parameters in the 1ℓ + 2𝜏had channel are ranked in Figure 10.5.
Following the definition in Figure 10.4, the pull of a nuisance parameter is indicated by (𝜃−𝜃0 )/Δ𝜃.
Additionally, the influence on the signal strength Δ𝜇tH can be observed for four different fit scenarios:
the two pre-fit variations 𝜃 ± Δ𝜃 and the two the post-fit variations 𝜃 ± Δ𝜃. Since nuisance parameters
can be constrained, the post-fit impact may be reduced. Each of the four studies is performed by fixing
just a single nuisance parameter to its lower or upper variation and rerunning the fit.

No unexpected results in the form of significant constraints are observed. In general, 𝜇tH is most
strongly influenced by the fake-𝜏 estimation, which is expected as the SR is primarily populated by
fake-𝜏 events (see Figure 9.7). These factors are followed in the ranking by the statistical uncertainty
of the SR’s highest bin. In principle, this impact could be reduced by merging bins. However, as this
reduces the expected sensitivity, the binning of the SR is retained.

In conclusion, this fit yields the expected results with no indications of technical setup issues. The
next iteration, a partially unblinded fit, is discussed in Section 10.3.
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Figure 10.3: Pre- and post-fit distributions of the SR and all CRs used in the 1ℓ + 2𝜏had channel’s Asimov fit.
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Figure 10.4: Correlation matrix for the 1ℓ + 2𝜏had channel’s Asimov fit.
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10.2.2 2ℓ + 1𝝉had - Asimov fit

This section presents the 2ℓ + 1𝜏had channel’s Asimov fit, using the same approach as in the 1ℓ + 2𝜏had
channel. As a starting point, all normalisation factors are introduced:

• 𝜇tH : this normalisation factor represents the tH signal strength and scales all tH events in the
fit. It expresses the ratio of the observed value and the Standard Model’s prediction and is the
actual parameter of interest in this fit.

• 𝜇(fake-𝜏, 𝑝T,1): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 20 GeV < 𝑝T < 30 GeV.

• 𝜇(fake-𝜏, 𝑝T,2): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 30 GeV < 𝑝T < 60 GeV.

• 𝜇(fake-𝜏, 𝑝T,3): this normalisation factor scales all events with a fake-𝜏 object whose transverse
momentum fulfils 60 GeV < 𝑝T.

• 𝜇(fake-e): this normalisation factor scales all events with a fake-e object.

• 𝜇(fake-𝜇): this normalisation factor scales all events with a fake-𝜇 object.

In this case, as in the 1ℓ+2𝜏had channel, events with more than one fake object are scaled by the product
of the corresponding normalisation factors. The same applies to tH events containing fake objects. As
mentioned in Section 9.3, an additional nuisance parameter is added to account for poorly modelled
electrons from prompt photon conversions. Given this contribution’s low event yield, estimation in
a dedicated CR is not feasible. Instead, such events are corrected via a conservative normalisation
uncertainty of 30 %. This value is derived by comparing results of the multi-lepton analysis channels
referenced in Section 2.3. In these tH decay channels, electrons from photon conversions play a
central role. Therefore, such events are corrected through an independent normalisation factor, which,
depending on the studied channel, leads to a correction of +20 % or −16 %, respectively [49].

All CRs and the SR established in Section 9.3.3 enter the Asimov fit. In case of the SR, the fit
is performed on the NNtH distribution, which is again binned according to Equation (10.2). The
fake-𝜏 CRs as well as the two light lepton CRs are fit inclusively without any additional binning. The
reasoning for the fake-𝜏 CRs is identical to the 1ℓ + 2𝜏had channel; the 𝑝T dependence is already
incorporated into the region definition. In the case of the fake light lepton CRs, no significant shape
dependence is expected according to the studies in Section 9.3.2. Therefore, forming multiple bins
would simply increase the risk of introducing artificial pulls. As a fit variable, NNbkg. is used for the
three fake-𝜏 CRs, while the leading light lepton’s 𝑝T is used for CRe and CR𝜇 . Due to the single bin
setup, this choice does not affect the fit. The pre-fit and post-fit distributions of these regions are
displayed in Figure 10.6. As a consequence of using the Asimov dataset, all pre- and post-fit yields
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remain identical. The expected normalisation factor uncertainties amount to

𝜇tH = 1.0 +5.4
−4.8 (stat.) +3.8

−3.5 (syst.) = 1.0 +6.6
−6.0 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.00 +0.02
−0.02 (stat.) +0.05

−0.05 (syst.) = 1.00 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 1.00 +0.02
−0.02 (stat.) +0.05

−0.05 (syst.) = 1.00 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,3) = 1.00 +0.08
−0.08 (stat.) +0.08

−0.08 (syst.) = 1.00 +0.11
−0.11 ,

𝜇(fake-e) = 1.00 +0.03
−0.03 (stat.) +0.06

−0.06 (syst.) = 1.00 +0.07
−0.07 ,

𝜇(fake-𝜇) = 1.00 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 1.0 +0.06
−0.06 .

Compared to the 1ℓ + 2𝜏had channel, the 2ℓ + 1𝜏had fit results are slightly more sensitive but likewise
more affected by statistical uncertainties.

The remaining VR is used to investigate the agreement between data and MC simulation for the
following variables:

• The 𝑝T and 𝜂 of the light lepton associated to the top-quark (ℓtop) and to the Higgs-boson
(ℓHiggs).

• The 𝜏had’s 𝑝T, 𝜂 and RNN score.

• The leading jet’s and b-jet’s 𝑝T and 𝜂.

• The two non-tH CNN output distributions.

• The total transverse energy as well as the mass of the Lorentz vector sum of the leading b-jet
and the forward jet.

All VR studies become relevant only in the case of partially unblinded fits and are therefore omitted
for the Asimov fit.

Subsequently, the fit is validated by first reviewing potential nuisance parameter pulls and constraints.
The results are summarised in Figure H.9 and do not indicate instabilities in the setup. The associated
correlations matrix is shown in Figure 10.7. The highest correlation is observed between the
𝜇(fake-𝜏, 𝑝T,1) and 𝜇(fake-𝜏, 𝑝T,2). This correlation arises from both normalisation factors’ nearly
identical anti-correlation with respect to the electron identification efficiency (Electron ID eff.). The
latter also shows the largest anti-correlation 𝜇(fake-e). Since both parameters affect the fake-e
normalisation, this dependency is to be expected. The same argument applies to 𝜇(fake-𝜏, 𝑝T,3) and
the tt parton showering uncertainty.

The last validation concerns the impact of all nuisance parameters, ranked in Figure 10.8. As clearly
visible, various parton showering uncertainties have the highest impact on 𝜇𝑡𝐻 . The impact of the
most sensitive SR bin’s statistical uncertainty, ranked fourth highest, is expected given the low event
count in the 2ℓ SS + 1𝜏had region. In comparison to the 1ℓ + 2𝜏had fit, fake background normalisation
factors are less influential.

The partially unblinded hybrid fit, conducted with the same setup, is presented in Section 10.3.2.
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Figure 10.6: Pre- and post-fit distributions of the SR and all CRs used in the 2ℓ + 1𝜏had channel’s Asimov fit.
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10.3 Hybrid fit

Subsequent to the Asimov fit, the hybrid fit approach is presented in this section. All CRs bins
are fitted to real data, provided they fall below the defined blinding threshold of 𝑆/𝐵 < 0.3 %. The
primary objective of this fit is to verify that all background processes are well understood. A good
post-fit agreement between data and the MC simulation indicates that fake-𝜏 and fake light lepton
contributions are scaled correctly. As before, the two analysis channels are discussed in dedicated
subsections, beginning with the 1ℓ + 2𝜏had channel.

10.3.1 1ℓ + 2𝝉had - hybrid fit

The fit setup as described in Section 10.2.1 remains unchanged, with the distinction that all three CRs
lie below the blinding threshold, allowing real data to be used in the fit. As a result, the fit yields:

𝜇tH = 1.0 +5.4
−5.0 (stat.) +3.9

−3.6 (syst.) = 1.0 +6.7
−6.1 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.08 +0.04
−0.04 (stat.) +0.03

−0.03 (syst.) = 1.08 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.93 +0.05
−0.05 (stat.) +0.05

−0.05 (syst.) = 0.93 +0.07
−0.07 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.70 +0.12
−0.12 (stat.) +0.16

−0.16 (syst.) = 0.70 +0.20
−0.20 .

The listed normalisation factors precisely reflect the 𝑝T dependence of fake-𝜏 events. At high 𝑝T,
the MC simulation tends to increasingly overestimate the data, correspondingly requiring a larger
downscaling. In contrast, the low 𝑝T fake-𝜏 events are upscaled by 8 %, which is consistent with the
findings discussed in Section 9.3.1. The fit results obtained in the CRs are used to adjust the blinded
SR’s Asimov dataset, creating a pseudo dataset. The pre-fit and post-fit distributions for the SR and all
three CRs are displayed in Figure 10.9 and show the expected behaviour. Given the single bin setup,
the normalisation factor scaling is able to achieve a perfect post-fit agreement. The visible change in
the SR’s total event yield arises from the generated pseudo dataset.

As the fit is now performed on real data, the VR can additionally be used to assess the effect of the
fake background estimation for all variables listed in Section 10.2.1. Each individual bin still has to
fulfil the blinding requirement. As an example, the subleading 𝜏had’s 𝑝T is shown in Figure 10.10.
All investigated distributions can be found in Figure H.13. Compared to the CRs, all VRs show a
better pre-fit agreement, as data and simulation agree within their 1𝜎 uncertainties for most variables.
This improved agreement can be attributed to the stricter selection criteria applied in the VR, which
effectively suppresses fake background contributions (see Section 9.2.1). As this level of agreement
is retained post-fit, it is assumed that the fit successfully corrected fake-𝜏 contributions. Therefore,
derived normalisation factors can be safely applied in the SR.

In analogy to the Asimov fit study, the pulls and constraints, correlations, and the impact on 𝜇tH
are analysed for all nuisance parameters and displayed in Figures H.1(a), H.3(a) and H.6. As no
inconsistencies are observed, the final unblinded fit is conducted in Section 10.4.1, following the same
fit strategy.
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Figure 10.9: Pre- and post-fit distributions of the SR and all CRs used in the 1ℓ + 2𝜏had channel’s hybrid fit.
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Figure 10.10: Pre- and post-fit distributions of the subleading 𝜏had’s 𝑝T in the VR used in the 1ℓ+2𝜏had channel’s
hybrid fit.
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10.3.2 2ℓ + 1𝝉had - hybrid fit

Analogous to the previous section, the hybrid fit is carried out in the 2ℓ + 1𝜏had channel. Again, all
CRs pass the blinding threshold, allowing real data to be used. The resulting normalisation factors are
as follows:

𝜇tH = 1.0 +5.3
−4.7 (stat.) +3.8

−3.4 (syst.) = 1.0 +6.5
−5.8 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.09 +0.02
−0.02 (stat.) +0.05

−0.05 (syst.) = 1.09 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.92 +0.02
−0.02 (stat.) +0.03

−0.03 (syst.) = 0.92 +0.04
−0.04 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.62 +0.06
−0.06 (stat.) +0.05

−0.05 (syst.) = 0.62 +0.07
−0.07 ,

𝜇(fake-e) = 0.91 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.91 +0.06
−0.06 ,

𝜇(fake-𝜇) = 0.90 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.90 +0.06
−0.06 .

The expected 𝑝T dependence of fake-𝜏 events is properly accounted for by the normalisation factors.
Fake light leptons contributions are inclusively downscaled by approximately 10 %. The pre- and
post-fit distributions are displayed in Figure 10.11.

In addition, all fake background corrections can be studied in the VR. As an example, the 𝜏had’s pre-
and post-fit 𝑝T distributions are shown in Figure 10.12. The distributions of all remaining variables
are summarised in Figure H.14. Compared to the 1ℓ + 2𝜏had channel, a worse pre-fit agreement is
observed. This is directly connected to the VR’s object definition, described in Section 9.3.3: requiring
events with an anti-medium 𝜏had increases the chance of selecting fake-𝜏 events. A comparison of the
pre- and post-fit distributions, quantified via the shown 𝜒2 test results, demonstrates that the initial
disagreement is resolved through rescaling the fake background contributions. Further nuisance
parameter validations reveal no issues and are summarised in Figures H.2(a), H.4(a) and H.10. The
final fully unblinded fit based on the same setup is covered in Section 10.4.2.
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Figure 10.11: Pre- and post-fit distributions of the SR and all CRs used in the 2ℓ + 1𝜏had channel’s hybrid fit.
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Figure 10.12: Pre- and post-fit distributions of the 𝜏had’s 𝑝T in the VR used in the 2ℓ + 1𝜏had channel’s hybrid fit.
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10.4 Fit to data

As a final step, the fully unblinded fit is performed in both channels by using real data in the SRs. The
two preceding fits have undergone extensive optimisation and multiple adjustments to achieve a stable
and reliable setup. In contrast, the unblinded fit is carried out only once with a finalised setup to avoid
introducing any potential bias into the analysis.

10.4.1 1ℓ + 2𝝉had - data fit

Initially, all normalisation factors in the 1ℓ + 2𝜏had channel are examined and listed as follows:

𝜇tH = −2.3 +5.2
−4.8 (stat.) +3.7

−3.6 (syst.) = −2.3 +6.4
−6.0 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.08 +0.04
−0.04 (stat.) +0.03

−0.03 (syst.) = 1.08 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.94 +0.05
−0.05 (stat.) +0.05

−0.05 (syst.) = 0.94 +0.07
−0.07 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.71 +0.12
−0.12 (stat.) +0.17

−0.17 (syst.) = 0.71 +0.21
−0.21 .

Compared with the hybrid fit approach, only minor deviations of 1 % are observed in case of the fake-𝜏
normalisation factors. Each factor’s value is predominantly determined in the dedicated fake-𝜏 CR.
Therefore, including real data in the SR only leads to the observed minor corrections. Any significant
deviation would hint at a potential issue, suggesting that the modelling of fake-𝜏 events in the CRs
does not reliably extrapolate to the SR.

For 𝜇tH , the fit yields a negative value. In the absence of interference effects with other processes,
such a value is, in principle, unphysical. However, a negative result can occur when the observed data
are lower than expected by the background-only hypothesis. Allowing 𝜇tH to take on negative values
ensures that the likelihood function remains approximately symmetrical near zero. This is particularly
important for the proper estimation of confidence intervals and when combining multiple analysis
channels. Nonetheless, the Standard Model prediction, corresponding to 𝜇tH = 1, lies well within the
measurement’s ±1𝜎 interval.

The small changes in the fake background normalisation factors, compared to the hybrid fit in
Section 10.3.1, indicate that unblinding the SR does not affect distributions in the CRs and the VR.
Consequently, only the pre- and post-fit SR results are visualised in Figure 10.13. Studies on the
nuisance parameters’ correlations, pulls and constraints can be found in Figures H.1(b) and H.7, while
the ranked impact is shown in Figure 10.14. Unblinding the SR causes minor pulls, well within the
±1𝜎 range.
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Figure 10.13: Pre- and post-fit distributions of the SR used in the 1ℓ + 2𝜏had channel’s fully unblinded fit.
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Figure 10.14: Nuisance parameter impact ranking for the 1ℓ + 2𝜏had channel’s fully unblinded fit.
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10.4.2 2ℓ + 1𝝉had - data fit

Completely unblinding the 2ℓ + 1𝜏had channel results in the following normalisation factors:

𝜇tH = 0.1 +5.0
−4.5 (stat.) +3.5

−3.4 (syst.) = 0.1 +6.1
−5.6 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.09 +0.02
−0.02 (stat.) +0.05

−0.05 (syst.) = 1.09 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.92 +0.02
−0.02 (stat.) +0.03

−0.03 (syst.) = 0.92 +0.04
−0.04 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.63 +0.06
−0.06 (stat.) +0.05

−0.05 (syst.) = 0.63 +0.08
−0.08 ,

𝜇(fake-e) = 0.89 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.89 +0.06
−0.06 ,

𝜇(fake-𝜇) = 0.91 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.90 +0.06
−0.06 .

As already observed in the unblinded 1ℓ + 2𝜏had channel, the normalisation factors for the fake
background processes deviate by at most 1 % from their corresponding hybrid fit results. This confirms
that unblinding the SR does not impact the corrections, thereby justifying the extrapolation from the
CRs. The result for 𝜇tH agrees with the Standard Model expectation within ±1𝜎. The obtained post-fit
SR distribution is shown in Figure 10.15. CRs, as well as VR results are omitted, as the associated
distributions are almost unchanged with respect to Figure 10.11.

The impact of each nuisance parameter on 𝜇tH is illustrated in Figure 10.16. Again, only small
pulls, well within the ±1𝜎 interval, are observed. These pulls arise from the SR’s first bin with its
more pronounced deviation between data and simulation. Assuming that all fake backgrounds are
roughly uniformly distributed, a perfect agreement cannot be achieved merely by a flat renormalisation.
Instead, the fit corrects this first bin by pulling nuisance parameters which impact the distribution’s
shape. Further nuisance parameter studies can be found in Figures H.2(b) and H.11.
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Figure 10.15: Pre- and post-fit distributions of the SR used in the 2ℓ + 1𝜏had channel’s fully unblinded fit.
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Figure 10.16: Nuisance parameter impact ranking for the 2ℓ + 1𝜏had channel’s fully unblinded fit.

10.5 Fit to data - inverted coupling (𝒚 𝒕 = −1)

The entire analysis is designed towards measuring the tH process as predicted by the Standard Model.
The simulated tHq and tWH events, used in the CNN training and the background estimation, are
generated under the assumption of a destructive interference, i.e. a positive sign of the Yukawa coupling
between the Higgs-boson and the top-quark (𝑦𝑡 = 1). Nevertheless, the final fit setup also allows
testing of the alternative inverted coupling hypothesis (𝑦𝑡 = −1). As discussed in Section 2.3, this
hypothesis predicts a constructive interference in the tH channel, thereby enhancing the cross-section.
The corresponding fit is performed in both channels by relying on the fully unblinded setup discussed
in Section 10.4. The original MC simulation of tH events is replaced by a modified sample that
assumes 𝑦𝑡 = −1.

In the case of the 1ℓ + 2𝜏had channel, the resulting normalisation factors are given as follows:

𝜇tH (𝑦𝑡 = −1) = −0.3 +0.9
−0.9 (stat.) +0.8

−0.8 (syst.) = −0.3 +1.2
−1.2 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.08 +0.04
−0.04 (stat.) +0.03

−0.03 (syst.) = 1.08 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.94 +0.05
−0.05 (stat.) +0.05

−0.05 (syst.) = 0.94 +0.07
−0.07 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.71 +0.12
−0.12 (stat.) +0.17

−0.17 (syst.) = 0.71 +0.21
−0.21 .
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For the 2ℓ + 1𝜏had channel one obtains:

𝜇tH (𝑦𝑡 = −1) = −0.2 +0.8
−0.7 (stat.) +0.6

−0.7 (syst.) = −0.2 +1.0
−1.0 ,

𝜇(fake-𝜏, 𝑝T,1) = 1.09 +0.02
−0.02 (stat.) +0.05

−0.05 (syst.) = 1.09 +0.05
−0.05 ,

𝜇(fake-𝜏, 𝑝T,2) = 0.92 +0.02
−0.02 (stat.) +0.03

−0.03 (syst.) = 0.92 +0.04
−0.04 ,

𝜇(fake-𝜏, 𝑝T,3) = 0.63 +0.06
−0.06 (stat.) +0.05

−0.05 (syst.) = 0.63 +0.08
−0.08 ,

𝜇(fake-e) = 0.89 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.89 +0.06
−0.06 ,

𝜇(fake-𝜇) = 0.91 +0.03
−0.03 (stat.) +0.05

−0.05 (syst.) = 0.90 +0.06
−0.06 .

In both channels, the modified signal model leads to a shift for 𝜇tH with respect to the results in
Section 10.4, while the background normalisation factors remain unaffected. Thus, only the SRs for
the respective channels are shown in Figures 10.17 and 10.18. A negative best-fit value for the tH
signal strength is obtained in both channels. A comparison with the results in Section 10.4 indicates
that this is in good agreement with the expectations. Even for the Standard Model hypothesis, the
observed data are best described by a downscaled tH contribution. In case of the alternative hypothesis,
given its associated constructive interference, more tH events are expected in all regions, especially in
the SR. Therefore, a stronger downscaling is required.

Taking this argument into account, the 2ℓ + 1𝜏had channel’s 𝜇tH result may appear somewhat
counterintuitive, as a lower normalisation factor is obtained when testing the Standard Model
hypothesis (see Section 10.4.2). However, under the alternative hypothesis the SR’s pre-fit tH
contribution is approximately seven times larger. Since this contribution is directly multiplied by 𝜇tH ,
a larger negative normalisation factor value would cause the observed data to be underestimated. A
comparison of Figure 10.15 and Figure 10.18 demonstrates that both 𝜇tH results lead to an identical
post-fit contribution, indicating a stable fit setup. Further studies are performed in analogy to the
Standard Model hypothesis fits. Their results are summarised in Figures H.1(c), H.3(b) and H.8 as
well as Figures H.2(c), H.4(b) and H.12 for the 1ℓ + 2𝜏had channel and the 2ℓ + 1𝜏had channel.
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Figure 10.17: Pre- and post-fit distributions of the SR used in the 1ℓ + 2𝜏had channel’s fully unblinded inverted
coupling fit.
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Figure 10.18: Pre- and post-fit distributions of the SR used in the 2ℓ + 1𝜏had channel’s fully unblinded inverted
coupling fit.

10.6 Combined fit

To enhance the overall sensitivity and statistical significance, the results from both channels are
combined in the final step of the analysis. Since the two channels are statistically independent, their
combination can be expressed as the product of the individual likelihoods:

𝐿 (𝜇, ®𝜃) =
2∏

𝑘=1
𝐿𝑘 (𝜇, ®𝜃𝑘) . (10.3)

Consequently, the whole dataset is exploited when testing the Standard Model hypothesis as well
as the 𝑦𝑡 = −1 scenario. For the Standard Model hypothesis, the combined results are displayed in
Figure 10.19, leading to

𝜇tH = −1.1 +3.6
−3.3 (stat.) +2.5

−2.6 (syst.) = −1.1 +4.4
−4.2 .

The Standard Model hypothesis is found to be within one standard deviation for all individual results,
as well as for the combined measurement. Compared with systematic effects, statistical uncertainties
have a greater impact on the final result. Therefore, repeating this analysis with a larger dataset would
significantly increase the sensitivity.

As shown in Figure 10.19(b), at a 95 % confidence level, conventionally used in particle physics, a
cross-section exceeding 8.5 times the Standard Model prediction can be excluded. This sets an upper
limit of 𝜎(tH) = 760 fb on the tH cross-section.

Combining the inverted coupling results yields

𝜇tH (𝑦𝑡 = −1) = −0.3 +0.6
−0.6 (stat.) +0.5

−0.5 (syst.) = −0.3 +0.8
−0.8 ,

as shown in Figure 10.20. The nominal signal strength in the case of 𝑦𝑡 = −1 lies outside the ±2𝜎
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interval of the measurement. At a 95 % confidence level, any cross-section exceeding 1.4 times the
inverted coupling hypothesis can be excluded.

To ultimately evaluate the stability of the fit results obtained for both hypotheses, a goodness-of-fit
test is performed. This test is carried out by comparing each model with a saturated model [158].
Such a model is set up with enough degrees of freedom to perfectly describe the observed data without
pulling any nuisance parameters, thus avoiding penalising the likelihood. The ratio of both models’
likelihoods follows a 𝜒2-distribution, allowing for a standard goodness-of-fit test. This test yields a
probability of 83 % (84 %) for the 𝑦𝑡 = 1 (𝑦𝑡 = −1) case, supporting the validity of each performed
combination.
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Figure 10.19: Results of the combined fit under the Standard Model hypothesis, showing (a) the best-fit signal
strength value 𝜇tH as well as (b) the exclusion limits at a 95 % confidence level. The expected limit is shown
along with the one- and two-standard deviation uncertainty bands, in addition to the observed limit.
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Figure 10.20: Results of the combined fit under the inverted coupling hypothesis, showing (a) the best-fit signal
strength value 𝜇tH as well as (b) the exclusion limits at a 95 % confidence level. The expected limit is shown
along with the one- and two-standard deviation uncertainty bands, in addition to the observed limit.
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CHAPTER 11

Conclusion

In 2012, the discovery of the Higgs-boson marked the most recent addition of a pivotal piece to the
particle physics jigsaw puzzle known as the Standard Model. Nevertheless, experimental evidence
keeps revealing major gaps in this model. To close such gaps, finding puzzle pieces that explain and
incorporate phenomena like dark matter or gravity is crucial. So, it comes as no surprise that the
search for these missing puzzle pieces is central to today’s efforts in particle physics.

This work presents an analysis aimed at refining and constraining the known puzzle pieces’ contours
by investigating properties of the heaviest elementary particles, the top-quark and the Higgs-boson.
Through measuring the cross-section of the associated production of a top-quark and a Higgs-boson
(tH), both the magnitude and importantly also the relative sign of the Yukawa coupling 𝑦𝑡 can be
determined. The Standard Model predicts a positive sign (𝑦𝑡 = 1), causing a destructive interference
in the tH channel and thus complicating the search by reducing the expected cross-section.

The analysis uses data from pp collisions recorded at
√
𝑠 = 13 TeV by the ATLAS detector during

Run 2 of the LHC, corresponding to an integrated luminosity of 𝐿int = 140 fb−1. The H → 𝜏𝜏
channels are targeted and split into two distinct regions according to the number of hadronically
decaying tau-leptons (𝜏had). To enhance the overall sensitivity, a categorical neural network is trained
and optimised in each region, providing an improved separation between signal and background
processes. Given their high discriminatory power, the resulting predictions are chosen to serve as
a fit variable in a binned profile likelihood fit to measure the signal strength (𝜇tH), defined as the
ratio between the measured and the predicted tH cross-section. A reliable result is obtained by
simultaneously validating and correcting the modelling of all dominant background processes in
dedicated regions.

Combining both channels in a final fit yields a signal strength of

𝜇tH = −1.1 +3.6
−3.3 (stat.) +2.5

−2.6 (syst.) = −1.1 +4.4
−4.2 ,

which is in agreement with the Standard Model prediction and consistent with the results reported by
the CMS collaboration [48] at the 2𝜎 level. At a 95 % confidence level, cross-sections exceeding 8.5
times the Standard Model prediction can be excluded, allowing an upper limit of 𝜎(tH) = 760 fb to be
set. In addition, the alternative hypothesis of a modified Yukawa coupling with inverted sign, leading
to the expectation of an enhanced cross-section, is evaluated. Using the same profile likelihood fit
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setup a signal strength of

𝜇tH (𝑦𝑡 = −1) = −0.3 +0.6
−0.6 (stat.) +0.5

−0.5 (syst.) = −0.3 +0.8
−0.8 ,

is obtained. Corresponding 95 % confidence level limits lie at 1.4 times the predicted cross-section.
For both hypotheses, the measurement is dominated by the statistical uncertainty of the data

available. Therefore, the presented analysis provides an ideal foundation for a future combination
of this dataset with the full ATLAS Run 3 dataset expected by summer 2026. This enlarged dataset
would enable stricter limits to be set.
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APPENDIX A

Natural units

All calculations in this thesis are performed in the natural unit system. This system is commonly used
in particle physics with the purpose of simplifying expressions. Using the reduced Planck constant
ℏ = 1.0546 × 10−34 Js and the speed of light 𝑐 = 2.9979 × 108 m/s, one can convert units of distance,
mass, and time to powers of units of energy.

In this system, energies 𝐸 are not expressed in units of joule but in eV, where 1 eV is defined as the
kinetic energy that an electron receives when passing through an electric potential difference of 1 V.
For simplicity one additionally defines:

ℏ = 𝑐 = 1 . (A.1)

This simplifies the energy mass relation to

𝐸2
= 𝑝2 + 𝑚2 . (A.2)

Obviously, mass and momentum can also be expressed in units of eV in this system. Further considering
the quantised photon energy

𝐸 = ℎ𝜈 = 2𝜋ℏ𝜈 = 2𝜋𝜈 , (A.3)

where 𝜈 = 1/𝑇 denotes the frequency, it quickly becomes clear that time is specified in units of eV−1.
Similarly, using the de Broglie wavelength

𝑝 =
ℎ

𝜆
=

2𝜋ℏ
𝜆

=
2𝜋
𝜆

, (A.4)

it can be shown that lengths are also given in units of eV−1, areas consequently in units of eV−2.
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APPENDIX B

Lorentz vectors and transformations

In particle physics, it is common to express space-time coordinates using a four-vector ®𝑟 , given by

®𝑟 =
©«
𝑡
𝑥
𝑦
𝑧

ª®®®¬ . (B.1)

These vectors, also called Lorentz vectors, share their linearity properties with standard Euclidean
vectors, i.e.

®𝑟1 + ®𝑟2 =

©«
𝑡1
𝑥1
𝑦1
𝑧1

ª®®®¬ +
©«

𝑡2
𝑥2
𝑦2
𝑧2

ª®®®¬ =

©«
𝑡1 + 𝑡2
𝑥1 + 𝑥2
𝑦1 + 𝑦2
𝑧1 + 𝑧2

ª®®®¬ , (B.2)

applies. The scalar multiplication also matches that of Euclidean vectors. However, a vector’s
magnitude is defined as

|®𝑟 | =
√︃
𝑡2 − 𝑥2 − 𝑦2 − 𝑧2 , (B.3)

and represents a quantity, which is invariant under Lorentz transformations. Lorentz transformations
form the basis of special relativity. They allow transformations between two inertial systems, that are
moving with a constant velocity 𝑣 relative to each other [7].

The simplest transformation considers a particle to be located at ®𝑟1 in one inertial system and at ®𝑟2
in a second inertial system. The second system moves with velocity 𝑣 along the 𝑥-direction relative to
the first system. Both systems’ coordinates can be linked by a Lorentz transformation in natural units
via

𝑡2 = 𝛾(𝑡1 − 𝛽𝑥1), 𝑥2 = 𝛾(𝑥1 − 𝛽𝑡1), 𝑦2 = 𝑦1 and 𝑧2 = 𝑧1 . (B.4)

In this case 𝛾 = 1/√1−𝛽2 denotes the Lorentz factor with 𝛽 = 𝑣/𝑐. For 𝑣 ≪ 𝑐, this transformation
corresponds to Galilei transformations used in Newtonian mechanics. Using the relativistic expressions
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for energy 𝛾𝑚 and the three-dimensional momentum’s magnitude 𝛾𝛽𝑚, the four-momentum Lorentz
vector

®𝑝 =

©«
𝐸
𝑝𝑥

𝑝𝑦
𝑝𝑧

ª®®®¬ , (B.5)

is defined similar to the space-time four-vector ®𝑟 . Its magnitude

| ®𝑝 | =
√︃
𝐸2 − 𝑝2

𝑥 − 𝑝2
𝑦 − 𝑝2

𝑧 = 𝑚 , (B.6)

yields the energy-momentum relationship. As a direct consequence, a particle’s mass 𝑚 represents
a Lorentz invariant quantity. Four-vectors reconstructed in the ATLAS coordinates system can be
transformed back into Cartesian momenta by

®𝑝 =

©«
𝐸
𝑝𝑥

𝑝𝑦
𝑝𝑧

ª®®®¬ =

©«
𝐸

𝑝T cos 𝜙
𝑝T sin 𝜙
𝑝T sinh 𝜂

ª®®®¬ . (B.7)
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APPENDIX C

Integration with Monte Carlo methods

As discussed in Section 4.4, the field of application for MC methods is broad but always utilises repeated
random sampling. In general, the selected sampling numbers must be uniformly distributed, and each
method’s accuracy increases with the sample size. This appendix provides a short explanation to this
idea by discussing the best-known example: determining the number 𝜋 by performing integration.

First imagine a quadrant with radius 𝑟 = 1 plotted within a unit square as shown in Figure C.1. Now
the random numbers 𝑥 as well as 𝑦 are sampled from a uniform distribution in the interval [0, 1) and
subsequently plotted in the unit square. The probability of one scatter point lying within the quadrant
obviously corresponds to the ratio of the two areas

𝑝 = lim
𝑁→∞

𝑁 (quadrant)
𝑁

=
𝐴quadrant

𝐴square
=

1
4𝜋𝑟

2

𝑟2 =
1
4
𝜋 , (C.1)

where 𝑁 (quadrant) denotes the number of all scatter points 𝑁 that lie inside the quadrant’s area, i.e.

fulfil
√︃
𝑥2 + 𝑦2 < 1.

The integration in this example was carried out with 𝑁1 = 100, 𝑁2 = 1000 and 𝑁3 = 10000. The
results, visualised in Figures C.1(a) to C.1(c), are:

𝜋 = 4
𝑁 (quadrant)

𝑁
= 4

76
100

≈ 3.04 , (C.2)

𝜋 = 4
𝑁 (quadrant)

𝑁
= 4

795
1000

≈ 3.18 , (C.3)

𝜋 = 4
𝑁 (quadrant)

𝑁
= 4

7868
10000

≈ 3.15 . (C.4)

Evidently, the value of 𝜋 can be determined using the MC integration while the increase in accuracy
for a larger sample is apparent. A generalisation of this method combined with a detailed introduction
to the topic can be found in [114].
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Figure C.1: Approximating 𝜋 with MC methods by using (a) 100, (b) 1 000 and (c) 10 000 uniformly distributed
scattering points.
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APPENDIX D

Systematic uncertainties

This appendix provides a summary of all systematic uncertainties considered in this analysis. All
uncertainties can be divided into two main categories:

• Instrumental uncertainties, which affect the reconstruction of physics objects in the detector.

• Modelling uncertainties arising when generating MC samples.

Instrumental uncertainties are evaluated by dedicated groups within the ATLAS collaboration and are
simulated by rescaling the nominal MC samples. The following uncertainties are taken into account:

• The uncertainty in the integrated luminosity measurement is primarily determined by the
LUCID-2 detector [159] and complemented by additional measurements within the ATLAS
detector itself.

• The uncertainty associated with pile-up reweighting, i.e. rescaling the MC pile-up distribution
to match the data, is estimated by varying the derived reweighting factors.

• Lepton selection uncertainties include variations in trigger, reconstruction, identification, and
isolation efficiencies. Additionally, uncertainties in the lepton momentum scale and resolution
are included, addressing potential systematic offsets and statistical fluctuations.

• The uncertainty on 𝐸miss
T is modelled through variations in the scale and resolution of the soft

component in Equation (3.18).

• Uncertainties in jet reconstruction primarily arise from the determination of the JER and the JES.
These effects are parametrised using a set of nuisance parameters that account for dependencies
on 𝜂 and 𝑝T. Additionally, variations in the Jet Vertex Tagger’s efficiency are considered.

• Flavour-tagging uncertainties are treated independently for b-jets, c-jets, and light-flavour jets.
In all cases, the uncertainties are modelled as functions of 𝑝T.

In contrast, modelling uncertainties – apart from cross-section uncertainties – are generally not
evaluated through simple rescaling. Instead, they are assessed either by varying parameters within the
nominal simulation or by comparing the nominal simulation to alternative simulations produced using
different MC generators. In the following, each modelling uncertainty is briefly introduced, along
with a list of the processes for which it is included in the analysis.
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• Perturbative QCD calculations depend on the renormalisation (𝜇R) and factorisation (𝜇F) scales,
which influence the running of the strong coupling constant and the PDFs. Uncertainties arising
from missing higher-order corrections in this parametrisation are estimated by varying 𝜇R and
𝜇F by factors of 2 and 0.5 in the calculation. These uncertainties are included for diboson, tW ,
tt, ttH, ttW , ttZ, tZq, and Z + jets events.

• Uncertainties in the modelling of FSR and ISR are covered using a modified nominal sample,
generated by using adjusted parameters in the simulation. For FSR variations, an altered
value of 𝛼S is used in the simulation, while inital state radiation (ISR) variations are estimated
by adjusting the Var3c eigentune of the A14 tune within the nominal Powheg + Pythia 8
simulation [160]. These uncertainties are included for tW , tt, ttH, ttW , tZq, and 𝑡-channel
events.

• Uncertainties associated with the matrix element calculation and the parton shower modelling
are estimated by comparing the nominal sample to an additional sample simulated using an
alternative MC generator. These uncertainties are included for diboson, tHq, tWH, tW , tt, ttH,
ttW , ttZ and 𝑡-channel events.

• Uncertainties connected to the used PDFs sets are assessed by comparing to results obtained
with alternative sets. These uncertainties are included for diboson, tHq, tWH, tW , tt, ttH, ttW ,
ttZ and tZq events.

• In the case of tt events, an additional uncertainty arising from the selection of the ℎdamp
parameter must be taken into account. Within Powheg, this parameter regulates the high-𝑝T
radiation against which the tt system recoils [161]. To evaluate this uncertainty, an alternative
simulation with a doubled ℎdamp parameter is used.
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APPENDIX E

Neural network input variables

Figures E.1 and E.2 display all CNN input variables based on the tight preselection in the 1ℓ + 2𝜏had
channel and the 2ℓ SS + 1𝜏had channel. In addition the responses of all three output nodes are shown.
A comprehensible definition of each variable is given in Section 8.2.1.
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Figure E.1: All variables used as input to the CNN along with the resulting network response in the 1ℓ + 2𝜏had
channel. The lower ratio plot indicates the agreement between real data and simulated MC events.
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Figure E.2: All variables used as input to the CNN along with the resulting network response in the 2ℓ SS+1𝜏had
channel. The lower ratio plot indicates the agreement between real data and simulated MC events.
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APPENDIX F

Supplementary neural network results

This appendix summarises additional results of the signal and background separation in the 1ℓ + 2𝜏had
channel and the 2ℓ SS + 1𝜏had channel. The response distributions corresponding to the non-tH output
nodes are shown in Figures F.1 and F.2. To obtain this response each model’s outputs based on the
respective prediction folds are merged. Furthermore, Figures F.3 to F.6 illustrate the training and
validation ROC curve corresponding to these two output nodes for all five models. Lastly, Figures F.7
and F.8 display the remaining ROC curve for all three output nodes determined via each fold’s
prediction sample.
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Figure F.1: CNN response of (a) the tt output node and (b) the background output node based on the prediction
dataset in the 1ℓ + 2𝜏had channel. All remaining processes are combined and termed orthogonal categories.
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Figure F.2: CNN response of (a) the tt + tt𝑋 output node and (b) the background output node based on the
prediction dataset in the 2ℓ SS + 1𝜏had channel. All remaining processes are combined and termed orthogonal
categories.
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Figure F.3: ROC curve corresponding to each model’s tt output node response based on (a) training data and (b)
validation data in the 1ℓ + 2𝜏had channel. The average across all folds is shown along with its standard deviation.
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Figure F.4: ROC curve corresponding to each model’s tt + tt𝑋 output node response based on (a) training
data and (b) validation data in the 2ℓ SS + 1𝜏had channel. The average across all folds is shown along with its
standard deviation.

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate (FPR)

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e 
(T

PR
)

Mean (AUC = 0.682 ± 0.012)
± 1 std. dev.
Fold 0 (AUC = 0.688)
Fold 1 (AUC = 0.685)
Fold 2 (AUC = 0.659)
Fold 3 (AUC = 0.682)
Fold 4 (AUC = 0.695)

(a)

0.0 0.2 0.4 0.6 0.8 1.0
False Positive Rate (FPR)

0.2

0.4

0.6

0.8

1.0

Tr
ue

 P
os

iti
ve

 R
at

e 
(T

PR
)

Mean (AUC = 0.649 ± 0.008)
± 1 std. dev.
Fold 0 (AUC = 0.644)
Fold 1 (AUC = 0.655)
Fold 2 (AUC = 0.637)
Fold 3 (AUC = 0.652)
Fold 4 (AUC = 0.661)

(b)

Figure F.5: ROC curve corresponding to each model’s background output node response based on (a) training
data and (b) validation data in the 1ℓ + 2𝜏had channel. The average across all folds is shown along with its
standard deviation.
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Figure F.6: ROC curve corresponding to each model’s background output node response based on (a) training
data and (b) validation data in the 2ℓ SS + 1𝜏had channel. The average across all folds is shown along with its
standard deviation.
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Figure F.7: ROC curve corresponding to each model’s (a) tH, (b) tt and (c) background output node response
based on the prediction data in the 1ℓ + 2𝜏had channel. The average across all folds is shown along with its
standard deviation.
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Figure F.8: ROC curve corresponding to each model’s (a) tH, (b) tt + tt𝑋 and (c) background output node
response based on the prediction data in the 2ℓ SS + 1𝜏had channel. The average across all folds is shown along
with its standard deviation.
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APPENDIX G

Supporting background estimation studies

This appendix provides a detailed breakdown of all regions used in the profile likelihood fit into their
individual processes. Small processes are not merged and instead listed individually. Table G.1 shows
the results corresponding to the 1ℓ + 2𝜏had channel while Table G.2 and Table G.3 summarise those of
the 2ℓ + 1𝜏had channel. In addition, Figures G.1 to G.3 show the composition of all processes that
enter the tight preselection region in the different channels.

Table G.1: Weighted event yields for all regions used in the 1ℓ + 2𝜏had channel’s profile likelihood fit.

1ℓ + 2𝜏had Weighted yields

Process SR VR CRfake-𝜏,𝑝T,1
CRfake-𝜏,𝑝T,3

CRfake-𝜏,𝑝T,3

tH 1.719 ± 0.044 0.6956 ± 0.0003 0.13 ± 0.01 0.254 ± 0.017 0.226 ± 0.016
tWZ 1.1969 ± 0.0002 1.3865 ± 0.0021 0.1472 ± 0.0069 0.2770 ± 0.0094 0.2304 ± 0.0009
tt – – – – –
ttW 1.078 ± 0.086 3.50 ± 0.13 0.366 ± 0.042 0.552 ± 0.057 0.403 ± 0.043
ttZ 7.78 ± 0.27 8.53 ± 0.27 0.789 ± 0.081 1.58 ± 0.11 1.12 ± 0.11
ttH 10.08 ± 0.12 9.20 ± 0.11 0.992 ± 0.037 1.9575 ± 0.0051 1.662 ± 0.047
tZq 4.90 ± 0.12 3.51 ± 0.10 0.646 ± 0.046 1.00 ± 0.06 0.679 ± 0.042
tW – – – – –
Z + jets – – – – –
𝑡-channel – – – – –
W + jets – – – – –
Diboson 5.32 ± 0.24 8.56 ± 0.36 1.38 ± 0.31 1.34 ± 0.17 1.09 ± 0.13
Minor bkg. 0.0293 ± 0.0054 0.0704 ± 0.0001 0.0031 ± 0.0013 0.0083 ± 0.0022 0.0121 ± 0.0068

Fake-e 0.088 ± 0.027 0.52 ± 0.21 0.17 ± 0.14 0.055 ± 0.018 0.029 ± 0.014
Fake-𝜇 0.042 ± 0.015 0.23 ± 0.15 0.022 ± 0.017 0.24 ± 0.18 0.0176 ± 0.0082
Charge-misident. 0.0046 ± 0.0002 0.0103 ± 0.0059 0.0007 ± 0.0005 0.0002 ± 0.0002 0.0004 ± 0.0003
𝛾-conversion 0.042 ± 0.015 0.09 ± 0.03 0.099 ± 0.089 0.0077 ± 0.0021 0.0006 ± 0.0022
Fake-𝜏 73.1 ± 3.0 468.0 ± 7.9 281.4 ± 6.4 167.55 ± 5.05 45.9 ± 2.4
Fake-𝜏 + fake-e 0.045 ± 0.020 0.54 ± 0.25 0.37 ± 0.18 −0.060 ± 0.097 0.036 ± 0.016
Fake-𝜏 + fake-𝜇 0.0136 ± 0.0074 0.28 ± 0.17 0.095 ± 0.042 0.035 ± 0.030 0.14 ± 0.13
Fake-𝜏 + charge-misident. 0.0026 ± 0.0018 0.16 ± 0.14 0.096 ± 0.095 0.0044 ± 0.0038 –
Fake-𝜏 + 𝛾-conversion 0.0183 ± 0.0094 1.05 ± 0.72 0.89 ± 0.37 0.0121 ± 0.0056 0.030 ± 0.026
fake-di-𝜏 40.1 ± 2.5 392.5 ± 9.6 334.2 ± 8.9 233.0 ± 7.6 51.6 ± 2.8
fake-di-𝜏 + fake-e 0.0001 ± 0.0036 0.12 ± 0.10 0.15 ± 0.15 0.56 ± 0.35 –
fake-di-𝜏 + fake-𝜇 0.10 ± 0.10 0.0081 ± 0.0058 0.36 ± 0.36 0.10 ± 0.10 –
fake-di-𝜏 + charge-misident. 0.0059 ± 0.0059 0.021 ± 0.018 0.0050 ± 0.0036 −0.12 ± 0.12 –
fake-di-𝜏 + 𝛾-conversion −0.010 ± 0.013 0.93 ± 0.37 0.41 ± 0.23 0.15 ± 0.15 0.0046 ± 0.0046
Other fakes 0.029 ± 0.011 0.52 ± 0.45 0.0575 ± 0.0034 0.11 ± 0.15 0.0072 ± 0.0038

Total 145.6 ± 4.0 901 ± 13 623 ± 11 408.6 ± 9.1 103.2 ± 3.7
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Table G.2: Weighted event yields for all regions used in the 2ℓ SS + 1𝜏had channel’s profile likelihood fit.

2ℓ SS + 1𝜏had Weighted yields

Process SR VR CRfake-e CRfake-𝜇

tH 1.375 ± 0.041 0.277 ± 0.019 0.428 ± 0.023 0.358 ± 0.021
tWZ 1.464 ± 0.022 0.3130 ± 0.0097 0.434 ± 0.012 0.320 ± 0.010
tt 0.25 ± 0.18 0.25 ± 0.18 1.52 ± 0.46 0.61 ± 0.28
ttW 20.56 ± 0.36 4.55 ± 0.15 3.06 ± 0.13 2.93 ± 0.14
ttZ 10.75 ± 0.29 2.04 ± 0.13 3.09 ± 0.17 2.99 ± 0.15
ttH 13.909 ± 0.127 2.754 ± 0.055 4.440 ± 0.072 3.557 ± 0.065
tZq 3.169 ± 0.098 0.794 ± 0.047 0.996 ± 0.057 0.898 ± 0.053
tW – – – –
Z + jets – – – –
Diboson 5.73 ± 0.25 1.56 ± 0.20 1.76 ± 0.14 1.50 ± 0.15
W + jets – – – –
Minor bkg. 0.379 ± 0.020 0.0417 ± 0.0055 0.114 ± 0.014 0.40 ± 0.32

Fake-e 5.03 ± 0.72 150.5 ± 4.5 688.7 ± 9.8 37.34 ± 2.27
Fake-𝜇 7.47 ± 0.98 139.8 ± 4.3 42.8 ± 2.4 660.9 ± 9.5
Charge-misident. 0.0618 ± 0.0021 0.0230 ± 0.0092 0.039 ± 0.011 0.0092 ± 0.0039
𝛾-conversion 3.56 ± 0.65 3.34 ± 0.69 8.4 ± 1.1 2.28 ± 0.58
Fake-e + fake-e 0.0056 ± 0.0004 0.022 ± 0.025 0.91 ± 0.32 –
Fake-e + fake-𝜇 0.032 ± 0.012 0.47 ± 0.25 0.55 ± 0.24 1.20 ± 0.39
Fake-𝜇 + fake-𝜇 0.048 ± 0.022 0.54 ± 0.25 – 1.20 ± 0.40
Fake-𝜏 21.07 ± 0.46 16.10 ± 0.38 6.29 ± 0.94 4.92 ± 0.34
Fake-𝜏 + fake-e 4.4 ± 1.2 313.9 ± 7.2 415.2 ± 7.8 27.7 ± 1.9
Fake-𝜏 + fake-𝜇 3.97 ± 0.71 297.3 ± 6.4 27.7 ± 1.9 376.7 ± 7.2
Fake-𝜏 + charge-misident. 1.01 ± 0.28 2.45 ± 0.50 0.89 ± 0.35 0.48 ± 0.24
Fake-𝜏 + 𝛾-conversion 1.64 ± 0.42 6.10 ± 0.88 4.42 ± 0.75 1.26 ± 0.39
Fake-𝜏 + fake-e + fake-e – 0.102 ± 0.094 1.34 ± 0.58 –
Fake-𝜏 + fake-e + fake-𝜇 0.0031 ± 0.0031 0.47 ± 0.31 0.25 ± 0.16 0.40 ± 0.30
Fake-𝜏 + fake-𝜇 + fake-𝜇 – 0.042 ± 0.040 – 0.35 ± 0.24
Other fakes 2.08 ± 0.48 9.9 ± 1.2 1.683 ± 0.442 18.4 ± 1.7

Total 108.0 ± 2.2 954 ± 12 1 215 ± 13 1 147 ± 12
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Table G.3: Weighted event yields for all regions used in the 2ℓ OS + 1𝜏had channel’s profile likelihood fit.

2ℓ OS + 1𝜏had Weighted yields

Process CRfake-𝜏,𝑝T,1
CRfake-𝜏,𝑝T,3

CRfake-𝜏,𝑝T,3

tH 0.384 ± 0.022 0.451 ± 0.026 0.119 ± 0.014
tWZ 1.788 ± 0.023 2.621 ± 0.029 0.945 ± 0.017
tt 0.11 ± 0.11 0.15 ± 0.15 –
ttW 11.03 ± 0.26 16.10 ± 0.31 5.80 ± 0.19
ttZ 14.12 ± 0.29 18.79 ± 0.34 5.55 ± 0.18
ttH 6.382 ± 0.071 9.708 ± 0.085 2.806 ± 0.038
tZq 5.18 ± 0.13 5.40 ± 0.13 0.831 ± 0.051
tW – – –
Z + jets 0.0046 ± 0.0037 – –
Diboson 8.30 ± 0.32 11.33 ± 0.46 3.77 ± 0.21
Other Higgs 0.74 ± 0.53 – –
Minor bkg. 0.165 ± 0.013 0.258 ± 0.017 0.0974 ± 0.0094

Fake-e 1.20 ± 0.36 2.83 ± 0.55 0.72 ± 0.28
Fake-𝜇 1.46 ± 0.41 2.13 ± 0.48 0.37 ± 0.18
Charge-misident. 0.009 ± 0.011 0.0083 ± 0.0004 0.0025 ± 0.0019
𝛾-conversion 1.15 ± 0.39 1.46 ± 0.40 0.47 ± 0.21
Fake-e + fake-e 0.0070 ± 0.0044 0.0127 ± 0.0059 0.0024 ± 0.0024
Fake-e + fake-𝜇 0.0179 ± 0.0007 0.0024 ± 0.0056 0.0051 ± 0.0038
Fake-𝜇 + fake-𝜇 0.0068 ± 0.0049 0.0132 ± 0.0068 –
Fake-𝜏 3 711 ± 24 1 761 ± 16 179.8 ± 5.2
Fake-𝜏 + fake-e 5.45 ± 0.85 2.82 ± 0.60 0.22 ± 0.15
Fake-𝜏 + fake-𝜇 3.19 ± 0.66 2.02 ± 0.53 0.26 ± 0.18
Fake-𝜏 + charge-misident. 0.0154 ± 0.0068 −0.0001 ± 0.0018 −0.0007 ± 0.0007
Fake-𝜏 + 𝛾-conversion 11.3 ± 1.2 4.79 ± 0.75 0.27 ± 0.16
Fake-𝜏 + fake-e + fake-e – 0.0021 ± 0.0021 –
Fake-𝜏 + fake-e + fake-𝜇 – 0.0001 ± 0.0001 –
Fake-𝜏 + fake-𝜇 + fake-𝜇 0.031 ± 0.031 0.019 ± 0.019 –
Other fakes 3.09 ± 0.53 1.71 ± 0.36 0.42 ± 0.17

Total 3 786 ± 24 1 844 ± 16 202.4 ± 5.3
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Figure G.1: Relative prompt and fake event composition of all processes entering the tight preselection in the
1ℓ + 2𝜏had channel. Minor backgrounds are omitted. All different categories are ranked according to their
contribution.
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Figure G.2: Relative prompt and fake event composition of all processes entering the tight preselection in the
2ℓ SS + 1𝜏had channel. Minor backgrounds are omitted. All different categories are ranked according to their
contribution.
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Appendix G Supporting background estimation studies
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Figure G.3: Relative prompt and fake event composition of all processes entering the tight preselection in the
2ℓ OS + 1𝜏had channel. Minor backgrounds are omitted. All different categories are ranked according to their
contribution.
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APPENDIX H

Supplementary fit results

This appendix presents supplementary results for all fits performed in the 1ℓ + 2𝜏had channel and
the 2ℓ + 1𝜏had channel. Summarising all studies in this appendix is supposed to avoid unnecessarily
extending Chapter 10, while still providing a complete overview of the analysis. Any noteworthy or
unexpected results are always discussed separately within Chapter 10.
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Figure H.1: Correlation matrix for the 1ℓ +2𝜏had channel’s (a) hybrid, (b) fully unblinded and (c) fully unblinded
inverted coupling fit.
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Figure H.2: Correlation matrix for the 2ℓ +1𝜏had channel’s (a) hybrid, (b) fully unblinded and (c) fully unblinded
inverted coupling fit.
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Figure H.3: Nuisance parameter impact ranking for the 1ℓ + 2𝜏had channel’s (a) hybrid and (b) fully unblinded
inverted coupling fit.
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Figure H.4: Nuisance parameter impact ranking for the 2ℓ + 1𝜏had channel’s (a) hybrid and (b) fully unblinded
inverted coupling fit.
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(d) Theory nuisance parameters.

Figure H.5: Nuisance parameter constraint and pull studies in the 1ℓ + 2𝜏had channel’s Asimov fit.
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(a) Instrumental nuisance parameters.
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(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.6: Nuisance parameter constraint and pull studies in the 1ℓ + 2𝜏had channel’s hybrid fit.
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Appendix H Supplementary fit results
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(a) Instrumental nuisance parameters.
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(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.7: Nuisance parameter constraint and pull studies in the 1ℓ + 2𝜏had channel’s fully unblinded fit.
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(a) Instrumental nuisance parameters.
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(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.8: Nuisance parameter constraint and pull studies in the 1ℓ + 2𝜏had channel’s fully unblinded inverted
coupling fit.
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Appendix H Supplementary fit results
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(a) Instrumental nuisance parameters.

2− 1− 0 1 2
θ∆)/0θ-θ(

JER DataVsMC AFII
JER DataVsMC MC16
JER EffectiveNP 1
JER EffectiveNP 10
JER EffectiveNP 11
JER EffectiveNP 12restTerm
JER EffectiveNP 2
JER EffectiveNP 3
JER EffectiveNP 4
JER EffectiveNP 5
JER EffectiveNP 6
JER EffectiveNP 7
JER EffectiveNP 8
JER EffectiveNP 9
JES BJES Response

 intercalibration modellingηJES 
JET EtaIntercalibration NonClosure 2018data

 intercalibration non-closure (high-E)ηJES 
)η intercalibration non-closure (neg ηJES 
)η intercalibration non-closure (pos ηJES 

 intercalibration total statηJES 
JES flavour composition
JES flavour response

µJES pileup offset 
JES pileup offset NPV
JES pileup pT term

 topologyρJES pileup 
JES Punchthrough (AFII)
JES Punchthrough
JES relative non-closure AFII
JES single particle (high-pT)
JES effective NP detector 1
JES effective NP detector 2
JES effective NP mixed 1
JES effective NP mixed 2
JES effective NP mixed 3
JES effective NP modelling 1
JES effective NP modelling 2
JES effective NP modelling 3
JES effective NP modelling 4
JES effective NP stat. 1
JES effective NP stat. 2
JES effective NP stat. 3
JES effective NP stat. 4
JES effective NP stat. 5
JES effective NP stat. 6

Instrumental_JESR

(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.9: Nuisance parameter constraint and pull studies in the 2ℓ + 1𝜏had channel’s Asimov fit.
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(a) Instrumental nuisance parameters.
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(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.10: Nuisance parameter constraint and pull studies in the 2ℓ + 1𝜏had channel’s hybrid fit.
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Appendix H Supplementary fit results
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(a) Instrumental nuisance parameters.
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(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.11: Nuisance parameter constraint and pull studies in the 2ℓ + 1𝜏had channel’s fully unblinded fit.
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(a) Instrumental nuisance parameters.

2− 1− 0 1 2
θ∆)/0θ-θ(

JER DataVsMC AFII
JER DataVsMC MC16
JER EffectiveNP 1
JER EffectiveNP 10
JER EffectiveNP 11
JER EffectiveNP 12restTerm
JER EffectiveNP 2
JER EffectiveNP 3
JER EffectiveNP 4
JER EffectiveNP 5
JER EffectiveNP 6
JER EffectiveNP 7
JER EffectiveNP 8
JER EffectiveNP 9
JES BJES Response

 intercalibration modellingηJES 
JET EtaIntercalibration NonClosure 2018data

 intercalibration non-closure (high-E)ηJES 
)η intercalibration non-closure (neg ηJES 
)η intercalibration non-closure (pos ηJES 

 intercalibration total statηJES 
JES flavour composition
JES flavour response

µJES pileup offset 
JES pileup offset NPV
JES pileup pT term

 topologyρJES pileup 
JES Punchthrough (AFII)
JES Punchthrough
JES relative non-closure AFII
JES single particle (high-pT)
JES effective NP detector 1
JES effective NP detector 2
JES effective NP mixed 1
JES effective NP mixed 2
JES effective NP mixed 3
JES effective NP modelling 1
JES effective NP modelling 2
JES effective NP modelling 3
JES effective NP modelling 4
JES effective NP stat. 1
JES effective NP stat. 2
JES effective NP stat. 3
JES effective NP stat. 4
JES effective NP stat. 5
JES effective NP stat. 6

Instrumental_JESR

(b) Instrumental JES/JER nuisance parameters.
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(c) Instrumental flavour tagging nuisance parameters.
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(d) Theory nuisance parameters.

Figure H.12: Nuisance parameter constraint and pull studies in the 2ℓ + 1𝜏had channel’s fully unblinded inverted
coupling fit.
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Appendix H Supplementary fit results
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Figure H.13: All VR variables validated in the 1ℓ + 2𝜏had channels hybrid fit.
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Figure H.14: All VR variables validated in the 2ℓ + 1𝜏had channels hybrid fit.
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