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SUMMARY

We study Einstein metrics of negative sectional curvature on closed manifolds. By a
classic result of Koiso from the late 70s, on any closed manifold these metrics are isolated
in the moduli space of Riemannian structures. Because of this, if a negatively curved
metric is almost Einstein in a suitable sense, one might potentially find a genuine Einstein
metric close to it. If this is indeed possible, this is referred to as a stability result.

Despite the fact that the study of Einstein metrics has a long and rich history in
Riemannian Geometry, it to this day extremely difficult to construct Einstein metrics,
especially those of negative sectional curvature. In this thesis, we exploit stability phe-
nomena to construct negatively curved Einstein metrics.

More precisely, we obtain the following results:

(1) We prove several instances of stability phenomena for negatively curved Einstein
metrics. Importantly, the pinching constants that measure being almost Einstein do
not depend on global geometric bounds such as an upper bound for the diameter or
volume.

(2) In any dimension at least four, we construct infinitely many closed manifolds that ad-
mit an Einstein metric with negative sectional curvature, but that do not admit any
locally symmetric metric (for example, no hyperbolic or complex-hyperbolic metric).
In dimensions at least five, these are the first examples of such Einstein manifolds.

(3) We show that any closed orientable 3-manifolds that is sufficiently complicated in a
certain topological sense admits a hyperbolic metric. This gives a Ricci flow free proof
of Perelman's hyperbolization theorem - a special case of Thurston's geometrization
conjecture - for topologically complicated 3-manifolds. Moreover, we also obtain
new geometric control on the hyperbolic metric by showing that the volume of the
hyperbolic metric is bounded from below by a number measuring the topological
complexity of the underlying closed 3-manifold.
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INTRODUCTION

A leading question in Riemannian Geometry, often attributed to Thom and Yau, asks
if for a smooth manifold there exists a "best" (or "distinguished") Riemannian metric on
it. A frequent choice for the notion of a "best" metric is that of an Einstein metric. A
Riemannian metric g on a smooth manifold M is called Einstein if for some λ ∈ R

Ric(g) = λg,
that is, if (M,g) has constant Ricci curvature. One possible motivation to consider
Einstein metrics as "distinguished" is that they are the critical points of the total scalar
curvature functional S∶Mv(M) → R, g ↦ ∫M scalg(y)dvolg(y) on the space Mv(M) of
all Riemannian metrics on M with fixed volume v ∈ R.

The study of Einstein metrics has a long and rich history in Riemannian Geometry
(see for example [Bes08]). However, it is extremely difficult to construct examples of
Einstein metrics on closed manifolds.

On the other hand, the following philosophy has proven to be fruitful:

There is an abundance of closed manifolds with negative sectional curvature.

In fact, some experts even say that "most" closed manifolds are negatively curved (for
example [So24]). The following results can be seen as evidence supporting this philoso-
phy. In dimension two, it is a classic result that all closed orientable surfaces, except the
sphere S2 and the torus T 2, admit a hyperbolic metric, that is, a metric with constant
sectional curvature −1. In dimension three, Maher [Mah10] has shown that a random
closed orientable 3-manifold is hyperbolic (the precise notion of a random 3-manifold is
not important here). Finally, in dimensions n ≥ 4, a result of Ontaneda [O20] states,
roughly speaking, that for any closed n-manifoldM and any ε > 0 there exists a closed n-
manifold N that admits a metric with sectional curvature sec ∈ (−1−ε,−1+ε) and that, in
some sense, is cohomologically more complicated than M . In particular, there are closed
negatively curved manifolds with arbitrary complicated cohomology rings. This is in
stark contrast to positive sectional curvature. Namely, all known examples of closed ori-
entable n-manifolds with positive sectional curvature have the rational cohomology ring
of Sn, CP

n
2 or HP

n
4 , and by a recent result of Kennard--Wiemeler--Wilking [KWW22]

this has to be the case for all positively curved manifolds satisfying a certain symmetry
assumption.

In view of the above philosophy, and the fact that Einstein metrics are objects of
high interest in Riemannian Geometry, the author believes that it is interesting to study
Einstein metrics of negative sectional curvature. The first result connecting the Einstein
condition and negative curvature is due to Koiso [Koi78] who showed that for a closed
manifold M , the Einstein metrics with negative sectional curvature are isolated in the
space of Riemannian structures onM . This gives hope that if a negatively curved metric
on M is "almost" Einstein (in a suitable sense), that then one should be able to perturb
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INTRODUCTION

it to a genuine Einstein metric close to it. We refer to this phenomenon as stability. The
goal of this thesis is to

prove stability results and use them to construct negatively curved Einstein metrics.

Statement of the main results. We now describe the main results of this thesis in
more detail. Keeping in mind the above-mentioned philosophy that negative sectional
curvature is very common, one of the leading questions for this thesis is the following.

Question (Existence of negatively curved Einstein metrics). Are there, in some sense,
many closed manifolds admitting an Einstein metric with negative sectional curvature?

The first main result of this thesis gives a partial answer to this question. Namely,
there is a handful of examples of closed manifolds admitting Einstein metrics with nega-
tive Einstein constant λ < 0, including:
(1) locally symmetric spaces of non-compact type, e.g., hyperbolic or complex-hyperbolic

manifolds;
(2) compact Kähler manifolds with c1 < 0 admit a Kähler--Einstein metric with Einstein

constant λ < 0 due to the work of Aubin [Aub78] and Yau [Yau78];
(3) manifolds obtained by generalized Dehn filling of hyperbolic cusps in dimensions

n ≥ 4, due to Anderson [And06] and Bamler [Bam12].

Out of these, only the examples in (1) are known to have negative sectional curvature,
and these examples have been known for more than a century. In fact, until recently,
locally symmetric spaces were the only known examples of Einstein metrics with negative
sectional curvature on a closed manifold (in the non-compact case the existence of neg-
atively curved non-symmetric Einstein metrics has been known for a long time - see for
example [GL91]). This changed with a breakthrough result of Fine--Premoselli [FP20]
who showed that there are infinitely many closed 4-manifolds that admit an Einstein
metric with negative sectional curvature, but that do not admit any locally symmetric
metric. The first main result of this thesis, obtained in collaboration with U. Hamenstädt,
extends the result of Fine--Premoselli to all dimenions.

Theorem 1. For all n ≥ 4 there exist infinitely many closed n-manifolds admitting
an Einstein metric with negative sectional curvature, but that do not admit any locally
symmetric metric.

In dimensions at least five, these are the first non-trivial examples of closed Einstein
manifolds with negative sectional curvature. The proof builds on the original construction
of Fine--Premoselli but exploits an algebraic property of arithmetic hyperbolic manifolds,
called subgroup separability, in order to greatly simplify the involved analytic arguments,
allowing for an extension to all dimensions. Very recently, this construction was also
extended to the Kähler setting by Guenancia--Hamenstädt [GH25].

As alluded to before, the core analytic principle that underlies the proof of Theorem 1
and most of the other results in this thesis is what we call stability. By this we mean
positive answers to the following purposefully vague question.

Question (Stability). Let ḡ be a metric that is almost Einstein in a suitable sense on a
smooth manifold M . Then, does there exist a genuine Einstein metric on M close to ḡ?

2



INTRODUCTION

There are several examples of such stability results in the literature (see for example
[And90, Proposition 3.4], [PW97, Corollary 1.6], [Pet16, Theorems 11.4.16 and 11.4.17]).
For instance, it is possible to prove stabilility results using arguments by contradiction
that build on suitable convergence theories for Riemannian manifolds. For these argu-
ments, it is neccesary to assume strong global geometric bounds for the metric ḡ, such
as uniform upper bounds for the diameter or uniform lower bounds for the injectivity ra-
dius. However, for the geometric applications in this thesis, it is crucial to prove stability
results that do not assume such global bounds.

Another possibiliy is to use Ricci flow. For example, there do exist several stability
results for hyperbolic metrics under Ricci flow on hyperbolic manifolds M (assuming
either vol(M) < ∞ orM = Hn) stating that if g0 is a metric onM such that ∣∣ghyp−g0∣∣ ≤ ε
for a suitable norm ∣∣ ⋅ ∣∣, then the (rescaled) Ricci flow (gt)t∈[0,∞) starting at g0 converges
to ghyp (see [MO90], [Ye93],[SSS11], [Bam14], [Bam15]). However, these results already
assume that the given metric g0 is close to the hyperbolic metric ghyp, and the pinching
constant ε also depends on other geometric quantities such as diameter or volume.

In this thesis, we will prove stability results by applying the inverse function theorem to
the so-called Einstein operator. To do so, one needs to prove that the linearized Einstein
operator is an invertible operator between suitably defined Banach spaces, whose exact
definition will depend on the specific geometric situation. This approach has also been
used in the literature before (see for example [And06], [Bam12], or [FP20]).

The second main result of this thesis, obtained in collaboration with U. Hamenstädt,
is a stability result for negatively curved Einstein metrics in dimension three. In its
formulation, we denote Mthin = {x ∈M ∣ injM(x) ≤ µ} and Mthick = {x ∈M ∣ injM(x) ≥ µ},
where µ > 0 is a three-dimensional Margulis constant. We also point out that in dimension
three, Einstein metrics have constant sectional curvature.

Theorem 2. For all α ∈ (0,1) and Λ ≥ 0 there exist positive constants ε0 = ε0(α,Λ) and
C = C(α,Λ) with the following property: let M be a 3-manifold that admits a complete
Riemannian metric ḡ that is almost hyperbolic in the sense that is satisfies the following
conditions for some ε ≤ ε0;
(i) vol(M, ḡ) < ∞;
(ii) sec(M, ḡ) ∈ (−1 − ε,−1 + ε);
(iii) sec(M, ḡ) = −1 in the thin part Mthin;
(iv) we have

∫
M
∣ sec+1∣2(y)dvolḡ(y) ≤ ε2,

where ∣ sec+1∣ is the function ∣ sec+1∣(y) ∶=maxπ⊆TyM ∣ sec(π) + 1∣;
(v) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ.

Then, there exists a hyperbolic metric ghyp on M close to ḡ in the sense that

∣∣ghyp − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
For our applications it is crucial that the pinching constant ε0 in Theorem 2 does not

depend on global geometric bounds such as an upper bound for the diameter or volume
or a lower bound on the injectivity radius. Theorem 2 extends an unpublished preprint of
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Tian [Tia], which did assume a global lower bound inj(M, ḡ) ≥ 1 on the injectivity radius.
Most of the work in the proof of Theorem 2 consists of dealing with the regions with small
injectivity radius, which we achieve by combining ideas of Tian [Tia], Bamler [Bam12],
and a geometric preimage counting result. Moreover, choosing the correct geometric
conditions on ḡ in the regions of small injectivity radius is quite delicate. Namely, we
exhibit explicit examples which show that Theorem 2 is no longer true if condition (iii)
is dropped. This is contrary to a well-known unpublished folklore result, and thus shows
that this folklore result is false. However, it is possible to weaken condition (iii) and only
assume that ∣ sec+1∣(x) ≤ ε exp(−ηd(x,Mthick)) for some η > 1 and all x ∈Mthin (plus the
analogous condition for its derivatives).

Building on another geometric preimage counting result, we also prove the following
stability result for almost hyperbolic metrics in higher dimensions.

Theorem 3. For all n ≥ 3, α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2√n − 2) there exist positive
constants ε0 = ε0(n,α,Λ, δ) > 0 and C = C(n,α,Λ, δ) > 0 with the following property. Let
M be a closed n-manifold that admits a Riemannian metric ḡ satisfying the following
conditions for some ε ≤ ε0:
(i) sec(M, ḡ) ∈ (−1 − ε,−1 + ε);
(ii) sec(M, ḡ) = −1 in Mthin;
(iii) for all x ∈M we have

e⌊n+12 ⌋d(x,Mthick)∫
M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2,

where rx(y) = d(x, y);
(iv) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ.
Then there exists an Einstein metric g0 on M with Ric(g0) = −(n − 1)g0 so that

∣∣g0 − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Even though Theorem 3 is true in all dimensions n ≥ 3, we believe it is most useful when

n ∈ [4,12] ∖ {11}. This is because the exponential weight ⌊n+12 ⌋ outside the integral in

condition (iii) is smaller than the negative weight 2
√
n − 2−δ inside that integral for some

δ > 0 exactly when n ∈ [4,12] ∖ {11}. So in these dimensions there is a high chance that

the exponentially decaying weight −(2√n − 2 − δ) can absorb the exponentially growing
weight ⌊n+12 ⌋ in the integral condition (iii). For example, Theorem 3 immediately implies
the analogue of Theorem 2 for n ∈ [4,12] ∖ {11}.

As an immediate consequence of Theorem 2 and Theorem 3 we obtain the following
result, which states that if in dimension n ∈ [3,12] ∖ {11} a (1 + ε)-pinched negatively
curved metric is already hyperbolic except in a region of bounded geometry, then it is
close to an Einstein metric.

Corollary 4. For all n ∈ [3,12] ∖ {11}, α ∈ (0,1), Λ ≥ 0, ι > 0 and v > 0 there exist
ε1 = ε1(n,α,Λ, ι, v) > 0 and C = C(n,α,Λ, ι, v) with the following property. Let M be a
closed n-manifold, and let ḡ be a Riemannian metric on M satisfying

∣ sec(M, ḡ) + 1∣ ≤ ε and ∣∣∇Ric(ḡ)∣∣C0(M) ≤ Λ
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for some ε ≤ ε1. Assume that there is Ω ⊆M so that

inj(Ω) ≥ ι, vol(Ω) ≤ v and sec(M, ḡ) = −1 outside Ω.

Then there exists an Einstein metric g0 on M with Ric(g0) = −(n − 1)g0 satisyfing

∣∣g0 − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Previously known results in this direction have to assume that the entire manifold

has bounded geometry, though they do not assume a bound on ∇Ric (see for example
[And90, Proposition 3.4], [PW97, Corollary 1.6], [Pet16, Theorems 11.4.16 and 11.4.17]).
Thus, compared to previously known results, Corollary 4 is better in some aspects but
worse in others.

To formulate our final main result, we recall that as part of his celebrated solution
of Thurston's geometrization conjecture, Perelman proved the following hyperbolization
theorem, characterizing completely which closed 3-manifolds can be equipped with a
hyperbolic metric.

Theorem (Perelman). A closed 3-manifold M admits a hyperbolic metric if and only
if M is aspherical (i.e., the universal cover is contractible) and atoroidal (i.e., π1(M)
does not contain Z2 as a subgroup).

Due to the celebrated Mostow rigidity theorem, two closed hyperbolic 3-manifolds are
isometric if and only if they are homeomorphic. Consequently, geometric invariants of
such a hyperbolic manifold (e.g., volume) should in fact be topological invariants of the
underlying topological manifold. This motivates the following natural question.

Question (Effective hyperbolization). Can one obtain information about geometric prop-
erties of a hyperbolic metric in terms of topological data of the underlying manifold?

Perelman's proof of the geometrization conjecture does not give any information to-
wards this question.

It is a well-known fact that any closed 3-manifold can be realized by a certain gluing
construction called a Heegaard splitting. Namely, for an integer g ≥ 2, let Hg be a
handlebody of genus g, that is, the boundary connected sum of g solid tori; this is a
compact 3-manifold whose boundary is a closed orientable surface Σg of genus g. Gluing
two genus g handlebodies with an orientation-reversing diffeomorphism f ∶Σg → Σg of
the boundary surfaces yields a closed 3-manifold

Mf ∶=Hg ∪f Hg.

The final main result of this thesis states, roughly speaking, that if the gluing map f
is sufficiently complicated, then Mf admits a hyperbolic metric whose volume can be
controlled from below by topological data.

Namely, the Hempel distance Hemp(f) of the gluing map f is a number that, in some
sense, measures its topological complexity. It is defined as follows: The curve graphCC(Σg) of the surface Σg is the graph whose vertices are isotopy classes of essential simple
closed curves on Σg, and two vertices are joined by an edge if they can be represented by
disjoint curves. We equip CC(Σg) with a length metric for which every edge has length
one. The disc set D ⊆ CC(Σg) consists of all isotopy classes of essential simple closed
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INTRODUCTION

curves in Σg = ∂Hg that are contractible in Hg, or equivalently, that are represented
by curves bounding a disc in Hg. Finally, note that any diffeomorphism f ∶Σg → Σg
canonically induces a map f∗∶ CC(Σg) → CC(Σg). The Hempel distance is then defined
as Hemp(f) ∶= dCC(Σg)(D, f∗(D)).

We can now formulate the final main result of this thesis, also obtained in collaboration
with U. Hamenstädt.

Theorem 5. For any g ≥ 2 there exist positive constants R = R(g) and C = C(g) with
the following property: if the Hempel distance of f ∶Σg → Σg is at least R, thenMf admits
a hyperbolic metric ghyp and its volume is bounded from below by

volghyp(Mf) ≥ 1

C
Hemp(f).

It follows from a result of Hempel [Hem01, Theorem on p. 632] and Haken's lemma
[Ha68] (also see [Ja80, Theorem II.7]) that if Hemp(f) ≥ 3, thenMf is not Seifert fibered
and neither contains an essential two-torus nor an essential two-sphere, and thus admits
a hyperbolic metric by Perelman's solution of the geometrization conjecture (see for
example [Mar22, Theorem 12.1.1 and Conjecture 12.9.1]). However, our proof does not
make use of Perelman's result or the Ricci flow in general, that is, we give a Ricci flow free
proof of the hyperbolization theorem for 3-manifolds that are sufficiently topologically
complicated in the sense that they have a Heegaard splitting with large Hempel distance.

We also point out that having large Hempel distance is, in some sense, a generic
property of surface diffeomorphisms. Namely, Maher [Mah10] showed that for a random
walk (wn)n∈N in the mapping class group MCG(Σ) ∶= Diff(Σ)/isotopy with transition
probabilities determined by a probability measure µ whose support is a finite generating
set for MCG(Σ), there are constants 0 < ℓ1 ≤ ℓ2 such that the asymptotic probability
satisfies limn→∞ Pn(Hemp(wn) ∈ [nℓ1, nℓ2]) = 1. In particular, this gives a Ricci flow free
proof of Maher's result that a random closed 3-manifold is hyperbolic, and thus gives an
alternative proof of a result of Feller--Sisto--Viaggi [FSV19, Theorem 1].

The proof of Theorem 5 builds on Theorem 2, the construction of almost hyperbolic
metrics on Mf (for certain f) due to Hamenstädt-Viaggi [HV22, Theorem 5.12], and
Thurston's hyperbolization theorem for Haken manifolds [Thu86a],[Thu86b].

Proof outlines. We now present very rough outlines of the proofs of the above-mentioned
results. In order to keep the presentation simple, we will be a bit imprecise throughout.

We start by explaining the general set-up. As stated before, we prove the stability
results by applying the inverse function theorem to the so-called Einstein operator. For
a manifold M and a background metric ḡ on M , this is an operator Φḡ from the space
of Riemannian metrics on M to the space of symmetric (0,2)-tensor fields on M . It
has the important property that it can detect Einstein metrics. Namely, if g is another
Riemannian metric on M , then

Φḡ(g) = 0 implies Ric(g) + (n − 1)g = 0.
Moreover, Φḡ(ḡ) = Ric(ḡ) + (n − 1)ḡ (though in general Φḡ(g) ≠ Ric(g) + (n − 1)g).
Therefore, if ḡ is "almost" Einstein, then Φḡ(ḡ) is "almost" zero, and so one might hope
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to apply the inverse function theorem to find a metric g0 close to ḡ with Φḡ(g0) = 0; this
metric g0 is then the desired Einstein metric on M .

To apply the inverse function theorem, one needs to show that the linearization(DΦḡ)ḡ of Φḡ at the initial metric ḡ is an invertible operator between suitable Banach
spaces. This linearization is given by the elliptic partial differential operator of second
order L acting on sections h of the bundle Sym2(T ∗M) of symmetric (0,2)-tensors on
M by

Lh = 1

2
∆Lh + (n − 1)h,

where ∆L is the Lichnerowicz Laplacian (∆L agrees with the usual Laplacian up to
zero-th order terms involving the curvature). Showing that this is an invertible operator
between suitable Banach spaces, boils down to proving an a priori estimate

∣∣h∣∣source ≤ C ∣∣Lh∣∣target
for suitable Banach norms ∣∣ ⋅ ∣∣source and ∣∣ ⋅ ∣∣target in the source and target spaces. It is
crucial to prove this a priori estimate with a constant C that only depends on very little
data, for example C should not depend on upper bounds for the diameter or volume. To
achieve this, we will combine the following estimates:● Since L is an elliptic partial differential operator of second order, the classic

Schauder estimates give

∣∣h∣∣C2,α(M) ≤ C(∣∣h∣∣C0(M) + ∣∣Lh∣∣C0,α(M)). (Sch)

● From the classic De Giorgi--Nash--Moser estimates one can deduce

∣h∣(x) ≤ C(∣∣h∣∣L2(B(x,1)) + ∣∣Lh∣∣C0(M)) (GNM)

for all x ∈M whose injectivity radius is uniformly bounded from below.● Koiso's L2-spectral gap [Koi78, Section 3] (also see [Bes08, Lemma 12.71]) states
that for an Einstein metric ḡ on a closed manifold M with Ric(ḡ) + (n − 1)ḡ = 0
and sec(M, ḡ) ≤ −K < 0 we have(n − 2)K

2
∫
M
∣h∣2 dvolḡ ≤ ∫

M
⟨Lh,h⟩dvolḡ. (Koi)

The same estimate holds with a slightly worse constant if Ric(ḡ) + (n − 1)ḡ is
small pointwise.

In order to import the Schauder and the De Giorgi--Nash--Moser estimates from euclidean
space to the manifold, we make use of a classic result of Jost--Karcher [JK82, Satz 5.1]
or Anderson [And90, Main Lemma 2.2] stating that, under weak geometric assumptions,
around every point there exists a harmonic chart with good analytic control defined on a
ball of a priori size. The assumption ∣∣∇Ric(ḡ)∣∣C0 ≤ Λ in Theorem 2(v) and Theorem 3(iv)
guarantees that in these harmonic coordinates the coefficients ḡij of the metric ḡ have
uniformly bounded C2,α-norm; this is needed to define the C2,α-norm of tensors.

Because of the estimates (Sch),(GNM),(Koi), we will work with Banach norms ∣∣⋅∣∣source
and ∣∣ ⋅ ∣∣target that combine Hölder- and L2-norms (or variations thereof).

After explaining this general set-up, we can now present the proof ideas for the main
results of this thesis.
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Proof outline of Theorem 1. As mentioned before, the general outline follows the original
construction of Fine--Premoselli [FP20], but we exploit an algebraic property, called
subgroup separability, to simplify the construction and the analytic arguments.

For a suitable sequence of closed arithmetic hyperbolic n-manifolds (Mk)k∈N and closed
totally geodesic null-homologous submanifolds Σk ⊆ Mk of codimension two, consider
the cyclic d-fold cover Xk of Mk branched along Σk (d ≥ 2 fixed). Fine--Premoselli
constructed negatively curved metrics ḡk on Xk that are almost Einstein in the sense
that, for all m ∈ N, the Cm-norm of Ric(ḡk)+(n−1)ḡk tends to zero as k →∞. However,
for their choice of (Σk ⊆ Mk)k∈N the L2-norm of Ric(ḡk) + (n − 1)ḡk is not controlled.
Because of this, they need involved analytic arguments to perturb ḡk to a genuine Einstein
metric on Xk, and their arguments only work for n = 4.
The core idea is to produce a different sequence (Σk ⊆Mk)k∈N for which the L2-norm

of Ric(ḡk) + (n − 1)ḡk also tends to zero as k → ∞. Then since inj(Xk, ḡk) is uniformly
bounded from below and sec(Xk, gk) is uniformly bounded from above by a negative
constant (independent of k), combining (Sch), (GNM), (Koi) shows that for the Banach
norms ∣∣ ⋅ ∣∣source ∶= max{∣∣ ⋅ ∣∣C2,α , ∣∣ ⋅ ∣∣H2} and ∣∣ ⋅ ∣∣target ∶= max{∣∣ ⋅ ∣∣C0,α , ∣∣ ⋅ ∣∣L2} and for
all k sufficiently large, we obtain an a priori estimate ∣∣h∣∣source ≤ C ∣∣Lh∣∣target. Then, as
explained above, an application of the inverse function theorem will yield the existence
of an Einstein metric on Xk close to ḡk for all sufficiently large k.

It follows from Fine--Premoselli's explicit construction of ḡk that, in order to obtain∣∣Ric(ḡk) + (n − 1)ḡk∣∣L2 → 0 as k → ∞, it suffices to construct a sequence (Σk ⊆Mk)k∈N
for which Rνk/diam(Σk) → ∞ as k → ∞, where Rνk = injν(Σk) is the normal injectivity
radius of Σk inside Mk.
To achieve this, we fix a closed (standard) arithmetic hyperbolic n-manifold M0 =

Γ/Hn and a closed codimension two submanifold Σ0 ⊆ M0 of the form Σ0 = ΓΣ/Hn−2,
for some totally geodesic copy of Hn−2 in Hn and ΓΣ = StabΓ(Hn−2). Then subgroup
separability states that for any γ ∈ Γ ∖ ΓΣ there exists a finite index subgroup Γ′ ⩽ Γ
such that ΓΣ ⩽ Γ′ but γ ∉ Γ′. Now fix R > 0 very large. If the normal injectivity radius
injν(Σ0) is less than R, this is caused by a finite set of loops that do not lie in Σ0.
Therefore, appealing to subgroup separability, we find a finite coverMR →M0 that fixes
Σ0 and satisfies injν(Σ0 ⊆MR) ≥ R. Finally, appealing to a result of Bergeron--Haglund-

-Wise [BHW11], one can pass to a two-sheeted cover M̂R →MR such that the preimage

Σ̂0 ⊆ M̂R of Σ0 is null-homologous in M̂R. □

In the proof of Theorem 2, the Banach norms ∣∣ ⋅ ∣∣source and ∣∣ ⋅ ∣∣target are again a
combination of Hölder and integral norms. However, the exact definitions are more com-
plicated (especially in the source space), and they combine ideas of Tian [Tia] and Bamler
[Bam12]. More specifically, the integral norms will be weighted versions of the classic
L2- and H2-norms, and the Hölder norms will be exponentially weighted in (subsets of)
the thin part Mthin. The need for exponentially weighted Hölder norms is also evident
because, as mentioned earlier, Theorem 2 is wrong if condition Theorem 2(iii) is dropped.
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Figure 1. A rank 2 cusp C and its small part Csmall (colored in gray).
If the boundary torus ∂C has large diameter, Csmall lies deep inside C.

Proof outline of Theorem 2. Fix some δ ∈ (0,1). For every basepoint x ∈ M and every
f in the target space we consider the weighted L2-norm

(ed(x,Mthick)∫
M
e−(2−δ)rx(y)∣f ∣2(y)dvol(y)) 1

2

,

where rx(y) = d(x, y). The integral part of the norm ∣∣ ⋅ ∣∣target is given by taking the
supremum over all x ∈ M of these weighted L2-norms. The integral part of ∣∣ ⋅ ∣∣source
is defined by the analogously defined weighted H2-norms. The idea of including the
exponential decaying weight e−(2−δ)rx in the integral norms is adapted from Tian [Tia].
We also point out that, since the Hölder norm will only be weighted inside Mthin, it
follows from the assumptions of Theorem 2 that ∣∣Ric(ḡ) + 2ḡ∣∣target ≤ Cε1−α.
We now explain how to bound ∣∣ ⋅ ∣∣source in terms of ∣∣L ⋅ ∣∣target. Throughout, for any

symmetric (0,2)-tensor h we will abbreviate f ∶= Lh.
If ∣ sec(M, ḡ) + 1∣ ≤ ε is small enough, using Koiso's L2-spectral gap estimate (Koi) for

almost Einstein metrics, one can deduce

∫
M
e−(2−δ)rx(y)∣h∣2C2(y)dvol(y) ≤ C(δ)∫

M
e−(2−δ)rx(y)∣f ∣2C0(y)dvol(y),

that is, one obtains a priori bounds for the integral part of ∣∣h∣∣source in terms of ∣∣f ∣∣target.
We are left with bounding the Hölder norm of h in terms of ∣∣f ∣∣target. Due to the

Schauder estimate (Sch), it suffices to bound the C0-norm. For x ∈ Mthick, combining
(GNM) and the above weighted integral estimate yields ∣h∣(x) ≤ C ∣∣f ∣∣target. Therefore, it
remains to bound ∣h∣(x) for x ∈Mthin.

Fix x ∈Mthin; then x is either contained in a Margulis tube or in a rank 2 cusp. For
simplicity, we will only explain the case when x is contained in a rank 2 cusp C. Since
sec(M, ḡ) = −1 in Mthin by Theorem 2(iii), C is diffeomorphic to T 2 × [0,∞) and the
metric is given by ḡ = e−2rgFlat + dr2 for some flat metric gFlat on T

2 (see Figure 1).
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We define the small part Csmall of the rank 2-cusp C as the union of all level tori
T 2 × {r} in C = T 2 × [0,∞) whose diameter (with respect to its induced metric) is at
most 1 (see Figure 1). To prove the C0-estimate, we will employ different arguments in
C ∖ Csmall and Csmall. Namely, for x ∈ C ∖ Csmall we combine (GNM) together with a
preimage-counting result, while for x ∈ Csmall we will model the PDE Lh = f by an ODE.

Case 1 (the non--small part): First, consider the case x ∈ C ∖ Csmall. Because in the
cusp C the injectivity radius can be arbitrary small, we can not directly apply (GNM).

However, as M is negatively curved, its universal cover M̃ has infinite injectivity radius,
so that we can apply (GNM) to the lifted equation Lh̃ = f̃ in M̃ . Note that C0-norms
stay invariant when going to the universal cover. On the other hand, local L2-norms can
get larger when passing to the universal cover, but one can bound the difference by the
local covering degree, i.e., we have

∫
B(x̃,1) ∣h̃∣2(ỹ)dvol(ỹ) ≤#(π−1(x) ∩B(x̃,1))∫B(x,1) ∣h∣2(y)dvol(y),

where x̃ ∈ M̃ is a preimage of x, π ∶ M̃ → M is the universal covering projection, and
B(x̃,1) denotes the ball of radius 1 in M̃ with center x̃. Therefore, applying (GNM) toLh̃ = f̃ , observing that the weight e−(2−δ)rx is uniformly bounded from below on B(x,1),
and using the above weighted integral estimate, we conclude

∣h∣(x) ≤ C ⎛⎝∣∣f ∣∣C0(M) + (#(π−1(x) ∩B(x̃,1))∫
M
e−(2−δ)rx(y)∣f ∣2(y)dvol(y)) 1

2⎞⎠ .
This establishes the C0-estimate ∣h∣(x) ≤ C ∣∣f ∣∣target for x ∈ C ∖ Csmall if we can bound
the number of local preimages by #((π−1(x) ∩B(x̃,1)) ≤ C exp(d(x,Mthick)).
To see why the latter is true, consider the flat level torus Tx of C = T 2 × [0,∞)

containing x. It suffices to prove the local preimage counting result for the universal
cover R2 → Tx of Tx. There is a fundamental region {t1v1 + t2v2 ∣ t1, t2 ∈ [0,1]} ⊆ R2

for Tx with ∣v1∣ = 2inj(Tx) and ∡(v1, v2) ∈ [π/3,2π/3]. Since x ∉ Csmall, the diame-
ter of Tx is at least one, and thus ∣v2∣ is bounded from below by a universal constant.
Consequently, area(Tx) ≥ 1

C inj(Tx) , and thus an area counting argument in R2 shows
that the number of local preimages is bounded from above by C/inj(Tx). Moreover,
by the definition of Mthin, inj(∂C) is uniformly bounded from below, which implies
inj(Tx) ≍ exp(−d(x, ∂C)) since ḡ = e−2rgFlat +dr2. This yields the desired local preimage
counting estimate #((π−1(x) ∩B(x̃,1)) ≤ C exp(d(x,Mthick)).

Case 2 (the small part): Now consider the case x ∈ Csmall. In this case we follow
the strategy of Bamler [Bam12] and model the PDE Lh = f by an ODE. Namely, for

a symmetric (0,2)-tensor h we define a symmetric (0,2)-tensor ĥ in Csmall that only

depends on r ∶= d(⋅, ∂Csmall) by defining ĥ(r) as the average of h over the level torus
T (r) in Csmall of distance r to ∂Csmall. The averaging operation ⋅̂ commutes with L, so
that Lh = f implies Lĥ(r) = f̂(r). Then

Lĥ(r) = f̂(r) is a linear system of ODEs with constant coefficients.

10



INTRODUCTION

Moreover, the initial condition ∣ĥ∣(0) ≤ max∂Csmall
∣h∣ is bounded in terms of ∣∣f ∣∣target

because, as explained above, we can bound ∣h∣ by ∣∣f ∣∣target in all of C ∖Csmall.
However, the key problem is that this linear system of ODEs has 0 as an eigenvalue,

that is, there are constant fundamental solutions to this ODE; this makes it impossible
to bound ∣∣ĥ∣∣C0 in terms of ∣∣f̂ ∣∣C0 . In fact, the set of eigenvalues of this linear system of

ODEs is {1 −√5,−1,0,2,3,1 +√5}.
Fix some λ ∈ (0,1). We enrich the norm ∣∣ ⋅ ∣∣target by the weighted C0-norm

∣∣f ∣∣C0
λ
∶= sup
y∈Csmall

(eλd(y,∂Csmall)∣f ∣(y)) .
Then, due to standard ODE arguments, ĥ is of the form

ĥ(r) = sum of fundamental solutions +O(∣∣f ∣∣C0
λ
e−λr),

and the initial value at r = 0 of each fundamental solution is bounded by ∣∣f ∣∣target because
this is the case for ∣ĥ∣(0) (here r = d(⋅, ∂Csmall)).

Since h ∈ L2(Csmall), no exponentially growing fundamental solutions appear in ĥ.

Denote by vh the constant fundamental solution appearing in ĥ. Then, ĥ − vh is a sum
of terms with exponential decay rates 1−√5,−1,−λ; thus ∣∣ĥ−vh∣∣C0

λ
= O(∣∣f ∣∣target) since∣∣ ⋅ ∣∣target also includes ∣∣ ⋅ ∣∣C0

λ
. Therefore, we obtain a priori estimate

∣∣ĥ∣∣C0
λ
;∗ ≤ C ∣∣f ∣∣target,

where ∣∣ ⋅ ∣∣C0
λ
;∗ is the weighted decomposition norm defined by

∣∣ĥ∣∣C0
λ
;∗ ∶= ∣vh∣ + ∣∣ĥ − vh∣∣C0

λ
.

Finally, since the level torus T (r) of distance r to ∂Csmall has diameter O(e−r), we have∣ĥ − h∣(r) = O(e−r ∣∣h∣∣C1). This can then be used to prove ∣∣h∣∣C0
λ
;∗ ≤ C ∣∣f ∣∣C0

λ
.

To summarize, we obtain an a priori estimate ∣∣h∣∣source ≤ C ∣∣Lh∣∣target, where
● ∣∣ ⋅ ∣∣target consists of the weighted L2-norms and a C0,α-norm that is exponentially
weighted in the small part Msmall of Mthin, and● ∣∣ ⋅ ∣∣source consists of the weighted H2-norms together with the exponentially
weighted decomposition norm ∣∣ ⋅ ∣∣C0

λ
;∗ (or rather a C2,α-version thereof).

Since the assumptions in Theorem 2 imply ∣∣Ric(ḡ) + 2ḡ∣∣target ≤ Cε1−α, an application of
the inverse function theorem implies the existence of a hyperbolic metric ghyp close to ḡ.

The idea to work with the decomposition norm ∣∣ ⋅ ∣∣C0
λ
;∗ that isolates the constant

fundamental solutions of the model ODE is adapted from Bamler [Bam12]. □

The proof of Theorem 3 is similar to that of Theorem 2, but it requires a new local
preimage counting result.
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Proof outline of Theorem 3. Similar to the proof of Theorem 2, for every basepoint x ∈
M and every f in the target space, we consider the weighted L2-norm

(e⌊n+12 ⌋d(x,Mthick)∫
M
e−(2√n−2−δ)rx(y)∣f ∣2(y)dvol(y)) 1

2

.

Then we define ∣∣⋅∣∣target as the maximum of ∣∣⋅∣∣C0,α(M) and the supremum of this weighted

L2-norm over all basepoints x ∈ M . Similarly, ∣∣ ⋅ ∣∣source is the maximum of ∣∣ ⋅ ∣∣C2,α(M)
and the supremum of the analogous weighted H2-norm over all basepoints x ∈M .
As before, if ∣ sec(M, ḡ)+1∣ ≤ ε is small enough, using Koiso's L2-spectral gap estimate

(Koi) for almost Einstein metrics we show

∫
M
e−(2√n−2−δ)rx(y)∣h∣2C2(y)dvol(y) ≤ C(n, δ)∫

M
e−(2√n−2−δ)rx(y)∣Lh∣2C0(y)dvol(y).

Therefore, due to Schauder estimates (Sch), it remains to bound ∣∣h∣∣C0(M) by ∣∣Lh∣∣target.
For x ∈Mthick, this again follows directly from (GNM) and the above weighted integral
estimate. For x ∈Mthin, as in the proof of Theorem 2, by applying (GNM) in the universal

cover M̃ and using the local covering degree to relate local L2-norms, we obtain

∣h∣(x) ≤ C ⎛⎝∣∣Lh∣∣C0(M) + (#(π−1(x) ∩B(x̃,1))∫
M
e−(2√n−2−δ)rx(y)∣Lh∣2(y)dvol(y)) 1

2⎞⎠ .
This reduces the desired a priori estimate ∣∣h∣∣C0(M) ≤ C ∣∣Lh∣∣target to the local preimage
bound

#(π−1(x) ∩B(x̃,1)) ≤ C exp(⌊n + 1
2
⌋d(x,Mthick)) .

Keeping in mind that M is hyperbolic in Mthin by Theorem 3(ii), the key ingredient in
the proof of this local preimage estimate is the following: Fix a geodesic γ ⊆ Hn and a
non-trivial isometry φ ∈ Isom+(Hn) that acts as a translation along γ. Moreover, denote
inj(y) ∶= 1

2 mink≠0 dHn(y,φk(y)) for y ∈ Hn, and Z(R) ∶= {y ∈ Hn ∣d(y, γ) = R} for R ≥ 0.
Then, we show for all y ∈ Hn and all r ≥ inj(y) that

#{k ∈ Z ∣dZ(y,φk(y)) ≤ r} ≤ C ( r

inj(y))
⌊n+1

2
⌋
,

where dZ is the intrinsic distance in the cylinder Z ⊆ Hn containing y. Indeed, for a map
φ ∶ Sn−2×R→ Sn−2×R of the form φ(v, t) = (Av, t+τ) for some A ∈ SO(Rn−1) and τ ∈ R,
any orbit of φ is contained in a flat manifold of dimension ⌊n+12 ⌋, because, by elementary

linear algebra, any orbit {Akv0}k∈Z is contained in a torus of dimension ⌊n+12 ⌋ − 1. Thus,
a volume counting argument yields the above bound.
The local preimage estimate #(π−1(x)∩B(x̃,1)) ≤ C exp (⌊n+12 ⌋d(x,Mthick)) can then

be deduced from the previous bound. However, this deduction requires more care than in
the three-dimensional situation of Theorem 2 because the relation between d(x,Mthick)
and injM(x) is not as straightforward. The reason for this is that, in contrast to di-
mension three, a minimal geodesic from x ∈ Mthin to ∂Mthin is in general not a radial
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geodesic (a geodesic segment is called radial if it is a subsegment of geodesic that inter-
sects the core geodesic of the Marguls tube perpendicularly). At this point we refrain
from elaborating on this any further, and refer to Chapter IV for more details. □

Corollary 4 can easily be deduced from Theorem 2 and Theorem 3.

Proof outline of Corollary 4. Since the constants are allowed to depend on ι, we can
without loss of generality assume that the Margulis constant µ definingMthick andMthin

is smaller than ι; then inj(Ω) ≥ ι implies Ω ⊆Mthick. In particular, sec = −1 in Mthin.
Since vol(Ω) ≤ v, the integral in Theorem 2(iv) is bounded by Cε2v. So for ε > 0 small

enough (depending on v), we can apply Theorem 2 to obtain a hyperbolic metric ghyp on
M close to ḡ.

For n ∈ [4,12]∖{11}, fix δ = δ(n) > 0 with 2
√
n − 2−δ > ⌊n+12 ⌋. Thus, the negative expo-

nential weight −(2√n − 2−δ) inside the integral in Theorem 3(iii) can absorb the positive
exponential weight ⌊n+12 ⌋ outside that integral. Hence, the integral in Theorem 3(iii) is

also bounded by Cε2v. So Theorem 3 yields the desired Einstein metric. □

We finish by giving some explanations for the proof of Theorem 5.

Proof outline of Theorem 5. For simplicity, we will only outline the proof in the case
that the gluing diffeomorphism f ∶∂Hg → ∂Hg satisfies a certain property called relative
bounded combinatorics, and we will only explain the existence of the hyperbolic metric,
but not the lower volume bound. The exact definition of relative bounded combinatorics
is not important for this outline, but we point out that it is defined purely in terms of the
action of f on the curve graph CC(Σg) and that a random walk in MCG(Σg) satisfies it
with asymptotic probability one (see for example [HV22, Proposition 6.12]). So, in some
sense, it is a generic property.

By building on the model manifold technology developed by Minsky [Min10] and
Brock--Canary--Minsky [BCM12], Hamenstädt--Viaggi [HV22, Theorem 5.12] show that
for f satisfying the relative bounded combinatorics condition, there exist two complete
hyperbolic metrics g1 and g2 on the interior Int(Hg) of the handlebody Hg such that● there exist Ui ⊆ Int(Hg) diffeomorphic to Σg × [0,1] with vol(Ui, gi) uniformly

bounded from above and inj(V, gi) uniformly bounded from below,● and there exists a diffeomorphism Φ∶U1 → U2 in the homotopy class defined by
f satisfying ∣∣Φ∗g2 − g1∣∣C3 ≤ ε.

The manifold Mf ∶= Hg ∪f Hg can also be realized by gluing U1 to U2 using Φ, and we
denote by Ω ⊆Mf the region corresponding to U1 resp. U2. Using a gluing construction
gives a metric ḡ on Mf that agrees with g1 resp. g2 outside of Ω, and that interpolates
between g1 and Φ∗g2 inside Ω. Then sec(M, ḡ) = −1 outside of Ω. Moreover, since Φ is
an almost-isometry, ∣ sec(M, ḡ) + 1∣ ≤ Cε inside Ω, and vol(Ω, ḡ) is uniformly bounded
from above and inj(Ω, ḡ) is uniformly bounded from below (independent of ε). Therefore,
we obtain a hyperbolic metric ghyp on Mf thanks to Corollary 4.

When f does not satisfy the relative bounded combinatorics condition, the argument
is more involved and also builds on Thurston's celebrated hyperbolization theorem for
Haken manifolds [Thu86a],[Thu86b]. We refer to Chapter II for more details. □
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Structure of this thesis. This thesis consists of four parts.
Chapter I reproduces the article [HJ24]. Its main result is Theorem 1, that is, the

construction of non-trivial closed negatively curved Einstein manifolds in each dimension
at least four. This is joint work with U. Hamenstädt.

Chapter II replicates the article [HJ22]. Its main results are the stability result for
finite volume hyperbolic 3-manifolds and the effective hyperbolization in large Hempel
distance given by Theorem 2 and Theorem 5 respectively. It also contains other results
that were not mentioned in this introduction as, for example, an analytic proof of Dehn
drilling and filling of hyperbolic 3-manifolds that allows the drilling and filling of arbitrary
many tubes and cusps. This is also joint work with U. Hamenstädt.

Chapter III is the article [J23], which constitutes a technical extension of the article
[HJ22] replicated in Chapter II. Namely, as mentioned before, it is possible to weaken
condition Theorem 2(iii) and only assume that ∣ sec+1∣(x) ≤ ε exp(−ηd(x,Mthick)) for all
x ∈ Mthin. In [HJ22] this was proven for η ≥ 2 + λ, where λ ∈ (0,1) is the parameter
used to define the exponentially weighted Hölder norms in the proof of Theorem 2. In
Chapter III this is extended to η > 1 (independent of λ) by a bootstrap argument.

Finally, Chapter IV reproduces the article [J25], which presents a complete proof of
the stability results of Theorem 3 and Corollary 4.
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Chapter I

This chapter reproduces the article [HJ24] joint with U. Hamenstädt:

U. Hamenstädt and F. Jäckel. Negatively curved Einstein metrics on Gromov�Thurston

manifolds. Preprint, arXiv:2411.12956, 2024.
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NEGATIVELY CURVED EINSTEIN METRICS ON

GROMOV--THURSTON MANIFOLDS

URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

Abstract. For every n ≥ 4 we construct infinitely many mututally not homotopic
closed manifolds of dimension n which admit a negatively curved Einstein metric but
no locally symmetric metric.

1. Introduction

As a consequence of the solution to the geometrization conjecture by Perelmann, any
closed manifold of dimension three which admits a negatively curved metric also admits a
hyperbolic metric, and for surfaces, the corresponding statement is a classical consequence
of the uniformization theorem. This statement is not true any more for closed negatively
curved manifolds of dimension at least four.

Indeed, Gromov and Thurston [GT87] constructed for each dimension n ≥ 4 and every
ϵ > 0 a closed manifold X of dimension n which admits a metric with curvature contained
in the interval [−1 − ϵ,−1 + ϵ] but which does not admit a hyperbolic metric. These
manifolds are cyclic coverings of standard arithmetic hyperbolic manifolds, branched
along a null-homologous totally geodesic submanifold of codimension two. In the sequel
we call such branched coverings Gromov--Thurston manifolds.

The proof of non-existence of hyperbolic metrics on these manifolds is however indirect,
that is, it it shown that among an infinite collection of candidate manifolds with pinched
curvature, only finitely many admit hyperbolic metrics. Much later, Ontaneda [O20] gave
a very general method for constructing closed Riemannian manifolds of any dimension
n ≥ 4 with arbitrarily pinched negative curvature. Some of the examples he found have
in addition some non-zero Pontryagin numbers.

It is a natural question whether these manifolds admit distinguished metrics. This
was partially answered affirmatively by Fine and Promoselli [FP20] who constructed
negatively curved Einstein metrics on an infinite family of Gromov-Thurston manifolds in
dimension four. These metrics do not have constant curvature and therefore by the work
of Besson, Courtois and Gallot [BCG95], see also the survey [And10], these manifolds
are not homotopy equivalent to hyperbolic manifolds.

The goal of this article is to extend this result to all dimensions. We show

Date: January 14, 2025.
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Partially supported by the DFG Schwerpunktprogramm "Geometry at infinity".
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Theorem 1. For any n ≥ 4 and any ϵ > 0 there exist infinitely many pairwise non-
homeomorphic smooth closed manifolds X of dimension n with the following properties.

(1) X admits a Riemannian metric with sectional curvature sec ∈ [−1 − ϵ,−1 + ϵ].
(2) X admits an Einstein metric with negative sectional curvature.
(3) X is not homeomorphic to any closed locally symmetric space.

The examples in the Theorem are Gromov--Thurston manifolds. For n ≥ 5 they seem
to be the first examples of negatively curved Einstein metrics on manifolds which are not
locally symmetric.

Our construction builds on the ideas of Fine and Premoselli, however the examples
we find in dimension four are different from the examples in [FP20].

The following question is motivated by the uniqueness of Einstein metrics on hyper-
bolic 4-manifolds [BCG95].

Question. Is it true that an Einstein metric on any closed hyperbolic manifold has
constant curvature? Does every Gromov--Thurston manifold admit an Einstein metric?

The answer to the first question is negative if the Einstein metrics are allowed to have
conical singularities (see Remark 4.4).

1.1. Sketch of proof. In this subsection we outline the rough strategy for the proof of
Theorem 1 and point out the difference to the proof of Fine--Premoselli.

We start by constructing a particular sequence of closed hyperbolic manifolds of which
we take the branched cover. Namely, using subgroup separability in arithmetic hyper-
bolic lattices of simplest type, we construct for each n ≥ 4 a sequence (Mk)k∈N of closed
hyperbolic manifolds that contain null-homologous closed totally geodesic codimension
two submanifolds Σk ⊆Mk with at most two connected components and such that

lim
k→∞

diam(Σk)
Rνk

= 0, (1.1)

where Rνk is the normal injectivity radius of Σk ⊆Mk and, by a slight abuse of notation,
diam(Σk) is the maximum of the diameters of the connected components of Σk.

As Σk ⊆Mk is homologous to zero, for any fixed integer d ≥ 2 there exists a cyclic d-fold
covering Xk of Mk, branched along Σk. Fine--Premoselli constructed an approximate
Einstein metric ḡk on Xk by gluing together a model Einstein metric and the hyperbolic
metric, where the gluing takes place in the region of distance Rk away from Σk. We
follow this strategy and choose as gluing parameter Rk ∶= 1

2R
ν
k. From (1.1) we then

deduce that

∫
Xk

∣Ric(ḡk) + (n − 1)ḡk∣2(x)dvolḡk(x) k→∞ÐÐÐ→ 0. (1.2)

From this estimate, we obtain the Einstein metric from an application of the inverse
function theorem, using a uniform a priori estimate for the so-called Einstein operator.

This leaves the question open whether the branched covering manifolds admit a locally
symmetric metric. As our construction of the Einstein metrics uses a delicate volume
estimate, to answer this question in the affirmative we can not rely on the indirect
argument in [GT87]. Moreover the rigidity theorem in [BCG95] only holds in dimension
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four. Instead we show in Section 5 a result of independent interest whose precise version
is Theorem 5.5. It states that given a pair (M,Σ) consisting of a closed hyperbolic n-
manifold M (n ≥ 4) and a codimension two null-homologous embedded totally geodesic
submanifold Σ of M of the form required for our construction, among the cyclic covers
of M branched along Σ, at most one can be homeomorphic to a hyperbolic manifold.

1.2. Structure of the article. The article is organized as follows. In Section 2 we
review the necessary background information. Namely, Section 2.1 introduces the Ein-
stein operator. Section 2.2 explains how the De Giorgi--Nash--Moser estimates can be
used to obtain C0-estimates for the linearized Einstein operator. In Section 2.3 we recall
the construction of the approximate Einstein metric on branched covers due to Fine--
Premoselli. The algebraic results about arithmetic hyperbolic manifolds due to Bergeron
and Bergeron--Haglund--Wise we use are contained in Section 2.4. These are then em-
ployed in Section 3 to construct the sequence of closed hyperbolic manifolds containing
well-behaved codimension two submanifolds. In Section 4.1 we show that the linearized
Einstein operator is invertible. The existence of negatively curved Einstein metrics is
then proved in Section 4.2. Finally, in Section 5 we analyze Gromov Thurstion mani-
folds and, as an application, deduce that we can find such manifolds in any dimension
to which our construction applies and which do not admit any locally symmetric metric.

Acknowledgement: U.H. thanks Alan Reid for pointing out the reference [BHW11],
and Bena Tshishiku for pointing out the reference [CLW18].

2. Preliminaries

2.1. The Einstein operator. As mentioned in the introduction, we shall construct
the Einstein metric by an application of the implicit function theorem for the so-called
Einstein operator (see [Biq00, Section I.1.C], [And06, page 228] for more information).
This operator is defined as follows.

Consider the operator Ψ ∶ g → Ric(g) + (n− 1)g acting on smooth Riemannian metrics
g on the manifold X, where Ric denotes the Ricci tensor. As the diffeomorphism group
Diff(X) of the manifold X acts on metrics by pull-back and Ψ is equivariant for this
action, the linearization of Ψ is not elliptic. To remedy this problem, for a given back-
ground metric ḡ one defines the Einstein operator Φḡ (in Bianchi gauge relative to ḡ)
by

Φḡ(g) ∶= Ric(g) + (n − 1)g + 1

2
L(βḡ(g))♯(g), (2.1)

where the musical isomorphism ♯ is with respect to the metric g, and βḡ is the Bianchi
operator of ḡ acting on symmetric (0,2)-tensors h by

βḡ(h) ∶= δḡ(h) + 1

2
dtrḡ(h) ∶= − n∑

i=1(∇eih)(⋅, ei) +
1

2
dtrḡ(h). (2.2)

The exact formula (2.1) is not important. What does matter is that, using the formula
for the linearization of Ric ([Top06, Proposition 2.3.7]), one computes the linearization
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of Φḡ at ḡ to be

(DΦḡ)ḡ(h) = 1

2
∆Lh + (n − 1)h. (2.3)

Here ∆L is the Lichnerowicz Laplacian acting on symmetric (0,2)-tensors h by

∆Lh = ∇∗∇h +Ric(h),
where ∇∗∇ is the Connection Laplacian and Ric is the Weitzenböck curvature operator
given by Ric(h)(x, y) = h(Ric(x), y)+h(x,Ric(y))−2 trgh(⋅,R(⋅, x)y) (see [Pet16, Section
9.3.2]).

Equation (2.3) shows that (DΦḡ)ḡ is an elliptic operator. This opens up the possibility
for an application of the implicit function theorem.

The main point is, as has been observed many times in the literature, that the Einstein
operator can detect Einstein metrics. The following result can for example be found in
[And06, Lemma 2.1].

Lemma 2.1 (Detecting Einstein metrics). Let (X, ḡ) be a complete Riemannian mani-
fold, and let g be another metric on X so that

sup
x∈X ∣βḡ(g)∣(x) < ∞ and Ric(g) ≤ λg for some λ < 0,

where βḡ(⋅) is the Bianchi operator of the background metric ḡ. Denote by Φḡ the Einstein
operator defined in (2.1). Then

Φḡ(g) = 0 if and only if g solves the system

⎧⎪⎪⎨⎪⎪⎩
Ric(g) = −(n − 1)g
βḡ(g) = 0 .

2.2. C0-estimate. To obtain C0-estimates for the linearization of the Einstein operator,
we use once again a standard tool, the De Giorgi--Nash--Moser estimates on manifolds
in the following form.

Lemma 2.2 (C0-estimate). For all n ∈ N, α ∈ (0,1), Λ ≥ 0, and i0 > 0 there exist
constants ρ = ρ(n,α,Λ, i0) > 0 and C = C(n,α,Λ, i0) > 0 with the following property. Let(X,g) be a Riemannian n-manifold satisfying

∣ sec(X,g)∣ ≤ Λ and inj(X,g) ≥ i0.
For f ∈ C0(Sym2(T ∗X)) let h ∈ C2(Sym2(T ∗X)) be a solution of

1

2
∆Lh + (n − 1)h = f.

Then it holds ∣h∣(x) ≤ C(∣∣h∣∣L2(B(x,ρ)) + ∣∣f ∣∣C0(B(x,ρ))) (2.4)

for all x ∈M .

Here as customary, sec(X,g) denotes the sectional curvature of the metric g and
inj(X,g) the injectivity radius, and Sym2(T ∗X) is the bundle of symmetric (0,2) tensors
on X.
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In the proof we will make use of a result by Jost--Karcher [JK82, Satz 5.1] or Anderson
[And90, Main Lemma 2.2] that, under the geometric assumptions on (X,g), around every
point there exists harmonic charts of a priori size with good analytic control.

Proof. The desired C0-bound will follow from the De Giorgi�-Nash�-Moser estimates.
The problem is that De Giorgi--Nash--Moser estimates only hold for scalar equations, but
not for systems. To remedy this, we show that ∣h∣ satisfies an elliptic partial differential
inequality.
We write ∆ = ∇∗∇ = − tr∇2 for the Connection Laplacian (on tensors and functions).

Using 1
2∆(∣h∣2) = ⟨∆h,h⟩ − ∣∇h∣2 and f = 1

2∆h + 1
2 Ric(h) + (n − 1)h, we obtain

−1
2
∆(∣h∣2) = −2⟨f, h⟩ + ⟨Ric(h), h⟩ + 2(n − 1)∣h∣2 + ∣∇h∣2.

Note that ∣Ric(h)∣ ≤ C(n,Λ)∣h∣ since ∣ sec(M)∣ ≤ Λ. Thus, together with the Cauchy-
Schwarz inequality, the above equality implies

−1
2
∆(∣h∣2) +C(n,Λ)∣h∣2 ≥ −2∣f ∣∣h∣ + ∣∇h∣2. (2.5)

Suppose for the moment that h ≠ 0 everywhere. Then ∣h∣ is a nowhere vanishing C2

function. Observe

∣∇(∣h∣)∣ ≤ ∣∇h∣ and − 1

2
∆(∣h∣2) = −∣h∣∆(∣h∣) + ∣∇(∣h∣)∣2.

Combining this with inequality (2.5) and dividing by ∣h∣ shows
−∆(∣h∣) +C(n,Λ)∣h∣ ≥ −2∣f ∣. (2.6)

By [JK82, Satz 5.1] (also see [And90, Main Lemma 2.2], [And06, page 230] and [Biq00,
Proposition I.3.2]) there exist ρ = ρ(n,α,Λ, i0) > 0 and C = C(n,α,Λ, i0) with the fol-
lowing property. For all x ∈ X there exists a harmonic chart φ ∶ B(x,2ρ) ⊆ X → Rn
centered at x so that

e−Q∣v∣g ≤ ∣(Dφ)(v)∣eucl. ≤ eQ∣v∣g (2.7)

for all v ∈ TB(x,2ρ), and for all i, j = 1, . . . , n
∣∣gφij ∣∣C1,α ≤ C, (2.8)

where Q > 0 is a very small fixed constant, and ∣∣ ⋅ ∣∣C2,α is the usual Hölder norm of the
coefficient functions in φ(B(p,2ρ)) ⊆ Rn.

Fix x ∈ X and choose a harmonic chart φ ∶ B(x,2ρ) → Rn satisfying (2.7) and (2.8).
In the local harmonic coordinates given by φ, the differential inequality (2.6) reads

gijφ ∂i∂j(∣h∣ ○ φ−1) +C(n,Λ)(∣h∣ ○ φ−1) ≥ −2(∣f ∣ ○ φ−1) in φ(B(x0,2ρ)) ⊆ Rn.
Since the matrices (gijφ ) are uniformly elliptic by (2.7), the desired estimate (2.4) follows
from the classical De Giorgi�Nash�Moser estimates (see [GT01, Theorem 8.17]) provided
that h ≠ 0 everywhere.

It remains to show that the assumption h ≠ 0 can be dropped. Note that (2.4) is stable
under C2-convergence, that is, if (2.4) holds for a sequence of hi and if hi → h in the
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C2-topology, then (2.4) also holds for h. Therefore, it suffices to construct a sequence hi
converging to h in the C2-topology so that hi ≠ 0 everywhere.
An arbitrary h ∈ C2(Sym2(T ∗X)) can be approximated in the C2-topology by sym-

metric (0,2)-tensors hi (i ≥ 1) which are transverse to the zero-section of Sym2(T ∗X).
For reasons of dimension, such a section is disjoint from the zero-section, in other
words, the tensors hi vanish nowhere. Therefore, the estimate (2.4) holds for all h ∈
C2(Sym2(T ∗X)) and x ∈X. □
2.3. The approximate Einstein metric of Fine--Premoselli. In this subsection we
review the construction of the approximate Einstein metric on the branched cover of a
hyperbolic manifold due to Fine--Premoselli. We refer the reader to [FP20, Section 3]
for more information.

Let M be a closed hyperbolic manifold of dimension n ≥ 4, and let Σ ⊆M be a closed
null-homologous totally geodesic codimension two embedded submanifold. Fix an integer
d ≥ 2 and denote by p ∶ X → M the cyclic d-fold cover branched along Σ. We refer to
[FP20] and to Section 3 for an explicit construction of such branched covers.

Define r ∶X → R by r(x) = dM(p(x),Σ) and u = cosh(r). Set
Umax ∶= cosh(Rν),

where Rν is the normal injectivity radius of Σ ⊆M . The construction of the approximate
Einstein metric also depends on a choice of gluing parameter Uglue < 1

2Umax. We will
later choose Uglue = (Umax)1/2, though this is irrelevant at the moment.

The following proposition summarizes all the necessary information about the approx-
imate Einstein metric that will be used later.

Proposition 2.3 (The approximate Einstein metric). There exists a smooth Riemannian
metric ḡ on the branched covering X with the following properties:

(i) For all m ∈ N there exists a constant C = C(m,n, d) such that

∣∣Ric(ḡ) + (n − 1)ḡ∣∣Cm(X,ḡ) ≤ CU−(n−1)glue ;

(ii) The tensor Ric(ḡ) + (n − 1)ḡ is supported in the region {12Uglue < u < Uglue};
(iii) There exists a constant c = c(n, d) > 0 such that sec(X, ḡ) ≤ −c < 0;
(iv) For all U < Umax the volume of the region {12U < u < U} is bounded from above by

voln ({1
2
U < u < U} , ḡ) ≤ CUn−1 voln−2(Σ, ghyp)

for a constant C = C(n, d).
Points (i)-(iii) are contained in [FP20, Proposition 3.1]. Property (iii) requires that

the gluing parameter Uglue is larger than a constant depending on n and d. As in [FP20],
in our construction this will always be the case. Point (iv) follows from the explicit
construction, which we are now going to explain.

Consider Hn and fix a totally geodesic copy S ⊆ Hn of Hn−2. Then in exponential
normal coordinates centered at S, the hyperbolic metric of Hn is given by

gHn = dr2 + sinh2(r)dθ2 + cosh2(r)gS ,
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where gS is the hyperbolic metric of S. Using the change of variables u = cosh(r), this
becomes

gHn = du2

u2 − 1 + (u2 − 1)dθ2 + u2gS ,
which is defined for (u, θ) ∈ (1,∞) × S1.

Fine--Premoselli consider metrics of the form

g = du2

V (u) + V (u)dθ2 + u2gS , (2.9)

where V is a positive smooth function. The following is [FP20, Proposition 3.2].

Lemma 2.4. The metric g defined in (2.9) solves Ric(g) + (n − 1)g = 0 if and only if V
is of the form

V (u) = u2 − 1 + a

un−3 (2.10)

for some a ∈ R.
Let ga be the metric (2.9) for the function V = Va given by (2.10). Let ua denote

the largest zero of the function Va. If ua > 0, ga is a smooth Riemannian metric for
u ∈ (ua,∞), but in general it will have a cone singularity along S at u = ua with cone
angle depending on a. The following summarizes [FP20, Lemma 3.3].

Lemma 2.5. There are explicit constants amax = amax(n) > 0 and v = v(n) > 0 such that
the following hold.

(i) We have ua > 0 if and only if a ∈ (−∞, amax] and the map a ↦ ua is a decreasing
homeomorphism (−∞, amax] → [v,∞);

(ii) For each integer d ≥ 1 there exists a unique a = a(d) ∈ (−∞, amax) such that the
cone angle of ga along S at u = ua is 2π

d .
(iii) The sequence (a(d))d∈N is strictly increasing with a(1) = 0 and a(d) → amax as

d→∞.

Therefore, the metric ga(d) defines a global smooth metric on the cyclic d-fold branched
cover of Hn along S. Of course, this is also true in X, the cyclic d-fold branched cover
of M along Σ, at least in a tubular neighbourhood of Σ.

The approximate Einstein metric ḡ in Proposition 2.3 is then obtained by interpolating
between ga(d) (defined in a tubular neighbourhood of Σ) and ghyp (defined on X ∖ Σ).
Namely, ḡ is as in (2.9) for a function V of the form

V = u2 − 1 + a

un−3χ(u),
where χ smooth cutoff function with χ = 1 in {u ≤ 1

2Uglue} and χ = 0 in {u ≥ Uglue}. We
refer the reader to [FP20, Section 3.2] for further details.

The volume estimate in Proposition 2.3(iv) follows easily because ḡ is of the form (2.9).
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2.4. Algebraic retraction and subgroup separability. In this subsection we state
the results about arithmetic hyperbolic manifolds and arithmetic groups from Bergeron-
-Haglund--Wise [BHW11] and Bergeron [Ber00] that are needed for the construction of
good totally geodesic submanifolds of codimension two (see Proposition 3.1).

Consider a Q- algebraic group G such that the group of its real points is the product,
with finite intersection, of a compact group by the isometry group O+(n,1) of Hn for
some n ≥ 4. We require that G comes by restriction of scalars from an orthogonal
group over a totally real number field and that G is anisotropic over Q. The arithmetic
group Γ is the subgroup of G which is defined over the ring of integers in the totally
real number field; it acts cocompactly on Hn. The compact hyperbolic orbifold Γ/Hn is
called standard, and Γ is a called a standard arithmetic lattice or an arithmetic lattice of
simplest type. A sufficiently deep congruence subgroup Γ′ of Γ is known to be torsion free
and hence acts freely on Hn. Following [BHW11] we call the quotient Γ′/Hn a standard
arithmetic hyperbolic manifold.

A Γ-hyperplane in Hn is a totally geodesic hyperplane H ⊂ Hn with the property that
StabΓ(H) acts cocompactly on H. If Γ is an arithmetic group, then it is well-known that
there exists a Γ-hyperplane in Hn if and only if Γ is standard. Similarly, a Γ-subspace
is a totally geodesic subspace Σ of Hn of arbitrary codimension so that StabΓ(Σ) acts
cocompactly on Σ.

Definition 2.6. A subgroup Λ of a group Γ is called separable if for any γ ∈ Γ∖Λ, there
exists a finite index subgroup Γ′ ⩽ Γ such that Λ ⩽ Γ′ and γ ∉ Γ′.

The following is a special case of a result of Bergeron (see [Ber00, Lemme principal]
or [BHW11, Corollary 1.12]).

Theorem 2.7 (Subgroup Separability). Let M = Γ/Hn be a standard arithmetic hyper-
bolic manifold and Σ a Γ-subspace. Then StabΓ(Σ) is separable in Γ.

Note that if Γ is a group as in Theorem 2.7, if Σ is a Γ-subspace and if Γ′ is a finite
index subgroup of Γ, then StabΓ′(Σ) ⩽ Γ′ is separable. Indeed, if γ ∈ Γ′∖StabΓ′(Σ), then
γ ∈ Γ ∖ StabΓ(Σ). Thus if Γ′′ is a finite index subgroup of Γ which contains StabΓ(Σ)
but not γ, then Γ′′∩Γ′ is a finite index subgroup of Γ′ which contains StabΓ′(Σ) but not
γ.

The following summarizes the results of [BHW11] that will be needed in the sequel.

Theorem 2.8 (Bergeron--Haglund--Wise). Let M = Γ/Hn be a standard arithmetic hy-
perbolic manifold and H ⊆ Hn a Γ-hyperplane. Then there exists a subgroup of finite
index Γ′ ⩽ Γ that retracts onto StabΓ′(H), that is, there is a group homomorphism

retr ∶ Γ′ → StabΓ′(H) such that retr∣StabΓ′(H) = idStabΓ′(H).
Moreover, StabΓ′(H)/H is a standard arithmetic hyperbolic manifold, and the natural
map

StabΓ′(H)/H Ð→ Γ′/Hn

is an embedding whose image agrees with the projection of H ⊆ Hn to Γ′/Hn.
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The first half of Theorem 2.8 is [BHW11, Theorem 1.2]. So it remains to explain why
the second part easily follows from the results of [BHW11].

Proof. By [BHW11, Theorem 1.2] there exists a torsion free congruence subgroup Γ′ ⩽ Γ
of finite index. Note that, for any Γ-hyperplane H ⊆ Hn, the stabilizer StabΓ′(H) of H
in Γ′ is a congruence subgroup of the arithmetic group StabΓ(H).
Appealing to [BHW11, Theorem 1.4] we may assume, after possibly passing to a further

finite index congruence subgroup, that Λ = StabΓ′(H) is a virtual retract of Γ′, that is,
there exists a finite index subgroup Q ⩽ Γ′ containing Λ and a homomorphism Q → Λ
that is the identity when restricted to Λ.

Now Λ/H is a compact standard arithmetic manifold, and the natural map Λ/H →
Q/Hn induced by the inclusion H ⊆ Hn is an immersion. By Theorem 2.7 and the
following remark, the subgroup Λ is separable in Q.

If the immersion Λ/H → Q/Hn is not an embedding, then the hyperplane H is not
precisely invariant under Q, that is, there exist γ ∈ Q ∖Λ such that

γ(H) ∩H ≠ ∅ but γ(H) ≠H. (2.11)

Then γ(H) ∩H is the intersection of two totally geodesic hyperplanes and hence it is
a totally geodesic submanifold of H of codimension one. As the action of Λ on H is
cocompact, there exists a compact fundamental domain D ⊆H for the action of Λ on H.
For any γ ∈ Q∖Λ satisfying (2.11) there exists, by precomposing with a suitable element
from Λ, an element γ′ ∈ Q ∖Λ such that

γ′(H) ∩H ≠ ∅ and γ′(D) ∩D ≠ 0. (2.12)

Since the action of Q on Hn is discrete and D is compact, there exist only finitely
many elements in Q ∖ Λ satisfying (2.12). Keeping in mind that Λ is separated in Q,
we can find a finite index subgroup Q′ ⩽ Q which contains Λ but does not contain any
of the elements satisfying (2.12), and hence also no element satisfying (2.11). Then the
manifold Λ/H is embedded in Q′/Hn. Furthermore, the restriction of the retraction
Q→ Λ to Q′ defines a retraction Q′ → Λ. This completes the proof. □

3. Good totally geodesic submanifolds of codimension two

The goal of this section is to prove the following proposition.

Proposition 3.1 (Codimension two submanifolds). For each n ≥ 4 and any standard
arithmetic hyperbolic manifold M , there is a sequence of finite covers (Mk)k∈N of M
containing closed embedded totally geodesic submanifolds Σk ⊂Hk ⊂Mk with the following
properties:

(i) The manifolds Σk are all isometric, and they are of codimension 2.
(ii) Σk is null-homologous in the embedded connected hypersurface Hk ⊂Mk;
(iii) Σk has at most two connected components;
(iv) We have

lim
k→∞

diam(Σk)
Rνk

= 0,
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where Rνk is the normal injectivity radius of Σk ⊆ Mk and, by abuse of notation,
diam(Σk) is the maximum of the diameters of the connected components of Σk.

Before we come to the proof of Proposition 3.1, we first show how it can be used to
control the L2-norm of the approximate Einstein metrics.

Namely, let (Mk)k∈N and Σk ⊆Mk be as in Proposition 3.1. Fix an integer d ≥ 2, and
denote by Xk the cyclic d-fold cover of Mk branched along Σk. Set

Uk;max ∶= cosh(Rνk) and Uk;glue ∶= (Uk;max) 12 . (3.1)

Let ḡk be the approximate Einstein metric on Xk given by Proposition 2.3. Then we
easily obtain the following from Proposition 2.3 and Proposition 3.1.

Corollary 3.2 (Small L2-norm). For the L2-norm of Ric(ḡk) + (n − 1)ḡk we have

∫
Xk

∣Ric(ḡk) + (n − 1)ḡk∣2(x)dvolḡk(x) k→∞ÐÐÐ→ 0.

This is the key estimate that will enable us to use a fairly simple perturbation argument
for the construction of Einstein metrics.

Proof of Corollary 3.2. By Proposition 2.3(i),(ii) the tensor Ric(ḡk) + (n − 1)ḡk is sup-
ported in the region {12Uk;glue < u < Uk;glue} and it is uniformly bounded from above
by ∣∣Ric(ḡk) + (n − 1)ḡk∣∣C0(Xk,ḡk) ≤ CU−(n−1)k;glue (3.2)

It follows from Proposition 3.1(iii),(iv) and the definition (3.1) of Uk;glue that for all ε > 0
and k ≥ k0(ε) large enough we have

voln−2(Σk, ghyp) ≤ C exp ((n − 3)diam(Σk)) ≤ C exp(1
2
εRνk) ≤ CU εk;glue.

Together with the volume bound in Proposition 2.3(iv) this implies

voln ({1
2
Uk;glue < u < Uk;glue} , ḡ) ≤ CUn−1k;glue voln−2(Σ, ghyp) ≤ CUn−1+εk;glue . (3.3)

Combining (3.2) and (3.3) implies the desired estimate given that we choose ε < n−1. □

We now come to the proof of Proposition 3.1.

Proof of Proposition 3.1. The proof of Proposition 3.1 is divided into three steps.

Step 1. LetM be a standard arithmetic hyperbolic manifold. Because of Theorem 2.8 and
[BHW11, Theorem 1.4], after passing to a finite cover, we may assume that M = Γ/Hn

where Γ is a torsion free cocompact lattice and that there exists a Γ-hyperplane H̃ ⊆ Hn

with the following properties:

(1) StabΓ(H̃)/H̃ is a standard arithmetic hyperbolic manifold which is embedded in
Γ/Hn;

(2) There is a retraction retr ∶ Γ→ StabΓ(H̃);
(3) Any geometrically finite subgroup of Γ is a virtual retract.
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Since StabΓ(H̃)/H̃ is a standard arithmetic hyperbolic manifold, there exists a StabΓ(H̃)-
hyperplane Σ̃ ⊆ H̃ and a subgroup Q ⩽ StabΓ(H̃) of finite index such that

Σ = StabQ(Σ̃)/Σ̃
is a standard arithmetic hyperbolic manifold embedded in Q/H.

The preimage Γ′ ∶= retr−1(Q) of Q ⩽ StabΓ(H̃) under the retraction retr ∶ Γ →
StabΓ(H̃) is a finite index subgroup of Γ. Note that StabΓ′(H̃) = Γ′ ∩ StabΓ(H̃) = Q,
and so the retraction of Γ restricts to a retraction retr ∶ Γ′ → StabΓ′(H̃). Moreover, any
geometrically finite subgroup of Γ′ is still a virtual retract of Γ′.

Therefore, we have obtained a finite index subgroup Γ′ ⩽ Γ such that StabΓ′(Σ̃)/Σ̃,
StabΓ′(H̃)/H̃ and Γ′/Hn are all standard arithmetic hyperbolic manifolds that are smoothly
embedded in each other and so that (2),(3) above still hold for Γ′.

For ease of notation we will from now on replace Γ′ by Γ in our notations and put
M = Γ/Hn. Furthermore we put

ΓΣ ∶= StabΓ(Σ̃), Σ ∶= ΓΣ/Σ̃, ΓH ∶= StabΓ(H̃), H ∶= ΓH/H̃.
This notation is slightly different than in Section 2.4, where we used H to denote a
hyperplane in Hn. We hope that this leads to no confusion.

Step 2. Let R > 0 be arbitrary. We will now show that one can pass to a finite-sheeted
cover MR → M that keeps Σ fixed but so that the normal injectivity radius radius of
Σ ⊆ MR is at least R. To achieve this we will exploit the subgroup separability from
Theorem 2.7.

Proof of Step 2. We first make the following observation: If the normal injectivity radius
of Σ ⊆M is at less than R, then there exists γ ∈ Γ such that

dHn(γ ⋅ x̃0, x̃0) ≤ 2(R + diam(Σ)) and γ ∉ ΓΣ, (3.4)

where x̃0 ∈ Σ̃ is some basepoint. Indeed, if the normal injectivity radius of Σ ⊆M is less
than R, then there exists a geodesic σ ∶ [0,1] →M of length at most 2R such that

σ(i) ∈ Σ and σ′(i) ⊥ Tσ(i)Σ for i = 0,1.
Let x0 ∈ Σ be the projection of the chosen basepoint x̃0 ∈ Σ̃. Choose a distance minimizing
geodesic τi in Σ from x0 to σ(i). Then the concatenation τ0 ⋅ σ ⋅ τ−11 is a loop based at
x0 of length at most 2(R+ diam(Σ)). Clearly, this loop is not homotopic to a loop in Σ.
This proves the existence of an element γ ∈ π1(M,x0) ≅ Γ satisfying (3.4).

Note that, for R > 0 fixed, there are only finitely many elements γ ∈ Γ satisfying the
conditions in (3.4). Therefore, by Theorem 2.7, there is a finite index subgroup Γ′ of Γ
containing ΓΣ such that γ ∉ Γ′ for all γ ∈ Γ satisfying (3.4).

Since Γ′ is a subgroup of Γ of finite index, we know that StabΓ′(H̃) is a subgroup of
finite index in StabΓ(H̃) and hence it is a cocompact torsion free lattice. In particular,
StabΓ′(H̃) is a geometrically finite subgroup of Γ. Thus from property (3) in Step 1 we
obtain a finite index subgroup Q ⩽ Γ such that there is a retraction retr′ ∶ Q→ StabΓ′(H̃).
As StabΓ′(H̃) = StabΓ′∩Q(H̃), we obtain a retraction retr′ ∶ Γ′ ∩ Q → StabΓ′∩Q(H̃) by
restriction. Moreover, ΓΣ ⩽ StabΓ′(H̃) implies ΓΣ ⩽ Γ′ ∩Q. The finite cover M ′ → M
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associated to Γ′ ∩ Q has the desired properties. For ease of notation, we will in the
following simply write Γ′ for Γ′ ∩Q. This completes the proof of Step 2. ∎

The construction in Step 2 yields a finite coverM ′ ofM and connected totally geodesic
submanifolds Σ ⊆ H ′ ⊆M ′ = Γ′/Hn such that the normal injectivity radius of Σ ⊆M ′ is
larger than an arbitrary multiple of diam(Σ). If Σ is null-homologous in H ′ (and hence
in M ′) we are done. So we assume that Σ is not null-homologous in H ′.
Step 3. Finally we show that there is a two-sheeted cover M̂ →M ′ such that the preimage
Σ̂ ⊆ M̂ of Σ is null-homologous in M̂ and the preimage Ĥ of H ′ in M̂ is connected.

Proof of Step 3. In accordance with Fine--Premoselli [FP20, Definition 2.2] we say
that Σ ⊆ H ′ separates H ′ if H ′ ∖ Σ is disconnected. It is well-known that this can be
detected algebraically. Namely, Σ determines a class [Σ] ∈ Hn−2(H ′;Z/2Z) and hence,
by Poincaré duality, also a homomorphism

ρ ∶ π1(H ′) → Z/2Z
that counts the number of intersections mod 2 of a generic loop with Σ. Then Σ separates
H ′ if and only if ρ is trivial (see for example [FP20, proof of Lemma 2.3]). Therefore, if
ρ is non-trivial, then the two-sheeted cover Ĥ → H ′ associated to ker(ρ) is connected,
and the preimage Σ̂ ⊆ Ĥ of Σ will separate Ĥ. In particular, Σ̂ is null-homologous in
Ĥ. Note that as π1(Σ) is contained in the kernel of ρ, the manifold Σ̂ has precisely two
connected components, each of which is isometric to Σ.

Precomposing with the retraction retr′ ∶ Γ′ → StabΓ′(H̃) we can extend ρ to a ho-
momorphism defined on Γ′. Let Γ̂ ⩽ Γ′ be the kernel of this homomorphism. Then
M̂ = Γ̂/Hn contains the two-sheeted cover Ĥ →H ′ of H as an embedded totally geodesic
submanifold. Since Σ̂ is null-homologous in Ĥ, it is also null-homologous in M̂ . Fur-
thermore, as Γ̂ ⩽ Γ′, the normal injectivity radius of Σ̂ is at least R. This completes the
proof of Step 3. ∎

Recall that if Σ is not homologous to zero then Σ̂ has precisely two connected compo-
nents, isometric to Σ, and the normal injectivity radius can not become smaller. There-
fore, this completes the proof of Proposition 3.1. □

4. Construction of the Einstein metric

Let Mk be a sequence of closed hyperbolic n-manifolds with a totally geodesic codi-
mension two submanifold Σk as in Proposition 3.1, Xk the cyclic d-fold covering of Mk

branched along Σk, and ḡk the approximate Einstein metric on Xk given by Proposi-
tion 2.3.

The goal of this section is to prove Theorem 1, that is, to show that Xk admits a
negatively curved Einstein metric. By Lemma 2.1 it suffices to show that the Einstein
operator Φk = Φḡk defined in (2.1) has a zero sufficiently close to the zero section. We
will achieve this by an application of the Inverse Function Theorem.

Recall from (2.3) that the linearization of the Einstein operator at the background
metric ḡk is given by

L = (DΦk)ḡk = 1

2
∆L + (n − 1) id .
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We will first show in Section 4.1 that L is an invertible linear operator between suitable
Banach spaces. Section 4.2 then contains the proof of Theorem 1.

4.1. Invertibility of the linearized Einstein operator. It is a classic result of Koiso
[Koi78, Section 3] (also see [Bes08, Lemma 12.71]) that for a closed Einstein manifold
with negative sectional curvature, the operator L has a uniform L2-spectral gap (only de-
pending on the negative upper curvature bound). By an adaptation of Koiso's argument,
the same is also true for the approximate Einstein metrics ḡk.

Lemma 4.1 (L2-spectral gap). There exists a constant λ = λ(n, d) > 0 such that for all
sufficiently large k we have

λ∫
Xk

∣h∣2 dvolḡk ≤ ∫
Xk

⟨Lh,h⟩dvolḡk
for all h ∈ C2(Sym2(T ∗Xk)).

For a detailed proof we refer the reader to [FP20, Proposition 4.3], which is a bit more
general than what we need here.

Fix a Hölder parameter α ∈ (0,1). We equip C0,α(Sym2(T ∗Xk)) with the hybrid
norm

∣∣f ∣∣0 ∶=max{∣∣f ∣∣C0,α(Xk,ḡk), ∣∣f ∣∣L2(Xk,ḡk)}. (4.1)

Similarly, we equip C2,α(Sym2(T ∗Xk)) with the hybrid norm

∣∣h∣∣2 ∶=max{∣∣h∣∣C2,α(Xk,ḡk), ∣∣h∣∣H2(Xk,ḡk)}, (4.2)

where ∣∣ ⋅ ∣∣H2(Xk,ḡk) is the Sobolev norm

∣∣h∣∣H2(Xk,ḡk) ∶= (∫Xk

∣h∣2 + ∣∇h∣2 + ∣∆h∣2 dvolḡk)
1
2

.

Here the Hölder norm of a tensor is defined by the Hölder norm of the coefficients of the
tensor in a harmonic chart defined on balls of a priori size (for a detailed account we
refer to [HJ22, Proof of Proposition 2.5]).

Using the C0-estimate from Lemma 2.2 with the L2-estimate from Lemma 4.1, it is
now straightforward to show that L is invertible (with universal constants).

Proposition 4.2 (L is uniformly invertible). There exists a constant C = C(α,n, d) with
the following property. For all k sufficiently large, the linearized Einstein operator

L ∶ (C2,α(Sym2(T ∗Xk)), ∣∣ ⋅ ∣∣2) Ð→ (C0,α(Sym2(T ∗Xk)), ∣∣ ⋅ ∣∣0)
is invertible, and ∣∣L∣∣op, ∣∣L−1∣∣op ≤ C,
where ∣∣ ⋅ ∣∣0 resp. ∣∣ ⋅ ∣∣2 is the norm defined in (4.1) resp. (4.2).
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Proof. It is clear that ∣∣L∣∣op is bounded by a universal constant. It will suffice to prove
the a priori estimate ∣∣h∣∣2 ≤ C ∣∣Lh∣∣0 for all h ∈ C2,α(Sym2(T ∗Xk)). Indeed, given
the a priori estimate, standard arguments show that L is surjective; consequently L is
invertible and ∣∣L−1∣∣op ≤ C due to the a priori estimate.

Clearly, ∣∣h∣∣L2(Xk) ≤ C ∣∣Lh∣∣L2(Xk) because L has a uniform L2-spectral gap (Lemma 4.1).
Since L = 1

2∆L + (n − 1) id, this L2-estimate implies

∣∣h∣∣H2(Xk) ≤ C ∣∣Lh∣∣L2(Xk). (4.3)

Moreover, the well-known Schauder estimates (see [HJ22, Proposition 2.5]) state

∣∣h∣∣C2,α(Xk) ≤ C(∣∣Lh∣∣C0,α(Xk) + ∣∣h∣∣C0(Xk)). (4.4)

The C0-estimate (2.4) together with (4.3) yields

∣∣h∣∣C0(Xk) ≤ C(∣∣h∣∣L2(Xk) + ∣∣Lh∣∣C0(Xk)) ≤ C(∣∣Lh∣∣L2(Xk) + ∣∣Lh∣∣C0(Xk)). (4.5)

Keeping in mind the definitions (4.1) and (4.2) of the norms ∣∣ ⋅ ∣∣0 and ∣∣ ⋅ ∣∣2, the desired
a priori estimate ∣∣h∣∣2 ≤ C ∣∣Lh∣∣0 follows by combining (4.3), (4.4) and (4.5). □

4.2. Proof of the Main Theorem. The goal of this subsection is to present the proof
of our main result.

Theorem 4.3 (Existence of Einstein metrics). For all sufficiently large k there exists a
metric ĝk on Xk such that

Ric(ĝk) + (n − 1)ĝk = 0 and sec(Xk, ĝk) ≤ −c(n, d) < 0.
Moreover,

∣∣ĝk − ḡk∣∣C2,α(Xk,ḡk) k→∞ÐÐÐ→ 0.

Before we come to the proof we point out that, for k sufficiently large, the Einstein
metric ĝk can not be locally symmetric. Indeed, sec(Σk, ḡk) = −u−2a(d) < −1 by (2.9) and
Lemma 2.5. Thus sec(Σk, ĝk) < −1 for all k sufficiently large, and so ĝk can not be (real)
hyperbolic. Moreover, by construction, the metric ḡk is hyperbolic outside of a tubular
neighborhood of Σk. Hence, outside of a tubular neighborhood of Σk, sec(Xk, ĝk) is very
close to −1, and so ĝk can not be complex- or quaternionic hyperbolic nor the Cayley
plane.

In fact, in Section 5 we will show that for a slightly restricted choice of the hyperbolic
manifoldsMk, at most one of the cyclic branched coverings Xk can not admit any locally
symmetric metric.

Proof. We equip Ck,α(Sym2(T ∗Xk)) with the norm ∣∣ ⋅ ∣∣k defined in (4.1) and (4.2)
(k = 0,2); B(h, r) shall denote the balls with respect to these norms.

Any element in B(ḡk,1/2) ⊆ C2,α(Sym2(T ∗Xk)) is a positive definite (0,2)-tensor,
that is, a Riemannian metric on Xk. Let Φk = Φḡk be the Einstein operator defined in
(2.1), which we consider as an operator

Φk ∶ B(ḡk,1/2) ⊆ C2,α(Sym2(T ∗Xk)) → C0,α(Sym2(T ∗Xk)).
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Denote by L = (DΦk)ḡk the linearization of Φk at the background metric ḡk. By Proposi-
tion 4.2 there exists a universal constant C0 = C0(α,n, d) such that, for all k sufficiently
large, L is invertible with ∣∣L∣∣op, ∣∣L−1∣∣op ≤ C0. Moreover, by possibly enlarging C0, it is
clear that the map g ↦ (DΦk)g is C0-Lipschitz. Therefore, applying (a quantitative ver-
sion of) the Inverse Function Theorem implies that there exist constants ε0 = ε0(α,n, d) >
0 and C = C(α,n, d) with the following property: For each f ∈ C0,α(Sym2(T ∗Xk)) with∣∣f −Φk(ḡk)∣∣0 ≤ ε0 there exists a metric gf ∈ C2,α(Sym2(T ∗Xk)) such that

Φk(gf) = f and ∣∣gf − ḡk∣∣2 ≤ C ∣∣f −Φk(ḡk)∣∣0.
Note that Φk(ḡk) = Ric(ḡk) + (n − 1)ḡk. Hence it follows from Proposition 2.3(i) and
Corollary 3.2 that ∣∣Φk(ḡk)∣∣0 → 0 as k → ∞. In particular, for all k sufficiently large,
f = 0 satisfies ∣∣f −Φk(ḡk)∣∣ ≤ ε0. Therefore, there exists a metric ĝk on Xk such that

Φk(ĝk) = 0 and ∣∣ĝk − ḡk∣∣2 k→∞ÐÐÐ→ 0.

In particular, as sec(Xk, ḡk) ≤ −c(n, d) < 0 by Proposition 2.3(iii), also sec(Xk, ĝk) < 0
for all k sufficiently large. Therefore, Φk(ĝk) = 0 implies Ric(ĝk) + (n − 1)ĝk = 0 due to
Lemma 2.1. This completes the proof. □

For the formulation of the next remark, note that there is a natural action of the cyclic
group Cd of order d on the d-fold branched cover Xk.

Remark 4.4. For all k sufficiently large, the Einstein metric ĝk on Xk given by The-
orem 4.3 is Cd-invariant. In particular, for all k sufficiently large (depending on d),
the hyperbolic manifolds Mk admit negatively curved Einstein metrics with a conical
singularity and cone angle 2π

d along the codimension two submanifold Σk ⊆Mk.

Proof. In the proof of Theorem 4.3, the Einstein metric ĝk was the zero of the Einstein
operator Φk obtained from an application of the Inverse Function Theorem. Since the
Inverse Function Theorem can be proved using the Banach Fixed Point Theorem, ĝk is
of the form ḡk + ĥk, where ĥk is a fixed point of the operator

Ψk ∶ C2,α(Sym2(T ∗Xk)) → C2,α(Sym2(T ∗Xk)), h↦ h − L−1(Φk(ḡk + h)).
Using the definition (2.1) of the Einstein operator, one can easily check that if a Rie-
mannian metric g on Xk is φ-invariant for some φ ∈ Isom(Xk, ḡk), then also Φk(g) is
φ-invariant. As the fixed point ĥk is given by the limit limi→∞Ψi

k(0), this shows that ĥk,
and hence ĝk, is Isom(Xk, ḡk)-invariant. However, it is apparent from the construction of
ḡk explained in Section 2.3 that ḡk is Cd-invariant. Therefore, also ĝk is Cd-invariant. □

5. Einstein manifolds not homeomorphic to locally symmetric spaces

By Theorem 4.3 there exist negatively curved Einstein metrics on some branched
covers X of certain hyperbolic manifolds M . The construction is valid for all covering
degrees smaller than a number depending on M . As M varies, this maximal covering
degree can be arbitrarily large. The goal of this section is to show that for any dimension
n ≥ 4, we find infinitely many such branched coverings which are not homeomorphic to
a locally symmetric manifold.
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We start with the following basic observation.

Proposition 5.1. Let M be a closed hyperbolic n-manifold and Σ ⊆ M a closed null-
homologous totally geodesic submanifold of codimension two. Then the cyclic d-fold cov-
ering X of M branched along Σ is not homeomorphic to any locally symmetric manifold,
except possibly hyperbolic manifolds.

Proof. Arguing by contradiction, we assume that X is homeomorphic to a locally sym-
metric manifold N that is not hyperbolic. We first observe that this locally symmetric
manifold has to be of real rank one. Namely, since X is aspherical, a locally symmetric
metric on a manifold homeomorphic to X is of non-positive curvature. By a theorem
of Wolf (Theorem 4.2 of [W62]), a cocompact lattice in a semisimple Lie group of real
rank r contains a subgroup isomorphic to Zr. However, as X carries a negatively curved
metric [GT87], by Preissmann's theorem [Pr42, Théorème 10] (also see [dC92, Theorem
3.2 in Chapter 12]) any abelian subgroup of π1(X) is infinite cyclic.

It remains to show that X is not homeomorphic to any complex-, quaternionic- or
Cayley-hyperbolic manifold. If X is homotopy equivalent to a complex hyperbolic man-
ifold N , then there is a degree d ≥ 2 map Π ∶ N → M . Since M has constant negative
curvature, the map Π is homotopic to a harmonic map. But by a theorem of Sampson
[Sa86], any harmonic map from a compact Kähler manifold into a real hyperbolic mani-
fold is trivial in homology of dimension larger than two, which contradicts the fact that
the degree of the map Π is positive (unless n = 2 and N is also real hyperbolic).

By a celebrated result of Novikov [Nov65, Theorem 1], the rational Pontryagin classes
are a homeomorphism invariant. In particular, the Pontryagin numbers are a homeomor-
phism invariant. By a result of Lafont--Roy [LR07, Theorem B] all Pontryagin numbers
of X vanish, while it is a well-known consequence of the Hirzebruch proportionality prin-
ciple [Hir56, Satz 2 and Equation (2)] that closed quaternionic- or Cayley-hyperbolic
manifolds have some non-zero Pontryagin numbers (see [LR07, Corollary 3]). Therefore,
X can also not be homeomorphic to a quaternionic- or Cayley-hyperbolic manifold. □

As a consequence of Proposition 5.1 and the work of Besson, Courtois and Gallot
[BCG95] we obtain.

Corollary 5.2. If dim(X) = 4 and X admits an Einstein metric as constructed in
Theorem 4.3 then X is not homeomorphic to a locally symmetric manifold.

Proof. Using the notations from Proposition 5.1, if X is homeomorphic to a locally
symmetric manifold M then M is real hyperbolic. As X admits an Einstein metric g,
it is a consequence of [BCG95, Théorème 9.6] (also see [And10, Corollary 4.6]) that X
is diffeomorphic to M and g is of constant curvature. However, the curvature of the
Einstein metric g on X is not constant, from which the corollary follows. □

In the remainder of this section, which is independent of the rest of the article, we
show that for any n ≥ 4 there are infinitely many arithmetic hyperbolic manifolds M of
dimension n which admit branched covers to which our construction of Einstein metrics
applies, but such that at most one of these branched covers can be homeomorphic to a
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hyperbolic manifold. Together with Theorem 5.5, this completes the proof of Theorem
1.

We begin with collecting some more specific information on the standard arithmetic
hyperbolic manifolds used in our construction. Let k be a totally real number field
of degree d over Q equipped with a fixed embedding into R which we refer to as the
identity embedding. Let V be an (n + 1)-dimensional vector space over k equipped
with a quadratic form q (with associated symmetric matrix Q) defined over k which has
signature (n,1) at the identity embedding, and signature (n + 1,0) at the remaining
embeddings. Such a quadratic form is called admissible. We require in the sequel that q
is anisotropic over Q. This means that q = 0 has no rational solution.

Let Rk be the ring of integers of the number field k and let O(q,Rk) be the group of
automorphisms of the quadratic form q which are defined over Rk, that is,

O(q,Rk) ∶= {X ∈ GLn+1(Rk) ∣XtQX = Q}.
A subgroup Γ of the isometry group O+(n,1) of the hyperbolic space Hn is called an

arithmetic group of simplest type if Γ is commensurable with a conjugate of an arith-
metic group O(q,Rk). As the quadratic form q is admissible and anisotropic over Q, an
arithmetic group of simplest type Γ is a cocompact lattice in O+(n,1). Thus Γ/Hn is
a compact hyperbolic orbifold with singularities corresponding to the fixed points of Γ.
We refer to [Em23, Example 6.30] for more information.

Example 5.3. The quadratic form

q(x) = −√2x20 + x21 + ⋅ ⋅ ⋅ + x2n
on Rn+1 is defined over the quadratic extension Q(√2) of Q. Evaluation on the non-
identity embedding Q(√2) → R given by

√
2→ −√2 shows that q is admissible, moreover

it is anisotropic over Q. The upper paraboloid {x ∈ Rn+1 ∣ q(x) = −1 and x0 > 0} is a
model for Hn.

The ring of integers of the number field Q(√2) is the ring Z[√2] and hence

O(q,Z[√2]) = O(q) ∩GLn+1 (Z[√2])
is a cocompact lattice in O+(n,1).

Standard theory of quadratic forms (see [La73]) provides an equivalence over k of the
quadratic form q to an admissible diagonal quadratic form. Thus we may assume without
loss of generality that

q(x) = −a0x20 + a1x21 +⋯ + anx2n
with ai ∈ k, ai > 0. Put Γ = O(q,Rk).

Let ι ∈ Isom(Hn) be the geometric involution that acts via reflection in the x1-variable,
that is,

ι(x0, x1, x2, . . . , xn) = (x0,−x1, x2, . . . , xn).
Then H̃ ∶= Fix(ι) = {x ∈ Hn ∣x1 = 0} is a hyperplane. The quadratic form

q0(x) = −a0x20 + a2x22 +⋯ + anx2n
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on the linear subspace V0 = {x1 = 0} of V defined over k is admissible and anisotropic over
Q. Under the obvious identifications we then have StabΓ(H̃) = O+(n − 1,1) ∩O(q,Rk),
so that, by the same reason as above, the quotient StabΓ(H̃)/H̃ is compact. This means
that, in the terminology of Section 2.4, H̃ is a Γ-hyperplane. Furthermore, we have
ιΓι = Γ.

Consider the sequence Γm ⊲ Γ of congruence subgroups defined as the kernel of the
natural homomorphism

Γ→ GLn+1 (Rk) → GLn+1 (Rk/Om)
where Om is a sequence of mutually distinct prime ideals in Rk. For sufficiently large
m the group Γm is sufficiently deep and hence torsion free. The quotient manifold
Nm = Γm/Hn is a standard arithmetic hyperbolic manifold. Moreover, by construction,
Nm is oriented.

As kernels are normal subgroups, one easily checks ιΓmι−1 = Γm. It follows that ι
descends to an isometric involution of Nm = Γm/Hn, again denoted by ι. The fixed
point set of this involution is a (possibly disconnected) totally geodesic submanifold of
codimension one. Fix a component H of this submanifold. We may assume that H is the
projection to Nm of the Γm-hyperplane H̃. Following the construction in Section 3, we
know that StabΓm(H̃) is a virtual retract of Γm. Let Γ′m ⩽ Γm be a finite index subgroup
containing the fundamental group StabΓm(H̃) of H which retracts onto StabΓm(H̃).
Lemma 5.4. There exists a ι-invariant finite index subgroup Γ0

m ⩽ Γ′m which contains

StabΓm(H̃).
In particular, by restricting the retraction ret ∶ Γ′m → StabΓm(H̃) to Γ0

m, we see that
Γ0
m also retracts onto StabΓ0

m
(H̃) = StabΓm(H̃).

Proof. As Γ′m ⩽ Γm has finite index and Γm is ι-invariant, Γ0
m ∶= Γ′m ∩ ιΓ′mι−1 is a

ι-invariant finite index subgroup of Γm. Moreover, by inspecting the action of the dif-
ferential, one can check that ι−1StabΓm(H̃)ι ⊆ StabΓm(H̃) ⊆ Γ′m. This then implies
StabΓm(H̃) ⩽ Γ0

m. □

The group Γ0
m is invariant under conjugation by ι, and this action of ι on Γ0

m is
nontrivial. Thus ι acts as an isometric involution on Mm = Γ0

m/Hn. Its fixed point set is
a disjoint union of totally geodesic embedded hyperplanes containing the quotient H of
H̃ under the action of StabΓm(H̃).

By the construction in Section 4, by perhaps passing to a two-sheeted covering M̂m

of Mm, we may assume that the preimage Ĥ of H in M̂m contains a totally geodesic
embedded hyperplane Σ̂m which is homologous to zero and consists of at most two
connected components. The involution ι may not lift to M̂m, but it lifts to the covering
M̃m of M̂m of degree at most two with fundamental group π1(M̂m) ∩ ιπ1(M̂m)ι−1. Note
that as the hyperplane H in Mm is contained in the fixed point set of the involution ι,
if π1(M̂m) < π1(Mm) is not invariant under conjugation by ι, then the preimage of Ĥ
in M̃m consists of two components of Ĥ, each of which contains a totally geodesic null
homologous hyperplane as required in the construction in the beginning of this article.
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Using this construction, Theorem 1 is an immediate consequence of Theorem 4.3,
Proposition 5.1 and the following main result of this section.

Theorem 5.5. Let M be an oriented closed hyperbolic manifold of dimension n ≥ 4 and
let H ⊂M to a totally geodesic embedded hyperplane. Assume that H is contained in the
fixed point set of an orientation reversing isometric involution ι and that H contains a
(possibly disconnected) embedded totally geodesic hyperplane Σ which is homologous to
zero in H. Then for at most one d ∈ 4Z, the cyclic d-fold covering of M branched along
Σ can be homeomorphic to a hyperbolic manifold.

Remark 5.6. Building on the results in this section, in forthcoming work, we show
that for n ≥ 4, no nontrivial branched cover of a closed hyperbolic n-manifold admits a
hyperbolic metric. We refer to [KS12] for a closely related result.

The remainder of this article is devoted to the proof of Theorem 5.5. It is inspired by
[GT87, Remark 3.6], though it does not directly follow from it. The section is divided
into two subsections. We always consider a degree d branched covering X of M for an
even number d ≥ 2, and we assume that X admits a hyperbolic metric.

5.1. Fixed point sets of isometries. Let M be as in the statement of Theorem 5.5,
containing the hypersurface H ⊃ Σ. By assumption, Σ bounds a submanifold H0 ⊂ H.
Put H1 =H ∖H0.

The d-fold covering X of M branched along the totally geodesic submanifold Σ ⊂H ⊂
M can be realized as follows. Let Mcut be obtained from M by cutting along H0, that is,
Mcut is the metric completion ofM −H0. ThusMcut is a compact (topological) manifold
whose boundary consists of two copies H−0 and H+0 of H0 intersecting in Σ. The manifold
X is obtained by gluing d copies M1

cut, . . . ,M
d
cut of Mcut along the boundary, so that the

copy of H+0 in M i
cut is glued to the copy of H−0 in M i+1

cut (where the superscripts i are
taken modd).

Let ι = ιM ∶ M → M be the isometric involution whose fixed point set contains
H ⊆ Fix(ι). Since locally near H, ιM acts as a reflection in H, it exchanges the two
components of U ∖H where U is a tubular neighborhood of H in M . Thus ιM acts as
an involution on Mcut which exchanges H+0 and H−0 and fixes W = Fix(ιM) ∖H0 ⊇H1.

As a consequence, ιM induces an involution ι of X with the property that ι(M i
cut) =

Md+2−i
cut and so that the restrictions ι ∶M i

cut →Md+2−i
cut are identified with ι ∶Mcut →Mcut

(superscripts are again taken modd).
Let ζ be a generator of the cyclic deck group of X → M . It cyclically permutes the

copies M1
cut, . . . ,M

d
cut of Mcut in X. Define j = ζ ○ ι (read from right to left).

Fact 5.7. The fixed point set of j in X is the union Hd,1
0 ∪Hd,1+d/2

0 of the copies of

H0 ⊂ H in M1
cut and M

1+d/2
cut , and the copies Hd,1

0 and Hd,1+d/2
0 of H0 are glued along Σ

(see Figure 1).

The fixed point set of each of the involutions ζi○j○ζ−i (i = 0, . . . , d−1) is the embedded
submanifold ζi(Fix(j)) of X. Their union cuts X up into the d copies of Mcut. We call
any diffeomorphism of X contained in the finite group of diffeomorphisms of X generated
by j and ζ an admissible diffeomorphism of X.
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Figure 1. The cyclic 4-fold branched cover. The involutions ι and j act
via reflection along the colored submanifolds and ζ via rotation around
Σ.

By Mostow rigidity, any homotopy self-equivalence σ of X is homotopic to a unique
isometry σ# of X. Furthermore, by uniqueness, the map

Homeo(X) → Isom(X), σ ↦ σ#

which associates to a homeomorphism the unique isometry homotopic to it is a group
homomorphism. The following result relates the finite group of admissible diffeomor-
phisms of X to the corresponding finite group of isometries for the hyperbolic metric.
It seems be known to the experts, and it was claimed in [GT87] for the generator ζ of
the deck group of X →M (except for Remark 3.4, this is not used in [GT87]). In view
of the fact that in the presence of fixed point sets of positive dimension, a finite group
of diffeomorphisms of a hyperbolic manifold of dimension n ≥ 3 need not be conjugate
to its isometric realization (see the main result of [CLW18] for the case of finite groups
of homeomorphisms and the included remark about the case of diffeomorphisms), we
present a proof.
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Proposition 5.8. Let ϕ be an admissible diffeomorphism of X and let ϕ# be the isom-
etry of X homotopic to ϕ. Then the fixed point set Fix(ϕ#) ⊂ X of ϕ# is (abstractly)
diffeomorphic to Fix(ϕ). Moreover, Fix(ϕ#) and Fix(ϕ) are freely homotopic inside X.

Proof. Let ϕ be any nontrivial admissible diffeomorphism of X. Then either ϕ is an
orientation reversing involution whose fixed point set is a disjoint union of submanifolds
of codimension one contained in the preimage of Fix(ιM), or it is a power of ζ with fixed
point set Σ. In particular, the fixed point set of ϕ is a (possibly disconnected) orientable
hyperbolic manifold of dimension n − 2 or n − 1 containing Σ.
We first observe that ϕ# does have fixed points. Indeed, otherwise X → ⟨ϕ#⟩/X

would be a finite-sheeted covering map between manifolds. As X is a closed hyperbolic
manifold, it is aspherical and π1(X) has trivial center. But then [HJ24, Lemma 2.2]
implies that ϕ# can not be homotopic to a map of finite order and non-empty fixed
point set, contradicting the fact that ϕ# is homotopic to ϕ.

Since a component Z# of Fix(ϕ#) is a totally geodesic submanifold of X containing
the unique closed geodesic inX freely homotopic to an element of π1(Z#), no two distinct
components of Fix(ϕ#) can be freely homotopic. As a consequence, it suffices to show
that for every component Z of Fix(ϕ) (or Z# of Fix(ϕ#)) there exists a component Z#

of Fix(ϕ#) (or Z of Fix(ϕ)) which is diffeomorphic and freely homotopic to Z (or Z#).
Thus let Z be a component of Fix(ϕ) and choose a basepoint x ∈ Z. Let ϕ∗ be the

automorphism of π1(X,x) induced by ϕ. We divide the proof into six steps.

Claim 1. We have Fix(ϕ∗) = π1(Z,x).
Proof of Claim 1. The hyperbolic metric on M lifts to a hyperbolic cone metric h on
X which is smooth away from Σ and with cone angle 2dπ along Σ. Thus h is locally
a CAT(−1)-metric. Therefore every homotopy class α ∈ π1(X,x) has a unique geodesic
representative for the metric h which is a geodesic loop based at x. The map ϕ is an
isometry for h fixing Z pointwise.

Note that the inclusion π1(Z,x) ⩽ Fix(ϕ∗) trivially holds. To prove equality, we argue
by contradiction and assume that there exists a class [γ] ∈ Fix(ϕ∗)∖π1(Z,x). This class
is represented by a unique geodesic loop γ based at x that does not entirely lie in Z. As
ϕ is an isometry, ϕ(γ) is the geodesic representative of ϕ∗([γ]) = [γ], and hence ϕ(γ) = γ
by uniqueness. As Z is a connected component of Fix(ϕ), we get γ ⊆ Z, contradicting[γ] ∉ π1(Z,x). ∎
The argument in the proof of Claim 1 also applies to the map ϕ# as an isometry for

the hyperbolic metric on X and shows that if Z# is any component of the fixed point
set Fix(ϕ#) of ϕ#, which is a totally geodesic submanifold of X, and if y ∈ Z#, then
π1(Z#, y) = Fix(ϕ#∗ ) ⊂ π1(X,y).

Since ϕ# has fixed points, by changing the hyperbolic metric with an isotopy, that is,
replacing it by its pullback by a diffeomorphism of X isotopic to the identity, we may
assume that x ∈ Fix(ϕ#). Then ϕ# induces an automorphism ϕ#∗ of π1(X,x).
Claim 2: Let [γ] ∈ π1(Z,x) and let γ# be the closed geodesic for the hyperbolic metric
which is freely homotopic to γ; then γ# ⊂ Fix(ϕ#).
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Proof of Claim 2. Since ϕ and ϕ# are homotopic, there exists an element α ∈ π1(X,x)
such that ϕ#∗ = αϕ∗α−1. As [γ] ∈ π1(Z,x) ⊂ Fix(ϕ∗) we know that ϕ#∗ ([γ]) is conjugate
to [γ]. In other words, ϕ#∗ preserves the conjugacy class of [γ].

Let γ# be the unique oriented closed geodesic for the hyperbolic metric on X in the
free homotopy class of [γ]. Since ϕ# preserves the conjugacy class of [γ] and is an
isometry, it preserves γ# as an oriented unparameterized circle.
We argue by contradiction and we assume that γ# /⊂ Fix(ϕ#). If there are no fixed

points of ϕ# on γ# then as ϕ# preserves the hyperbolic norm of the tangent of γ#, it
acts on the immersed circle γ# ⊂ X as a nontrivial rotation. Then γ# admits a lift γ̃#

to the universal covering Hn of X so that a lift ϕ̃# of ϕ# acts on γ̃# as a nontrivial
translation. But any isometry of Hn which preserves a geodesic and acts on it as a non-
trivial translation is loxodromic and hence fixed point free. This violates the fact that
ϕ# and hence ϕ̃# have fixed points.
As a conclusion, the restriction of ϕ# to γ# has fixed points. Let y ∈ γ# be such

a fixed point. Since ϕ# preserves γ# as a set, the differential dyϕ# of ϕ# at y maps
the (oriented) tangent v of γ# at x to ±v. If dyϕ#(v) = v then γ# ⊂ Fix(ϕ#) since an
isometry maps geodesics parameterized by arc length to geodesics parameterized by arc
length, and geodesics are determined by their tangent at a single point. This contradicts
the assumption γ# /⊂ Fix(ϕ#).
Therefore dyϕ#(v) = −v and ϕ# reverses the orientation of γ#. Then [γ#] is conjugate

to its inverse in π1(X,x). This is equivalent to stating that there exists an element of
π1(X,x) acting as the deck group of X on Hn which exchanges the endpoints in the
ideal boundary ∂Hn of Hn of a lift of γ#, contradicting the fact that any isometry with
this property has a fixed point. Together this completes the proof of Claim 2. ∎
Claim 3: Up to changing the hyperbolic metric with an isotopy, we have ϕ∗ = ϕ#∗ , in
particular Fix(ϕ#∗ ) = Fix(ϕ∗).
Proof of Claim 3. Let γ ⊂ Z be a (nontrivial) closed geodesic for the hyperbolic cone
metric h on X. Note that such a geodesic exists since the dimension of each component
of Fix(ϕ) is at least two and Z is totally geodesic for h. Let x ∈ γ and let as before γ#

be the closed geodesic for the hyperbolic metric on X which is freely homotopic to γ.
Choose a point x# ∈ γ# and an embedded arc a ∶ [0,1] → X, smooth up to and

including the endpoints, which connects x to x# and such that a ○ γ ○ a−1 (read from
right to left) is homotopic to γ# in π1(X,x#). Let N be a tubular neighborhood of a.
There exists a smooth isotopy [0,1] ×X → X of X which is the identity outside of N
and pushes the point x along a. Let Λ be the endpoint map of this isotopy. Then Λ
maps γ to a based loop at x# which is homotopic to γ# and hence up to replacing the
hyperbolic metric by its pull-back under Λ, we may assume that x ∈ γ# and that the
homotopy classes of γ and γ# in π1(X,x) coincide.

Recall that ϕ#∗ = αϕ∗α−1 for some α ∈ π1(X,x) (the element α may have changed in
the course of this proof). Since

[γ] = [γ#] = α[γ]α−1
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we know that α centralizes the homotopy class [γ] of γ. As π1(X,x) is the fundamental
group of a hyperbolic manifold, the centralizer of [γ] equals the infinite cyclic group
generated by [γ]. In particular, ϕ∗(α) = α since [γ] ∈ Fix(ϕ∗), moreover ϕ#∗ preserves
the fixed point set π1(Z,x) of ϕ∗.
The component Z of the fixed point set of ϕ is a closed oriented hyperbolic manifold of

dimension at least two. Thus any nontrivial inner automorphism of π1(Z,x) has infinite
order. Now ϕ# is an isometry of finite order and hence the order of ϕ#∗ is finite as well.
But ϕ#∗ (β) = αβα−1 for all β ∈ π1(Z,x) and consequently α = e and ϕ∗ = ϕ#∗ . This
completes the proof of Claim 3. ∎
We showed so far that for every component Z of Fix(ϕ) there exists a component

Z# of Fix(ϕ#) whose fundamental group is isomorphic to the fundamental group of Z.
Each component Z of Fix(ϕ) and corresponding component Z# of Fix(ϕ#) is naturally
equipped with a hyperbolic metric. Its dimension equals the cohomological dimension
of its fundamental group. Thus if the dimension of Z is at least three, then by Mostow
rigidity, the manifolds Z and Z# are isometric and freely homotopic inside X. If the
dimension of Z equals two then the manifolds Z and Z# are diffeomorphic as the diffeo-
morphism type of a closed surface is determined by its fundamental group. Furthermore,
Z and Z# are freely homotopic inside X.

It remains to show that there is no component of Fix(ϕ#) which is not freely homotopic
to a component of Fix(ϕ). This is carried out in the rest of this proof.

Claim 4: X ∖ Fix(ϕ) is aspherical.
Proof of Claim 4. As X is a closed hyperbolic manifold by assumption, its universal
covering X̃ is diffeomorphic to Rn. Furthermore, Fix(ϕ) ⊂ X is an embedded closed
totally geodesic submanifold for the CAT(−1)-hyperbolic cone metric h on X whose
codimension either equals one or two. The preimage Y of X ∖ Fix(ϕ) in X̃ is the
complement in X̃ of a countable union of properly embedded submanifolds diffeomorphic
either to Rn−1 or to Rn−2.

If the codimension of these subspaces equals one then Y is a disjoint union of countably
many contractible spaces. If the codimension of these subspaces equals two then Y is
homotopy equivalent to the wedge of countably many circles, each corresponding to
a loop encircling one of the codimension two complementary subspaces. Hence Y is
aspherical. Since Y is a covering of X ∖ Fix(ϕ), the space X ∖ Fix(ϕ) is aspherical as
well. ∎
Claim 5: X∖Fix(ϕ) has the homotopy type of a finite CW-complex, and its fundamental
group is center free.

Proof of Claim 5. There are two cases possible for the map ϕ. In the first case, Fix(ϕ)
is a finute disjoint union of compact codimension one submanifolds in X, and in the
second case, we have Fix(ϕ) = Σ. In both cases, X ∖Fix(ϕ) is homotopy equivalent to a
compact manifold with boundary, which can be chosen to be the complement of a small
open tubular neighborhood of Fix(ϕ). Hence X ∖ Fix(ϕ) has the homotopy type of a
finite CW-complex.
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To see that π1(X ∖ Fix(ϕ)) is center free, note that if Fix(ϕ) is a disjoint union of
hyperplanes, then cutting X open along the corresponding components of Fix(ϕ#) yields
a (possibly disconnected) compact hyperbolic manifold N with totally geodesic boundary
whose fundamental group is a torsion free hyperbolic group and hence center free.

If Fix(ϕ) = Σ then putting G = π1(X ∖ Fix(ϕ)), the homomorphism ρ ∶ G → π1(X)
induced by the inclusion X ∖Fix(ϕ) →X is surjective. Thus as π1(X) is torsion free and
center free, an element in the center of G is contained in the kernel of the homomorphism
ρ and hence it is contained in the center of ker(ρ). But the kernel of ρ is the fundamental
group of the preimage Y of X ∖ Σ in the universal covering Hn of X. As Y has the
homotopy type of a countable wedge of circles, this fundamental group is an infinitely
generated free group and hence center free. ∎
The following claim completes the proof of the proposition.

Claim 6: There can not be any component of Fix(ϕ#) that is not freely homotopic to
a component of Fix(ϕ).
Proof of Claim 6. We showed so far that there exists a union Q of components of Fix(ϕ#)
which is abstractly diffeomorphic to Fix(ϕ) and freely homotopic to Fix(ϕ) in X. The
manifolds X ∖ Fix(ϕ) and X ∖Q have isomorphic fundamental groups, and by Claim 4
and its analog for X ∖Q, they are aspherical. As a consequence, X ∖ Fix(ϕ) and X ∖Q
are homotopy equivalent.

Let Λ ∶ X ∖ Fix(ϕ) → X ∖ Q be a homotopy equivalence, with homotopy inverse
Λ−1. The map ϕ acting on X ∖ Fix(ϕ) is homotopic to the map ϕ̂ = Λ−1 ○ ϕ# ○ Λ, read
from right to left. Thus via an identification of π1(X ∖ Fix(ϕ)) with π1(X ∖ Q) via
the homotopy equivalence Λ, the maps ϕ and ϕ# induce the same outer automorphisms
of π1(X ∖ Fix(ϕ)). Furthermore, by construction, ϕ and ϕ# have the same order, say
m ≥ 2.
We now follow [HJ24, Lemma 2.2]. The finite order diffeomorphism ϕ restricts to a

fixed point free finite order diffeomorphism on X ∖Fix(ϕ). Let X̄ = ⟨ϕ⟩/(X ∖Fix(ϕ)) be
the quotient of X under the free action of ϕ. There exists an exact sequence

1→ π1(X ∖ Fix(ϕ)) → π1(X̄) → Z/mZ→ 1.

Since ϕ and ϕ# induce the same outer automorphism of π1(X ∖ Fix(ϕ)), this sequence
splits if the map ϕ# acting on X ∖Q has a fixed point. However, as π1(X ∖ Fix(ϕ)) is
center free by Claim 5, if the sequence splits then Z/mZ is a subgroup of π1(X̄), which is
impossible as X ∖Fix(ϕ) and hence X̄ has the homotopy type of a finite CW complex by
Claim 5. We refer to [HJ24, Lemma 2.2] for more information on this line of argument.
As a conclusion, the action of ϕ# on π1(X ∖Q) is fixed point free, completing the proof
of Claim 6. ∎
This completes the proof of Proposition 5.8. □

Remark. The above proof is valid for all covers X of a hyperbolic manifold M , branched
along a totally geodesic nullhomologous submanifold Σ of codimension two. It shows that
if X admits a hyperbolic metric, then the fixed point set of an isometry of X homotopic
to an element of the deck group of X →M is diffeomorphic to the branch locus Σ, thus
confirming [GT87].
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5.2. The proof of Theorem 5.5. In this subsection we assume as before that X admits
a hyperbolic metric. Let j be the involution of X described in Fact 5.7, and ζ be the gen-
erator of the deck group of X →M which cyclically permutes the copies M1

cut, . . . ,M
d
cut

of Mcut in X.
From now on we always denote by F the component of Fix(j) containing Σ and by

F# the homotopic component of Fix(j#) whose existence was shown in Proposition 5.8.
By Proposition 5.8 and Mostow rigidity for closed hyperbolic manifolds of dimension
n − 1 ≥ 3, there exists an isometry ψ ∶ F → F# which maps Σ to the fixed point set
Σ# of ζ#. Furthermore, with a homotopy we may identify Σ and Σ# in X. For each
i = 0, . . . , d − 1, the map (ζ#)i ○ ψ ○ ζ−i maps ζi(F ) isometrically onto (ζ#)i(F#).

After possibly changing the hyperbolic metric of X with an isotopy, we may assume
that for each connected component Σ0 of Σ we have Σ0 ∩Σ#

0 ≠ ∅, where Σ#
0 = ψ0(Σ0).

So, for each component, we can fix a basepoint x0 ∈ Σ0 ∩ Σ#
0 , and we may assume

without loss of generality that ψ0(x0) = x0. We call such a basepoint preferred. Due to
Proposition 5.8, we may also assume that

π1(Σ0, x0) = π1(Σ#
0 , x0) and π1(F,x0) = π1(F#, x0).

In the sequel, the fundamental group π1(X,x0) will always be represented with respect
to a fixed choice x0 of preferred basepoint.

Although by Proposition 5.8, the cyclic group generated by ζ# acts freely on X ∖Σ#

and the manifold F# is homotopic to F , this does not necessarily imply that ζ#(F#) ∩
F# = Σ#. The following lemma takes care of this issue.

Lemma 5.9. (1) The differential of ζ# acts on the normal bundle of Σ# by a rotation
with angle 2π/d.

(2) We have F# ∩ ζ#(F#) = Σ#.

Proof. We begin with the proof of the second part of the lemma. We may assume that
π1(F,x0) = π1(F#, x0) and π1(ζ(F ), x0) = π1(ζ#(F#), x0). Thus for a choice of lift x̃0
of x0 to the universal covering Hn, limit sets of these groups in the ideal boundary ∂Hn

and of their conjugates, acting as subgroups of the deck group, coincide.
Let F̃# ⊂ Hn and ζ̃#F# ⊂ Hn be the (unique) lifts of F# and ζ#(F#), respectively,

which pass through x̃0. Each component of F# ∩ ζ#(F#), which is a totally geodesic
embedded hyperplane in F#, lifts to precisely one π1(F#, x0)-orbit of intersections of F̃#

with π1(X,x0)(ζ̃#F#) (using the deck group action) and hence to a π1(F#, x0)-orbit
of intersections of the boundary sphere of F̃# with the boundaries of the hyperplanes in
the orbit of ζ̃#F#. These boundary spheres are precisely the limit sets of the conjugates
of the group π1(ζ#(F#), x0) = π1(ζ(F ), x0) in ∂Hn. Since F ∩ ζ(F ) = Σ, the number of
π1(F#, x0)-orbits of such intersection spheres is at most the number of components of
Σ = Σ#. Thus we have F# ∩ ζ#(F#) = Σ# which completes the proof of the second part
of the lemma.

Let Σ#
0 be a component of Σ#. This is a totally geodesic submanifold of X of codi-

mension two contained in the fixed point set of ζ#. Since ζ# is a non-trivial orientation
preserving isometry of X of order d, its differential acts on the normal bundle of Σ#

0 as
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a rotation with rotation angle 2πk/d where k is a generator of the cyclic group of order
d. We have to show that k = 1.

Consider again lifts ζ̃, ζ̃# of ζ, ζ# to the universal covering Hn of X, chosen so that

they fix pointwise the same component Σ̃#
0 of the universal covering of Σ#

0 , which is a
totally geodesic subspace of Hn of codimension two. The differential of ζ̃# acts on the
normal bundle of Σ̃# as a rotation with rotation angle 2πk/p.
The choice of basepoint x̃0 ∈ Σ̃#

0 determines an identification of the unit tangent sphere
T 1
x̃0
Hn of Hn at x̃0 with the ideal boundary ∂Hn = Sn−1 of Hn by associating to a unit

tangent vector v the equivalence class of the geodesic ray with initial velocity v. The
limit set in ∂Hn = Sn−1 of the stabilizer of F̃# in the deck group π1(X,x0) equals the
boundary ∂F̃# of F̃#, which is an equator sphere of codimension one in Tx̃0Hn = ∂Hn.

It contains the ideal boundary of Σ̃#
0 as an equator sphere. We also know that ζ#(∂F̃#)

coincides with the limit set ζ(∂F̃ ) of the group π1(ζ(F ), x0) acting on Hn.
Now recall that ζ acts as an isometry with respect to the CAT(−1) hyperbolic cone

metric h on X, which is quasi-isometric to the hyperbolic metric, and it acts as a cyclic
permutation on the totally geodesic submanifolds ζi(F ). Thus viewing ∂Hn as the ideal
boundary of the universal covering of X, equipped with the hyperbolic cone metric h,
we obtain that there is a component of ∂Hn ∖ (∂F̃ ∪ ζ(∂F̃ )) which does not intersect
any of the spheres ζi(∂F̃ ). By identifying ∂F̃# with the unit tangent sphere of F̃# at
x̃0, which is an equator sphere in T 1

x̃0
Hn, and ζ#(∂F̃#) with the unit tangent space of

ζ#(F#) at x̃0, we deduce that there is a component of T 1
x̃0
Hn ∖ (T 1

x̃0
F# ∪ dζ#(T 1

x̃0
F#))

not intersecting any of the spheres dζ#(T 1
x̃0
F#) if and only if the differential of ζ# acts

on the normal bundle of Σ#
0 as a rotation with rotation angle 2π/d. This completes the

proof of the lemma. □

Remark. The proof of the first part of Lemma 5.9 relies on the analysis of limit sets of
stabilizers of preimages of the totally geodesic hyperplane H ⊂M . It remains valid even
if H is not fixed by an isometric involution.

With these preliminary results at hand, we can now prove Theorem 5.5.

Proof of Theorem 5.5. By construction, the subspace F ∪ ζ(F ) of X separates X. By
the definition of the map j, the complement X − (F ∪ ζ(F )) contains two connected
components whose closures are homeomorphic to Mcut. Let Z be the closure of such a
component. Its boundary consists of two copies of H0 glued along Σ.

By Lemma 5.9, there exists a corresponding component M#
cut of X − (F# ∪ ζ#(F#)).

The boundary of its closure Z# is connected and consists of two copies of H0 meeting
along Σ with an angle 2π/d. Identifying Σ and Σ# as before and choosing a basepoint
x ∈ Σ, we claim that π1(Z,x) = π1(Z#, x).

Namely, by Proposition 5.8, it holds that π1(∂Z,x) = π1(∂Z#, x). As ∂Z is a sepa-
rating hypersurface in X homotopic to ∂Z#, by the theorem of Seifert-van Kampen, we
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know that

π1(X,x) = π1(Z,x) ∗π1(∂Z,x) π1(X ∖Z,x) = π1(Z#, x) ∗π1(∂Z#,x) π1(X ∖Z#, x).
It then follows from the normal form for amalgamated products [LS01, p.186] that
π1(Z#, x) is isomorphic to either π1(Z,x) or to π1(X ∖Z,x).

If d = 2 then π1(Z,x) is isomorphic to π1(X ∖ Z,x) and the claim is clear. If d ≥ 3

then note that ζ∗ = ζ#∗ maps π1(Z,x) to a proper subgroup of π1(X ∖Z,x), and it maps
π1(X ∖ Z,x) to a proper supergroup of π1(Z,x). Furthermore, it maps π1(Z#, x) to a
proper subgroup of π1(X ∖Z#, x), and it maps π1(X ∖Z#, x) to a proper supergroup of
π1(Z#, x). Thus we have π1(Z,x) = π1(Z#, x) as claimed.
We argue now by contradiction and we assume that there are distinct multiples of

d1 /= d2 ∈ 4N such that the cyclic di-fold branched cover X(di) admits a smooth hyperbolic
metric for i = 1,2. Then, for each i = 1,2, the above discussion implies that there exists a
hyperbolic cone manifoldM2π/di

cut with totally geodesic boundary ∂M2π/di
cut homeomorphic

and path isometric to ∂Mcut, with singular set isometric to Σ, cone angle 2π/di along Σ,

and π1(M2π/di
cut ) = π1(Mcut).

Note that d1
2

2π
d1
+ d2

2
2π
d2
= 2π. Therefore, we can glue d1/2 copies of M2π/d1

cut and d2/2
copies of M2π/d2

cut in cyclic order along the components of ∂M2π/di
cut ∖ Σ to a smooth hy-

perbolic manifold Y . An application of the Seifert--van Kampen theorem shows that
the fundamental group of Y is isomorphic to the fundamental group of the (d1 + d2)/2-
fold cyclic cover X of M branched along Σ. In particular, this fundamental group
admits a finite group of automorphisms generated by an element ζ∗ of order (d1 + d2)/2
and an involution j∗ corresponding to the automorphisms induced by the homeomor-
phisms ζ and j of X (notations are as before). By the beginning of this proof, for each
i = 0, . . . , (d1 + d2)/2 − 1, the fixed point group of ζi∗ ○ j∗ ○ ζ−i∗ is the fundamental group
of an embedded codimension one submanifold Fi that, by construction of the hyperbolic
metric on Y , is already totally geodesic. Moreover, for some i the totally geodesic sub-
manifolds Fi and Fi+1 intersect with angle 2π/d1, while for other i they intersect with
angle 2π/d2.

By Mostow rigidity, there exist isometries ζ#, j# of the hyperbolic manifold Y of order(d1+d2)/2 and 2, respectively, that induce the outer automorphism given by ζ∗ and j∗. By
Lemma 5.9, the fixed point set of ζ# is a codimension two totally geodesic submanifold
Σ# freely homotopic to Σ, and thus Σ# = Σ since Σ is already totally geodesic in
Y . Similarly, the fixed point set (ζ#)i(F#) of the involution (ζ#)i ○ j# ○ (ζ#)−i is
a totally geodesic hyperplane freely homotopic to the manifold Fi satisfying π1(Fi) =
Fix(ζi∗ ○ j∗ ○ ζ−i∗ ), and thus (ζ#)i(F#) = Fi since Fi is already hyperbolic. However, as
ζ# acts by rotation with a fixed angle in the normal bundle of Σ, the intersection angle
of (ζ#)i(F#) and (ζ#)i+1(F#) is the same for all i. But this contradicts the fact that,
by construction, the intersection angle of Fi with Fi+1 varies between 2π/d1 and 2π/d2,
completing the proof of the theorem. □

Remark 5.10. The proof of Theorem 5.5 for branched covers of hyperbolic manifolds
of dimension n ≥ 4 depends in a crucial way on the validity of Mostow rigidity for closed

45



URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

hyperbolic manifolds of dimension n − 1 and hence is not valid for n = 3. It also shows
that at most one covering of degree d ≡ 2 mod 4 can admit a hyperbolic metric.
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Chapter II

This chapter reproduces the article [HJ22] joint with U. Hamenstädt:

U. Hamenstädt and F. Jäckel. Stability of Einstein Metrics and e�ective hyperbolization

in large Hempel distance. Preprint, arXiv:2206.10438, 2022.
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STABILITY OF EINSTEIN METRICS AND EFFECTIVE

HYPERBOLIZATION IN LARGE HEMPEL DISTANCE

URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

Abstract. Extending earlier work of Tian, we show that if a manifold admits a
metric that is almost hyperbolic in a suitable sense, then there exists an Einstein
metric that is close to the given metric in the C2,α-topology. In dimension 3 the
original manifold only needs to have finite volume, and the volume can be arbitrarily
large. Applications include a new proof of the hyperbolization of 3-manifolds of large
Hempel distance yielding some new geometric control on the hyperbolic metric, and an
analytic proof of Dehn filling and drilling that allows the filling and drilling of arbitrary
many cusps and tubes.
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1. Introduction

1.1. Statement of the main results. The search for Einstein metrics on a closed man-
ifold M has a long and fruitful history. Such metrics can be found using the Ricci flow,
perhaps with surgery. This approach was used by Perelman to prove the so-called ge-
ometrization conjecture for 3-manifolds, embarking from the easy fact that in dimensions
2 and 3, Einstein metrics have constant curvature.

An older method for the construction of Einstein metrics consists in starting from a
metric ḡ which is almost Einstein in a suitable sense, and construct a nearby Einstein
metric as a perturbation of the given metric. The perturbation can be done using once
again the Ricci flow, as for example in [MO90]. The cross curvature flow is another tool
for evolving metrics on 3-manifolds towards an Einstein metric [KY09]. One may also
use compactness properties for Riemannian manifolds with a uniform upper bound on
the diameter, a uniform lower bound on the volume and a suitable curvature control, like
an Lp-bound on the norm of the curvature tensor, to establish the existence of Einstein
metrics which are close to a metric ḡ with these properties and for which in addition the
Lp-norm of Ric(ḡ) − λḡ is sufficiently small (see [PW97, Corollary 1.6] and also [And06]
and [Bam12]).

Much more recently, Fine and Premoselli [FP20] constructed Einstein metrics using
a gluing method which can be described as follows. Starting from a manifold M which
is the union of two open submanifolds U,V admitting each an Einstein metric whose
restrictions to U ∩ V are close to each other in a controlled way, one can glue these
metrics on U ∩ V and try to use an implicit function theorem for the so-called Einstein
operator at the glued metric to find a nearby Einstein metric. This method depends on
stability of Einstein metrics near the given metric, which means that locally, if there
is an Einstein metric in an a priori chosen neighborhood of the glued metric, then this
metric is unique up to scaling and pull-back by diffeomorphisms. No a priori volume
bound is necessary.
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In the setting we are interested in, stability is guaranteed by curvature control. Namely,
a classical result states that on compact manifolds of dimension n ≥ 3, Einstein metrics
with negative sectional curvature are isolated in the moduli space of Riemannian struc-
tures (see [Bes08, Corollary 12.73], [Koi78, Theorem 3.3]). For manifolds of infinite
volume, this is no longer true. We refer to [Biq00] for more information and for refer-
ences. We also note that for positive sectional curvature there are much stronger rigidity
results. For example, Berger showed that if an Einstein metric has positive strictly
n−2
n−1 -pinched sectional curvature, then the sectional curvature is constant (see [Ber66]).
The main goal of this article is to develop a systematic approach for the construction

of Einstein metrics by a perturbation of metrics whose sectional curvature is close to −1.
The first result we prove is a general existence result for Einstein metrics in this setting.
It requires a uniform lower bound on the injectivity radius, but no volume bounds. Its
formulation is similar to the main result of an unpublished preprint of Tian [Tia], and the
proof we give follows his outline. Section 5 contains a stronger but also more technical
version of this result.

Theorem 1 (Stability of Einstein metrics with a lower injectivity radius bound). For any
n ≥ 3, α ∈ (0,1), Λ ≥ 0, and δ ∈ (0,2√n − 2) there exist constants ε0 = ε0(n,α,Λ, δ) > 0
and C = C(n,α,Λ, δ) > 0 with the following property. Let M be a closed n-manifold that
admits a Riemannian metric ḡ satisfying the following conditions for some ε ≤ ε0:
i) −1 − ε ≤ sec(M,ḡ) ≤ −1 + ε;
ii) inj(M, ḡ) ≥ 1;
iii) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ;
iv) It holds

∫
M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2

for all x ∈M , where rx(y) = d(x, y).
Then there exists an Einstein metric g0 on M so that Ric(g0) = −(n − 1)g0 and

∣∣g0 − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Moreover, if additionally Ric(ḡ) = −(n − 1)ḡ outside a region U , and if

∫
U
∣Ric(ḡ) + (n − 1)ḡ∣2ḡ dvolḡ ≤ ε2,

then ∣g0 − ḡ∣C2,α(x) ≤ Cε1−αe−(√n−2− 1
2
δ)distḡ(x,U)

for all x ∈M .

We refer to Section 2.3 for a detailed explanation of the notion of Hölder norm used
here.

As in [FP20], [And06] and [Bam12], the proof of Theorem 1 is based on an application
of the implicit function theorem to the Einstein operator Φ (see Section 2.2 for the
definition of Φ). The novelty of our approach consists in the use of Banach spaces for
tensor fields whose construction is adapted to the specific geometric situation. These
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Banach spaces are defined by hybrid norms which are a combination of Hölder- and
weighted Sobolev norms.

For the main applications we have in mind, Theorem 1 is not strong enough due to the
assumption of a uniform positive lower bound on the injectivity radius. But Theorem
1 does not extend in a straightforward way to finite volume manifolds without such a
lower injectivity radius bound. We illustrate this in Section 6 by constructing for any
L > 1 a metric on a closed 3-manifold which fulfills all assumptions of Theorem 1 with the
exception of a uniform lower bound on the injectivity radius, with an arbitrarily small
control constant ε, which is not L-bilipschitz equivalent to an Einstein metric

Finding the correct assumptions for 3-dimensional manifolds of finite volume for which
an extension of Theorem 1 without the hypothesis of a uniform positive lower bound on
the injectivity radius holds true is the main technical result of this article. For its formu-
lation, recall that a complete manifold of bounded negative sectional curvature admits a
decomposition into its thick part Mthick consisting of points where the injectivity radius
is bigger than a fixed Margulis constant for the curvature bounds, and its complement
Mthin.

Theorem 2 (Stability of Einstein metrics in dimension 3). For all α ∈ (0,1), Λ ≥ 0,
δ ∈ (0,2), b > 1 and η > 2 there exist ε0 = ε0(α,Λ, δ, b, η) > 0 and C = C(α,Λ, δ, b, η) > 0
with the following property. Let M be a 3-manifold that admits a complete Riemannian
metric ḡ satisfying the following conditions for some ε ≤ ε0:
i) vol(M, ḡ) < ∞;
ii) −1 − ε ≤ sec(M,ḡ) ≤ −1 + ε;
iii) It holds

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ εe−ηd(x,Mthick)

for all x ∈Mthin;
iv) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ;
v) It holds

ebd(x,Mthick)∫
M
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2

for all x ∈M , where rx(y) = d(x, y).
Then there exists a hyperbolic metric ghyp on M so that

∣∣ghyp − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Moreover, if additionally ḡ is already hyperbolic outside a region U ⊆M , and if

∫
U
∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ ≤ ε2,

then for all x ∈Mthick it holds

∣ghyp − ḡ∣C2,α(x) ≤ Cε1−αe−(1− 1
2
δ)distḡ(x,U ∪∂Mthick).

Here R denotes the Riemann curvature endomorphism. Section 10 contains a slightly
stronger but also more technical version of this result.

54



STABILITY OF EINSTEIN METRICS AND EFFECTIVE HYPERBOLIZATION

We believe that there is a version of Theorem 2 with similar assumptions which holds
true in all dimensions. However, it turns out that the well known difference between
geometric properties of the thin parts of negatively curved 3-manifolds and the thin parts
of negatively curved manifolds in higher dimensions require a modification of the strategy
we use, and we do not attempt to establish such an extension of Theorem 2 in this article.

In view of a good understanding of large scale geometric properties of asymptotically
hyperbolic manifolds of infinite volume as considered for example in [Biq00] and [HQS12]
we also expect that there are extensions of Theorem 1 to negatively curved manifolds of
infinite volume with finitely generated fundamental group and asymptotically hyperbolic
infinite volume ends.

Theorem 2 makes it possible to glue finite volume hyperbolic metrics which are defined
on open submanifolds U,V of a given 3-manifold M along the intersection U ∩ V and
deform the glued metrics to a hyperbolic metric. As a fairly immediate application, we
obtain an analytic approach to hyperbolic Dehn filling and Dehn drilling in dimension
3, without the use of the deformation theory of hyperbolic cone manifolds. An earlier
analytic proof of hyperbolic Dehn filling under a uniform upper bound for the volume
which also is based on an implicit function theorem is due to Anderson [And06] and
Bamler [Bam12]. We refer to [FPS19a], [HK08] for an overview on what is known to
date about Dehn filling and Dehn drilling.

For the statement of our drilling result, recall that a Margulis tube in a negatively
curved manifoldM is a tubular neighborhood of a closed geodesic β which is a connected
component of the thin part ofM . The radius of the Margulis tube is the distance between
the core geodesic of the tube and its boundary.

Theorem 3 (The drilling theorem). For any ε > 0, κ ∈ (0,1) and m > 0 there exists
a number R = R(ε, κ,m) > 0 with the following property. Let M be a finite volume
hyperbolic 3-manifold, and let T1, . . . , Tk be a family of Margulis tubes in M . Let Ri > 0
be the radius of the tube Ti, and let βi be its core geodesic. If for each r > 0 and each
x ∈ M we have #{i ∣ dist(x,Ti) ≤ r} ≤ meκr and if Ri ≥ R for all i, then the manifold
obtained from M by drilling each of the geodesics βi admits a complete hyperbolic metric
of finite volume, and the restriction of this hyperbolic metric to the complement of the
cusps obtained from the drilling is ε-close in the C2-topology to the restriction of the
metric on M .

The same argument which allows for drilling closed geodesics in finite volume hyper-
bolic 3-manifolds can also be used to Dehn fill cusps. This is formulated in our next result.
Recall that the meridian of a solid torus T is a simple closed curve on the boundary torus
∂T of T which is homotopic to zero in T . A torus cusp in a hyperbolic 3-manifold is
a cusp diffeomorphic to T 2 × [0,∞) where T 2 denotes the 2-torus. Any cusp in a finite
volume orientable hyperbolic 3-manifold is a torus cusp.

Theorem 4 (The filling theorem). For any ε > 0, κ ∈ (0,1) and m > 0 there exists
a number L = L(ε, κ,m) > 0 with the following property. Let M be a finite volume
hyperbolic 3-manifold, C1, . . . ,Ck ⊆ M be a finite collection of torus cusps, and assume
that for each r > 0 and each x ∈M we have #{i ∣ dist(x,Ci) ≤ r} ≤meκr. For each i ≤ k
let αi be a flat simple closed geodesic in ∂Ci of length Li ≥ L. Then the manifold obtained
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from M by filling the cusps Ci, with meridian αi, is hyperbolic, and the restriction of its
metric to the complement of the Margulis tubes obtained from the filling is ε-close to the
metric on M − ∪iCi.

Although unlike [FPS19a], we do not obtain effective constants for Dehn filling and
drilling, Theorem 3 and Theorem 4 allows to drill or fill an arbitrary number of tubes
or cusps with fixed meridional length as long as the boundaries of the tubes or cusps
are sufficiently sparsely distributed in the manifold. We also obtain a more precise
geometric control on the complement of the drilled or filled tubes or cusps which we
discuss in Section 11.

The proofs of Theorem 3 and Theorem 4 use Theorem 2 to deform a metric glued
from the metric on the given manifold and hyperbolic metrics on tubes and cups to a
hyperbolic metric on the drilled or filled manifold. This strategy can also be used to
construct hyperbolic metrics on manifolds glued in a controlled way from hyperbolic
pieces as long as the gluing regions are sufficiently sparsely distributed. An example of
such a construction can be found in the article [BMNS16]. We do however not discuss
such a potential application of our main result here.

Apart from a new approach to drilling and filling, we also obtain results towards
what sometimes is called effective Mostow rigidity, a program which lead among others
to the solution of the so-called ending lamination conjecture (see [Min10], [BCM12]).
The idea is as follows. Due to the groundbreaking work of Thurston and Perelman, a
closed aspherical atoroidal 3-manifold admits a hyperbolic metric, which is moreover
unique up to isotopy by Mostow rigidity. Thus topological information gives rise to
geometric invariants, and some of these invariants, like for example the injectivity radius
or the volume, should be recoverable from suitably chosen topological data. Even more
ambitious, it may be possible to construct a bi-Lipschitz model for the hyperbolic metric
from topological information as in [BCM12].

To implement this program, one may try to decompose a closed 3-manifold M into
pieces which are equipped with hyperbolic metrics constructed from the knowledge of
the pieces and knowledge on how these pieces glue together to M . This program is well
suited for an application of Theorem 2.

For the formulation of our last main result, recall that a handlebody of genus g ≥ 1 is
a compact 3-manifold with boundary which is diffeomorphic to the connected sum of g
solid tori. The boundary ∂H of such a handlebody H is a closed oriented surface ∂H
of genus g. Any closed 3-manifold can be realized as the gluing Mf = H1 ∪f H2 of two
handlebodies H1,H2 of the same genus g ≥ 1 along a diffeomorphism f ∶ Σ = ∂H1 → ∂H2

of the boundaries. The manifold Mf only depends on a double coset of the mapping
class of Σ defined by f . The boundaries ∂H1, ∂H2 of H1,H2 contain collections D1,D2

of curves, the simple closed curves in ∂H1, ∂H2 which bound disks in H1,H2. We call
these curves the disk sets of H1,H2. Using the identification of ∂H1 and ∂H2 via f , these
disk sets define subsets in the curve graph CG(Σ) of the boundary surface Σ of H1,H2.
The vertices of this graph are isotopy classes of simple closed curves on Σ, and two such
curves are connected by an edge of length one if they can be realized disjointly.
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The Hempel distance of the manifold Mf is the distance in CG(Σ) between the image
of the disk set D1 of H1 under the map f and the disk set D2 of H2. Hempel [Hem01]
showed that if the Hempel distance of Mf is at least 3, then Mf is aspherical atoroidal
and hence hyperbolic by the work of Perelman.

The following result can be viewed as a first step towards an effective geometrization
of 3-manifolds. In its formulation, we denote by dCG the distance in the curve graph of
the boundary surface Σ.

Theorem 5 (Effective hyperbolization in large Hempel distance). For every g ≥ 2 there
exist numbers R = R(g) > 0 and C = C(g) > 0 with the following property. Let Mf be
a closed 3-manifold with Heegaard surface Σ of genus g and gluing map f , and assume
that dCG(D1,D2) ≥ R. Then Mf admits a hyperbolic metric, and the volume of Mf for
this metric is at least CdCG(D1,D2).

This result does not rely on the work of Perelman and does not use the Ricci flow, that
is, we give a new proof of hyperbolization under the assumption of large Hempel distance.
The lower bound on the Hempel distance we need is not effective, however we obtain
some explicit information on the hyperbolic metric. An earlier proof of hyperbolization
of random 3-manifolds without the use of the Ricci flow can be found in [FSV19].

The first geometric information which is new is the lower volume bound in terms of
the Hempel distance stated in Theorem 5. Note that up to a universal constant, the
volume of a closed hyperbolic 3-manifold coincides with its simplicial volume. Work of
Brock (see [Bro03] and [HV22] for more details) shows that this simplicial volume is
bounded from above by a fixed multiple of the smallest distance in the so-called pants
graph of Σ between a pants decomposition consisting of pants curves in D1, and a pants
decomposition consisting of pants curves in D2. We conjecture that this upper estimate
computes the volume up to a universal multiplicative constant. This conjecture holds
true for random 3-manifolds [Via21]. Our lower volume bound is expected to be far from
sharp.

The second geometric information we obtain applies to manifolds Mf for which there
is a sufficiently long segment of a minimal geodesic in the curve graph of Σ connectingD1 to D2 which has bounded combinatorics. In this case we obtain that the hyperbolic
metric is uniformly close to a metric obtained by gluing two convex cocompact hyperbolic
metrics on handlebodies near the boundary.

Motivated by [Min00], in the absence of such a segment, and assuming that the man-
ifold Mf is equipped with a hyperbolic metric, we prove an a priori length bound for
closed geodesics inMf which arise in the following way. For a proper essential subsurface
Y of Σ, denote by diamY (D1,D2) the diameter in the curve graph of Y of the subsurface
projections of the disk sets D1,D2 into Y . Furthermore, for a multicurve c in Σ, let
ℓf(c) be the length of the geodesic representative of c in the manifold Mf (which may
be zero if c is compressible).

Theorem 6 (A priori length bounds). Given Σ, there exists a number p = p(Σ) ≥ 3,
and for every ε > 0, there exists a number k = k(Σ, ε) > 0 with the following property.
Let Mf be a hyperbolic 3-manifold of Heegaard genus g and Hempel distance at least 4
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and let Y ⊂ Σ be a proper essential subsurface of Σ such that dCG(∂Y,D1 ∪ D2) ≥ p. If
diamY (D1 ∪D2) ≥ k, then ℓf(∂Y ) ≤ ε.

Note that a priori, the statement of Theorem 6 relates a property which only depends
on the manifold Mf , namely the hyperbolic length of a system of essential closed curves,
which is well defined by Mostow rigidity, to a property which depends on choices, namely
the choice of a Heegaard splitting for Mf . However, as the diameter of the subsurface
projection of the disk sets of Mf into Y is required to be large, it follows from [JMM10]
that up to isotopy, Y appears as a subsurface of every Heegaard surface of sufficiently
small genus.

1.2. Organization of the article and outline of the proofs. The article is roughly
divided into four parts which can be read independently. The first part, contained in
Sections 2-5, is devoted to the proof of Theorem 1, and it is the only part containing
results on manifolds of dimension different from 3. Section 2 organizes the basic set-up
and collects some technical results used later on. It also introduces the conventions and
notations we are going to use. In particular, we introduce the Einstein operator Φ, and
we formulate and prove a general statement which allows to obtain C0-estimates for a
solution of its linearization from suitable integral bounds. The results in this section are
variations of results available in the literature, adjusted to our needs.

The goal is to use an implicit function theorem to construct solutions of the equation
Φ(ḡ + h) = 0 (see Lemma 2.4). To this end it is necessary to invert the linearization
of Φ and obtain a good norm control on this inverse, acting on suitably chosen Banach
spaces of sections of the bundle of symmetric (0,2)-tensors over the manifold M . This
is carried out in Section 3. As the Einstein operator is closely related to the Laplacian,
we begin with establishing a uniform L2-Poincare inequality for the manifolds with small
pinched negative curvature. We then introduce the weighted Sobolev spaces which are
our primary tool. They enter in the definition of the hybrid norms in Section 4, which are
combinations of Hölder and weighted Sobolev norms. These norms are used in an a priori
estimate for the linearized Einstein equation leading to an invertibility statement for the
linearized equation. In Section 5 we then show that this is sufficient for an application
of the implicit function theorem which completes the proof of Theorem 1.

A crucial point in this proof is a uniform C0-bound for solutions of the linearization
of the Einstein equation, which depends on a uniform lower bound on the injectivity
radius. In Section 6 we show that there is no straightforward way of dropping this
assumption by exhibiting a family of metrics on closed 3-manifolds obtained by Dehn
filling a finite volume hyperbolic 3-manifold with a single cusp and slowly changing the
conformal structure of the level tori for the distance to the core geodesics of the filled
cusp while keeping the monodromy of the core curve fixed. This construction does not
alter the metric in the thick part of the manifold, and we show that it can be done in such
a way that its curvature is arbitrarily close to to −1, the weighted L2-norm of Ric(g)+2g
is arbitrarily small, while the length ratio of the core curves of the modified metric and
the hyperbolic metric can be made arbitrarily large.

The second part of this article is devoted to overcoming this difficulty for finite volume
3-manifolds satisfying suitable curvature assumptions. We begin with analyzing the case
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when the injectivity radius may be arbitrarily small, but an extension of the strategy
used in the proof of Theorem 1 is possible. Namely, in Section 7 we define the small part
of a finite volume negatively curved 3-manifold to consist of points of small injectivity
radius and such that moreover the diameter of the distance torus or horotorus containing
the points is bounded from above by a universal constant. In the case of hyperbolic 3-
manifolds, the diameter of a component of the small part may be arbitrarily large. Using
a counting argument for preimages of points in the thin but not small part of a negatively
curved 3-manifold which are contained in a fixed size ball in the universal covering, in
Proposition 7.5 we extend the main C0-estimate in the proof of Theorem 1 to the thin
but not small part of the 3-manifold.

Motivated by work of Bamler [Bam12], to deal with the small part of the manifold we
take advantage of the fact that on the small part of a hyperbolic Margulis tube or cusp,
solutions of the linearized Einstein equations can be controlled with an ODE. The main
task is then to use the geometric assumptions to construct a hyperbolic model metric for
the small parts of tubes and cusps in Section 8 and to use the ODE for the hyperbolic
model metric to analyze the solutions of the linearized Einstein equation. We construct
Banach spaces adapted to our needs which control the growth of solutions in the small
part, and we use these Banach spaces to invert the linearized Einstein operator with
uniformly controlled norm in Section 9. This then leads to the proof of Theorem 2 in
Section 10.

In Section 11 which contains the third part of the article, we apply Theorem 2 to Dehn
filling and Dehn drilling as formulated in Theorem 3 and Theorem 4.

The last part of this article is devoted to the proof of Theorem 5. We begin in Section
12 with showing that Theorem 2 together with a gluing result taken from [HV22] can
fairly immediately be used to construct a hyperbolic metric close to a model metric on a
closed 3-manifoldMf =H1∪fH2 which has the following property. The Hempel distance
ofMf is large, and a minimal geodesic in the curve graph CG(Σ) of the boundary surface
Σ = ∂H1 = ∂H2 connecting the disk set D1 to the disk set D2 contains a sufficiently long
segment whose endpoints have bounded combinatorics.

This statement is not sufficient for the proof of Theorem 5 as it uses an assumption
which is not be fulfilled for an arbitrary 3-manifold of large Hempel distance. To complete
the proof of Theorem 5 we use instead an approach which has some resemblance to the
work [FSV19].

Namely, we first establish Theorem 6 which gives a length bound on closed geodesics
in a hyperbolic manifold Mf arising as boundary curves of proper essential subsurfaces
of Σ with large subsurface projections of the disk sets. Then we use this a priori length
bound for two distinct curves c1, c2 arising from two different such subsurfaces together
with Dehn surgery and Thurston's hyperbolization result for pared acylindrical manifolds
to find a hyperbolic metric on Mf . This construction is carried out in Section 14.

Counting Margulis tubes and segments of a geodesic in the curve graph of Σ connecting
the disk sets with no large subsurface projection then yields the lower volume bound
stated in Theorem 5.
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2. The basic set-up

In this section we introduce the notations we are going to use, and collect some tech-
nical tools needed later on.

2.1. Notation. We start by stating our notational conventions of various operations on
tensors. We use the sign convention

R(x, y)z ∶= ∇x∇yz −∇y∇xz −∇[x,y]z
for the Riemannian curvature endomorphism. The Ricci tensor Ric(g) of a Riemannian
metric g is the (0,2)-tensor given by

Ric(g)(x, y) = trg(z ↦ R(z, x)y) = n∑
i=1⟨R(ei, x)y, ei⟩,

where (ei)1≤i≤n is a local orthonormal frame. The associated (1,1)-tensor is denoted by

Ricg(x) = n∑
i=1R(x, ei)ei.

The (1,1)-tensor Ricg induces the Weitzenböck curvature operator, also denoted by Ricg,
that acts on (0,2)-tensors h by

Ricg(h)(x, y) = h(Ricg(x), y) + h(x,Ricg(y)) − 2 trgh(⋅,R(⋅, x)y).
For the covariant differentiation of tensors we use the last input as the direction of
differentiation, that is,

(∇h)(y1, ..., yk, x) = (∇xh)(y1, ..., yk).
The adjoint of the covariant derivative is

(∇∗h)(y1, ..., yk−1) ∶= − n∑
i=1(∇h)(y1, ..., yk−1, ei, ei),

where (ei)1≤i≤n is a local orthonormal frame. The Connection Laplacian and Lichnerow-
icz Laplacian of a (0,2)-tensor h are

∆h ∶= ∇∗∇h and ∆Lh ∶=∆h +Ricg(h).
Similarly, we define the Laplacian of a function u ∶M → R as

∆u ∶= ∇∗du.
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The divergence δg of a (0,2)-tensor h is defined as

δgh ∶= − n∑
i=1(∇eih)(⋅, ei)

Finally, the Bianchi operator βg of a metric g acts on (0,2)-tensors h by

βg(h) ∶= δg(h) + 1

2
dtrg(h).

We will often drop the metric g from the notation, and hope that this leads to no
confusion with the notation of Weitzenböck cruvature operator and the Ricci tensor.
More precisely, if g is a background metric, then for a generic tensor h we simply write
Ric(h) for Ricg(h), while if g′ is another metric, then Ric(g′) is the Ricci tensor of g′,
and not Ricg(g′).

Throughout the article we shall use the following convention regarding the use of
constants appearing in analytic estimates.

Convention 2.1. In a chain of inequalities, constants denoted by the same symbol may
change from line to line, and may depend on varying sets of parameters. In short, the
letter C does not always refer to the same constant.

We also use the following convention for the O-notation. Here X shall be an arbitrary
set.

Notation 2.2. For functions u,φ1, ..., φm ∶ X → R we write u = ∑mk=1O(φk) if there are
universal constants ck such that ∣u(x)∣ ≤ ∑mk=1 ckφk(x) for all x ∈X.

Moreover, we always assume the following.

Convention 2.3. Unless otherwise stated, all manifolds are assumed to be connected
and orientable.

2.2. The Einstein operator. As mentioned in the introduction, we shall construct
the Einstein metric by an application of the implicit function theorem for the so-called
Einstein operator (see [Biq00, Section I.1.C], [And06, page 228] for more information).
This operator is defined as follows.

Consider the operator Ψ ∶ g → Ric(g)+(n−1)g. As the diffeomorphism group Diff(M)
of the manifold M acts on metrics by pull-back and Ψ is equivariant for this action, the
linearization of Ψ is not elliptic. To remedy this problem, for a given background metric
ḡ one defines the Einstein operator Φḡ by

Φḡ(g) ∶= Ric(g) + (n − 1)g + 1

2
L(βḡ(g))♯(g), (2.1)

where the musical isomorphism ♯ is with respect to the metric g. Using the formula for
the linearisation of Ric ([Top06, Proposition 2.3.7]), one shows that the linearisation of
Φḡ at ḡ is

(DΦḡ)ḡ(h) = 1

2
∆Lh + (n − 1)h.

Hence (DΦḡ)ḡ is an elliptic operator. This opens up the possibility for an application of
the implicit function theorem.
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It has been observed many times in the literature that the Einstein operator can detect
Einstein metrics. The following observation can for example be found in [And06] (Lemma
2.1).

Lemma 2.4. Let (M, ḡ) be a complete Riemannian manifold, and let g be another metric
on M so that

sup
x∈M ∣βḡ(g)∣(x) < ∞ and Ric(g) ≤ λg for some λ < 0,

where βḡ(⋅) = δḡ(⋅)+ 1
2dtrḡ(⋅) is the Bianchi operator of the background metric ḡ. Denote

by Φ = Φḡ the Einstein operator defined in (2.1). Then

Φ(g) = 0 if and only if g solves the system

⎧⎪⎪⎨⎪⎪⎩
Ric(g) = −(n − 1)g
βḡ(g) = 0 .

2.3. Hölder norms. To apply the implicit function theorem to the Einstein operator
Φ, we have to study its linearization (DΦ)ḡ at the initial metric ḡ, acting on a suit-
ably chosen Banach space of sections of the symmetric tensor product Sym2(T ∗M) =
Sym(T ∗M ⊗ T ∗M). The Banach norms we shall use are hybrids of two rather classical
Banach norms: Ck,α-norms, defined locally using charts, and weighted L2-norms.

It is important for our main results that Hölder estimates arising from Schauder theory
for the Einstein operator on the manifold (M, ḡ) only depend on local geometric informa-
tion: The injectivity radius, and a bound on ∥Ric(ḡ)∥C1(M,ḡ). Since we were unable to
find a suitable reference in the literature, we summarize what we need in the following
proposition. The existence of Ck,α-norms with the stated properties is part of the claim
and will be established below. Similar statements can for example be found in [And06]
(page 230 for his definition of Hölder norms, and inequality (3.16) for the estimate).

Proposition 2.5 (Schauder estimate for tensors). Let (M,g) be an n-dimensional Rie-
mannian manifold satisfying

∣∣Ric(g)∣∣C1(M,g) ≤ Λ and inj(M) ≥ i0.
Let S ∈ End(T (0,2)M) and let R ∈ Hom(T (0,3)M,T (0,2)M) be such that

∣∣R∣∣C0,α(M), ∣∣S∣∣C0,α(M) ≤ λ.
For f ∈ C0,α(T (0,2)M) let h ∈ C2,α(T (0,2)M) be a solution of the equation

∆h +R(∇h) + S(h) = f.
Then it holds ∣∣h∣∣C2,α(M) ≤ C (∣∣f ∣∣C0,α(M) + ∣∣h∣∣C0(M))
and ∣∣h∣∣C1,α(M) ≤ C (∣∣f ∣∣C0(M) + ∣∣h∣∣C0(M))
for some C > 0 only depending on n,α,λ,Λ, i0.

The remainder of this subsection is devoted to the construction of the Hölder norms
and a sketch of the proof of Proposition 2.5.
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Proof of Proposition 2.5. In local coordinates, the Connection Laplacian ∆ has the form

(∆h)ij = −gkl∂2kl(hij) + Lower Order Terms

and the coefficients of the lower order terms can involve up to two derivatives of gij .
Therefore, to import the Schauder estimates from Rn by writing the equation in local
coordinates, we need coordinates φ that have the following properties:● The matrix (gijφ ) is uniformly elliptic;● ∣∣gφij ∣∣C2,α is bounded by a universal constant;● The coordinates are defined on a metric ball of a priori size.

The existence of such charts is guaranteed if we have a lower bound on the injectivity
radius and an upper bound on ∣∣Ric(g)∣∣C1(M,g). Namely, Anderson proved the following
(see [JK82], [And90, Main Lemma 2.2], [And06, page 230] and [Biq00, Proposition I.3.2]):

For any n ∈ N, α ∈ (0,1), Λ ≥ 0, i0 > 0 there exist ρ = ρ(n,α,Λ, i0) > 0 and
C = C(n,α,Λ, i0) with the following property. Let (M,g) be a Riemannian n-manifold
satisfying ∣∣Ric(g)∣∣C1(M,g) ≤ Λ and inj(M) ≥ i0.
Then for all p ∈M there exists a harmonic chart φ ∶ B(p,2ρ) ⊆M → Rn centered at p so
that

e−Q∣v∣g ≤ ∣(Dφ)(v)∣eucl. ≤ eQ∣v∣g (2.2)

for all v ∈ TB(p,2ρ), and ∣∣gφij ∣∣C2,α ≤ C (2.3)

for all i, j = 1, ..., n. Here Q > 0 is a very small fixed constant, and ∣∣ ⋅ ∣∣C2,α is the usual
Hölder norm of the coefficient functions in φ(B(p,2ρ)) ⊆ Rn.

Assume from now on that the Riemannian manifold (M,g) satisfies
∣∣Ric(g)∣∣C1(M,g) ≤ Λ and inj(M) ≥ i0

for some Λ ≥ 0 and i0 > 0.
Remark 2.6. The C1 bound on Ric(g) is only used at two places in this article. First,
we need it for the construction of our notion of Hölder norm. Second, it is used to obtain
an upper bound on ∣∣Ric(ḡ) + (n − 1)ḡ∣∣C0,α (see the proof of Theorem 5.1).

We now state the definition of the Hölder norms. For k = 1,2, a Ck-tensor field T and
p ∈M we define the Ck,α-norm of T at p as

∣T ∣Ck,α(p) ∶=max
i,j
∣∣Tφij ∣∣Ck,α ,

where φ is some harmonic chart satisfying (2.2) and (2.3), and ∣∣ ⋅ ∣∣Ck,α is the usual Hölder
norm in φ(B(p, ρ2)) ⊆ Rn. Similarly, we define the C0,α-norm of T at p to be

∣T ∣C0,α(p) ∶=max
i,j
∣∣Tφij ∣∣C0,α ,

where φ is some harmonic chart satisfying (2.2) and (2.3), and ∣∣ ⋅ ∣∣C0,α is the usual Hölder
norm in φ(B(p, ρ)) ⊆ Rn. For all k = 0,1,2 we also define

∣∣T ∣∣Ck,α(M) ∶= sup
p∈M ∣T ∣Ck,α(p).
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Note that the euclidean domain in which the Hölder norms C0,α are computed is bigger
than for the C1,α and C2,α-norm.

By (2.2), the matrix (gijφ ) is uniformly elliptic, and we have

diam(φ(B(p,2ρ))) ≤ 4eQρ and distRn (φ(B(p, ρ
2
)), ∂φ(B(p, ρ))) ≥ 1

2
e−Qρ.

Therefore, the classical interior Schauder estimates imply

∣h∣C2,α(p) ≤ C(∣Lh∣C0,α(p) + sup
B(p,ρ) ∣h∣) (2.4)

and ∣h∣C1,α(p) ≤ C( sup
B(p,ρ) ∣Lh∣ + sup

B(p,ρ) ∣h∣) (2.5)

for a constant C = C(n,α,λ,Λ, i0), where L is the elliptic operator from Proposition 2.5.
This immediately yields Proposition 2.5. □

Apart from Schauder estimates, there is one more basic property that an elliptic
operator L should satisfy, namely the continuity property ∣∣Lh∣∣C0,α(M) ≤ C ∣∣h∣∣C2,α . In
fact, an elliptic operator L as in Proposition 2.5 satisfies

∣Lh∣C0,α(p) ≤ sup
q∈B(p,ρ) ∣h∣C2,α(q) (2.6)

for some C = C(n,α,λ,Λ, i0).
Proof of (2.6). Fix p ∈M and let φ ∶ B(p,2ρ) → Rn be a harmonic chart satisyfing (2.2)
and (2.3). Let q ∈ B(p, ρ) be arbitrary and choose a harmonic chart ψ ∶ B(q,2ρ) → Rn
satisfying (2.2) and (2.3). It suffices to show that the C3,α-norm of the coordinate change

ψ ○ φ−1 ∶ B(φ(q), 1
4
e−Qρ) ⊆ Rn → ψ(B(q, 1

2
ρ)) ⊆ Rn

is bounded by a universal constant. Note that this coordinate change is well-defined
since φ is a eQ-biLipschitz equivalence by (2.2). In fact, this coordinate change is even
defined on B(φ(q), 12e−Qρ). Abbreviate B1 ∶= B(φ(q), 14e−Qρ), B2 ∶= B(φ(q), 12e−Qρ)
and F ∶= ψ ○ φ−1. As ψ is a harmonic chart, we have ∆gψ

m = 0 for every coordinate

function ψm of ψ. Also −∆gu = gijφ ∂2u
∂xi∂xj

for any C2 function u because φ is harmonic.
Hence for every m = 1, ..., n we get

gijφ
∂2Fm

∂xi∂xj
= 0 in B2.

Invoking the classical interior Schauder estimates yields

∣∣Fm∣∣C3,α(B1) ≤ C ∣∣Fm∣∣C0(B2)
for a universal constant C. We may without loss of generality assume that ψ(q) = 0 ∈ Rn.
Then Im(ψ) ⊆ B(0,2eQρ) ⊆ Rn. In particular, ∣∣Fm∣∣C0(B2) ≤ 2eQρ. This completes the
proof. □
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This argument also shows that (up to equivalence) the choice of harmonic chart for
the definition of the pointwise Hölder norm is irrelevant (as long as the chart satisfies
(2.2) and (2.3)).

Remark 2.7. For Theorem 2, we have to consider manifolds without a lower injectivity
radius bound. However, these manifolds are negatively curved, and hence their universal
covers have infinite injectivity radius. So our notion of Hölder norms applies to the
universal cover. We then define ∣T ∣Cm,α(p) ∶= ∣T̃ ∣Cm,α(p̃) where T̃ is the pull-back of T
to the universal cover.

2.4. C0-estimates. To obtain C0-estimates for the linearization of the Einstein operator,
we use once again a standard tool, the De Giorgi�Nash�Moser estimates on manifolds
in the following form. In its formulation ρ = ρ(n,α,Λ, i0) > 0 shall denote the constant
appearing in the definition of the Ck,α-norms (see the proof of Proposition 2.5).

Lemma 2.8 (C0-estimates). For α ∈ (0,1), Λ ≥ 0, i0 > 0, q > n, λ > 0, and r ∈ (0, ρ)
there exists a constant C = C(n,α,Λ, i0, q, λ, r) > 0 with the following property. Let(M,g) be a Riemannian n-manifold satisfying

∣∣Ric(g)∣∣C1(M,g) ≤ Λ and inj(M) ≥ i0.
Let X be a continuous vector field, and let c be a continuous function on M so that∣∣X ∣∣C0(M), ∣∣c∣∣C0(M) ≤ λ. If u ∈ C2(M) and f ∈ C0(M) satisfy

−∆u + ⟨X,∇u⟩ + cu ≥ f,
then for all x ∈M it holds

u(x) ≤ C(∣∣u∣∣L2(B(x,r)) + ∣∣f ∣∣Lq/2(B(x,r))). (2.7)

Moreover, if −∆u + ⟨X,∇u⟩ + cu = f , then the same upper bounds holds for ∣u∣(x).
Remark 2.9. It will be apparent from the proof that assuming ∣∣Ric(g)∣∣C0(M,g) ≤ Λ is
sufficient for the statement of Lemma 2.8.

Note that when dealing with negatively curved manifolds without a lower injectivity
radius bound, the terms on the right hand side of inequality (2.7) has to be replaced with
the corresponding term in the universal cover.

Proof. Fix x0 ∈ M and pick a harmonic chart φ ∶ B(x0,2ρ) → Rn satisfying (2.2) and
(2.3). Also fix r ∈ (0, ρ), and abbreviate Ω ∶= φ(B(x0, r)) ⊆ Rn. In the local coordinates
given by φ the differential inequality reads

gijφ ∂i∂j(u ○ φ−1) +Xi∂i(u ○ φ−1) + c(u ○ φ−1) ≥ (f ○ φ−1) in Ω ⊆ Rn.
By (2.2) (gijφ ) is uniformly elliptic. Note that as φ is an eQ-bi-Lipschitz equivalence onto
its image, it holds B(φ(x0),2r′) ⊆ Ω for r′ = 1

2e
−Qr. The classical De Giorgi�Nash�Moser

estimates (see [GT01, Theorem 8.17]) yield that there is C = C(λ, q, r′, n,α,Λ, i0) so that
sup

B(φ(x0),r′)(u ○ φ−1) ≤ C(∣∣u ○ φ−1∣∣L2(Ω) + ∣∣f ○ φ−1∣∣Lq/2(Ω)).
Since φ−1 ∶ Ω→ B(p, r) is an eQ-biLipschitz equivalence, this completes the proof. □
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3. Integral inequalities

Our goal is to invert the linearisation (DΦ)ḡ(h) = 1
2∆h + 1

2Ric(h) + (n − 1)h of the
Einstein operator Φ.

3.1. Poincaré inequalities. As a first step, we establish that the Laplacian ∆ acting
on the space of (0,2)-tensors has a spectral gap, that is, that it satisfies a Poincaré
inequality. This is expressed by the following proposition, which is taken from [Tia]
(Corollary 1 of Section 3).

Proposition 3.1. For every n ≥ 2 there exist numbers ε(n) > 0 and c = c(n) > 0 with
the following property. Let Mn be a Riemannian manifold with ∣ sec+1∣ ≤ ε ≤ ε(n); then

∣∣h∣∣2L2(M) ≤ 1

n − c ⋅ ε ∣∣∇h∣∣2L2(M)
for all h ∈ C2

c (Sym2(T ∗M)) with tr(h) = 0.
The proof of this proposition is divided into two steps. We begin with some purely

algebraic control of the curvature tensor R of a Riemannian manifold (M, ⟨⋅ , ⋅⟩) whose
sectional curvature is close to −1, summarized in Lemma 3.2 below. The second step
consists in controlling L2-norms of covariant derivatives.

For the algebraic control, recall that a Riemannian manifold (M has constant sectional
curvature κ if and only if the curvature endomorphism satisfies R(x, y)z = κ(⟨y, z⟩x −⟨x, z⟩y). Motivated by this, we define for κ ∈ R the tensors Rκ and Rmκ by

Rκ(x, y)z ∶= κ(⟨y, z⟩x − ⟨x, z⟩y) and Rmκ(x, y, z,w) ∶= ⟨Rκ(x, y)z,w⟩. (3.1)

More specifically, we denote Rhyp ∶= R−1 and Rmhyp ∶= Rm−1, where hyp stands for
hyperbolic. We also remark that bounding ∣Rm−Rmκ∣ is equivalent to bounding ∣sec−κ∣.
More precisely, there is a constant c(n) > 0 such that

sup
σ
∣sec(σ) − κ∣ ≤ ∣Rm −Rmκ∣ ≤ c(n) ⋅ sup

σ
∣sec(σ) − κ∣, (3.2)

where the supremum is taken over all planes σ ⊆ TpM and p ∈ M is arbitrary. This is
clear because curvature operators are determined by their sectional curvatures through
an explicit formula (see [Pet16, Exercise 3.4.29]).

With these notations we observe

Lemma 3.2. LetM be a Riemannian n-manifold and κ ∈ R. Then the pointwise estimate

∣1
2
⟨Ric(h), h⟩ − κ(n∣h∣2 − tr(h)2)∣ ≤ (1 +√n)∣Rm −Rmκ∣∣h∣2

holds for all symmetric (0,2)-tensors h.
By the irreducible decomposition of the curvature tensor (see Section G of Chapter 1

in [Bes08]) Rm decomposes as

Rm = scal

2n(n − 1)g? g + 1

n − 2 (Ric(g) − scal

n
g)? g +W,
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where ? is the Kulkarni-Nomizu product, scal = tr(Ric(g)) is the scalar curvature, andW
is the Weyl tensor. Using the Kulkarni-Nomizu one can write Rmκ = κ

2g? g. Therefore,
if g is almost Einstein in the sense that ∣Ric(g) − (n− 1)κg∣ is small, then ∣Rm−Rmκ∣ is
small if and only if the norm of the Weyl tensor ∣W ∣ is small.

Proof. For this proof we introduce the following abbreviations (here (ei)1≤i≤n is an or-
thonormal frame):

● ρ(h)(x, y) = 1
2(h(Ric(x), y) + h(x,Ric(y)));● L(h)(x, y) ∶= trh(⋅,R(⋅, x)y);● Ricκ(x, y) = trRmκ(x, ⋅, ⋅, y) and Ricκ(x) = ∑iRκ(x, ei)ei;● ρκ(h)(x, y) = 1
2(h(Ricκ(x), y) + h(x,Ricκ(y)));● Lκ(h)(x, y) ∶= trh(⋅,Rκ(⋅, x)y).

Claim (1). For every symmetric (0,2)-tensor h, it holds
∣⟨L(h) −Lκ(h), h⟩∣ ≤ ∣Rm −Rmκ∣∣h∣2 and ∣⟨ρ(h) − ρκ(h), h⟩∣ ≤ √n ∣Rm −Rmκ∣∣h∣2.

Proof of Claim 1. The first inequality follows by writing the expression in an orthonor-
mal basis and invoking the Cauchy-Schwarz inequality.

For the second inequality, choose an orthonormal basis (ei)1≤i≤n so that h(ek, el) = 0
for k ≠ l. Writing the expression in this frame and using ∣Ric(x, y) − Ricκ(x, y)∣ ≤√
n∣Rm −Rmκ∣∣x∣∣y∣ (which holds since ∣tr(⋅)∣ ≤ √n∣ ⋅ ∣) yields the second inequality. □

Claim (2). For every symmetric (0,2)-tensor h, we have

⟨Lκ(h), h⟩ = κ(tr(h)2 − ∣h∣2g) and ⟨ρκ(h), h⟩ = κ(n − 1)∣h∣2g.
Proof of Claim 2. Note that Ricκ(x) = κ(n−1)x. So the second equality is clear. Choose
an orthonormal basis (ei)1≤i≤n for the metric g so that h(ek, el) = 0 for k ≠ l. Then

Lκ(h)(el, el) = ∑
i,j

h(ei, ej)κ(⟨ei, ej⟩ − ⟨ei, el⟩⟨ej , el⟩) = ∑
i

hiiκ(1 − δil) = κ∑
i≠l hii

and thus

⟨Lκ(h), h⟩ = ∑
l

Lκ(h)llhll = κ∑
l

∑
i≠l hllhii = κ((∑i hii)2 −∑i h2ii) = κ(tr(h)2 − ∣h∣2g).

This finishes the proof of the second claim. □

As 1
2⟨Ric(h), h⟩ = ⟨ρ(h) − L(h), h⟩, the two claims immediately imply the desired result.

□

The following L2-identity is the second auxiliary result we need.

Lemma 3.3. Let M be a Riemannian manifold. Then it holds

0 ≤ ∣∣∇h∣∣2L2(M) + 1

2
(Ric(h), h)

L2(M)
for all h ∈ C2

c (Sym2(T ∗M)).
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Proof. This follows immediately from the equation on the bottom of page 355 of [Bes08].
Indeed, this equation states

(δ∇d∇ + d∇δ∇)h = ∇∗∇h − ○Rh + h ○ r.
By

○
Rh Besse denotes ( ○Rh)(x, y) = trh(⋅,R(⋅, x)y)) (see [Bes08, page 51] and note that

[Bes08] uses the sign convention opposite to ours). Moreover, r is the (0,2)-Ricci ten-
sor Ric(g), and ○ denotes the symmetric product, that is, the pairing that under the
isomorphism Sym2(T ∗M) ≅ Sym(End(TM)) corresponds to the symmetric product(L,L′) → 1

2(L ○ L′ + L′ ○ L), where L ○ L′ is the composition of endomorphisms. So(h ○ r)(x, y) = 1
2
(h(Ric(x), y) +h(x,Ric(y))), and hence the right hand side in the equa-

tion above is just ∇∗∇h + 1
2Ric(h).

Moreover, d∇ is the exterior differential on T ∗M -valued 1-forms induced by the Levi-
Civita connection ∇, and δ∇ denotes its dual (note that a symmetric (0,2)-tensor can
be thought of as a T ∗M -valued 1-form). Therefore,

0 ≤∣∣d∇h∣∣2L2(M) + ∣∣δ∇h∣∣2L2(M)=((δ∇d∇ + d∇δ∇)h,h)
L2(M)

=(∇∗∇h,h)L2(M) + 1

2
(Ric(h), h)

L2(M)
=∣∣∇h∣∣2L2(M) + 1

2
(Ric(h), h)

L2(M).
This completes the proof. □

We are now ready for the proof of Proposition 3.1.

Proof of Proposition 3.1. We copy the proof from [Tia, Corollary 1 in Section 3]. By
Lemma 3.3, we have 0 ≤ ∣∣∇h∣∣2L2(M) + 1

2
(Ric(h), h)

L2(M). As ∣ sec+1∣ ≤ ε, it holds

∣Rm −Rmhyp∣ ≤ εc0 for some constant c0 = c0(n) due to (3.2). Hence Lemma 3.2 yields−1
2⟨Ric(h), h⟩ ≥ (n − εc0(1 + √n))∣h∣2. Combining these two inequalities completes the

proof in case ε is small enough that n − εc0(1 +√n) > 0. □

3.2. Weighted L2-norms. The main tool for obtaining a priori C0-estimates for the
differential equation (DΦ)ḡ(h) = f which are independent of vol(M) is the use of hybrid
norms that are a mixture of Hölder norms and weighted Sobolev norms (see Section 4.1).
The next proposition establishes the required a priori estimates for weighted L2-norms.
It follows Corollary 2 in Section 3 of [Tia].

Proposition 3.4. Let M be a complete Riemannian n-manifold of finite volume, let
f ∈ C0(Sym2(T ∗M)) ∩L2(M) and let h ∈ C2(Sym2(T ∗M)) ∩L2(M) be a solution of

1

2
∆Lh + (n − 1)h = f.
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Let φ ∈ C∞(M) be so that φh, φf ∈ L2(M). Then it holds

(n − 2)∫
M
φ2∣h∣2 dvol ≤ 2∫

M
φ2⟨h, f⟩dvol + ∫

M
∣∇φ∣2∣h∣2 dvol

+ (1 +√n)∫
M
φ2∣Rm −Rmhyp∣∣h∣2 dvol.

The weights appearing in our hybrid norms will not be smooth. For convenience, we
state the precise version of Proposition 3.4.

Corollary 3.5. Let M,h, f be as in Proposition 3.4, and let ρ ∶ R → R be a smooth
function so that ρ and ρ′ are bounded on R≥0. Then for every x ∈M we have

(n − 2)∫
M
ρ(rx)2∣h∣2 dvol ≤ 2∫

M
ρ(rx)2⟨h, f⟩dvol + ∫

M
(ρ′(rx))2∣h∣2 dvol

+ (1 +√n)∫
M
ρ(rx)2∣Rm −Rmhyp∣∣h∣2 dvol,

where rx = dM(⋅, x).
Proof. Theorem 1 in [AFLMR07] shows that for every ϵ > 0 there is a Lipschitz function
rϵ ∈ C∞(M) such that ∣∣rϵ − rx∣∣C0(M) < ϵ and Lip(rϵ) ≤ 1 + ϵ. Consider φϵ ∶= ρ ○ rϵ, and
note that φεh,φεf ∈ L2(M) as ρ is bounded. Applying Proposition 3.4 to φϵ ∶= ρ○rϵ and
taking ϵ→ 0 implies the desired result. □

Proof of Proposition 3.4. We adapt the proof from [Tia, Corollary 2 in Section 3] and
include further details.
We first consider the case that φ has compact support. Abbreviate h̃ = φh. A direct

computation yields

∆h̃ = (∆φ)h − 2tr(1,4)(∇φ⊗∇h) + φ∆h.
This implies

∆h̃ = (∆φ)h − 2tr(1,4)(∇φ⊗∇h) + 2φf − 2(n − 1)h̃ −Ric(h̃)
as f = 1

2∆h + 1
2Ric(h) + (n − 1)h. Consider the 1-form ω = φ∣h∣2dφ. A straightforward

calculation in a local orthonormal frame shows

−∇∗ω = ∣∇φ∣2∣h∣2 + 2⟨tr(1,4)(∇φ⊗∇h), h̃⟩ − ⟨(∆φ)h, h̃⟩.
Note that ∫M ∇∗ω dvol = 0. Indeed, −∇∗ω = div(ω♯) because the musical isomorphisms
commute with covariant differentiation, and ∫M div(ω♯)dvol = 0 by the divergence theo-
rem since ω♯ is compactly supported.
Thus ((∆φ)h, h̃)

L2 −2(tr(1,4)(∇φ⊗∇h), h̃)L2 = ∣∣ ∣∇φ∣h∣∣2L2 . Together with Lemma 3.3
this shows

0 ≤(∆h̃, h̃)
L2 + 1

2
(Ric(h̃), h̃)

L2

=∣∣ ∣∇φ∣h∣∣2L2 + 2(φf, h̃)L2 − 2(n − 1)∣∣h̃∣∣L2 − 1

2
(Ric(h̃), h̃)

L2 .
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Lemma 3.2 implies

−1
2
⟨Ric(h̃), h̃⟩ ≤(n∣h̃∣2 − tr(h̃)2) + (1 +√n)∣Rm −Rmhyp∣∣h̃∣2

≤n∣h̃∣2 + (1 +√n)∣Rm −Rmhyp∣∣h̃∣2.
Hence

(n − 2)∣∣h̃∣∣2L2 ≤ 2(φf, h̃)L2 + ∣∣ ∣∇φ∣h∣∣2L2 + (1 +√n)∫
M
∣Rm −Rmhyp∣∣h̃∣2 dvol.

Since h̃ = φh this finishes the case that φ is compactly supported.
We now consider the general case. Choose a pointwise non-decreasing sequence of

bump functions (ψk)k∈N ⊆ C∞c (M) so that 0 ≤ ψk ≤ 1, ∣∣∇ψk∣∣C0(M) ≤ 1
k , and ψk → 1

pointwise. Since (a + b)2 ≤ (1 + k)a2 + (1 + 1
k)b2, we have

∣∇(ψkφ)∣2 ≤ (1 + k)∣∇ψk∣2φ2 + (1 + 1

k
)ψ2

k∣∇φ∣2 ≤ 1 + k
k2

φ2 + (1 + 1

k
) ∣∇φ∣2.

Applying the result for the case of compact support to φk ∶= ψkφ gives

(n − 2)∫
M
ψ2
kφ

2∣h∣2 dvol ≤ 2∫
M
ψ2
kφ

2⟨h, f⟩dvol
+ 1 + k

k2
∣∣φh∣∣2L2 + (1 + 1

k
)∫

M
∣∇φ∣2∣h∣2 dvol

+ (1 +√n)∫
M
ψ2
kφ

2∣Rm −Rmhyp∣∣h∣2 dvol.
Taking k →∞ implies the desired result. Indeed, the second summand on the right hand
side converges to 0 since φh ∈ L2(M), and the first and fourth summand converge by
dominated convergence because φh,φf ∈ L2(M). Also we may assume ∣∇φ∣h ∈ L2(M)
since otherwise the desired inequality trivially holds. So the third summand on the right
hand side also converges. □

4. Invertibility of Lh = 1
2∆Lh + (n − 1)h

In order to apply the implicit function theorem it is necessary to invert the linearisation
of the Einstein operator Φ at the original metric ḡ. This linearisation is given by

(DΦ)ḡ(h) = 1

2
∆Lh + (n − 1)h.

For simplicity of notation we abbreviate this operator by L. It is of utmost importance
that ∣∣L−1∣∣op is bounded by some constant that is independent of vol(M). To achieve this
we consider special hybrid norms that are defined in Section 4.1. The a priori estimate
is then proven in Section 4.2.

4.1. The hybrid norm. Bounding the operator norm of the inverse L−1 boils down
to proving an a priori estimate ∣∣h∣∣source ≤ C ∣∣Lh∣∣target. As L is an elliptic operator, it
is natural to work with Hölder norms and use the Schauder estimates established in
Proposition 2.5. To obtain constants that are independent of vol(M) we define norms
that are a combination of Hölder and weighted Sobolev norms. The basic reason for this
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is that C0-bounds can be deduced from L2-bounds by De Giorgi�Nash�Moser estimates
(Lemma 2.8).

Let M be a Riemannian manifold of dimension n ≥ 3. For ϵ̄ > 0, δ ∈ (0,2√n − 2) and
r0 ≥ 1 define

E ∶= E(M ; ϵ̄, δ, r0) ∶= {x ∈M ∣ ∫
B(x,2r0)∖B(x,r0) e

−(2√n−2−δ)rx(y) dvol(y) ≤ ϵ̄} , (4.1)

where rx(y) = dM(x, y). Inside E we will be able to bound ∣∣h∣∣C0 in terms of ∣∣f ∣∣C0 .
Outside of E we will use Lemma 2.8 to bound ∣∣h∣∣C0 in terms of ∣∣f ∣∣L2 . The norms we
define are supposed to capture L2-information outside of E.

We now come to the precise definition, which we take from Section 5 of [Tia].

Definition 4.1. For α ∈ (0,1), ϵ̄ > 0, δ ∈ (0,2√n − 2) and r0 ≥ 1 the hybrid norms ∣∣ ⋅ ∣∣k
on Ck,α(Sym2(T ∗M)) are defined as

∣∣h∣∣2 ∶=max

⎧⎪⎪⎨⎪⎪⎩∣∣h∣∣C2,α(M) , sup
x∉E (∫M e−(2√n−2−δ)rx(y)(∣h∣2 + ∣∇h∣2 + ∣∆h∣2)dvol(y)) 1

2
⎫⎪⎪⎬⎪⎪⎭
(4.2)

and

∣∣f ∣∣0 ∶=max

⎧⎪⎪⎨⎪⎪⎩∣∣f ∣∣C0,α(M) , sup
x∉E (∫M e−(2√n−2−δ)rx(y)∣f ∣2 dvol(y)) 1

2
⎫⎪⎪⎬⎪⎪⎭ , (4.3)

where E = E(M ; ϵ̄, δ, r0) is the set defined in (4.1).

Strictly speaking these norms also depend on a choice of constants Λ ≥ 0 and i0 > 0 for
which it holds ∣∣∇Ric(g)∣∣C0(M,g) ≤ Λ and inj(M,g) ≥ i0. This is because our notion of
Hölder norm depends on this geometric information (see Proposition 2.5 and its proof).

The reason why we use weights of the form e−(2√n−2−δ)rx (and not e−arx for arbitrary
big a > 0) is that in order to obtain weighted L2-estimates we can only use weights e2ω for
functions ω satisfying ∣∇ω∣ < √n − 2. This is because in the estimate of Proposition 3.4
the factor n − 2 on the left hand side needs to be able to absord the factor ∣∇ω∣2 on the
right hand side.

For later purposes it will be useful to mention the following equivalent version of the
norm ∣∣ ⋅ ∣∣2.
Remark 4.2. Let M be a closed Riemannian n-manifold with ∣sec∣ ≤ 2. The norm ∣∣ ⋅ ∣∣2
is equivalent to the norm

∣∣h∣∣′2 ∶=max

⎧⎪⎪⎨⎪⎪⎩∣∣h∣∣C2,α(M) , sup
x∉E (∫M e−(2√n−2−δ)rx(y)(∣h∣2 + ∣∇h∣2 + ∣∇2h∣2)dvol(y)) 1

2
⎫⎪⎪⎬⎪⎪⎭ .

and the equivalence constants can be chosen to depend only on n.

Sketch of proof. By approximation it suffices to show that for any smooth Lipschitz
function φ ∶M → R and any smooth (0,2)-tensor h it holds

∫
M
eφ∣∇2h∣2 dvol ≤ c∫

M
eφ(∣h∣2 + ∣∇h∣2 + ∣∆h∣2)dvol
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for a constant c depending only on n and Lip(φ) (see [AFLMR07, Theorem 1] for the
approximation of Lipschitz functions). It is a well-known fact that for u ∈ C∞c (Rn,R)
it holds ∫Rn ∣∇2u∣dx = ∫Rn ∣∆u∣2 dx (see (3) on page 326 of [Eva10]). In fact, this only
needs integration by parts and the fact that second order partial derivatives commute. A
similar calculation applies in the present context. The only difference is that now second
order partial derivatives only commute up to a term involving the curvature tensor. But
since ∣ sec ∣ ≤ 2 we have uniform control on any term involving the curvature. □

4.2. The a priori estimate. After having introduced the hybrid norms ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0
in the previous subsection, we now prove that

L ∶ (C2,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣2) Ð→ (C0,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣0)
satisfies an a priori estimate with a constant independent of vol(M). This is Proposition
5.1 in [Tia].

Proposition 4.3. For all n ≥ 3, α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2√n − 2) and r0 ≥ 1 there exist
constants ε0, ϵ̄0 and C > 0 with the following property. Let M be a closed Riemannian
n-manifold with

∣ sec + 1 ∣ ≤ ε0, inj(M) ≥ 1 and ∣∣∇Ric∣∣C0(M) ≤ Λ.
Then for all h ∈ C2,α(Sym2(T ∗M)) it holds

∣∣h∣∣2 ≤ C ∣∣Lh∣∣0,
where ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0 are the norms defined in (4.2) and (4.3) with respect to any ϵ̄ ≤ ϵ̄0.
Proof. Our proof follows that in [Tia]. We add further details and at times give alterna-
tive arguments. Abbreviate f ∶= Lh.
Step 1 (Integral estimate): Let c(n, δ) ∶= n − 2 − (√n − 2 − δ/2)2 and ϵ0 ≤ c(n,δ)

2(1+√n) .
Assume that ∣∣Rm − Rmhyp∣∣C0(M) ≤ ε0. An application of Corollary 3.5 with ρ(t) =
e−(√n−2−δ/2)t gives

c(n, δ)∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol ≤ 2∫

M
e−(2√n−2−δ)rx⟨f, h⟩dvol

+ (1 +√n)ε0∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol,

and consequently

c(n, δ)
2
∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol ≤ ∫

M
e−(2√n−2−δ)rx (c(n, δ)

4
∣h∣2 + 4

c(n, δ) ∣f ∣2) dvol
by the Cauchy-Schwarz inequality and the inequality between the arithmetic and the
geometric mean. Hence

∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol ≤ 16

c(n, δ)2 ∫M e−(2√n−2−δ)rx ∣f ∣2 dvol. (4.4)

72



STABILITY OF EINSTEIN METRICS AND EFFECTIVE HYPERBOLIZATION

Note that ∣Ric(h)∣ ≤ c(n)∣h∣ because ∣sec∣ ≤ 2. Testing the equation f− 1
2Ric(h)−(n−1)h =

1
2∆h with e

−(2√n−2−δ)rx∆h and using the inequality between the weighted arithmetic and
the weighted geometric mean implies

∫
M
e−(2√n−2−δ)rx ∣∆h∣2 dvol ≤ C(n)∫

M
e−(2√n−2−δ)rx(∣h∣2 + ∣f ∣2)dvol. (4.5)

Set φ ∶= (2√n − 2 − δ)rx. We may act as if φ were smooth. Indeed, by Theorem 1 in
[AFLMR07] there exists a sequence (φε)ε>0 ⊆ C∞(M) so that limε→0 ∣∣φ − φε∣∣C0(M) = 0
and Lip(φε) ≤ 2

√
n − 2. Then all the arguments below apply to φε, so that (4.8) will

hold for φε instead of φ. But then taking ε→ 0 will yield (4.8) for φ.
Using 1

2∆(∣h∣2) = ⟨∆h,h⟩ − ∣∇h∣2 ≤ 1
2 ∣∆h∣2 + 1

2 ∣h∣2 − ∣∇h∣2 we obtain
∫
M
e−φ∣∇h∣2 dvol ≤1

2
∫
M
e−φ∣h∣2 dvol + 1

2
∫
M
e−φ∣∆h∣2 dvol

− 1

2
∫
M
e−φ∆(∣h∣2)dvol. (4.6)

Integration by parts shows that

−1
2
∫
M
e−φ∆(∣h∣2)dvol = −1

2
∫
M
⟨∇(∣h∣2),∇(e−φ)⟩dvol,

moreover ∣12⟨∇(∣h∣2),∇φ⟩∣ ≤ ∣h∣∣∇h∣∣∇φ∣ ≤ 1
2 ∣∇φ∣2∣h∣2 + 1

2 ∣∇h∣2. Absorbing 1
2e
−φ∣∇h∣2 to

the left hand side of inequality (4.6) and using ∣∇φ∣ ≤ 2√n − 2 yields

∫
M
e−φ∣∇h∣2 dvol ≤∫

M
e−φ∣h∣2 dvol + ∫

M
e−φ∣∆h∣2 dvol

+ 4(n − 2)∫
M
e−φ∣h∣2 dvol. (4.7)

Therefore

∫
M
e−(2√n−2−δ)rx(∣h∣2 + ∣∇h∣2 + ∣∆h∣2)dvol ≤ C(n, δ)∫

M
e−(2√n−2−δ)rx ∣f ∣2 dvol (4.8)

by combining (4.4), (4.5) and (4.7). This completes the integral estimates.

Step 2 (C0-estimate): It remains to estimate ∣∣h∣∣C2,α(M). By Proposition 2.5, it
suffices to bound ∣∣h∣∣C0(M). We reduce the C0-estimate to an L2-estimate. Namely, we
show that there is a constant C = C(n,α,Λ) so that for each x ∈M it holds

∣h∣(x) ≤ C(∣∣h∣∣L2(B(x,ρ)) + ∣∣f ∣∣C0(B(x,ρ))), (4.9)

where ρ is the constant appearing in the definition of the Hölder norms. This will
follow from the De Giorgi�Nash�Moser estimates of Lemma 2.8. The problem is that De
Giorgi�Nash�Moser estimates only hold for scalar equations, but not for systems. For
this reason we can not directly apply Lemma 2.8 to Lh = f . To remedy this, we show
that ∣h∣ satisfies an elliptic partial differential inequality.
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Recall f = 1
2∆h+ 1

2Ric(h)+(n−1)h. Using 1
2∆(∣h∣2) = ⟨∆h,h⟩− ∣∇h∣2 and the estimate

on 1
2⟨Ric(h), h⟩ from Lemma 3.2 we get (assuming ε0 ≤ 1

1+√n)

−1
2
∆(∣h∣2) = −2⟨f, h⟩ + ⟨Ric(h), h⟩ + 2(n − 1)∣h∣2 + ∣∇h∣2

≥ −2∣f ∣∣h∣ − 2(n + ε0(1 +√n))∣h∣2 + 2tr(h)2 + 2(n − 1)∣h∣2 + ∣∇h∣2≥ −2∣f ∣∣h∣ − 4∣h∣2 + ∣∇h∣2. (4.10)

Suppose for the moment that h ≠ 0 everywhere. Then ∣h∣ is a nowhere vanishing C2

function. Observe

∣∇(∣h∣)∣ ≤ ∣∇h∣ and − 1

2
∆(∣h∣2) = −∣h∣∆(∣h∣) + ∣∇(∣h∣)∣2.

Combining this with inequality (4.10) and dividing by ∣h∣ shows
−∆(∣h∣) ≥ −2∣f ∣ − 4∣h∣. (4.11)

Applying Lemma 2.8 to (4.11) yields (4.9).
Recall that we assumed h ≠ 0 everywhere. We will now show that this assumption

can be dropped. Namely, (4.9) is stable under C2-convergence, that is, if (4.9) holds for
a sequence of hi and if hi → h in the C2-topology, then (4.9) also holds for h. Therefore,
it suffices to construct a sequence hi converging to h in the C2-topology so that hi ≠ 0
everywhere.

Let h ∈ C2,α(Sym2(T ∗M)) be arbitrary. Then h can be approximated in the C2-
topology by symmetric (0,2)-tensors hi (i ≥ 1) which are transverse to the zero-section
of Sym2(T ∗M). For reasons of dimension, such a section is disjoint from the zero-section,
in other words, the tensors hi vanish nowhere. Therefore, the estimate (4.9) holds for all
h ∈ C2,α(Sym2(T ∗M)) and x ∈M .

Fix h ∈ C2,α(Sym2(T ∗M)). Choose x ∈ M so that ∣h∣(x) ≥ 1
2 ∣∣h∣∣C0(M). Then (4.9)

implies
1

2
∣∣h∣∣C0(M) ≤ C(∣∣h∣∣L2(B(x,ρ)) + ∣∣f ∣∣C0(M)) (4.12)

for some C = C(n,α,Λ). We can without loss of generality assume that the ρ from the
definition of Hölder norms is at most 1. So it suffices to bound ∣∣h∣∣L2(B(x,r0)) as r0 ≥ 1 ≥ ρ.
To this end we distinguish two cases.
We first consider the case that x ∉ E. By (4.4)

∫
B(x,r0) ∣h∣2 dvol ≤ e2

√
n−2r0 ∫

M
e−(2√n−2−δ)rx ∣h∣2 dvol

≤ e2√n−2r0C(n, δ)∫
M
e−(2√n−2−δ)rx ∣f ∣2 dvol

≤ C(n, δ, r0)∣∣f ∣∣20,
where in the last line we used (4.3) and x ∉ E. This finishes the case x ∉ E.
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Now consider the case x ∈ E. Choose η ∶ R → R smooth such that η = 1 on (−∞,1],
η = 0 on [2,∞) and −3

2 ≤ η′ ≤ 0. Let ρ(t) = η( tr0 )e−(√n−2−δ/2)t. Compute

ρ′(t) = e−(√n−2−δ/2)t ( 1
r0
η′(t/r0) − η(t/r0)(√n − 2 − δ/2)) .

Abbreviate σ ∶= n−2−(√n − 2−δ/2)2−(1+√n)ε0. As ∣∣Rm−Rmhyp∣∣ ≤ ε0, Corollary 3.5
implies

∫
M
e−(2√n−2−δ)rxη2(σ∣h∣2 − 2⟨h, f⟩)dvol

≤ ∫
M
(η(−η′)2√n − 2 − δ

r0
+ (η′

r0
)2) ∣h∣2e−(2√n−2−δ)rx dvol

≤ ∫
B(x,2r0)∖B(x,r0) (3

√
n − 2
r0

+ 9

4r20
) ∣h∣2e−(2√n−2−δ)rx dvol

≤ C(n, r0)∣∣h∣∣2C0(M)∫
B(x,2r0)∖B(x,r0) e

−(2√n−2−δ)rx dvol
≤ ϵ̄C(n, r0)∣∣h∣∣2C0(M), (4.13)

where we used that η′( rxr0 ) = 0 outside B(x,2r0) ∖B(x, r0) in the second inequality, and
x ∈ E together with the definition (4.1) of E in the last inequality. Moreover,

∫
M
e−(2√n−2−δ)rxη2∣f ∣2 dvol ≤ e4√n−2r0 ∫

B(x,2r0) e
−(2√n−2−δ)rx ∣f ∣2 dvol ≤ c(n, r0)∣∣f ∣∣20

since η( rxr0 ) = 0 outside B(x,2r0). Combining this with (4.13) yields

σ∫
M
e−(2√n−2−δ)rxη2∣h − 1

σ
f ∣2 dvol ≤ ϵ̄C(n, r0)∣∣h∣∣2C0(M) + c(n, r0)σ

∣∣f ∣∣20.
Note σ = c(n, δ) − (1 +√n)ε0. Assume ε0 ≤ c(n,δ)

2(1+√n) . Then σ ≥ c(n,δ)
2 . Hence

∫
B(x,r0) ∣h − 1

σ
f ∣2 dvol ≤ e2√n−2r0 ∫

M
e−(2√n−2−δ)rxη2∣h − 1

σ
f ∣2 dvol

≤ C(n, δ, r0)(ϵ̄∣∣h∣∣2C0(M) + ∣∣f ∣∣20).
Using the triangle inequality we get

∣∣h∣∣L2(B(x,r0)) ≤ C(n, δ, r0)(ϵ̄ 1
2 ∣∣h∣∣C0(M) + ∣∣f ∣∣0).

Combining this with (4.12) yields

1

2
∣∣h∣∣C0(M) ≤ C(ϵ̄ 1

2 ∣∣h∣∣C0(M) + ∣∣f ∣∣0)
for some C = C(n,α, δ, r0,Λ). Thus for ϵ̄ ≤ 1

16C2

1

2
∣∣h∣∣C0(M) ≤ 1

4
∣∣h∣∣C0(M) +C ∣∣f ∣∣0.

This implies the desired C0-estimate. □
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We now make some further remarks concerning this proof. First, we point out the
following estimate that can be extracted from the proof. In fact, it follows immediately
from the estimates (4.4) and (4.9). This estimate will be the key ingredient to obtain
the exponential decay estimate in Theorem 1.

Remark 4.4. Let f ∈ C0,α(Sym2(T ∗M)) and let h ∈ C2,α(Sym2(T ∗M)) be a solution
of Lh = f . Then there is a constant C = C(n,α, δ,Λ) so that

∣h∣(x) ≤ C ⎛⎝∣∣f ∣∣C0(B(x,ρ)) + (∫
M
e−(2√n−2−δ)rx ∣f ∣2 dvol) 1

2⎞⎠
for all x ∈M . Here ρ > 0 is the constant appearing in the definition of the Hölder norms.

For the proof of Theorem 2 we have to deal with manifolds that may no longer be
compact (but have finite volume), and do not have a positive lower bound on the in-
jectivity radius. The next two remarks explain to what extend the arguments from the
proof of Proposition 4.3 are still valid in that situation.

Remark 4.5. Let M be a finite volume manifold that satisfies all the assumptions
from Proposition 4.3 except the compactness assumption and the lower bound on the
injectivity radius. If h ∈ C2(Sym2(T ∗M)) ∩H2(M) and if L(h) = f , then the inequality
(4.8) is still valid. Here h ∈ C2(Sym2(T ∗M))∩H2(M) just means that h is C2 and that

∫M (∣h∣2 + ∣∇h∣2 + ∣∇2h∣2)dvol < ∞.

Proof. The proof of inequality (4.8) carries over without change provided we can verify
the equality

∫
M
e−φ∆(∣h∣2)dvol = ∫

M
⟨∇(e−φ),∇(∣h∣2)⟩dvol, (4.14)

which involved an integration by parts. Here φ = (2√n − 2 − δ)rx. As in the proof of
Proposition 4.3 we may act as if φ were smooth.

Consider the vector field X ∶= e−φ∇(∣h∣2). As h ∈ H2(M) and because φ is Lip-
schitz and bounded from below, it is easy to see that X ∈ L1(M) and div(X) =⟨∇(e−φ),∇(∣h∣2)⟩ − e−φ∆(∣h∣2) ∈ L1(M). Therefore, the main result of [Gaf54] shows∫M div(X)dvol = 0. □

Remark 4.6. Let M be a finite volume manifold that satisfies all the assumptions
from Proposition 4.3 except the compactness assumption and the lower bound on the
injectivity radius. Then there exist ϵ̄0 = ϵ̄0(n,α,Λ, δ, r0) > 0 and C = C(n,α,Λ, δ, r0)
with the following property. Let h ∈ C2(Sym2(T ∗M)) ∩H2(M), and assume there is
x0 ∈Mthick with ∣h∣(x0) ≥ 1

2 ∣∣h∣∣C0(M). Then it holds

∣∣h∣∣C0 ≤ C ∣∣Lh∣∣0,
where ∣∣ ⋅ ∣∣0 is the norm defined in (4.3) with respect to any ϵ̄ ≤ ϵ̄0.
Proof. A priori (4.9) only holds in the universal cover. But for x ∈ Mthick, the norm∣∣ ⋅ ∣∣L2(B(x,ρ)) is the same in the universal cover and in the base manifold (here we assume
without loss of generality that the universal radius ρ used to define Hölder norms is
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smaller than a chosen Margulis constant). So (4.9) holds for x ∈Mthick, and the rest of
the argument of Proposition 4.3 applies without change. □

We finish this section by showing that the operator L is invertible. This follows from
Proposition 4.3 by standard techniques.

Proposition 4.7. For all n ≥ 3, α ∈ (0,1), Λ ≥ 0, δ ∈ (0,√n − 2) and r0 ≥ 1 there exist
constants ε0, ϵ̄0 and C > 0 with the following property. Let M be a closed Riemannian
n-manifold with

∣ sec + 1 ∣ ≤ ε0, inj(M) ≥ 1 and ∣∣∇Ric∣∣C0(M) ≤ Λ.
Then the operator

L ∶ (C2,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣2) Ð→ (C0,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣0)
is invertible, and ∣∣L∣∣op, ∣∣L−1∣∣op ≤ C,
where ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0 are the norms defined in (4.2) and (4.3) with respect to any ϵ̄ ≤ ϵ̄0.
Proof. By Proposition 4.3, it remains to show that L is surjective. We split up the
equation into its trace and its trace-free part. Namely, note that any (0,2)-tensor f can
be written as f = f○ + φg, where f○ has vanishing trace, φ is a function, and g is the
given Riemannian metric of M .

Note that L(ug) = (12∆u + (n − 1)u)g. The bilinear form a0 ∶ H1(M) ×H1(M) → R
associated to the equation 1

2∆u + (n − 1)u = φ is given by

a0(u, v) = ∫
M
(1
2
⟨∇u,∇v⟩ + (n − 1)uv) dvol.

This is clearly bounded and coercive. Thus by Lax-Milgram and the Weyl Lemma, for
any φ ∈ C∞(M) there is u ∈ C∞(M) so that L(ug) = φg.

Let E →M be the vector bundle of symmetric (0,2)-tensors with vanishing trace. The
bilinear form a ∶H1(E) ×H1(E) → R associated to L is given by

a(h,h′) = ∫
M
(1
2
⟨∇h,∇h′⟩ + 1

2
⟨Ric(h), h′⟩ + (n − 1)⟨h,h′⟩) dvol.

By Proposition 3.1 the Poincaré inequality holds for tensors with vanishing trace. To-
gether with the estimate from Lemma 3.2 we get

a(h,h) ≥ 1

2
∣∣∇h∣∣2L2(M) − (1 + (1 +√n)ε0)∣∣h∣∣2L2(M) ≥ (12 − 1 + (1 +√n)ε0

n − c(n)ε0 ) ∣∣∇h∣∣2L2(M)
for all h ∈H1(E), so that for ε0 > 0 small enough, the form a is coercive on E. So again
by Lax-Milgram and the Weyl Lemma, for any f○ ∈ C∞(E) there is h ∈ C∞(E) so thatLh = f○.
Therefore, splitting any f up into its trace part φg and its trace-free part f○, we obtain

that for any f ∈ C∞(Sym2(T ∗M)) there is h ∈ C∞(Sym2(T ∗M)) so that Lh = f .
Recall the well-known fact that for any u ∈ C0,α(Rn) there is a sequence (uε)ε>0 ⊆

C∞(Rn) so that limε→0 ∣∣uε−u∣∣C0,β(Rn) = 0 for any β ∈ (0, α). Moreover, if u has compact
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support in some open set Ω ⊆ Rn, then uε can be assumed to have compact support in
Ω too. Now let f ∈ C0,α(Sym2(T ∗M)) be arbitrary. Applying this approximation result
locally, we obtain a sequence (fi)i∈N in C∞(Sym2(T ∗M)) converging to f with respect

to the C0,α
2 -norm. Let hi be the solutions of Lhi = fi. Note that the norms ∣∣ ⋅ ∣∣

C0, α2

and ∣∣ ⋅ ∣∣0 are equivalent on C0,α
2 (Sym2(T ∗M)) (but with a non-universal constant). It

follows from Proposition 4.3 (applied with α
2 )∣∣hi − hj ∣∣C2 ≤ C ∣∣fi − fj ∣∣C0, α2

→ 0 as i, j →∞
for a (non-universal) constant C. So (hi)i∈N ⊆ C2(Sym2(T ∗M)) is a Cauchy sequence.
Denote the limit tensor field by h. Clearly h solves Lh = f . Finally, h ∈ C2,α(Sym2(T ∗M))
by elliptic regularity theory. Therefore, L is bijective. The bound on ∣∣L−1∣∣op follows
from Proposition 4.3, and the one for ∣∣L∣∣op is obvious. □

Recall that by Convention 2.3 we assume all manifolds to be orientable. Nonetheless,
we have the following.

Remark 4.8. Proposition 4.7 also holds when M is not orientable.

Proof. Proposition 4.7 holds for the orientation cover M̂ of M . Moreover, since the non-
trivial decktransformation τ ∶ M̂ → M̂ is an isometry, Proposition 4.7 shows that the
elliptic operator L on M̂ restricts to an isomorphism between subbundles of τ -invariant
Hölder sections of symmetric (0,2)-tensors. But τ -invariant Hölder sections on M̂ are
nothing else than Hölder sections on M . □

5. Proof of the pinching theorem with lower injectvity radius bound

We start by stating a more precise formulation of Theorem 1.

Theorem 5.1. For any n ≥ 3, α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2√n − 2) and r0 ≥ 1 there exist
constants ε0 and C > 0 with the following property. Let M be a closed n-manifold that
admits a Riemannian metric ḡ satisfying the following conditions for some ε ≤ ε0:
i) −1 − ε ≤ sec(M,ḡ) ≤ −1 + ε;
ii) inj(M, ḡ) ≥ 1;
iii) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ;
iv) It holds

∫
M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2

for all x ∈M with

∫
B(x,2r0)∖B(x,r0) e

−(2√n−2−δ)rx(y) dvolḡ(y) > ε0,
where rx(y) = dḡ(x, y).

Then there exists an Einstein metric g0 on M so that Ric(g0) = −(n − 1)g0 and

∣∣g0 − ḡ∣∣2 ≤ Cε1−α,
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where ∣∣ ⋅ ∣∣2 is the norm defined in (4.2) with respect to the metric ḡ and the constants
ϵ0, δ, r0.

Moreover, if for some β ≤ 2√n − 2 − δ and U ⊆M it holds

∫
M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2(y)dvol(y) ≤ ε2(1−α)e−2β distḡ(x,U) for all x ∈M,

then ∣g0 − ḡ∣C2,α(x) ≤ Cε1−αe−β distḡ(x,U) for all x ∈M.

In particular, if Ric(ḡ) = −(n − 1)ḡ outside a region U , and if

∫
U
∣Ric(ḡ) + (n − 1)ḡ∣2 dvolḡ ≤ ε2,

then ∣g0 − ḡ∣C2,α(x) ≤ Cε1−αe−(√n−2− 1
2
δ)distḡ(x,U) for all x ∈M.

As mentioned previously, we will prove this using the implicit function theorem. The
linearisation (DΦ)ḡ of the Einstein operator Φ at the initial metric was studied in Sec-
tion 4, and we showed that it is invertible, with controlled norm of its inverse. To control
the size of a neighborhood of Φ(ḡ) in which Φ is invertible requires an estimate of the
Lipschitz constant of the mapping g ↦ (DΦ)g. This will follow from the next lemma.

Lemma 5.2. For all n ≥ 2, α ∈ (0,1), Λ ≥ 0, i0 > 0 there exist ε = ε(n,α,Λ, i0) > 0 and
C = C(n,α,Λ, i0) with the following property. Let (M, ḡ) be a Riemannian n-manifold
with ∣∣Ric(ḡ)∣∣C1(M,ḡ) ≤ Λ and inj(M, ḡ) ≥ i0
and let g ∈ C2,α(Sym2(T ∗M)) be another Riemannian metric so that ∣∣g− ḡ∣∣C2,α(M,ḡ) ≤ ε.
Then the linearization of the Einstein operator Φ = Φḡ defined in (2.1) satisfies the
pointwise estimates

∣(DΦ)g(h) − (DΦ)ḡ(h)∣C0,α(x) ≤ C max
y∈B(x,ρ) ∣g − ḡ∣C2,α(y)∣h∣C2,α(y)

and ∣(DΦ)g(h) − (DΦ)ḡ(h)∣C0(x) ≤ C ∣g − ḡ∣C2(x)∣h∣C2(x)
for all h ∈ C2,α(Sym2(T ∗M)), where all norms are taken w.r.t. the background metric
ḡ.

The term maxy∈B(x,ρ) comes from the fact that C0,α-norms are defined in bigger local
charts than C2,α-norms (also see inequality (2.6)). Also note that since all norms are
taken w.r.t. ḡ, we do not need an upper bound on ∣∣∇Ric(g)∣∣C0 .

Proof. The linearisation of the operator g → Ric(g) is given by (see [Top06, Proposition
2.3.7])

(DRic)g(h) = 1

2
∆Lh − 1

2
L(βg(h))♯g (g),
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where βg = δg(⋅) + 1
2dtrg(⋅) is the Bianchi operator of g, ♯g ∶ T ∗M → TM is the musical

isomorphism associated to g, and LX(⋅) is the Lie derivative in direction X. Therefore,
it follows from the definition (2.1) of Φ and the product rule that

(DΦ)g(h) =∆Lh + (n − 1)h + 1

2
L(βḡ(g))♯g (h) + 1

2
L(βḡ(h)−βg(h))♯g (g) + 1

2
L(Dh ♯)g(βḡ(g))(g),

where (Dh ♯)g ∶ T ∗M → TM is the linearisation of g → ♯g in direction h. Denote by♭g ∶ TM → T ∗M,v ↦ g(v, ⋅) the inverse of ♯g. Differentiating the identity idTM = ♯g ○ ♭g
in direction h, and applying ♭g yields (Dh ♯)g = − ♯g ○ ♭h ○ ♯g, where ♭h(v) = h(v, ⋅). In
local coordinates this reads ((Dh ♯)g(ω))m = −gmkhkjgjiωi. Therefore, Lemma 5.2 can
be checked by a straightforward (albeit tedious) calculation in local coordinates. We will
not carry this out in more detail. □

Lemma 5.2 and Remark 4.2 immediately imply the following corollary.

Corollary 5.3. For any n ≥ 3, α ∈ (0,1), Λ ≥ 0 there exist ε = ε(n,α,Λ) > 0 and C =
C(n,α,Λ) with the following property. Let (M, ḡ) be a closed Riemannian n-manifold
with ∣sec∣ ≤ 2, inj(M, ḡ) ≥ 1 and ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ
and let g ∈ C2,α(Sym2(T ∗M)) be another Riemannian metric so that ∣∣g− ḡ∣∣C2,α(M,ḡ) ≤ ε.
Then the operator Φ = Φḡ defined in (2.1) satisfies

∣∣(DΦ)g(h) − (DΦ)ḡ(h)∣∣0 ≤ C ∣∣g − ḡ∣∣2∣∣h∣∣2
for all h ∈ C2,α(Sym2(T ∗M)), where ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0 are the norms defined in (4.2) and
(4.3) with respect to the metric ḡ and any ϵ̄, δ, r0.

We now come to the proof of Theorem 5.1.

Proof of Theorem 5.1. In this proof, ∣∣⋅∣∣2 resp. ∣∣⋅∣∣0 shall denote the norms defined in (4.2)
and (4.3) with respect to the metric ḡ and the constants ε0, δ, r0, and C2,α(Sym2(T ∗M))
is understood to be equipped with ∣∣ ⋅ ∣∣2. Metric balls B(h,R) of radius R about a section
h are taken with respect to that norm.

Define the operator

Ψ ∶ B(0,1) ⊆ C2,α(Sym2(T ∗M)) → C2,α(Sym2(T ∗M))
by

Ψ(h) ∶= h − L−1(Φ(ḡ + h)).
Here Φ = Φḡ is the Einstein operator defined in (2.1), and L = (DΦ)ḡ.

By Proposition 4.3 and Corollary 5.3, there is a constant C = C(n,α, δ, r0,Λ) such that∣∣L−1∣∣op ≤ C and Lip((DΦ)●) ≤ C. Thus it follows from (DΨ)h = L−1 ○ (L − (DΦ)ḡ+h)
that for R = R(n,α, δ,Λ) > 0 small enough, the restriction of Ψ to the closed ball B̄(0,R)
is 1

2 -Lipschitz. Moreover, since ∣∣ ⋅ ∣∣C0,α ≤ C ∣∣ ⋅ ∣∣1−αC0 ∣∣ ⋅ ∣∣αC1 and Φ(ḡ) = Ric(ḡ) + (n − 1)ḡ,
the assumptions i) and iii) imply that ∣∣Φ(ḡ)∣∣C0,α ≤ Cε1−α. Together with condition iv),
this shows ∣∣Φ(ḡ)∣∣0 ≤ Cε1−α
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due to the definition of the norm ∣∣ ⋅ ∣∣0. As a consequence, for ε0 = ε0(n,α, δ,Λ) > 0 small
enough, we have ∣∣Ψ(0)∣∣2 ≤ R

2 and hence Ψ restricts to a map B̄(0,R) → B̄(0,R). By
the Banach fixed point theorem there exists a fixed point h0 of Ψ. By definition of Ψ
this means Φ(ḡ + h0) = 0, and hence g0 = ḡ + h0 is an Einstein metric due to Lemma 2.4.
Moreover, as Ψ is 1

2 -Lipschitz, it holds

∣∣h0∣∣2 = ∣∣Ψ(h0)∣∣2 ≤ ∣∣Ψ(h0) −Ψ(0)∣∣2 + ∣∣Ψ(0)∣∣2 ≤ 1

2
∣∣h0∣∣2 +Cε1−α.

This implies ∣∣h0∣∣2 ≤ Cε1−α.
It remains to show the improved estimate on ∣g0 − ḡ∣C2,α(x). Let β ≤ 2√n − 2 − δ and

U ⊆M be as in the statement of Theorem 5.1.
Recall that the pointwise Hölder norm ∣ ⋅ ∣C0,α(x) is computed in a local chart defined

on the ball B(x, ρ), where ρ = ρ(n,α,Λ) > 0 is a universal constant (see the proof
of Proposition 2.5 for more details). In particular, ∣∣ ⋅ ∣∣C0(B(x,ρ)) ≤ C ∣ ⋅ ∣C0,α(x). So
Remark 4.4 and the pointwise Schauder estimate (2.4) show that there is a universal
constant C0 so that for all h ∈ C2,α(Sym2(T ∗M)) it holds

∣h∣C2,α(x) ≤ C0
⎛⎝∣Lh∣C0,α(x) + (∫

M
e−(2√n−2−δ)rx(y)∣Lh∣2(y)dvolḡ) 1

2⎞⎠ . (5.1)

Choose C0 large enough so that the a priori estimate from Proposition 4.3, and the
weighted integral estimates from Step 1 of the proof of Proposition 4.3 hold, that is,

∣∣h∣∣2 ≤ C0∣∣Lh∣∣0 and ∣∣h∣∣H2(M ;ωx) ≤ C0∣∣Lh∣∣L2(M ;ωx) for all x ∈M, (5.2)

where ∣∣ ⋅ ∣∣H2(M,ωx) ∶= (∫M e−(2√n−2− 1
2
δ)rx(y)∣ ⋅ ∣C2(y)dvolḡ(y)) 1

2 is the weighted H2-norm,

and analogously ∣∣ ⋅ ∣∣L2(M ;ωx) shall denote the weighted L2-norm. Moreover, we assume
that C0 is large enough so that ∣∣Ric(ḡ) + (n − 1)ḡ∣∣C0,α(M) ≤ C0ε

1−α.
Define C1 ∶= 2C2

0e
ρ
√
n−2 + 2C0, and consider the set

U ∶= {h ∈ Dom(Ψ) ∣h satisfies the inequalities (5.4), (5.5) for all x ∈M}, (5.3)

where the inequalities (5.4) and (5.5) appearing in the definition of U are

∣h∣C2,α(x) ≤ C1ε
1−αe−β distḡ(x,U) (5.4)

and ∣∣h∣∣H2(M ;ωx) ≤ C1ε
1−αe−β distḡ(x,U). (5.5)

We will show that Ψ(U) ⊆ U . This implies the desired estimate, because the fixed point
h0 is then necessarily contained in U .
To prove Ψ(U) ⊆ U we first observe that for all h ∈ Dom(Ψ) it holds

Ψ(h) −Ψ(0) = ∫ 1

0
L−1(Lh − (DΦ)ḡ+thh)dt (5.6)
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by the Fundamental Theorem of Calculus. Denote by C2 ∶= Lip((DΦ)●) the universal
continuity constant given by Lemma 5.2, so that it holds

∣Lh − (DΦ)ḡ+thh∣C0,α(x) ≤ C2 sup
y∈B(x,ρ) ∣h∣2C2,α(y) (5.7)

and

∣Lh − (DΦ)ḡ+thh∣C0(x) ≤ C2∣h∣2C2(x). (5.8)

Now let h ∈ U be arbitrary. We start by showing that Ψ(h) satisfies (5.5). Combining
the Jensen-inequality, (5.2), (5.6), and (5.8) yields

∣∣Ψ(h) −Ψ(0)∣∣2H2(M ;ωx)
(5.6)≤ ∫ 1

0
∣∣L−1(Lh − (DΦ)ḡ+thh)∣∣2H2(M ;ωx) dt

(5.2)≤ C2
0 ∫ 1

0
∣∣Lh − (DΦ)ḡ+thh∣∣2L2(M ;ωx) dt

(5.8)≤ C2
0C

2
2 ∫

M
e−(2√n−2−δ)rx(y)∣h∣4C2(y)dvolḡ(y). (5.9)

Note ∣∣h∣∣C2(M) ≤ C1ε
1−α by (5.4) and since h ∈ U . Together with (5.5) and (5.9) this

implies

∣∣Ψ(h) −Ψ(0)∣∣2H2(M ;ωx)
(5.9)≤ C2

0C
2
2 ∫

M
e−(2√n−2−δ)rx(y)∣h∣4C2(y)dvol(y)

≤ C2
0C

2
2C

2
1ε

2(1−α)∫
M
e−(2√n−2−δ)rx(y)∣h∣2C2(y)dvol(y)

(5.5)≤ C2
0C

2
2C

2
1ε

2(1−α)C2
1ε

2(1−α)e−2β distḡ(x,U). (5.10)

Note Φ(ḡ) = Ric(ḡ) + (n − 1)ḡ. Hence ∣∣Φ(ḡ)∣∣L2(M ;ωx) ≤ ε1−αe−β distḡ(x,U) by assumption,

so that ∣∣Ψ(0)∣∣H2(M ;ωx) ≤ C0ε
1−αe−β distḡ(x,U) by (5.2). Applying (5.10) and the triangle

inequality yields

∣∣Ψ(h)∣∣H2(M ;ωx) ≤ (C0 +C0C2C
2
1ε
(1−α)) ε(1−α)e−β distḡ(x,U).

As C0 +C0C2C
2
1ε
(1−α) ≤ C1 for ε > 0 small enough, we conclude that Ψ(h) satisfies (5.5)

for all x ∈M .
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It remains to show that Ψ(h) satisfies (5.4) for all x ∈M , because then Ψ(h) ∈ U by
the definition (5.3) of U . Combining (5.1), (5.6), (5.7), and (5.8) shows

∣Ψ(h) −Ψ(0)∣C2,α(x) (5.6)≤ ∫ 1

0
∣L−1(Lh − (DΦ)ḡ+thh)∣C2,α (x)dt

(5.1)≤ ∫ 1

0
C0∣Lh − (DΦ)ḡ+thh∣C0,α(x)dt

+C0∫ 1

0
∣∣Lh − (DΦ)ḡ+thh∣∣L2(M ;ωx) dt

(5.7),(5.8)≤ C0C2 sup
y∈B(x,ρ) ∣h∣C2,α(y)

+C0C2 (∫
M
e−(2√n−2−δ)rx(y)∣h∣4C2(y)dvolḡ(y)) 1

2

. (5.11)

Note that the last summand is estimated in (5.10). Using (5.4) to estimate ∣h∣C2,α(y),
and remembering β ≤ √n − 2 we get

∣Ψ(h) −Ψ(0)∣C0,α(x) (5.11)≤ C0C2 sup
y∈B(x,ρ) ∣h∣2C2,α(y)

+C0C2 (∫
M
e−(2√n−2−δ)rx(y)∣h∣4C2(y)dvolḡ(y)) 1

2

(5.4),(5.10)≤ C0C2C
2
1ε

2(1−α) sup
y∈B(x,ρ) e

−2β distḡ(y,U)

+C0C2C
2
1ε

2(1−α)e−β distḡ(x,U)
≤ (2C0C2C

2
1e

2ρ
√
n−2ε(1−α)) ε(1−α)e−β distḡ(x,U).

Recall ∣∣Φ(ḡ)∣∣L2(M ;ωx) ≤ ε1−αe−β distḡ(x,U) and Ψ(0) = −L−1Φ(ḡ). Thus applying (5.1)

shows ∣Ψ(0)∣C2,α(x) ≤ C0(∣Φ(ḡ)∣C0,α(x) + ε1−αe−β distḡ(x,U)). Since ∣ ⋅ ∣C0,α(x) is com-
puted in a local chart defined on B(x, ρ), it holds ∣Φ(ḡ)∣C0,α(x) = 0 if distḡ(x,U) > ρ.
For x ∈ M with distḡ(x,U) ≤ ρ it holds ∣Φ(ḡ)∣C0,α(x) ≤ ∣∣Φ(ḡ)∣∣C0,α(M) ≤ C0ε

1−α ≤
C0e

βρε1−αe−β distḡ(x,U). All in all we conclude (again remembering β ≤ √n − 2)
∣Ψ(h)∣C2,α(x) ≤ (2C0C2C

2
1e

2ρ
√
n−2ε(1−α) +C0 +C2

0e
ρ
√
n−2) ε1−αe−β distḡ(x,U)

for all x ∈ M . Recall that C1 = 2C2
0e
ρ
√
n−2 + 2C0. As 2C0C2C

2
1e

2βρε(1−α) ≤ C0 for ε > 0
small enough, we conclude that Ψ(h) satisfies (5.4) for all x ∈M . Therefore, Ψ(h) ∈ U .
Since h ∈ U was arbitrary, we obtain Ψ(U) ⊆ U . This completes the proof. □

Since the proof of Theorem 5.1 is merely an application of the Banach fixed point
theorem based on Proposition 4.7, the next remark is immediate due to Remark 4.8.

Remark 5.4. Theorem 5.1 also holds when M is non-orientable.
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6. Counterexamples

For our most important applications, we need a version of Theorem 5.1 which does
not require a lower injectivity radius bound. The purpose of this section is to show
that at least in dimension 3, such a result can not be obtained as a straightforward
extension of Theorem 5.1 by providing examples which show that such straightforward
extensions do not hold true. The mechanism behind these examples lies in the fact that
hyperbolic metrics on Margulis tubes or cusps admit nontrivial hyperbolic deformations,
and such deformations can be used to construct families of metrics on closed hyperbolic
3-manfolds violating the a priori stability estimates which are essential for an application
of the implicit function theorem. The geometric feactures of these examples motivate
our approach towards our second main result Theorem 2 which is valid for 3-dimensional
manifolds without the assumption of a lower injectivity radius bound.

Proposition 6.1. For any ε > 0, λ ∈ (0,2) and any C > 0 there exists a closed 3-manifold
Mϵ and a Riemannian metric g on Mε with the following properties.

i) The sectional curvature of g is contained in the interval [−1 − ε,−1 + ε].
ii) For each component A of the thin part of (Mε, g), we have

∫
A

1(inj)2−λ ∣Ric(g) + 2g∣2gdvol ≤ ε2.
iii) The volume of (Mε, g) is bounded from above by a constant independent of ε.
iv) There is no constant curvature metric gconst onMϵ with the property that the identity

idM ∶ (Mϵ, g) → (Mϵ, gconst) is a C-bilipschitz equivalence.
Remark 6.2. It will be apparent from the proof that the geometric properties we use for
the construction of the examples are special to dimension 3 and, by a result of Gromov
[Gro78], do not extend to dimension at least 4. Although we expect a result similar to
our second main theorem to hold true in all dimensions, such an extension may require
a new strategy for the proof.

For the construction of the manifolds Mε we start with an orientable hyperbolic 3-
manifold M of finite volume, with a single cusp. For example, the figure 8 knot comple-
ment will do. The cusp has a neighborhood B = Γ/H which is the quotient of a horoball
H in H3 by an abelian subgroup Γ = Z2 of parabolic isometries. The group Γ preserves
each of the horospheres which foliate H, and the quotient of each horosphere under Γ is
a flat two-torus T 2.

Let us write the cusp neighborhood B and its hyperbolic metric g in the form

B = T 2 × [0,∞), g = e−2tg0 + dt2
where g0 is a fixed flat metric on T 2. In other words, we have (T 2, g0) = Γ0/R2 where Γ0

is a group of translations of R2 isomorphic to Z2.
We now look at deformations of the metric g0 of the following form. Let (e1, e2) be

any orthonormal basis of R2. For s ∈ R consider the matrix

A(s) = (1 0
0 es

) .
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It acts as a linear isomorphism on R2 not preserving the euclidean metric. Let gs be the
pull-back of the euclidean metric by A(s). This pullback metric preserves orthogonality
of the vectors e1, e2, preserves the length of e1 and scales the length of e2 by the factor
es.

For numbers δ > 0,R > 0 let fδ,R ∶ [0,∞) → [0,∞) be a smooth function with the
following properties.

(1) fδ,R is supported in [0, Rδ + 4].
(2) ∣fδ,R∣ ≤ δ.
(3) ∣f ′δ,R∣ ≤ δ.
(4) ∣f ′′δ,R∣ ≤ 1.
(5) ∫ ∞0 fδ,R(s)ds = R.
Let gs = g(s, δ,R, e1, e2) be the pull-back of the euclidean metric on the torus T 2 by

the linear isomorphism A(∫ s0 fδ,R(u)du). Then for each s, the metric gs is a flat metric
on T which is the pullback of the standard metric by an affine automorphism and as
such determined by the property that the vectors e1, e2/e∫ s

0 fδ,R(u)du are orthonormal.
Since the curvature of a Riemannian metric is computed by second derivatives of the

metric, and since furthermore for any of the flat metrics gs on T 2, the metric e−2tgs +dt2
on B is hyperbolic, that is, of constant curvature −1, the following is a consequence of
the construction.

Lemma 6.3. For any ε > 0 there exists a number δ(ε) > 0 such that for any δ < δ(ε),
m > 0 the curvature of each of the metrics

e−2tg(t −m,δ,R, e1, e2) + dt2
on B = T 2 × [0,∞) is contained in the interval [−1 − ε,−1 + ε].
Proof. As curvature computation is local, we can carry this out in the universal covering.
Thus for a fixed point y ∈ T 2×{t} ⊂ B, we compute in the universal covering R2×[0,∞),
which we can identify with the horoball H = {x3 ≥ c} for some c > 0 in hyperbolic
3-space H3 = {(x1, x2, x3) ∈ R3 ∣ x3 > 0}. We also may assume that the horosphere
S = {x3 = 1} ⊂ H contains a preimage ỹ of y. Furthermore, we consider the standard
hyperbolic metric h on H, where the normalization is such that the standard flat metric
on {x3 = 1} is the preimage of the flat metric on the slice T 2 × {t} containing y.

For simplicity of notation, write u = t − s. With this description, the hyperbolic
metric near ỹ determined by the flat metric on T 2 × {s} is the warped product metric
h = e−2uh0+du2 on H where u = logx3, and the lift ĝ of the metric e−2ug(s−m,δ,R, e1, e2)
near ỹ is of the form

ĝ = e−2uA(β(u))∗h0 + du2
where β(u) is a smooth function on an interval containing 0 which satisfies β(0) = 0 and
whose first and second derivatives near 0 are smaller than 2δ in absolute value.

Thus in standard coordinates, the Christoffel symbols for the metric ĝ and their first
derivatives are uniformly near the Christoffel symbols and their first derivatives for the
hyperbolic metric. This implies that for any ε > 0 we can find a number δ(ε) > 0 so that
the statement of the lemma holds true for this ϵ. □
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We now use this construction as follows. Consider as before a finite volume hyperbolic
3-manifold M with a single cusp B. We shall Dehn-fill the cusp and use a deformation
of the Dehn filled metric to achieve our goal. The geometric control we are looking
for is obtained from geometric information of Margulis tube of the Dehn filled manifold
corresponding to the cusp of M .

To set up this construction, note that a Margulis tube in a hyperbolic 3-manifold is
given as the quotient of a tubular neighborhood N(γ̃,R) of radius R > 0 of a geodesic
γ̃ ⊆ H3 by an infinite cyclic group ⟨ϕ⟩ ⊆ SO(3,1) of isometries, generated by an element
ϕ which preserves γ̃ and acts on γ̃ as a translation. Then ϕ can be represented as a
product of a transvection preserving γ̃ and an isometry ψ which fixes γ̃ pointwise and
acts as a rotation on the orthogonal complement of γ̃′ ⊆ Tγ̃H3.

Parameterize γ̃ by arc length and write x0 = γ̃(0). There is a totally geodesic hyper-
bolic plane H2 ⊆ H3 orthogonal to γ̃′ which passes through x0. The quotient by ϕ of the
tubular neighborhood N(γ̃,R) intersects H2 in a hyperbolic disk whose boundary is an
embedded circle in the two-torus T 2 = ∂N(γ̃,R)/ϕ of length 2π sinh(R). This circle is
the meridian of the solid torus B = N(γ̃,R)/ϕ.

Choose a totally geodesic hyperbolic plane H0 ⊆ H3 which contains γ̃. If τ > 0 is
the translation length of ϕ, then H0 intersects the fundamental domain {expY ∣ Y ∈
Tγ̃(u)H3,0 ≤ u ≤ τ, Y ⊥ γ̃′} for ϕ in a strip bounded by two geodesics which are orthogonal
to γ̃, and the intersection of this strip with ∂N(γ̃,R) contains an arc which descends
to a straight line segment on the boundary torus T 2 of length τ cosh(R). In particular,
the translation length τ of ϕ, which equals the length of the closed geodesic in the free
homotopy class defined by ϕ in the quotient manifold H3/⟨ϕ⟩, can explicitly be computed
from the length of the meridian on T 2 and the length of a straight line segment orthogonal
to the meridian which connects two points on the meridian and does not contain an
intersection point with the meridian in its interior.

A Dehn filling of the finite volume hyperbolic manifoldM is determined by the choice
of a simple closed geodesic ζ on the boundary T 2 of the cusp, which is a flat torus.
The Dehn filling along ζ is obtained from M by removal of the cusp and gluing a solid
torus along the boundary whose meridian is glued to ζ. If ζ is sufficiently long in the
flat metric on T 2, then the filled manifold is hyperbolic (see for example [HK08] or
Section 11 of this article which does not depend on this section). Furthermore, as the
lengths of such simple closed curves tend to infinity, the Dehn filled manifolds, equipped
with their unique hyperbolic metrics, will be almost isometric to M on larger and larger
neighborhoods of the complement of the cusp (see for example [BP92] or Section 11). As
a consequence, for each ℓ > 0 we can find such a Dehn filling with the property that the
hyperbolic manifold obtained by this Dehn filling contains a copy of the ℓ-neighborhood
of T 2 in the cusp B ⊂ M up to a change of the metric in the C2-topology which is as
close to zero as we wish.

Fix a number λ ∈ (0,2). The modification of the metric on such a Dehn filling of M
will be carried out in a region of the form T 2 × [m,m+ Rδ + 4] in standard coordinates on
the cusp where δ < δ(ε) (for δ(ε) given by Lemma 6.3), and m > 0 is a number which is
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sufficiently large that

D2
0 ∫ ∞

m
e−λ

2
tdt ≤ 1,

where D0 > 0 is the (intrinsic) diamater of the boundary T 2 of the cusp (see Lemma 6.5).
After choosing m with this property, the length of the meridian for the Dehn filling is

chosen large enough so that the Dehn filled metric is arbitrarily near the metric of the
cusp on the neighbhood of radius ℓ =m+ Rδ +4 of the thick part ofM . The deformation is
chosen so that it stretches the direction orthogonal to the meridian ζ. For an arbitrarily
chosen constant C > 0, the deformed metric g on the Dehn filled hyperbolic manifold(Mζ , g0) has the following properties.

(1) The metric coincides with the hyperbolic metric g0 on a neighborhood of radius
m of the thick part of the hyperbolic metric.

(2) The ratio of the lengths of the closed geodesics for the metrics g and g0 in the
filled manifold which are freely homotopic to the core curve of the tube is at least
C.

Lemma 6.4. For all sufficiently large m there is no constant curvature metric gconst so
that idM ∶ (Mζ , g) → (Mζ , gconst) is a √C/2-bilipschitz equivalence.
Proof. Choose m sufficiently large that there exists a closed geodesic β in the union of
the thick part of M with the m-neighborhood of the boundary torus of the cusp. The
length of this geodesic in the Dehn filled manifold Mζ , equipped with the hyperbolic
metric g0, is almost identical to the length of β. Furthermore, β is a closed geodesic for
the deformed metric g since g coincides with the hyperbolic metric near β.
Assume there is a constant curvature metric gconst so that idMζ

∶ (Mζ , g) → (Mζ , gconst)
is a
√
C/2-bilipschitz equivalence. By Mostow Rigidity, there is then a number c > 0 and

a diffeomorphism ϕ homotopic to the identity so that ϕ∗gconst = c2g0. Define ĝ ∶= ϕ∗g.
Then idMζ

∶ (Mζ , ĝ) → (Mζ , c
2g0) is a √C/2-bilipschitz equivalence. Denote by γ0 the

core geodesic of the distinguished Margulis tube of the Dehn filled hyperbolic manifold(Mζ , g0). Note that γ0 also is the core geodesic for (Mζ , g). As a consequence, γ ∶=
ϕ−1(γ0) is the unique ĝ-geodesic in its free homotopy class. Moreover, γ and γ0 are freely
homotopic since ϕ ≃ id. Therefore,

Cℓg0(γ0) ≤ ℓg(γ0) (by the construction of g)= ℓĝ(γ) (by the definition of ĝ and γ)≤ ℓĝ(γ0) (because γ is a ĝ-geodesic and γ ≃ γ0)
≤ 1

2

√
Cℓc2g0(γ0) (by the bilipschitz equivalence)

= 1

2
c
√
Cℓg0(γ0).
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Hence c ≥ 2√C. Similarly, we have

ℓg0(β) = ℓg(β) (by the first paragraph)

= ℓĝ(ϕ−1(β)) (by the definition of ĝ)
≥ 2√

C
ℓc2g0(ϕ−1(β)) (by the bilipschitz equivalence)

≥ 2c√
C
ℓg0(β). (because β is a g0-geodesic and ϕ

−1(β) ≃ β)
Thus c ≤ 1

2

√
C. This is a contradiction. □

It follows from the following lemma that the constructed manifolds satisfy the curva-
ture assumption ii) of Proposition 6.1.

Lemma 6.5. Let M be a closed 3-manifold, T a Margulis tube of M with core geodesic
γ, and λ ∈ (0,2). Assume that −1 − ε ≤ sec(M) ≤ −1 + ε for some ε ≤ 1

8λ, and that for
some m > 0 the metric is hyperbolic outside the region

{y ∈ T ∣m ≤ dist(y,Mthick) ≤ Rad − 1},
where Rad is the Radius of T . Then for some universal constant c > 0 it holds

∫
M

1

inj(y)2−λ ∣Ric(g) + 2g∣2(y)dvol(y) ≤ cD2
0ε

2∫ Rad−1
m

e−λ
2
r dr,

where D0 ∶= diam(∂T ) is the (intrinsic) diameter of ∂T .

Proof. For r ≥ 0 denote by T (r) the torus in the Margulis tube T all whose points have
distance r to ∂T . It follows from standard Jacobi field estimates that for some universal
constant c > 0 it holds

area(T (r)) ≤ ce−2(1−ε)rarea(∂T ) ≤ cD2
0e
−2(1−ε)r

for all r ∈ [0,Rad−1]. Similarly, a comparison argument shows that for all y ∈ T (r) with
r ∈ [0,Rad − 1] it holds

1

inj(y) ≤ ce(1+ε)r
for some universal constant c > 0 (see the proof of Corollary 7.7 for more details). Thus

∫
T (r)

1

inj(y)2−λ dvol2(y) ≤ cD2
0e
((2−λ)(1+ε)−2(1−ε))r

for all r ∈ [0,Rad − 1]. Note that (2 − λ)(1 + ε) − 2(1 − ε) = ε(4 − λ) − λ ≤ −1
2λ since

by assumption ε ≤ 1
8λ. Therefore, the desired estimate follows from the fact that the

curvature assumption sec(M) ∈ [−1 − ε,−1 + ε] implies ∣Ric(g) + 2g∣2 ≤ 3(2ε)2. □
We quickly review the construction of the counterexamples constructed in this section

and point out what should be taken away from these examples. We started with a hy-
perbolic metric. The new metric was defined by slowly changing the conformal structure
on the horotori (quotients of horospheres). But this change only started deep in the thin
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part of the manifold. More precisely, the change of the conformal structure only starts
at horotori that have distance at least m to Mthick, where for some arbitrary constant
λ ∈ (0,2), the number m > 0 was chosen so large that D2

0 ∫ ∞m e−λ
2
rdr ≤ 1, where D0 is

the (intrinsic) diameter of the boundary of the filled Margulis tube T . In particular, the
change of the conformal structure only occours on tori T (r) whose diameter is bounded
by some universal constant. Here T (r) ∶= {y ∈ T ∣d(y, ∂T ) = r}. Indeed, for r ≥ m it
holds

diam(T (r)) ≤diam(T (m)) (monotonicity)
≤ cD0e

−m (the metric is hyperbolic up to T (m))
≤ cD2

0 ∫ ∞
m

e−r dr (diam(∂T ) ≥ inj(∂T ) = µ)
≤ cD2

0 ∫ ∞
m

e− 1
2
λr dr (λ < 2)

≤ c (definition of m),
where c > 0 is a universal constant, and µ is a Margulis constant. With the terminology
of Section 7 we can express this by saying that the change of the conformal structure
only happens in the small part of the Margulis tube.

These geometric facts (which however are inherent to dimension 3, see [Gro78]) prevent
the establishment of the C0-estimate required in the proof of Theorem 5.1, and this
problem can not be resolved by enriching the hybrid norms ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0 with weighted
L2-norms whose weight involves inj(y).

Our second main result Theorem 2 overcomes this difficulty by constructing new hy-
brid Banach spaces and imposing stronger geometric control in the thin part of a neg-
atively curved 3-manifold M . This is done in two steps. In a first step, carried out in
Section 7, we locate the region in the thin part ofM for which we can obtain C0-estimates
sufficient for our goal with a direct adaptation of the proof of Theorem 5.1. In a second
step, we control its complement, which we call the small part of the manifold, with an
ODE-Ansatz motivated by the work [Bam12].

7. The thin but not small part of a negatively curved 3-manifold

In the proof of Theorem 5.1, the assumption on a lower bound for the injectivity radius
was used to establish a C0-estimate for a symmetric (0,2)-tensor field h from knowledge
of L(h). The examples in Section 6 show that without such a bound, we can not expect
that such an a priori estimate holds true.

In the remainder of this section, M denotes a finite volume Riemannian 3-manifold of
sectional curvature in [−4,−1/4], with universal cover M̃ . We know that each cusp is
diffeomorphic to T 2×[0,∞) where T 2 is the 2-torus. This is true since by Convention 2.3
we assume thatM is orientable. In Section 7.1 we introduce a regionMsmall inM , called
small part ofM , and we establish some of its basic properties. We show in Section 7.2 that
if M satisfies the hypothesis on the curvature stated in Theorem 5.1, then in M ∖Msmall,
a modified version of such a C0-estimate holds true in spite of the fact that the injectivity
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radius may be arbitrarily small. The proof rests on a counting result for preimages in M̃
of points in M −Msmall which is proved in Section 7.3.

7.1. The small part of M . Choose once and for all a Margulis constant µ ≤ 1 for
3-manifolds M with curvature in the interval [−4,−1/4]. This constant determines the
thin part

Mthin = {x ∈M ∣ inj(x) < µ}
of M . For a number χ ≤ µ let M<χ ⊂ Mthin be the set of all points x with inj(x) < χ.
The set Mthin is a disjoint union of cusps and Margulis tubes, where a Margulis tube is
a tubular neighborhood of a closed geodesic of length smaller than 2µ.

From now on, we shall only consider Margulis tubes of radius r ≥ 3, where the radius
means the distance between the core curve of the tube and the boundary, determined
by the constant µ. Comparison shows that this only excludes tubes whose core curves
have length bounded from below by a fixed positive constant. In other words, tubes of
radius at most three can be thought of belonging to the thick part of M for a properly
adjusted Margulis constant.

Consider a Margulis tube T of M and let γ be its core geodesic. For r > 0 denote by

T (r) ∶= {x ∈M ∣d(x, γ) = r}
the torus of distance r to γ. The small part of the Margulis tube T is

Tsmall ∶= {x ∈ T ∣d(x, γ) ≤ 2 or diam(T (rγ(x))) ≤D},
where rγ = d(⋅, γ), the diameter is with respect to the intrinsic metric on the torus, and
D > 0 is a universal constant which will be determined later.

The small part Csmall of a rank 2 cusp C is defined similarly. The only difference is
that we have to consider Busemann functions (instead of rγ(⋅)) to define the level tori
T (r). Fix a rank 2 cusp C, and let ξ ∈ ∂∞M̃ be a point corresponding to C. Choose
a Busemann function bξ ∶ M̃ → R associated to ξ (see [BGS85] for more information on
Busemann functions). This induces a Busemann function b̄ξ ∶ C → R. For r ∈ R we define
T (r) ∶= {x ∈ C ∣ b̄ξ(x) = r}. As in the case of a tube, we define the small part of the cusp
C to be

Csmall ∶= ⋃
r
{T (r) ∣ diam(T (r)) ≤D},

where D is the same universal constant as before that will be determined later, and the
diameter is the intrinsic diameter.

Finally, the small part Msmall of the manifold M is the union

Msmall ∶= ⋃
T

Tsmall ∪⋃
C

Csmall,

where T ranges over all Margulis tubes T of radius at least 3 and C ranges over all rank
2 cusps of M .

Remark 7.1. Although the definition of the small part of a negatively curved manifold
makes sense in all dimensions, it follows from [Gro78] that the small part of a closed
negatively curved manifold M of dimension n ≥ 4 is the union of tubular neighborhoods
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of short geodesics of uniformly bounded radius. The fact that this is not true in dimension
3 (see Section 6) is the main reason for introducing the small part of a negatively curved
3-manifold.

Remark 7.2. Since we use intrinsic diameters for the definition of the small part of M ,
standard Jacobi field estimates show that the small part of a Margulis tube or cusp is a
connected subset of the tube or cusp.

Remark 7.3. If M is non-orientable, we define Msmall ∶= π(M̂small), where π ∶ M̂ →M
is the orientation cover of M .

Choose

D <min{µ,1/4}
sufficiently small so that the one-neighborhood of the D-thin part MD is contained in
the µ/2-thin partM<µ/2 ofM . Using comparison of Jacobi fields, one observes that such
a constant D only depends on the choice of µ and the curvature bounds.

Lemma 7.4. Msmall ⊂M<D and hence if x ∈Msmall, then the torus T (r) containing x is
a C1-submanifold of M contained in int(Mthin) whose distance to Mthick is at least µ/2.
Proof. Let x ∈ Msmall be arbitrary. We only present the case that x is contained in a
Margulis tube T , the case of a cusp being similar.

Let γ denote the core geodesic of T . We first consider the case that rγ(x) = d(x, γ) ≤ 2.
As we only consider Margulis tubes of radius at least three, the distance of x to Mthick

is at least 1 > µ/2.
So we may assume r ∶= rγ(x) > 2. By the definition of Msmall, the diameter of the

distance torus T (r) containing x is at most D. Let α ⊆ T (r) be a shortest closed geodesic
for the induced metric on T (r) which is not contractible as a curve in T (r). The length
of α is at most 2D. If α is contractible in M , then α is a meridian in T (r). Thus
comparison of Jacobi fields shows that the length of α is at least 4π sinh(r/2). As r > 2
and D ≤ 1

4 , this length is at least 4π sinh(1) > 1 > 2D, which is a contradiction.
As a consequence, α is not contractible in M and hence defines an essential loop in M

of length at most 2D. But then x is contained in the D-thin part of M and hence the
D-neighborhood of x (which contains T (r)) is contained in the µ/2-thin part of M by
the choice of D. In particular, T (r) is the projection to M of the level set of a function
in the universal covering M̃ of M which either is the distance function to a geodesic line
or a Busemann function. Such functions are known to be of class C1 and non-singular
away from their minimum [BGS85]. This completes the proof. □

7.2. The C0-estimate. The main reason for introducing the small part of M is that
for points in Mthin ∖Msmall, we can prove a C0-estimate which is weaker than the esti-
mate established in the proof of Theorem 5.1 but sufficient for an analogous conclusion.
To obtain C0-estimates for points in Msmall, we shall use an ODE-Ansatz inspired by
[Bam12] (see Section 9.3 for more details). As before, L denotes the elliptic differential
operator given by Lh = 1

2∆Lh + 2h.
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Proposition 7.5. For all α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2), and b > 1 there exist ε0 = ε0(δ, b) > 0
and C = C(α,Λ, δ, b) > 0 with the following property. Let M be a Riemannian 3-manifold
of finite volume so that

∣ sec+1∣ ≤ ε0 and ∣∣∇Ric∣∣C0(M) ≤ Λ.
Then for all h ∈ C2(Sym2(T ∗M)) ∩H2(M) and x ∈Mthin ∖Msmall it holds

∣h∣(x) ≤ C ⎛⎝∣∣Lh∣∣C0(M) + e b
2
d(x,Mthick) (∫

M
e−(2−δ)rx(y)∣Lh∣2(y)dvol(y)) 1

2⎞⎠ .
The estimate in Proposition 7.5 motivates the definition of the norm ∣∣ ⋅ ∣∣0,λ that will

be introduced in Section 9.2. The proof of Proposition 7.5 is based on a counting result
for the number of preimages of points in M ∖Msmall in the universal covering M̃ of M
contained in a ball in M̃ of fixed size which is the main result of Section 7.3. We denote
by Nr(M ∖Msmall) (r > 0) the r-neighborhood of M ∖Msmall.

Proposition 7.6 (Counting preimages). There is a constant C > 0 so that for every

x ∈M<D ∩N1/4(M ∖Msmall) and every lift x̃ ∈ M̃ it holds

#(π−1(x) ∩B(x̃,D)) ≤ C 1

inj(x) ,
where π ∶ M̃ →M is the universal covering projection.

The complete proof of Proposition 7.6 is is a bit technical. For this reason we postpone
it to Section 7.3. However, in the special case that sec ≡ −1 in Mthin, the proof is very
simple and it already contains the core ideas for the general case. Moreover, this special
case is sufficient for our applications to drilling and filling, and effective hyperbolization.

Proof of Proposition 7.6 when the thin part is hyperbolic. Fix some x0 ∈M<µ′∩N1/4(M∖
Msmall), and denote by T ∶= T (r(x0)) the distance torus or horotorus containing x0.
Since the intrinsic geometry of T is uniformly bilipschitz to its extrinsic geometry (see
Proposition 7.8 for a detailed formulation), it suffices to show

#(π−1T (x0) ∩B(x̃0,D)) ≤ C 1

inj(T ) ,
where πT ∶ R2 → T is the universal covering projection of T , and B(x̃0,D) ⊆ R2.

Since radial projections are uniformly Lipschitz (see Proposition 7.8), it follows from
the definition of the small part of M that diam(T ) ≥D′ for some universal constant D′.
Note that T is a flat torus since sec ≡ −1 in Mthin. Thus by a simple volume counting
argument for balls in R2, it suffices to assume that inj(T ) ≤ 1

2D
′.

By the results of Section 2.24 in [GHL04], there is a fundamental region {tv1+sv2 ∣ s, t ∈[0,1]} ⊆ R2 for T with

∣v1∣ = 2inj(T ) and θ ∶= ∡(v1, v2) ∈ [π
3
,
2π

3
] .
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Clearly D′ ≤ diam(T ) ≤ 1
2
(∣v1∣ + ∣v2∣), and thus ∣v2∣ ≥ D′ since we assume inj(T ) ≤ 1

2D
′.

For any x̃ ∈ π−1T (x0) consider
Rx̃ ∶= x̃ + {tv1 + s v2∣v2∣ ∣ t ∈ [0,1/2], s ∈ [0,D′/2]} ,

and note that they are pairwise disjoint. All of them have area

area(Rx̃) = sin(θ) ∣v1∣
2

D′
2
≥ √3D′

4
inj(T ).

Also ⋃x̃∈B(x̃0,D)Rx̃ ⊆ B(x̃0,D + 2D′) since diam(Rx̃) ≤ 1
2
(∣v1∣ +D′) < 2D′. As the setsRx̃ are pairwise disjoint, volume counting implies

#(π−1T (x0) ∩B(x̃0,D)) ≤ area(B(x̃0,D + 2D′))
area(R) ≤ C

inj(T ) .
This completes the proof of the special case. □

In order to deduce Proposition 7.5 from Proposition 7.6 we have to replace 1
inj(x) by a

function that is easier to control.

Corollary 7.7. There is a universal constant C > 0 with the following property. Let M
be a Riemannian 3-manifold with

−b2 ≤ secM ≤ −1/4
for some 1 ≤ b ≤ 2. Then for all x ∈ N1/4(M ∖Msmall) and every lift x̃ of x to M̃ , it holds

#(π−1(x) ∩B(x̃,D)) ≤ Cebd(x,Mthick).
The proof of Corollary 7.7 is also contained in Section 7.3. We now show how Corol-

lary 7.7 can be used to prove Proposition 7.5.

Proof of Proposition 7.5. Abbreviate f ∶= Lh. It holds Lh̃ = f̃ in the universal cover. By
the argument which led to (4.9), we have

∣h̃∣(x̃) ≤ C(∣∣h̃∣∣L2(B(x̃,D/2)) + ∣∣f̃ ∣∣C0(M̃)) (7.1)

for a constant C = C(n,α,Λ). Therefore, it suffices to bound ∣∣h̃∣∣L2(B(x̃,D/2)). To this
end, we invoke the following basic claim, which states that an integral in the universal
cover can be estimated by a weighted integral in the manifold when the weight is an
upper bound for the number of preimages.

Claim. Let x ∈M and ρ ∶M → R be a function so that

# (π−1(y) ∩B(ỹ,D)) ≤ ρ(y)
holds for all y ∈ B(x,D/2) ⊆M . Let u ∶M → R≥0 be a non-negative integrable function
and denote by ũ ∶= u ○ π its lift to the universal cover. Then we have

∫
B(x̃,D/2) ũ(ỹ)dvolg̃(ỹ) ≤ ∫B(x,D/2) ρ(y)u(y)dvolg(y).

93



URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

Proof of the claim. By the triangle inequality, if ỹ ∈ B(x̃,D/2) thenB(x̃,D/2) ⊆ B(ỹ,D).
Thus by assumption, a point y ∈ B(x,D/2) has at most ρ(y) preimages in B(x̃,D/2).
Hence the claim holds true for the indicator function u = χU of a small open subset
U ⊆ B(x,D/2). By linearity and monotonicity the result follows for all non-negative
simple functions. A standard approximation argument completes the proof. □

For ε0 = ε0(b) > 0 small enough, ∣ sec+1∣ ≤ ε0 implies −b2 ≤ sec ≤ −1/4. Hence
Corollary 7.7 shows that for any x ∈M ∖Msmall the function ρ(y) = Cebd(y,Mthick) satisfies
the assumption of the claim. Thus

∫
B(x̃,D/2) ∣h̃∣2(ỹ)dvolg̃(ỹ) ≤ C ∫B(x,D/2) ebd(y,Mthick)∣h∣2(y)dvolg(y).

As d(y,Mthick) ≤ d(x,Mthick) +D/2 for y ∈ B(x,D/2),
∫
B(x̃,D/2) ∣h̃∣2(ỹ)dvolg̃(ỹ) ≤ CebD/2ebd(x,Mthick)∫

B(x,D/2) ∣h∣2(y)dvolg(y). (7.2)

Moreover,

∫
B(x,D/2) ∣h∣2(y)dvolg(y) ≤ eD ∫B(x,D/2) e−(2−δ)rx(y)∣h∣2(y)dvolg(y). (7.3)

By Remark 4.5 the integral estimate (4.8) from the proof of Proposition 4.3 is still valid.
In particular, for ε0 = ε0(δ) > 0 small enough it holds

∫
M
e−(2−δ)rx(y)∣h∣2(y)dvolg(y) ≤ C ∫

M
e−(2−δ)rx(y)∣f ∣2(y)dvolg(y) (7.4)

for a constant C = C(δ). Combining (7.1)-(7.4) yields the desired estimate. □

7.3. Counting preimages. This subsection is concerned with the proof of Proposi-
tion 7.6. Before we come to the more technical details, we begin with a short overview
of the proof. Let x ∈ M<µ′ ∩ N1/4(M ∖Msmall) and let as before inj(x) be the injec-
tivity radius of M at x. There is a geodesic loop of length at most 2inj(x) based at
x. This loop can be homotoped with fixed endpoints to a loop c1 lying entirely in the
distance torus containing x of controlled comparable length. Using the assumption that
x ∈ N1/4(M ∖Msmall), we then show that any closed curve on the torus whose homotopy
class is not a multiple of the class of c1 has length at least ℓ where ℓ > 0 is a fixed constant.
Namely, we show that otherwise the torus has a small diameter, contradicting that x is
contained in a small neighbourhood of M ∖Msmall. Therefore, in the universal cover of
the torus, a preimage x̃ of x either lies on the lift c̃1 of c1 through x̃, or it has distance
at least ℓ from x̃. A volume counting argument then completes the proof.

The main step in the implementation of this argument lies in obtaining sufficient
geometric control on the tori so that the volume counting argument used in the case
when the thin part is hyperbolic can be applied. The following proposition summarizes
geometric properties of distance tubes and horospheres in simply connected manifolds of
pinched negative curvature which are used in the proof of Proposition 7.6. Note that
although a priori Busemann functions are only of class C2, the Gauÿ equations show that
their sectional curvature is defined and continuous.
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Proposition 7.8. For every n ≥ 2 there exists numbers A = A(n) ≥ 1 and B = B(n) > 0
such that for any simply connected complete n-manifold M̃ of curvature secM̃ ⊆ [−4,−1/4]
the following holds true. Let γ̃ ⊆ M̃ be a geodesic.

i) For r ≥ 3/4, the sectional curvature of the level sets

{d(γ̃, ⋅) = r}
with respect to the induced metric is contained in [−A2,A2], and the injectivity
radius is at least B.

ii) For r ≥ 3/4, the radial projection

{r − 1/4 ≤ d(γ̃, ⋅) ≤ r + 1/4} → {d(γ̃, ⋅) = r}
is A-Lipschitz.

iii) For points x, y on distance level sets {d(γ̃, ⋅) = r} (r ≥ 3/4) in M̃ , the distance
between x, y with respect to the intrinsic metric on the level set is at most AdM̃(x, y)
provided that dM̃(x, y) ≤ 1/4.

Analogous properties also hold true for horospheres in M̃ , with the same constants A >
1,B > 0.
Proof of Proposition 7.8. We sketch an argument for the first part of the proposition
and refer to [Esc87] and [HIH77] for more information about the remaining parts.

In simply connected manifolds of constant sectional curvature κ < 0, the distance
cylinders of distance r about geodesics have principal curvatures

√−κ tanh(√−κr) and√−κ coth(√−κr). By standard comparison results for solutions of the Riccati equation,
the principal curvatures λ of the distance tori in M are bounded by the maximal resp.
minimal principal curvatures of the distance tori in the spaces of constant curvature −4
resp. −1/4. Thus 1

2 tanh (12r) ≤ λ ≤ 2 coth(2r).
There is a constant c > 1 so that 1

c ≤ 1
2 tanh (12r) ,2 coth(2r) ≤ c for all r ≥ 1. So the

principal curvatures λ of the distance tori in M are contained in [1/c, c]. Thus there are
uniform bounds for the shape operator of the level sets, and since the curvature of the
ambient manifold is contained in [−4,−1/4] by assumption, the curvature of the level sets
is uniformly bounded by the Gauÿ equations (see Chapter 6 of [dC92]). This completes
the proof of the curvature control stated in the proposition.
To establish a uniform lower bound on the injectivity radius of the level sets Z ={d(γ̃, ⋅) = r} (r ≥ 3/4), note first that for δ ≤ 1/4, the ball BZ(x̃, δ) of radius δ about a

point x̃ ∈ Z for the intrinsic metric contains the radial projection of the intersection with
Z of the ball B(x̃, δ/A) of radius δ/A in M̃ about x̃ (this uses ii)). This implies that
B(x̃, δ/A) is contained in the preimage of BZ(x̃, δ) under the restriction of the radial
projection to the 1/4-neighborhood of Z in M̃ .

Since the radial projections are uniformly Lipschitz continuous, Fubini's theorem im-
plies that the volume of BZ(x̃, δ) is bounded from below by C0vol(B(x̃, δ/A)), and the
latter is bounded from below by C1(δ/A)n where C0,C1 only depend on the curvature
bounds of M̃ .
As a consequence, for δ = 1/4 fixed, the volume of BZ(x̃,1/4) is bounded from below

by a universal constant not depending on x̃ or Z. Since the sectional curvature of the
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distance hypersurface Z is bounded from above by a universal constant, this implies that
its injectivity radius is bounded from below by a universal constant B > 0 by a result of
Cheeger, Gromov and Taylor (see [CGT82, Theorem 4.7]).
All remaining statements follow in a similar way, and their proofs will be omitted. □

Proof of Proposition 7.6. Step 1 (Large injectivity radius): Due to the definition of
D ≤ 1/2, the ball of radius 1 about a point in M≤µ′ is contained in Mthin. Therefore, it
suffices to consider the covering M̂ = M̃/Γ of M where Γ is the fundamental group of
the component of Mthin containing x.

Let A = A(3) > 1 and B = B(3) > 0 be as in Proposition 7.8. Assume without
loss of generality that B < D/2A where D > 0 is as in the definition of Msmall. If the
injectivity radius inj(x) of M at x is at least B/8A, then the ball of radius B/8A about
x is diffeomorphic to a ball of the same radius about a preimage x̃ of x in M̃ . By the
curvature bounds, the volume of this ball is bounded from below by a universal positive
constant c0 > 0. Similarly, the volume of the ball B(x̃,2D) is bounded from above by a
universal constant c1 > 0. As the balls of radius B/8A < D about the preimages of x in
B(x̃,D) are pairwise disjoint and contained in B(x̃,2D), the number of preimages of x
contained in B(x̃, µ′) is at most c1/c0. Thus in the sequel we may always assume that
inj(x) < B/8A.

Let x ∈M<B/8A∩N1/4(M ∖Msmall), choose a lift x̂ of x to M̂ and let x̃ ∈ M̃ be a lift of

x̂. Let T be the distance torus of M̂ containing x̂. There exists a geodesic loop σ based
at x̂ with ℓ(σ) = 2inj(x).

By the definition of Msmall, the distance of x̂ to the core geodesic is at least 3/4. Thus
by Proposition 7.8, there is a curve c1 lying entirely in T that is homotopic to σ relative
endpoints and that satisfies ℓ(c1) ≤ Aℓ(σ) < B/4. It follows from the definition of σ that
the curve c1 is not contractible in T .
Assume without loss of generality that c1 ⊆ T is the shortest essential based loop at x̂.

Then c1 is simple, that is, c1 does not have self-intersections, and it is a geodesic with
at most one breakpoint at x̂. Cut T open along c1 and let Z be the resulting metric
cylinder. Let ∂0Z,∂1Z be the two distinct boundary components of Z.
Step 2 (Loops independent from c1 are long): The distance d ∶= dZ(∂0Z,∂1Z)

can be realized by an embedded arc c2 ⊆ Z connecting ∂0Z to ∂1Z. Concatenation of c2
with a subarc of c1 gives a closed essential curve c2′ ⊆ T of length ℓ(c2′) ≤ d + ℓ(c1)/2 <
d +B/4.

By Proposition 7.8, since T ⊆ N1/4(M −Msmall), the diameter of T with respect to the
intrinsic metric is at least D/A > 2B. We use this to show that d ≥ B/4. To this end we
argue by contradiction and we assume otherwise. Let γ1 ⊆ T be the closed geodesic of
minimal length in the free homotopy class of c1. Its length ℓ(γ1) is at most ℓ(c1) < B/4.

Cut T along γ1 and denote the resulting cylinder by Z ′. The connected components
of c2′ ∖ (γ1 ∩ c2′) lift to arcs in Z ′ whose endpoints lie on the one of the boundary
components ∂0Z ′ or ∂1Z ′ of Z ′. At least one of these lifts must connect ∂0Z ′ and ∂1Z ′.
Namely, otherwise c2′ is freely homotopic to a multiple of γ1, which contradicts that
c1, c2′ intersect in a single point. This implies that dZ′(∂0Z ′, ∂1Z ′) ≤ ℓ(c2′) < B/2.
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Let τ be a minimal geodesic in Z ′ from ∂0Z ′ to ∂1Z ′. Since γ1 is a periodic geodesic,
τ intersects ∂0Z ′ and ∂1Z ′ perpendicularly. Cutting Z ′ open along τ , we see that T has
a rectangular fundamental region R in the universal covering T̃ of T with geodesic sides
of side lengths ℓ(γ1) < B/4 and ℓ(τ) < B/2, intersecting each other perpendicularly.

If v ∈ T̃ is a vertex of R, then any point in the boundary ∂R of R is of distance smaller
than 3B/4 to v. As a consequence, ∂R is a Jordan curve embedded in the ball of radius
B about v. Since the injectivity radius of T̃ is at least B, this ball is diffeomorphic to a
disk in R2. Then ∂R encloses a compact disk embedded in this ball. On the other hand,
since T̃ is diffeomorphic to R2, the disk R is the unique disk in T̃ bounded by ∂R. HenceR is contained in the open disk of radius B about v which yields that the diameter of R
is smaller than 2B. Consequently the diameter of T is smaller than 2B < D/A which is
a contradiction to the assumption that x ∈ N1/4(M −Msmall).
Step 3 (Counting argument): The main idea in this step is the following. By

the result of Step 2, all preimages of x̂ in the universal covering πT ∶ T̃ → T of the
distance torus T that are contained in a ball of radius r ≤ B/4 come from the action of[c1] ∈ π1(T, x̂), and thus a volume counting argument (similar to the proof of the special
case) should complete the proof.
We now make this more precise. Since the deck group of T̃ is isomorphic to Z2 and

acts freely and isometrically, the union of all lifts of the simple geodesic loop c1 from Step
2 above form a π1(T, x̂)-invariant countable collection L of disjoint piecewise geodesic
lines in T̃ = R2. By Step 2, the distance for the metric on T̃ between any two of these
lines is at least B/4. Furthermore, these lines contain all preimages of x̂ in T̃ .

Now if c1 is smooth, that is, if c1 does not have a breakpoint at x̂, then the lines in L
are biinfinite geodesics. Since the injectivity radius of T̃ is at least B, this implies that
the number of preimages of x̂ which are contained in the ball of radius B/4 about a fixed
preimage is at most B/4ℓ(c1). As ℓ(c1) ≥ 2inj(x), we conclude that this number is at
most B/4 inj(x), completing the proof of the proposition in this case (note that by the
same argument as in Step 1, bounds on the number of preimages in a ball of radius B/4
implies bounds on the number of preimages in a ball of radius D).

In general, we can not hope that c1 is smooth. We use instead a volume counting
argument. Namely, the lines in the family L divide T̃ in a union of disjoint strips with
boundary in L. Let α be a minimal geodesic connecting two adjacent lines L1, L2 fromL. This is an embedded geodesic arc embedded in one of the strips, say the strip S,
with endpoints on the two distinct boundary lines L1, L2. The infinite cyclic subgroup
of π1(T, x̂) which is generated by the class φ of c1 preserves the lines in L and the strip
S, and its maps α to a geodesic φ(α) disjoint from α. Namely, if they did intersect, they
intersect transversely, and thus an elementary variational argument yields that one can
find a curve connecting L1 to L2 of strictly shorter length than α. This contradicts the
minimality of α. As a consequence, the subsegments ai of Li connecting the endpoints
of α and φ(α) bound together with α and φ(α) a rectangular region R in T̃ which is a
fundamental domain for the action of the deck group of T .
As we assume that L1, L2 are not smooth, each of the lines L1, L2 contains countably

many breakpoints of the same breaking angle. For an orientation of T̃ and the induced
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orientation of L1, L2 as oriented boundary of S, for one of the boundary lines, say the line
L1, all internal angles at the breakpoints are strictly bigger than π. In other words, L1

is a locally concave boundary component of S. Since α and φ(α) are minimal geodesics
connecting L1 to L2, either they meet L1 at a singular point of L1 and the arc a1 does
not contain a singular point in its interior, or they meet L1 orthogonally at a smooth
point, and a1 contains a unique singular point in its interior. In case α and φ(α) meet
L1 at a singular point, the angle they form with the smooth subsegments of a1 exiting
the breakpoint is at least π/2.
We shall show that the fundamental region R contains embedded rectangles of width

at least ℓ(c1)/2 and height B/4. We only consider the case that α and φ(α) meet L1 at
a smooth point, the other case being similar (even a bit easier). Throughout we use the
fact that since the injectivity radius of T̃ is at least B (and since B <D/2A < π/2A) the
convexity radius is at least B/2 (see [CE08, Theorem 5.14]). In particular, this implies
the following. Let p ∈ T̃ , β1, β2 be two geodesics segments emanating from p whose
endpoints are connected by a geodesic segment c. If β1∪β2∪c ⊂ B(p,B/2) and if c meets
β1 orthogonally, then the interior angle at the endpoint of β2 of the triangle with sides
β1, β2, c is strictly smaller than π/2.

Recall from Step 1 that ℓ(a1) = ℓ(c1) < B/4. Let â1 ∶ [0, δ] → T̃ be a subsegment of
a1 of length at least ℓ(c1)/2 which connects the cone point â1(0) ∈ a1 ∩ π−1T (x̂) to the
endpoint â1(δ) = α ∩ L1 of a1. Let t → ν(t) be the unit normal field along â1 pointing
inside of the strip S. We claim that the restriction of the normal exponential map to the
set {sν(t) ∣ 0 ≤ s ≤ B/4,0 ≤ t ≤ δ} is an embedding into R.

First, observe that this is an embedding into the strip S. Indeed, if two distinct
orthogonal segments s→ exp(sν(t1)) and s→ exp(sν(t2)) (0 ≤ t1 < t2 ≤ δ) intersect in a
point p, then they are sides of a triangle with edge opposite to p is the arc â1∣[t1,t2]. This
triangle is contained in B(p,B/2) and has two right angles, contradicting convexity.

If the image intersects S−R, then since the arc {exp(sν(δ)) ∣ 0 ≤ s ≤ B/4} is contained
in the side α of R, the arc β ∶= {exp(sν(0)) ∣ 0 ≤ s ≤ B/4} has to intersect the geodesic
segment φ(α) in some point p (perhaps after replacing φ with φ−1). Thus we obtain
a triangle whose sides are the subarc of β connecting â1(0) to p, the subarc of ϕ(α)
connecting ϕ(α) ∩ L1 to p and the subarc of a1 connecting â1(0) to ϕ(α) ∩ L1 (see
Figure 1). This triangle is contained in B(p,B/2), and it has a right angle at ϕ(α) ∩L1

and an angle ≥ π/2 at x̃ since the interior angle at the breakpoint x̃ is strictly bigger
than π. As before, this violates convexity. This finishes the proof that restriction of the
normal exponential map to the set {sν(t) ∣ 0 ≤ s ≤ B/4,0 ≤ t ≤ δ} is an embedding intoR.

Using once more the lower bound on the injectivity radius of T̃ and the upper bound
on the Gauÿ curvature, we conclude from ℓ(â1) ≥ ℓ(c1)/2 that

area(exp{sν(t) ∣ 0 ≤ s ≤ B/4,0 ≤ t ≤ δ}) ≥ κℓ(c1),
where κ > 0 is a universal constant.

Since the images of the rectangle R under the action of the deck group of T have
pairwise disjoint interiors, we conclude that the area of the B/4-neighborhood of the ball
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ν(0)

â1 ã1

β

φ(α)α

a2

p

x̃ > π
2

Figure 1. The argument by contradiction showing that the image of the
normal exponential map is contained in R.

of radius B about any point z ∈ π−1T (x̂) is at least
#(π−1T (x̂) ∩BT̃ (z,B)) ⋅ κℓ(c1)

(here the notation BT̃ (x̃,B) makes is precise that we take a ball in T̃ ). On the other
hand, this area is bounded from above by a universal constant. Since moreover for any
x̃ ∈ π−1

M̂
(x̂) we have π−1M (x̂) ∩ BM̃(x̃,B/A) ⊆ π−1T (x̂) ∩ BT̃ (x̃,B) (note that this is an

abuse of notation since π−1
M̂
(T ) is an infinite cylinder if Γ is an infinite cyclic group of

hyperbolic isometries, that is, if the component of Mthin with fundamental group Γ is a
Margulis tube), and since 2ℓ(c1) ≥ inj(x), this shows that

#(π−1M (x̂) ∩BM̃(x̃,B/A)) ≤ κ′/inj(x).
Again, as in Step 1, estimates on the number of preimages in a ball of radius B/A implies
bounds on the number of preimages in a ball of radius D. This completes the proof. □

Corollary 7.7 is now an easy consequence of Proposition 7.6.

Proof of Corollary 7.7. It suffices to prove the estimate for those x ∈ N1/4(M ∖Msmall)
with injM(x) ≤ D. By Proposition 7.6 this follows if for those x it holds inj(x) ≥
Ce−bd(x,Mthick) for a universal constant C > 0.
Thus let x ∈ N1/4(M ∖Msmall) and let x∗ be the first point on the radial geodesic

through x that lies in ∂Mthick. Abbreviate R = d(x,x∗) = d(x,Mthick).
Let Γ be the fundamental group of the component ofMthin containing x. Consider the

intermediate cover M̂ ∶=M/Γ, and choose lifts x̂ and x̂∗ of x and x∗ with d(x̂, x̂∗) = R. It
holds injM̂(x̂) = injM(x) and injM̂(x̂∗) = injM(x∗). Let σ ⊂ M̂ be an essential based loop
at x̂ of minimal length. Radially project σ to a curve σ∗ based at x̂∗. Note that if x is
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contained in a Margulis tube, then x has distance at least 3/4 from the core geodesic due
to the definition of Msmall. Hence Jacobi field comparison shows ℓ(σ∗) ≤ CebRℓ(σ) for a
universal constant C. As injM̂(x̂∗) = injM(x∗) = µ, we have ℓ(σ∗) ≥ 2µ, where µ is the
chosen Margulis constant for manifolds with sectional curvature contained in [−4,−1/4].
Thus CebRℓ(σ) ≥ 2µ. The definition of σ, and the fact that injM̂(x̂) = injM(x), imply
CebRinjM(x) ≥ µ. Since R = d(x,Mthick), this completes the proof. □
7.4. Generalisations. In Section 9.4 we will prove a global C0-estimate in terms of a
new hybrid norm. For this we will need a slightly more general version of Proposition 7.5.
This is based on the following more general version of Proposition 7.6. Recall that for
r ≥ 0 we denote by Nr(M ∖Msmall) the r-neighbourhood of M ∖Msmall.

Lemma 7.9. For all R̄ ≥ 0 there exists a constant C(R̄) > 0 with the following property.

Let x ∈M≤µ′ ∩NR̄+1/4(M ∖Msmall), and if x is contained in a Margulis tube, assume in

addition that NR̄(M∖Msmall) is disjoint from the one-neighbourhood of the core geodesic.
Then it holds

#(π−1(x) ∩B(x̃,D)) ≤ C(R̄) 1

inj(x) ,
where π ∶ M̃ →M is the universal covering projection.

Proof. We quickly review the proof of Proposition 7.6. We choose the constants A and
B from Proposition 7.8, and we assumed without loss of generality that B < D

2A . The
reason for chosing D

A is the following. For all x ∈ N1/4(M ∖Msmall) the level torus T
containing x satisfies diam(T ) >D/A (see Step 2).
We now explain how to adjust the argument from the proof of Proposition 7.6. Stan-

dard Jacobi field estimates show that for any R̄ ≥ 0 there exists D̄(R̄) > 0 with the
following property. For any x as stated in Lemma 7.9 it holds diam(T ) > D̄(R̄) for
the level torus T containing x. Choose some B(R̄) < min{B(3), 12D̄(R)}. The proof of
Proposition 7.6 goes through without change when replacing B by B(R̄) (and A = A(3)
still given by Proposition 7.8). □

The next result is the generalisation of Proposition 7.5 that we need for the global
C0-estimate in Section 9.4. It follows from Lemma 7.9 analogous to how Proposition 7.5
followed from Proposition 7.6. We omit the details.

Lemma 7.10. For all α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2), b > 1, and R̄ ≥ 0 there exist ε0 =
ε0(δ, b) > 0 and C(R̄) = C(R̄, α,Λ, δ, b) > 0 with the following property. Let M be a
Riemannian 3-manifold of finite volume so that

∣ sec+1∣ ≤ ε0 and ∣∣∇Ric∣∣C0(M) ≤ Λ.
Let x ∈ NR̄(M ∖Msmall), and if x is contained in a Margulis tube, assume in addition
that NR̄(M ∖Msmall) is disjoint from the one-neighbourhood of the core geodesic. Then

for all h ∈ C2(Sym2(T ∗M)) ∩H2(M) it holds
∣h∣(x) ≤ C(R̄)⎛⎝∣∣Lh∣∣C0(M) + e b

2
d(x,Mthick) (∫

M
e−(2−δ)rx(y)∣Lh∣2(y)dvol(y)) 1

2⎞⎠ .
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8. Model metrics in tubes and cusps

The examples of Section 6 show that Theorem 1 no longer holds true without the
assumption of a uniform lower bound on the injectivity radius. At the end of Section 6
we pointed out that the counterexamples model a deformation of hyperbolic structures
on a fixed Margulis tube, obtained by slowly changing the conformal structure of the
tori T (r) contained in Msmall. The goal of this section is to formulate a geometric
condition for the tubes and cusps, controlled asymptotic hyperbolicity, which rules out
such examples. This section can be skipped by readers who are mainly interested in the
applications to drilling, filling and hyperbolization. For these applications, it suffices to
consider metrics which have constant curvature in the thin parts of the manifold.

Asymptotically hyperbolic metrics on non-compact manifolds have been widely studied
in the literature, however mainly in the context of manifolds with flaring ends. We refer
to [HQS12] for an overview of some related results.

In the sequel, η > 1 is a constant fixed once and for all. LetM be a complete Riemann-
ian 3-manifold of finite volume that satisfies the following curvature decay condition:

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Msmall) for all x ∈Msmall. (8.1)

Here R denotes the Riemann curvature endomorphism.
As before, we know that all cusps are diffeomorphic to T 2 × [0,∞) since by Conven-

tion 2.3 we assume thatM is orientable. We construct in this section a hyperbolic model
metric in the small part of cusps and the complements of the 1-neigbhborhood of the
core curves of the small part of tubes. These auxiliary metrics are used in Section 9.2 to
construct Banach spaces geared at controlling solutions of the equation L(h) = f in the
small part of M .

Let as before T 2 be a two-torus. Call a metric g on T 2 × I (where I is an interval) a
cusp metric if it is of the form

g = e−2rgFlat + dr2,
where gFlat is some flat metric on T 2 and r is the I-coordinate. Let T be a Margulis tube
and C a rank 2 cusp ofM . Note that Csmall ≅ T 2×[0,∞) and Tsmall∖N1(γ) ≅ T 2×[0,R−1],
where R is the radius of Tsmall, that is, the distance of the boundary of Tsmall to the core
curve of T , and ≅ stands for diffeomorphic. The given metric on M will in general not
be a cusp metric on these sets.

The following two statements are the main results of this section.

Proposition 8.1. For any η > 1 there exists ε0 = ε0(η) > 0 with the following property.
Let M be an Riemannian 3-manifold satisfying the curvature decay condition (8.1) and
let T be a Margulis tube of M with core geodesic γ. Then there exists a cusp metric gcusp
on Tsmall ∖N1(γ) so that for all x ∈ Tsmall ∖N1(γ) it holds

∣g − gcusp∣C2(x) = O(e−2rγ(x) + ε0e−ηr∂T (x)),
where r∂T (x) = d(x, ∂Tsmall), and rγ(x) = d(x, γ).

See Notation 2.2 for our convention of the O-notation. For cusps we have a slightly
better estimate.
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Proposition 8.2. For any η > 1 there exists ε0 = ε0(η) > 0 with the following property.
Let M be a Riemannian 3-manifold satisfying the curvature decay condition (8.1) and
let C be a rank 2 cusp of M . Then there exists a cusp metric gcusp on Csmall so that for
all x ∈ Csmall it holds ∣g − gcusp∣C2(x) = O(ε0e−ηr(x)),
where r(x) = d(x, ∂Csmall).

The remainder of this section is devoted to the proof for Proposition 8.1 and Propo-
sition 8.2. The main idea for the proof is to compare the Jacobi equation in M with
the one in the comparison space M̄ = H3. To do so we require the following stability
estimate for linear ODEs.

Lemma 8.3. Let A, Ā ∶ [0, T ] → End(Rn) and b, b̄ ∶ [0, T ] → Rn be continuous, and
assume that the following conditions are satisfied:

i) ∣∣A(t)∣∣op ≤ a and ∣∣Ā(t)∣∣op ≤ ā for all t ∈ [0, T ];
ii) ∣∣A(t) − Ā(t)∣∣op = O(εeη(t−T )) for some η > a − ā;
iii) ∣̄b(t)∣ = O(β̄eµ̄t) for some µ̄ >max{a, ā} and β̄ ≥ 0;
iv) ∣b(t) − b̄(t)∣ = O(βeµt) for some µ > a and β ≥ 0.
Then the solutions y, ȳ ∶ [0, T ] → Rn of the ODEs

y′(t) = A(t)y(t) + b(t) and ȳ′(t) = Ā(t)ȳ(t) + b̄(t)
with initial conditions y(0) = y0 and ȳ(0) = ȳ0 satisfy

∣ȳ(t) − y(t)∣ = O(∣ȳ0 − y0∣eat + ε∣ȳ0∣eāteη(t−T ) + εβ̄eµ̄teη(t−T ) + βeµt).
The same estimates hold for second order linear ODEs v′′(t) = R(t)v(t) if ȳ0 is replaced

by ∣v̄(0)∣ + ∣v̄′(0)∣ (similarly for ∣ȳ0 − y0∣), and a is replaced by max{1,maxt ∣∣R(t)∣∣op}
(similarly for ā). Indeed, substituting y = (v, v′) the second order ODE is equivalent to

y′(t) = ( 0 idRn

R(t) 0
) y(t) and y(0) = (v(0), v′(0)),

and it holds

∣∣( 0 idRn

R(t) 0
)∣∣

op

=max{1, ∣∣R(t)∣∣op}.
Proof. Consider a linear ODE

χ′(t) = Σ(t)χ(t) + ξ(t),
and assume

max
t
∣∣Σ(t)∣∣op ≤ σ and ∣ξ(t)∣ ≤ ∑

i

κie
λit for some λi > σ and κi ≥ 0.

Then it holds ∣χ(t)∣ ≤ ∣χ(0)∣eσt +∑
i

(λi − σ)−1κieλit. (8.2)

Indeed, this is a straightforward consequence of inequality (4.9) on page 56 of [Har82].
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Compute

(ȳ − y)′(t) = A(t)(ȳ − y)(t) + (Ā −A)(t)ȳ(t) + (b̄ − b)(t).
As µ̄ > ā we may apply (8.2) to ȳ′ = Āȳ + b̄ to obtain ∣ȳ∣(t) = (∣ȳ0∣eāt + β̄eµ̄t). Hence∣(Ā−A)ȳ∣(t) = O(ε∣ȳ0∣eāteη(t−T )+εβ̄eµ̄teη(t−T )) due to condition ii). Since ā+η, µ̄+η,µ > a
we can apply (8.2) to the ODE satisfied by ȳ − y. Therefore,

∣ȳ − y∣(t) = O(∣ȳ0 − y0∣eat + ε∣ȳ0∣eāteη(t−T ) + εβ̄eµ̄teη(t−T ) + βeµt).
This completes the proof. □

We now come to the construction of gcusp on Tsmall ∖N1(γ). As an intermediate step
we first construct another metric gtube on Tsmall.

Let γ be the core curve of T and let γ̃ ⊆ M̃ be a lift of γ. Denote by φ ∶ M̃ → M̃ the
deck transformation corresponding to [γ] ∈ π1(M) which preserves γ̃ and acts on it as a
translation. To the element φ we associate its translation length which is the length of
γ, and the rotation angle, defined by parallel transport of the orthogonal complement of
γ′ in TM ∣γ. Let β ⊆ H3 be a geodesic, and let ψ ∶ H3 → H3 be an orientation preserving
loxodromic isometry, with axis β and the same translation length and the same rotation
angle as φ.

Define M̂ ∶= M̃/⟨φ⟩ and Ĥ3 ∶= H3/⟨ψ⟩. Using the normal exponential maps for γ̃ in

M̃ and for β in H3, we see that there is a diffeomorphism M̂ ⊇ NR(γ̂) ≅Ð→ NR(β̂) ⊆
H3/⟨ψ⟩ of the full distance tori. The projection M̂ →M also induces a diffeomorphism

M̂ ⊇ NR(γ̂) ≅Ð→ NR(γ) ⊆ M when R is the radius of Tsmall because Tsmall ⊆ Mthin by
Lemma 7.4. Note that NR(γ) = Tsmall by the definition of the radius R of Tsmall. The
tube metric gtube on Tsmall is the pullback of the hyperbolic metric on NR(β̂) via the

diffeomorphism Tsmall
≅Ð→ NR(β̂) ⊆ Ĥ3.

The cusp metric gcusp on Tsmall ∖N1(γ) ≅ ∂Tsmall × [0,R − 1] is the metric

gcusp = e−2rgFlat + dr2,
where gFlat is the flat metric on ∂Tsmall induced by the tube metric gtube. One can easily
check by explicit calculations that

∣gtube − gcusp∣C2(x) = O(e−2rγ(x)) (8.3)

for all x ∈ Tsmall ∖N1(γ).
We next verify that gcusp has the properties stated in Proposition 8.1.

Proof of Proposition 8.1. By (8.3), it suffices to show that

∣g − gtube∣C2(x) = O(ε0e−ηr∂T (x)) (8.4)

for all x ∈ Tsmall ∖N1(γ). Let γ be the core geodesic of the tube T . It suffices to prove
the estimates in the universal cover. Let γ̃ ⊆ M̃ be a lift of γ. Choose parallel unit vector
fields ν1, ν2 along γ̃ so that γ̃′, ν1, ν2 is a positively oriented orthonormal frame along γ̃.
Define a map φ ∶ R ×R≥0 ×R→ M̃ by

φ(s, t, θ) ∶= expγ̃(s) (tνθ(s)),
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where νθ(s) ∶= cos(θ)ν1(s) + sin(θ)ν2(s). We think of φ as a 2-dimensional variation of
geodesics. The main idea is that the variational fields of φ solve Jacobi equations, and
so one can use Lemma 8.3 to compare the situation with the comparison space H3.
We fix some notation. Let V be a vector field along φ, i.e., a map V ∶ R×R≥0×R→ TM̃

so that π ○ V = φ. Denote by DtV the vector field whose value at (s0, t0, θ0) equals the
covariant derivative of V along the curve t→ φ(s0, t, θ0) at t = t0. The vector fields DsV
and DθV are defined analogously. For example, for t = 0 the vector DθV (s0,0, θ0) is just
the usual derivative of the curve θ → V (s0,0, θ) in Tγ̃(s0)M̃ . We will also write ()′ for
Dt.

Fix s0 and θ0, and consider the geodesic σ(t) = φ(s0, t, θ0) with σ(0) = γ̃(s0) and
σ′(0) = νθ0(s0). Let E1,E2,E3 be a parallel orthonormal frame along σ so that E1(0) =
γ̃′(s0), E2(t) = σ′(t), and E3(0) = ν⊥θ0(s0) ∶= − sin(θ0)ν1(s0) + cos(θ0)ν2(s0).

Let i be either the s- or the θ-coordinate. The restriction of the variational field
Ji ∶= ∂iφ to σ is a Jacobi field, that is, it solves the Jacobi equation

J ′′i (t) +R(t)Ji(t) = 0,
where R(t) = R( ⋅ , σ′(t))σ′(t) and J ′′i =DtDtJi.
We do the same set-up in the comparison space M̄ = H3. Using the orthonormal frames(Ei)3i=1 we can think of Ji resp. R as a curve resp. a family of symmetric matrices in

R3. Similarly, (Ēi)3i=1 can be used to think of J̄i resp. R̄ as a curve resp. a family of
symmetric matrices in R3. Hence it makes sense to write Ji(t) − J̄i(t) and R(t) − R̄(t).
The curvature decay condition (8.1) translates to (for t ∈ [0,R])

∣∣R(t) − R̄(t)∣∣op ≤ ε0eη(t−R),
where R is the radius of Tsmall, i.e., the distance of the core geodesic γ to ∂Tsmall. Observe
that ā ∶=max{1,maxt ∣∣R̄(t)∣∣op} = 1 and a ∶=max{1,maxt ∣∣R(t)∣∣op} ≤ 1+ε0. So condition
ii) of Lemma 8.3 is satisfied if ε0 < η.

Note that Ji and J̄i have the same initial conditions. Therefore, invoking Lemma 8.3
with β̄ = β = 0 yields (for t ∈ [0,R])

∣Ji(t) − J̄i(t)∣, ∣J ′i(t) − J̄ ′i(t)∣ = O(ε0eteη(t−R)). (8.5)

Note ∣J̄i∣(t), ∣J̄ ′i ∣(t) = O(et) due to (8.2), and by (8.5) the same holds for Ji.
Let j be either the s- or the θ-coordinate. Consider the variational fieldsDjJi restricted

to σ. A straightforward calculation shows that DjJi solves a inhomogeneous Jacobi
equation, that is, (DjJi)′′ +R(t)DjJi(t) = b(t)
for a vector field b along σ. In fact, one can show

b(t) = − (∇R)(Jj , σ′, Ji, σ′) − (∇R)(Ji, σ′, σ′, Jj)−R(J ′j , σ′)Ji − 2R(Jj , σ′)J ′i −R(Ji, J ′j)σ′ −R(Ji, σ′)J ′j .
The analogous statements hold in the comparison space. We again use the parallel
orthonormal frames (Ei)3i=1 and (Ēi)3i=1 to view DjJi, D̄j J̄i, b, and b̄ as curves in R3.

Then (8.1), (8.5) and the growth estimates ∣J(′)i ∣(t), ∣J̄(′)i ∣(t) = O(et) can be used to
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show ∣̄b(t)∣ = O(e2t) and ∣b(t) − b̄(t)∣ = O(ε0e2teη(t−R)). One also computes DjJi(0) = 0 =
D̄j J̄i(0), and ∣(DjJi)′(0)−(D̄j J̄i)′(0)∣ = O(e−ηR) by using the curvature decay condition
(8.1). Then one can again use Lemma 8.3 to obtain

∣DjJi(t) − D̄j J̄i(t)∣, ∣(DjJi)′(t) − (D̄j J̄i)′(t)∣ = O(ε0e2teη(t−R)). (8.6)

Again note that ∣D̄j J̄i∣(t), ∣(D̄j J̄i)′∣(t) = O(e2t) due to (8.2) and ∣̄b∣(t) = O(e2t). By (8.6)
the same estimate holds for DjJi.

Finally, let k be either the s- or θ-coordinate. Using arguments similar as for DjJi
(that is, inhomogeneous Jacobi equation, and Lemma 8.3) one can show

∣DkDjJi(t) − D̄kD̄j J̄i(t)∣, ∣(DkDjJi)′(t) − (D̄kD̄j J̄i)′(t)∣ = O(ε0e3teη(t−R)). (8.7)

The estimates (8.5), (8.6), and (8.7) imply the desired estimate on ∣g−gtube∣C2 in (8.4).
Indeed, for m > 0 define c ∶ {s, t, θ}m → N as c(i1, ..., im) ∶= #{u ∣ iu ≠ t}. Then it follows
from (8.5), (8.6), and (8.7) that

∣gij − ḡij ∣ = O(ε0ec(i,j)teη(t−R)) (8.8)

∣∂kgij − ∂kḡij ∣ = O(ε0ec(i,j,k)teη(t−R)) (8.9)

∣∂l∂kgij − ∂l∂kḡij ∣ = O(ε0ec(i,j,k,l)teη(t−R)) (8.10)

for all i, j, k, l ∈ {s, t, θ}. Note ḡ = cosh2(t)ds2 +dt2 + sinh2(t)dθ2, and so in particular the
matrix (ḡij) is diagonalised. So for any (0,m)-tensor T

∣T ∣2ḡ = ∑
i1,...,im

(Ti1...im)2(ḡi1i1)−1 ⋅ ... ⋅ (ḡimim)−1.
For t ≥ 1, cosh(t) and sinh(t) agree with et up to a uniform multiplicative constant.
So (ḡi1i1)−1 ⋅ ... ⋅ (ḡimim)−1 = O(e−2c(i1,...,im)t), and thus (8.8), (8.9), and (8.10) imply
(8.4). □

We now come to the sketch of proof for Proposition 8.2. This is a bit more involved
than the case of a tube. The main idea is to pull back the conformal structure of the
distance tori at infinity for the construction of the cusp metric and use the fact that up
to scale, a flat metric on T 2 is determined by the conformal structure it defines. To
produce a cusp metric that is close to the given metric, we establish an effective version
of the Uniformization Theorem.

The classical Uniformization Theorem states that for any Riemannian metric g on the
two torus T 2, there exists a flat metric ḡ on T 2 and a function ρ ∶ T 2 → R so that g = eρḡ.
The flat metric is unique only up to a multiplicative constant, and hence ρ is only defined
up to an additive constant. The following definition should be thought of as the choice
of a canonical flat metric in the conformal class of g.

Definition 8.4. Let g be a metric on T 2. The associated flat metric gFlat is the unique
flat metric conformal to g such that the corresponding function ρ satisfies

∫
T 2
ρdvolg = 0.
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We are now in a position to state the effective Uniformization Theorem. It says that
if the given metric is "almost" a flat metric, then ρ is small. Here the function ρ is
understood to define the associated flat metric.

Lemma 8.5. There exist constants δ0 > 0 and C > 0 with the following property. If g is
a metric on T 2 such that

diam(T 2, g) ≤ 1 and ∣ sec(g)∣ ≤ δ
for some δ ≤ δ0, then ∣ρ(x)∣ ≤ Cδ for all x ∈ T 2.

We postpone the proof of Lemma 8.5, and show next how to use Lemma 8.5 to obtain
Proposition 8.2.

Proof of Proposition 8.2. For each r ≥ 0 we denote by T (r) the torus in Csmall all of
whose points have distance r to ∂Csmall. For the moment fix r0 > 0. Note that by the
curvature decay condition (9.1) it holds ∣ sec+1∣, ∣∇R∣, ∣∇2R∣ ≤ ε0e−ηr0 for all points x that
lie further inside Csmall than T (r0). The results of [Shc83] show that under this condition,
a Busemann function associated to the rank 2 cusp C is of class C4, with controlled
norm of the derivatives, and the shape operator Hr0 of the horotorus T (r0) satisfies∣Hr0 − id∣C2 = O(ε0e−ηr0). This implies that ∣K ∣C2 = O(ε0e−ηr0) for the Gauÿ curvature
K of T (r0). As T (r0) ⊆ Csmall we can invoke Lemma 8.5 to conclude ∣ρ∣ = O(ε0e−ηr0),
where ρ on T (r0) is given by Definition 8.4. By Exercise 2 in Chapter 4.3 of [dC16] it
holds ∆ρ = 2K, where ∆ is the Laplace operator with respect to the restriction of the
metric g to T (r0). Therefore, Schauder estimates imply ∣∣ρ∣∣C2 = O(ε0e−ηr0).

Let g(r0)Flat be the flat metric on T (r0) defined by eρg(r0)Flat = g∣T (r0) (see Definition 8.4).

Let ψ ∶ R2 → T (r0) be the universal Riemannian covering map for g(r0)Flat. Define φ ∶
R2 × [0, r0] → Csmall by

φ(x, t) ∶= expψ(x)(−t∂r),
where ∂r is the radial vector field in Csmall pointing to infinity. Fix x0 ∈ R2, and consider
the geodesic σ(t) = φ(x0, t).
As in the proof of Proposition 8.1 consider the variational fields Ji ∶= ∂xiφ, DjJi,

and DkDjJi along σ (for the notation see the proof of Proposition 8.1). These sat-

isfy (in)homogeneous Jacobi equations. We claim that the initial conditions J(′)i (0),(DjJi)(′)(0), (DkDjJi)(′)(0) are ε0e−ηr0-close to those in the comparison space M̄ = H3,
where we write V (′) to denote V or V ′. We show this for Ji, J ′i and DjJi, the other cases
being similar.
As in the proof of Proposition 8.1 we use a parallel orthonormal frame (Ei)3i=1 along

σ to view all vector fields as curves in R3, and all tensors as a family of tensors on R3.
Choose the parallel orhonormal frame so that E1(0) = e−ρ/2 ∂

∂ψ1 , E2(0) = e−ρ/2 ∂
∂ψ2 and

E3(0) = σ′(0), so that Ji(0) = eρ/2Ei(0) for i = 1,2. In the comparison space M̄ = H3 it
holds J̄i(0) = Ēi(0). Using ∣ez−1∣ ≤ 2∣z∣ for ∣z∣ small, we obtain ∣Ji−J̄i∣(0) ≤ 2∣ρ∣ = O(e−ηr0).
Moreover, J ′i(0) = ∇Ji(0)ν = Hν(Ji(0)), where Hν is the shape operator of T (r0) with
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respect to the unit normal ν ∶= −∂r. Now the shape operator H̄ of horospheres in H3

is the identity and therefore ∣H − H̄∣ = O(e−ηr0)and ∣J ′i − J̄ ′i ∣(0) = O(e−ηr0). To see that
DjJi(0) is close to D̄j J̄i(0) observe that

DjJi(0) = IIν(Ji(0), Jj(0)) + ∇T (r0)Ji(0) Jj(0),
where ∇T (r0) is the Levi-Civita connection of T (r0). Note that Ji(0) = ∂ψi . The Christof-

fel symbol Γkji of ∇T (r0) is 1
2
(δkj∂iρ+δik∂jρ+δij∂kρ) because g = eρψ∗gR2 on T (r0). There-

fore, the estimates on the shape operator and ∣∣ρ∣∣C2 imply ∣D̄j J̄i −DjJi∣(0) = O(e−ηr0).
As in the proof of Proposition 8.1 the curvature decay condition (8.1) reads (for t ∈[0, r0]) ∣R − R̄∣(t), ∣∇R − ∇̄R̄∣(t), ∣∇2R − ∇̄2R̄∣(t) ≤ ε0eη(t−r0).

Since all initial conditions are e−ηr0-close to the ones in the comparison situation, one can,
exactly as in the proof of Proposition 8.1, iteratively use Lemma 8.3 to conclude that the
metric g is close to the metric ḡ in the comparison situation (with error O(ε0eη(t−r0))).
Note that in H3 the hyperbolic metric is of the form ḡ = e−2rgFlat + dr2 for a flat metric
gFlat on a reference horosphere. As d(σ(t), ∂Csmall) = r0 − t we have

∣g − g(r0)cusp∣C2(x) = O(ε0e−ηr(x)) whenever r(x) ≤ r0,
where r(x) = d(x, ∂Csmall), and g(r0)cusp ∶= e−2(r−r0)g(r0)Flat + dr2.

Now choose a sequence r0 → ∞. After passing to a subsequence we may assume
g
(r0)
cusp → gcusp in the pointed C2-topology. This limit is the desired cusp metric. □

It remains to prove Lemma 8.5. For its proof we will need the fact that for metrics
g on T 2 as stated in Lemma 8.5, the injectivity radius of the universal cover (T̃ 2, g̃) is
bounded from below by a universal constant. This follows from the next lemma.

Lemma 8.6. Let v > 0, and let g be a Riemannian metric on T 2 so that

volg(T 2) ≤ v and sec(g) ≤ δ
for some 0 < δ ≤ 2π

v . Then inj(T̃ 2, g̃) ≥ π√
δ
.

In fact, the same proof applies to all closed orientable surfaces.

Proof. Assume inj(T̃ 2, g̃) < π√
δ
. Choose x̃0 ∈ T̃ 2 so that injg̃(x̃0) = inj(T̃ 2, g̃). By the

curvature assumption, the conjugate radius is not smaller than π√
δ
. Thus there exists a

periodic geodesic γ̃ through x̃0 with ℓ(γ̃) = 2inj(T̃ 2, g̃) (see Proposition 2.12 in Chapter
13 of [dC92]). It suffices to prove the following claim.

Claim. The projected geodesic γ ∶= π ○ γ̃ has no self-intersections, that is, the restriction
of the universal covering projection π ∶ T̃ 2 → T 2 to γ̃ is injective.

We first show how this claim can be used to finish the proof, and then we prove the
claim. As γ̃ is a closed curve in the universal cover, γ is null-homotopic in T 2. Moreover,
by the claim γ has no self-intersections. Therefore by the Jordan curve theorem, there is

107



URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

a closed disc Ω ⊆ T 2 with ∂Ω = γ. Using the local Gauÿ-Bonnet theorem, the curvature
bound, and the volume bound we get

2π = 2πχ(Ω) = ∫
Ω
sec dvolg ≤ δvolg(Ω) < δvolg(T 2) ≤ δv,

which contradicts δ ≤ 2π
v . For the application of the local Gauÿ-Bonnet theorem observe

that ∂Ω is a geodesic without corners.
So it remains to prove the claim. Arguing by contradiction, we assume that the claim

is wrong. Then there exists a non-trivial deck transformation φ ∶ T̃ 2 → T̃ 2 so that for
γ̃φ ∶= φ(γ̃) it holds

γ̃ ∩ γ̃φ ≠ ∅.
Observe that γ̃ and γ̃φ intersect each other transversely. Indeed, otherwise we have
φ(γ̃) = γ̃φ = γ̃ by uniqueness of geodesics. But then all powers of φ fix the compact set
γ̃, which contradicts that the Deck group is torsion-free and acts properly on T̃ 2.

It is well known that the mod2 intersection number iZ/2Z(⋅, ⋅) is homotopy-invariant.

Hence iZ/2Z(γ̃, γ̃φ) = 0 because γ̃ and γ̃φ are both null-homotopic as T̃ 2 is simply con-
nected. So γ̃ and γ̃φ intersect in an even number of points. By assumption their inter-
section is non-trivial, and hence they intersect in at least two distinct points.

Choose two distinct points x̄, ȳ ∈ γ̃ ∩ γ̃φ. Choose subarcs c of γ̃ and cφ of γ̃φ from x̄ to
ȳ in such a way that ℓ(c), ℓ(cφ) ≤ 1

2ℓ(γ̃) = 1
2ℓ(γ̃φ). If c and cφ are both strictly shorter

than 1
2ℓ(γ̃), then expx̄ is not injective on B(0, 12ℓ(γ̃)) ⊆ Tx̄T̃ 2, and so inj(x̄) < 1

2ℓ(γ̃).
But this contradicts ℓ(γ̃) = 2inj(T̃ 2, g̃). The argument in the general case is similar.
By a variational argument we construct two geodesics with the same endpoints that
have strictly smaller length than c and cφ. The same reasoning will then lead to a
contradiction.

Since c and cφ intersect transversely at ȳ, there exists v ∈ TȳT̃ 2 with ⟨v, c′⟩ < 0 and⟨v, (cφ)′⟩ < 0. Choose a curve cv ∶ (−ε, ε) → T̃ 2 with cv(0) = ȳ and c′v(0) = v. Since ȳ is not
conjugate to x̄ along c or cφ, there exist variations through geodesics Γ,Γφ ∶ (−ε, ε)×[0,1]
of c and cφ with

Γ(s,0) = x̄ = Γφ(s,0) and Γ(s,1) = cv(s) = Γφ(s,1)
for all s ∈ (−ε, ε) (here we reparametrize c and cφ to be defined on [0,1]). As c is a
geodesic, the first variation formula shows

d

ds
∣
s=0 ℓ(Γ(s, ⋅)) = ⟨∂sΓ(0,1), ∂tΓ(0,1)⟩ = ⟨v, c′⟩ < 0.

Similarly, d
ds
∣
s=0 ℓ(Γφ(s, ⋅)) < 0. So ℓ(Γ(s0, ⋅)) < ℓ(c) and ℓ(Γφ(s0, ⋅)) < ℓ(cφ) for s0 > 0

sufficiently small. Then Γ(s0, ⋅) and Γφ(s0, ⋅) are geodesics with the same starting point
x̄ and the same endpoint cv(s0), and both are strictly shorter than 1

2ℓ(γ̃). Therefore,
expx̄ is not injective on B(0, 12ℓ(γ̃)) ⊆ Tx̄T̃ 2, and hence inj(x̄) < 1

2ℓ(γ̃) = inj(T̃ 2, g̃) which
is a contradiction. This finishes the proof of the claim. □

We remainder of this section is devoted to the proof of the effective Uniformization
Theorem.
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Proof of Lemma 8.5. Step 1 (averaged L2-estimate): Inequality (∗∗) on p. 520 of
[GKS07] states the following. If M is a closed Riemannian n-manifold of diameter D
satisfying Ric ≥ −(n−1), then the smallest positive eigenvalue λ1 of the Laplace operator
satisfies λ1 ≥ e−2(n−1)D.

By definition, we have diam(T 2, g) ≤ 1, ∣sec(g)∣ ≤ δ ≤ 1 and ∫T 2 ρdvolg = 0. So ρ is
perpendicular to the space of constant functions in H1(T 2). Thus we have the Poincaré-
inequality

∫
T 2
ρ2dvolg ≤ C ∫

T 2
∣∇ρ∣2 dvolg

for C = e2. It follows from Exercise 2 in Chapter 4.3 of [dC16] that

∆ρ = 2K,
where K is the Gauÿ curvature of g and ∆ is the Laplace operator of g. Recall that by
our sign convention ∆ = −tr(∇2). We denote the average integral 1

volg(T 2) ∫T 2 dvolg by

⨏T 2 dvolg. Testing ∆ρ = 2K with ρ gives

⨏
T 2
∣∇ρ∣2dvolg =2⨏

T 2
ρKdvolg

≤2δ⨏
T 2
∣ρ∣dvolg

≤2δ (⨏
T 2
∣ρ∣2dvolg) 1

2

≤2δC 1
2 (⨏

T 2
∣∇ρ∣2dvolg) 1

2

,

where we used the curvature assumption, the Cauchy-Schwarz and the Poincaré inequal-
ity. Thus

(⨏
T 2
∣ρ∣2dvolg) 1

2 ≤ C 1
2 (⨏

T 2
∣∇ρ∣2dvolg) 1

2 ≤ 2δC. (8.11)

Step 2 (C0-estimate): Lifting ∆ρ = 2K to the universal cover we get ∆ρ̃ = 2K̃,
where ρ̃ and K̃ are the lifts of ρ and K to T̃ 2. Curvature bounds and diameter bounds
imply upper volume bounds by the Bishop-Gromov volume comparison theorem. Hence
it follows from Lemma 8.6 that for δ0 small enough it holds inj(T̃ 2, g̃) ≥ i0 for a universal
constant i0 > 0. So we can apply Lemma 2.8, and conclude that for all x̃0 ∈ T̃ 2 it holds

∣ρ̃∣(x̃0) ≤ C(∣∣ρ̃∣∣L2(B(x̃0,1)) + ∣∣K̃ ∣∣C0(T̃ 2)) (8.12)

for a universal constant C. Choose a partition of T̃ 2 into fundamental regions for the
action of the fundamental group of T 2 whose diameters do not exceed 2diam(T 2, g). For
each x̃ ∈ T̃ 2 denote by Fx̃ the element of the partition containing x̃. Fix x̃0 ∈ T̃ 2. Define

F̂ ∶= ⋃
x̃∈B(x̃0,1)Fx̃.
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Observe that F̂ is a finite union of fundamental regions, and thus

⨏F̂ ρ̃2 dvolg̃ = ⨏T 2
ρ2 dvolg, (8.13)

where ⨏U denotes the averaged integral 1
vol(U) ∫U . Since diam(Fx̃) ≤ 2diam(T 2, g) ≤ 2 we

also have B(x̃0,1) ⊆ F̂ ⊆ B(x̃0,3). From the lower bound i0 for the injectivity radius of
T̃ we deduce that vol (F̂) is bounded from below and from above by a universal constant.

Remembering B(x̃0,1) ⊆ F̂ this implies

∣∣ρ̃∣∣2L2(B(x̃0,1)) ≤ ∣∣ρ̃∣∣2L2(F̂) = O (⨏F̂ ρ̃2 dvolg̃) . (8.14)

Combining (8.11)-(8.14) and using the curvature assumption ∣K ∣ ≤ δ yields
∣ρ̃∣(x̃0) ≤ Cδ

for a universal constant C. This finishes the proof. □

9. Invertibility of L without a lower injectivity radius bound

9.1. Statement and overview. For the proof of Theorem 2 we need to analyze the
invertibility of the elliptic operator L = 1

2∆L + 2 id in complete Riemannian 3-manifolds
of finite volume that do not have a positive lower bound on the injectivity radius. The
examples of Section 6 show that Proposition 4.3 can no longer hold in this more general
situation. Also recall from the discussion at the end of Section 6 that the counterex-
amples were constructed by slowly changing the conformal structure of the level tori
T (r) contained in Msmall. To exclude these examples, we shall use the geometric control
of tubes and cusps established in Section 8 for manifolds M whose sectional curvature
approaches constant curvature −1 exponentially fast in Msmall.

We introduce new norms ∥ ⋅ ∥2,λ;∗ and ∥ ⋅ ∥0,λ for smooth sections of the bundle
Sym2(T ∗M) = Sym(T ∗M ⊗ T ∗M) which are inspired by the work of Bamler [Bam12],
and we use these norms to prove the following invertibility result. At this point we only
mention that these norms depend on certain parameters α,λ, δ, r0, b, ϵ̄. Recall that R
denotes the Riemann curvature endomorphism.

Proposition 9.1. For all α ∈ (0,1), Λ ≥ 0, λ ∈ (0,1), δ ∈ (0,2), r0 ≥ 1, b > 1 and
η ≥ 2 + λ there exist constants ε0, ϵ̄0 and C > 0 with the following property. Let M be a
Riemannian 3-manifold of finite volume that satisfies

∣ sec+1∣ ≤ ε0, ∣∣∇Ric∣∣C0(M) ≤ Λ,
and

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Msmall) for all x ∈Msmall. (9.1)

Then the operator

L ∶ (C2,α
λ (Sym2(T ∗M)), ∣∣ ⋅ ∣∣2,λ;∗) Ð→ (C0,α

λ (Sym2(T ∗M)), ∣∣ ⋅ ∣∣0,λ)
is invertible and ∣∣L∣∣op, ∣∣L−1∣∣op ≤ C,
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where ∣∣⋅∣∣2,λ;∗ and ∣∣⋅∣∣0,λ are the norms defined in (9.7) and (9.8) with respect to any ϵ̄ ≤ ϵ̄0,
and Ck,αλ (Sym2(T ∗M)) is the corresponding Banach space of sections of Sym2(T ∗M).

The proof of the existence of ε0 and ϵ̄0 is constructive. This is not the case for the
constant C which involves an argument by contradiction.

Remark 9.2. Proposition 9.1 is also valid for all λ ∈ (0,1) and η > 1. The proof we found
is technically more involved, but it does not require any new insights. As we are not
aware of additional applications, we restrict ourselves to the case η ≥ 2+λ and postpone
the presentation of the stronger statement to forthcoming work.

Analogous to Remark 4.8 the following holds (also see Remark 7.3).

Remark 9.3. Proposition 9.1 also holds when M is non-orientable.

This section is structured as follows. The definition of the norms which appear in the
statement of Proposition 9.1 is presented in Section 9.2. In Section 9.3 we prove that
solutions h of the equation Lh = f satisfy certain growth estimates in Msmall. These will
be used in Section 9.4 to show that L satisfies an a priori estimate ∣∣h∣∣2,λ;∗ ≤ C ∣∣Lh∣∣0,λ.
Finally, the surjectivity of L will be established in Section 9.5.

9.2. Various norms. In this subsection we present the definition of the norms ∣∣ ⋅ ∣∣2,λ;∗
and ∣∣ ⋅ ∣∣0,λ appearing in Proposition 9.1, and state some of their properties. To this end
we first define exponential norms ∣∣ ⋅ ∣∣C?

λ
. Second, adapting a construction in [Bam12], we

present decomposition norms ∣∣ ⋅ ∣∣C?
λ
;∗. The exponential hybrid norms ∣∣ ⋅ ∣∣2,λ;∗ and ∣∣ ⋅ ∣∣0,λ

are then a combination of the decomposition norms ∣∣ ⋅ ∣∣C?
λ
;∗ and the hybrid norms ∣∣ ⋅ ∣∣2

and ∣∣ ⋅ ∣∣0 defined in Section 4.1.
Throughout this section we assume that M satisfies the assumptions from Proposi-

tion 9.1, that is, M is a complete Riemannian 3-manifold of finite volume satisfying∣ sec+1∣ ≤ ε0, ∣∣∇Ric∣∣C0(M) ≤ Λ, and
max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Msmall) for all x ∈Msmall

for some η ≥ 2 + λ. As before, L denotes the elliptic operator 1
2∆L + 2id.

We begin with the definition of the exponential norms. Let C1, ...,Cq be the cusps of
M , and let T1, ..., Tp be the Margulis tubes of M of radius at least 3. For any k = 1, ..., p
let Rk be the radius of (Tk)small, that is, the distance of the core geodesic γk to ∂(Tk)small.
Denote by

r(x) ∶= d(x,M ∖Msmall)
the distance of x to the complement of Msmall. For λ ∈ (0,1) define the inverse weight
function Wλ ∶M → R by

Wλ(x) ∶=
⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
e−λr(x) if x ∈ ⋃qi=1(Ci)small

e−λr(x) + eλ(r(x)−Rk) if x ∈ (Tk)small

1 otherwise

.
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For any Ck or Ck,α norm ∣∣ ⋅ ∣∣C? we define the corresponding exponential C? norm by

∣∣ ⋅ ∣∣C?
λ
(M) ∶= sup

x∈M ( 1

Wλ(x) ∣ ⋅ ∣C?(x)) . (9.2)

Observe that Lip (log ( 1
Wλ
)) ≤ λ inMsmall, and that outsideMsmall it holdsWλ(x) = 1. So

the pointwise Schauder estimates (2.4) and (2.5) imply that there are Schauder estimates
for the exponential norms, that is, there is a constant C = C(α,Λ, λ) so that

∣∣h∣∣
C2,α

λ
(M) ≤ C(∣∣Lh∣∣C0,α

λ
(M) + ∣∣h∣∣C0

λ
(M)) (9.3)

and ∣∣h∣∣
C1,α

λ
(M) ≤ C(∣∣Lh∣∣C0

λ
(M) + ∣∣h∣∣C0

λ
(M)). (9.4)

Similarly, it follows from (2.6) that ∣∣Lh∣∣
C0,α

λ
(M) ≤ C ∣∣h∣∣C2,α

λ
(M).

We continue with the definition of the decomposition norms. Following Section 3.2
of [Bam12], we first introduce trivial Einstein variations. In Definition 9.4 below, T 2

denotes a flat torus (with a fixed flat metric), and I ⊆ R is an interval. Even though
T 2 is equipped with a metric, the product T 2 × I is only meant as a topological product.
Moreover, in the definition we take coordinates (x1, x2, r) on T 2 × I, where (x1, x2) are
flat coordinates for T 2, and r is the standard coordinate for I ⊆ R.
Definition 9.4. A (0,2)-tensor u on T 2 × I is called an Einstein variation if it is of the
form

u = e−2ruijdxidxj
for some constants uij ∈ R. Moreover, u is called a trivial Einstein variation if the trace
of u with respect to the flat metric on T 2 vanishes everywhere, that is, if ∑i uii = 0.

Here dxi and dxj are understood to be either dx1 or dx2, but not dr. Our definition
looks slightly different than that in [Bam12], but this difference is only due to a change
of coordinates.

Remark 9.5. The trace free condition guarantees that Lcuspu = 0 for a trivial Einstein
variation u (see (9.14)). Here Lcusp denotes the operator 1

2∆L + 2id with respect to the
hyperbolic cusp metric gcusp = e−2rgFlat + dr2, where gFlat is the given flat metric on T 2.

An Einstein variation should be thought of as an infinitesimal change in the conformal
structure of the torus T 2, and a trivial Einstein variation is an infinitesimal change of
the conformal structure that can not be detected by the operator L. Therefore, to ensure
that L is invertible, we have to work with a norm in the source space that isolates trivial
Einstein variations. Also recall from the discussion at the end of Section 6, that the
counterexamples of Proposition 6.1 are constructed by changing the conformal structure
of the horotori that are contained in the small part of the manifold. This further justifies
the use of a norm that is sensitive to changes in the conformal structures. A more precise
explanation for the necessity of a norm that isolates trivial Einstein variations will be
given in Remark 9.13.

112



STABILITY OF EINSTEIN METRICS AND EFFECTIVE HYPERBOLIZATION

For each k = 1, ..., p let γk be the core geodesic of Tk. Choose cutoff functions ρk so
that

ρk = 0 in (M ∖ (Tk)small) ∪N1(γk) and ρk = 1 in NRk−1/4(γk) ∖N5/4(γk).
Similarly, choose cutoff functions ϱl so that

ϱl = 0 in M ∖ (Cl)small and ϱl = 1 outsideN1(M ∖ (Cl)small).
Here for any subset X ⊆ M , and any r > 0, Nr(X) denotes the set of all points that
have distance less than r to X. The cutoff functions are chosen in such a way that the
Hölder norms ∣∣ρk∣∣C2,α , ∣∣ϱl∣∣C2,α are bounded from above by a universal constant. Recall
that by Lemma 7.4 the boundary ∂(Tk)small is a smooth torus, and (Tk)small ∖N1(γk)
is diffeomorphic to ∂(Tk)small × [0,Rk − 1]. By Proposition 8.1, there is a natural choice
for a flat metric on ∂(Tk)small, namely the flat metric induced by the model metric
gcusp of Proposition 8.1. Hence it makes sense to speak of trivial Einstein variations on(Tk)small ∖N1(γk). Similarly, it makes sense to speak of trivial Einstein variations on(Cl)small.

For a continuous symmetric (0,2)-tensor field h, consider decompositions

h = h̄ + p∑
k=1ρkuk +

q∑
l=1ϱlvl, (9.5)

where uk is a trivial Einstein variation in (Tk)small ∖N1(γk), and vl is a trivial Einstein
variation on (Cl)small. Following p. 896 of [Bam12], for any Ck or Ck,α norm ∣∣ ⋅ ∣∣C?

define the corresponding decomposition norm by

∣∣h∣∣C?
λ
(M);∗ ∶= inf (∣∣h̄∣∣C?

λ
(M) + max

k=1,...,p ∣uk∣ + max
l=1,...,q ∣vl∣), (9.6)

where the infimum is taken over all decompositions as in (9.5) and ∣ ⋅ ∣ is a norm on the
finite dimensional space of trivial Einstein variations, e.g., ∣ ⋅ ∣ ∶= ∣∣ ⋅ ∣∣C0 . We point out
that our notation differs from that in [Bam12].

We now state some properties of the decomposition norm. We start with a basic
inequality.

Lemma 9.6. It holds ∣∣h∣∣C0 ≤ 2∣∣h∣∣C0
λ
;∗.

Proof. Note Wλ ≤ 2, so that ∣∣h̄∣∣C0 ≤ 2∣∣h̄∣∣C0
λ
. Now the desired inequality follows from

the triangle inequality and the definition of ∣∣ ⋅ ∣∣C0
λ
;∗. □

Schauder estimates also hold for the decomposition norm (see [Bam12, Lemma 4.1]).

Lemma 9.7. There is a universal constant C so that

∣∣h∣∣
C2,α

λ
;∗ ≤ C(∣∣Lh∣∣C0,α

λ
+ ∣∣h∣∣C0

λ
;∗)

for all h ∈ C2,α(Sym2(T ∗M)).
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Proof. In this proof we use Notation 2.2. Let Lcusp denote the differential operator 1
2∆L+

2id with respect to the model metrics gcusp given by Proposition 8.1 and Proposition 8.2.
By Remark 9.5, it holds Lcuspuk = 0 and Lcuspvl = 0. Hence ∣∣uk∣∣C2,α = O(∣uk∣) and∣∣vl∣∣C2,α = O(∣vl∣) due to Schauder estimates.
The estimates on ∣g − gcusp∣C2 given by Proposition 8.2 and Proposition 8.1 yield that∣Lvl∣C0,α(x) = O(ε0e−ηr(x)∣vl∣) and ∣Luk∣C0,α(x) = O((e2(r(x)−Rk) + ε0e−ηr(x))∣uk∣), where

η is the decay rate in the curvature decay condition (9.1), and r(x) = d(x,M ∖Msmall).
We then get ∣∣Luk∣∣C0,α

λ
= O(∣uk∣) and ∣∣Lvl∣∣C0,α

λ
= O(∣vl∣) since λ < 1 < η. The rest of the

argument carries over from [Bam12, Lemma 4.1] □

The next result and its proof is analogous to Lemma 4.2 in [Bam12]. It gives the
canonical choice of a trivial Einstein variation in a Margulis tube. For rank 2 cusps the
canonical choice of a trivial Einstein variation will be given by Proposition 9.10.

Lemma 9.8. Let h ∈ C0(Sym2(T ∗M)). Choose points ck ∈ Tk with r(ck) = Rk

2 , where r =
d(⋅,M ∖Msmall). For each k let uk be the trivial Einstein variation in (Tk)small ∖N1(γk)
such that ∣h−uk∣(ck) is minimal among all trivial Einstein variations in (Tk)small∖N1(γk).
Then for some universal constant C it holds

∣∣h∣∣C0
λ
(M ′);∗ ≤ ∣∣h̄∣∣C0

λ
(M ′) +max

k
∣uk∣ ≤ C ∣∣h∣∣C0

λ
(M ′);∗,

where h̄ ∶= h −∑k ρkuk and M ′ =M ∖⋃ql=1(Cl)small.

Note that on (Tk)small, the weight
1

Wλ(r) is maximal at r = Rk

2 .

Proof. The proof of [Bam12, Lemma 4.2] goes through without modification. For later
purpose we point out that ∣uk∣(ck) ≤ ∣h∣(ck), and ∣h̄∣(ck) ≤ ∣h̄ − u∣(ck) for any trivial
Einstein variation u on (Tk)small ∖N1(γk). This is because by its definition, uk is the
image of the orthogonal projection from Sym2(T ∗ckM) to the space of trivial Einstein
variations on (Tk)small∖N1(γk). Also note that trivial Einstein variations have constant
norm (if the norm is taken with respect to the cusp metric gcusp). In particular, we have∣uk∣ ≤ ∣∣h∣∣C0(M). □

Finally, we come to the definition of the exponential hybrid norms ∣∣ ⋅ ∣∣2,λ;∗ and ∣∣ ⋅ ∣∣0,λ
appearing in Proposition 9.1. Recall that for k = 0 and k = 2, in Definition 4.1 we defined
the hybrid norms (when n = 3) by

∣∣ ⋅ ∣∣k ∶=max

⎧⎪⎪⎨⎪⎪⎩∣∣ ⋅ ∣∣Ck,α(M), sup
x∉E (∫M e−(2−δ)rx(y)∣ ⋅ ∣2Ck(y)dvol(y)) 1

2
⎫⎪⎪⎬⎪⎪⎭ ,

where E ⊆M is a subset defined by a volume growth condition and ∣ ⋅ ∣Ck(y) denotes the
Ck-norm at the point y. We refer to Section 4.1 for more details. For ease of notation
we abbreviate

∣∣h∣∣H2(M ;ωx) ∶= (∫
M
e−(2−δ)rx(y)∣h∣2C2(y)dvol(y)) 1

2
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and

∣∣f ∣∣L2(M ;ωx) ∶= (∫
M
e−(2−δ)rx(y)∣f ∣2C0(y)dvol(y)) 1

2

.

Here ωx should indicate that there is a weight function involved that depends on x ∈M .

Definition 9.9. For α ∈ (0,1), λ ∈ (0,1), b > 1, ϵ̄ > 0, δ ∈ (0,2) and r0 ≥ 1 the exponential
hybrid norms ∣∣ ⋅ ∣∣2,λ;∗ and ∣∣ ⋅ ∣∣0,λ are defined by

∣∣h∣∣2,λ;∗ ∶=max{∣∣h∣∣
C2,α

λ
(M);∗, sup

x∉E ∣∣h∣∣H2(M ;ωx), sup
x∈Mthin∖Msmall

e
b
2
d(x,Mthick)∣∣h∣∣H2(M ;ωx)}

(9.7)
and

∣∣f ∣∣0,λ ∶=max{∣∣f ∣∣
C0,α

λ
(M), sup

x∉E ∣∣f ∣∣L2(M ;ωx), sup
x∈Mthin∖Msmall

e
b
2
d(x,Mthick)∣∣f ∣∣L2(M ;ωx)} ,

(9.8)
where E = E(M ; ϵ̄, δ, r0) is the set defined in (4.1).

In the source space we use ∣∣ ⋅ ∣∣
C2,α

λ
(M);∗ instead of just ∣∣ ⋅ ∣∣

C2,α
λ
(M) so that the norm is

sensitive to trivial Einstein variations. We refer to Remark 9.13 and the discussion after
Remark 9.5 as to why this is necessary. The last integral terms in the definition of the
norms are included so that we can employ the C0-estimate from Proposition 7.5. As was
the case with the previously defined hybrid norms ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0, we suppress most of
the constants in the notation for the norms ∣∣ ⋅ ∣∣2,λ;∗ and ∣∣ ⋅ ∣∣0,λ.

Define the spaces C0,α
λ (Sym2(T ∗M)) and C2,α

λ (Sym2(T ∗M)) as
C0,α
λ (Sym2(T ∗M)) ∶= {f ∈ C0,α(Sym2(T ∗M)) ∣ ∣∣f ∣∣

C0,α
λ
(M) < ∞} (9.9)

and

C2,α
λ (Sym2(T ∗M)) ∶= {h ∈ C2,α(Sym2(T ∗M)) ∣ ∣∣h∣∣

C2,α
λ
(M);∗ < ∞} . (9.10)

The latter is the space of sections h with the property that Lh ∈ C0,α
λ (Sym2(T ∗M)) (see

Lemma 9.21).

9.3. Growth estimates. In Section 9.4 we shall prove the a priori estimate of Proposi-
tion 9.1. An intermediate step towards this goal is Proposition 9.18, in which we prove a
global C0-estimate ∣∣h∣∣C0(M) ≤ C ∣∣Lh∣∣0,λ. For points in Mthick we can use the arguments
from the proof of Proposition 4.3 to obtain such an estimate (see Remark 4.6). Moreover,
Proposition 7.5 provides the desired estimate for points in Mthin ∖Msmall. Therefore, it
remains to obtain C0-estimates in Msmall. The main ingredient to obtain C0-estimates
in Msmall are certain growth estimates that solutions of Lh = f satisfy. These estimates
are contained in the following Proposition 9.10 and Proposition 9.11 which are the main
results of this section.

We begin with the growth estimate in a cusp. Besides the growth estimate, this result
also states that there is a canonical choice of trivial Einstein variation inside a cusp (for
tubes the canonical choice of trivial Einstein variation was given by Lemma 9.8).
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Proposition 9.10 (Growth estimate in a cusp). For all α ∈ (0,1), Λ ≥ 0, λ ∈ (0,1),
b > 1, δ ∈ (0,2), and η ≥ 2 + λ there exists ε0 > 0 with the following property.

Let M be a finite volume 3-manifold that satisfies

∣ sec+1∣ ≤ ε0, ∣∣Ric(g)∣∣C0(M) ≤ Λ,
and

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Msmall) for all x ∈Msmall.

Let f ∈ C0,α
λ (Sym2(T ∗M)), and let h ∈ C2(Sym2(T ∗M)) with ∣∣h∣∣C0(M) < ∞ be a solu-

tion of Lh = f.
Fix a cusp C of M . Then there exists a unique trivial Einstein variation v in Csmall

satisfying ∣∣h − v∣∣C0
λ
(Csmall) < ∞,

and we have ∣v∣ = O(∣∣f ∣∣0,λ).
Moreover, if ∣∣h∣∣C0(M), ∣∣f ∣∣C0,α(M) ≤ 1, then for all x ∈ Csmall it holds

∣h∣(x) = O(∣∣f ∣∣0,λ + e−r(x)) (9.11)

and

eλr(x)∣h − v∣(x) = O(∣∣f ∣∣0,λ + e−(1−λ)r(x)), (9.12)

where r(x) = d(x, ∂Csmall).
We refer to Notation 2.2 for our convention of the O-notation. The component

supx∉E ∣∣f ∣∣L2(M ;ωx) of the norm ∣∣f ∣∣0,λ is not needed for this estimate. For this reason we
don't have to include constants ϵ̄ > 0 and r0 ≥ 1 in the formulation of Proposition 9.10
as these only enter the definition of the set E.

The estimate in a tube is very similar, but it additionally involves the distance to the
core geodesic.

Proposition 9.11 (Growth estimate in a tube). Let all the constants and the manifold

M be as in Proposition 9.10. Let f ∈ C0,α
λ (Sym2(T ∗M)) with ∣∣f ∣∣0,λ ≤ 1, and let h ∈

C2,α(Sym2(T ∗M)) with ∣∣h∣∣C0(M) ≤ 1 be a solution of

Lh = f.
Fix a Margulis tube T of M , and denote its core geodesic by γ. For all x ∈ Tsmall∖N1(γ)
it then holds ∣h∣(x) = O (∣∣f ∣∣0,λ + e−r∂T (x) + e− 3

2
rγ(x)) , (9.13)

where r∂T (x) = d(x, ∂Tsmall), and rγ(x) = d(x, γ).
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The main idea to obtain these growth estimates is as follows. On Msmall consider the
model metric gcusp obtained in Section 8. Following [Bam12, p. 901], we define with
respect to this model metric an averaging operator that assigns to each tensor h another
tensor ĥ that only depends on r = d(⋅,M ∖Msmall) (we will say in a moment what this
means exactly). This averaging operator commutes with the differential operator L (ifL is taken with respect to the model metric). So Lĥ = f̂ . A key point is that as ĥ and
f̂ both only depend on r, the equation Lĥ = f̂ actually just is a linear system of ODEs
with constant coefficients whose fundamental solutions can be written down explicitly.
Using standard ODE arguments we thus obtain growth estimates for ĥ. These will yield
growth estimates for h since ∣h − ĥ∣(x) decays exponentially in r(x).

We now explain these ideas in more detail. We start with some terminology. Recall
from Section 8 that we call a metric g on T 2 × I (where I is an interval) a cusp metric
if it is of the form

g = e−2rgFlat + dr2,
where gFlat is some flat metric on T 2, and r is the standard coordinate on I ⊆ R. We call a
covering φ ∶ R2×I → T 2×I cusp coordinates if it is of the form φ(x1, x2, r) = (ψ(x1, x2), r)
for some local isometry ψ ∶ R2 → (T 2, gFlat). We say that a tensor h on T 2×I only depends
on r if its coefficients hij in cusp coordinates only depend on r. This can also be stated
without reference to local coordinates as follows. Note that there is an isometric R2-
action on (T 2 × I, g) preserving the level tori {r = const}. Then h only depends on r if
it is invariant under this isometric R2-action.

Next we explain the averaging operator that assigns to each tensor h on T 2×I another
tensor ĥ that only depends on r. The average û of a function u ∶ T 2 × I → R is

û(x) ∶= 1

vol2(T (r)) ∫T (r) u(y)dvol2(y),
where r = r(x), and T (r) ∶= T 2 × {r}. For a (0,2)-tensor h we define ĥ componentwise,
that is,

(ĥ)ij(x) ∶= ĥij(x) = 1

vol2(T (r)) ∫T (r) hij(y)dvol2(y),
where the coefficients are with respect to cusp coordinates. It is clear that this definition
is independent of the choice of cusp coordinates. The averaging for tensors of any type
is defined in exactly the same way. We collect the properties of this averaging operation
in the following lemma.

Lemma 9.12. Let T 2 × I be equipped with a cusp metric. The averaging operation ⋅̂ has
the following properties:

i) ĥ only depends on r;
ii) There is a universal constant c > 0 so that

∣ĥ∣(x) ≤ c 1

vol2(T (r)) ∫T (r) ∣h∣(y)dvol2(y).
In particular, ∣ĥ∣(x) ≤ cmaxT (r(x)) ∣h∣ for a universal constant c;

iii) If h is of class C1, then the same holds true for ĥ, and ∇̂h = ∇ĥ;

117



URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

iv) ⋅̂ commutes with taking the trace, that is, tr(ĥ) = t̂r(h);
v) If h is C1, then ∣h − ĥ∣(x) ≤ cDe−r(x) max

T (r(x)) ∣h∣C1 ,

where D ∶= diam(T 2, gFlat) and c is a universal constant.

Property v) is what allows us to deduce estimates on ∣h∣ from estimates on ∣ĥ∣.
Proof. These properties are all straighforward to check. The main fact to observe is that
in cusp coordinates the gij (and hence the Christoffel symbols) only depend on r, and so
one can take gij(y) inside the integral ∫T (r) out of the integral. □

Another crucial point is that if h and f are (0,2)-tensors that only depend on r, then
the equation Lh = f is a linear system of ODEs with constant coefficients (here L is
taken with respect to the cusp metric). Namely, it holds

−2(Lh)(∂3, ∂3) = (h33)′′ − 2(h33)′ − 4h33;−2(Lh)(∂i, ∂3) = (hi3)′′ − 4hi3;
−2(Lh)(∂i, ∂j) = (hij)′′ + 2(hij)′ − 2δij 2∑

k=1hkk,
where (⋅)′ denotes d

dr and ∂3 = ∂
∂r . This can be checked by a straightforward calcula-

tion. Note that ∣h∣2 = (h33)2 + 2∑2
i=1(erhi3)2 +∑2

i,j=1(e2rhij)2. Thus we are interested in
equations for h33, erhi3, e2rhij , rather than for h33, hi3, hij . Using the above, it is straight-
forward to check that if h, f only depend on r, then the equation Lh = f is equivalent
to ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(h33)′′ − 2(h33)′ − 4h33 = −2f33(erhi3)′′ − 2(erhi3)′ − 3erhi3 = −2erfi3(e2rhij)′′ − 2(e2rhij)′ = −2e2rfij + 2δij(tr(h) − h33).
(9.14)

The set of roots of the polynomials associated to these ODEs are {1−√5,1+√5}, {−1,3}
and {0,2}. The exact form of this linear system of ODEs is not important. All what
matters is that it is some system of ODEs whose fundamental solutions we can write
down explicitly. Moreover, tracing the equation Lh = f yields 1

2∆tr(h) + 2tr(h) = tr(f).
For a function u that only depends on r it holds −∆u = u′′ − 2u′. Thus

tr(h)′′ − 2tr(h)′ − 4tr(h) = −2tr(f). (9.15)

The roots of the polynomial Q(X) =X2 − 2X − 4 associated to this ODE are 1 ±√5.
At this point we make another important comment as to why we work with the

decomposition norm ∣∣⋅∣∣
C2,α

λ
;∗ instead of just the exponential norm ∣∣⋅∣∣C2,α

λ
(see Section 9.2

for the definition of these norms).

Remark 9.13. As mentioned previously, the counterexamples of Section 6 show that
working with the hybrid norms of Section 4.1 will no longer be sufficient in the absence
of a positive lower bound on the injectivity radius. A natural condition to rule out the
counterexamples of Section 6 is to require that the sectional curvatures converge to −1
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exponentially fast inside Msmall, and thus it is natural to work with weighted Hölder
norms. However, if we used ∣∣ ⋅ ∣∣

C2,α
λ

instead of ∣∣ ⋅ ∣∣
C2,α

λ
;∗ for definining the hybrid norm

in the source space C2,α
λ (Sym2(T ∗M)), then the operator L ∶ C2,α

λ (Sym2(T ∗M)) →
C0,α
λ (Sym2(T ∗M)) would not be invertible (with universal constants). This is because

the system (9.14) has some constant fundamental solution (coming from the root 0).
Therefore, in Msmall there are bounded solutions of Lh = 0 that are not decaying. The
fundamental solutions corresponding to the root 0 are the tensors with e2rhij = const.,
but these are exactly the trivial Einstein variations (see Definition 9.4). This explains
why in the source space we have to work with a weighted norm that isolates trivial
Einstein variations and only considers their unweighted C0-norms.

Now we explain in detail how to use the averaging operator and the linear system of
ODEs in (9.14) to obtain growth estimates in Msmall. Let f ∈ C0,α

λ (Sym2(T ∗M)) be
arbitrary, and let h be a solution of Lh = f,
where L is the elliptic operator given by Lh = 1

2∆Lh+2h with respect to the given metric
g of M . We start with considering a rank 2 cusp C of M . Note that Csmall ≅ T 2 ×[0,∞).
Let gcusp be the model metric on Csmall given by Proposition 8.2. This satisfies

∣g − gcusp∣C2(x) = O(ε0e−ηr(x)),
where r(x) = d(x, ∂Csmall), and ε0, η are the constants appearing in the curvature decay
condition (9.1). Let Lcusp be the elliptic operator Lcusph = 1

2∆Lh + 2h with respect to
the model metric gcusp. Set fc ∶= Lcusph. Then ∣f − fc∣(x) = O(ε0∣h∣C2(x)e−ηr(x)) by the
above estimate on ∣g − gcusp∣C2 . Thus

∣fc∣(x) ≤∣f ∣(x) +O(ε0∣h∣C2(x)e−ηr(x))
=O(∣∣f ∣∣0,λe−λr(x) + ε0∣h∣C2(x)e−ηr(x)).

Let ⋅̂ be the averaging operator with respect to the model metric gcusp. Using ii) of
Lemma 9.12 we get

∣f̂c∣(r) = O (∣∣f ∣∣0,λe−λr + ε0e−(η−2)r ∫
T (r) ∣h∣C2(y)dvol2(y)) ,

where we used that

vol2(T (r)) = e−2rvol2(∂Csmall) = O(e−2r)
since by definition diam(∂Csmall) is bounded by a universal constant. Define the function
ψ ∶ R≥0 → R by

ψ(r) ∶= ∫
T (r) ∣h∣C2(y)dvol2(y). (9.16)

Hence ∣f̂c∣(r) = O (∣∣f ∣∣0,λe−λr + ε0ψ(r)e−λr) (9.17)

since η ≥ 2 + λ.
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By iii) and iv) of Lemma 9.12 and the identity fc = Lcusph, it holds
Lcuspĥ = f̂c.

As ĥ and f̂c only depend on r, Lcuspĥ = f̂c is the linear system of ODEs given by (9.14).
Due to the growth estimate (9.17), we can invoke the following two basic ODE results
to obtain a growth estimate for ĥ.

In the formulation of these ODE results, we denote by I either R≥0 or an interval of
the form [0,R − 1] for some R ≥ 2. Moreover, for a polynomial Q = ∑m amXm we write
Q( ddr) for the differential operator ∑m am dm

drm .

Lemma 9.14. Let Q ∈ R[X] be a quadratic polynomial with two distinct real roots λ1,
λ2. Let y ∶ I → R be a solution of the ODE

Q( d
dr
) (y) = u,

where u ∶ I → R is a function satisyfing u(r) = ∑mk=1O(βkeµkr) for some βk ∈ R≥0, and
µk ∈ R ∖ {λ1, λ2}. Then

y(r) = A1e
λ1r +A2e

λ2r + m∑
k=1O(βkeµkr)

for some constants A1,A2 ∈ R.
Lemma 9.15. Let Q ∈ R[X] be a quadratic polynomial with two distinct real roots λ1,
λ2. Let y ∶ I → R be a solution of

Q( d
dr
) (y) = u,

where u satisfies ∣u(r)∣ ≤ earψ(r) for some a ∈ R and ψ ∈ L1(R≥0). Then
y(r) = A1e

λ1r +A2e
λ2r +O(∣∣ψ∣∣L1(R≥0)ear)

for some A1,A2 ∈ R.
In Lemma 9.14 and Lemma 9.15, the universal constant absorbed by O(...) is allowed

to depend on λ1, λ2, and a, but not on R (in case I = [0,R − 1]). We again refer to
Notation 2.2 for our convention of the O-notation.

Proof of Lemma 9.14 and Lemma 9.15. Both of these lemmas follow easily from the ex-
plicit integral formulas for solutions of linear ODEs. □

In order to successfully apply Lemma 9.15, we need to control the L1-norm of the
function ψ defined in (9.16). This is expressed in the following lemma.

Lemma 9.16. Let the constants and the manifold M be as in Proposition 9.10. Let
f ∈ C0,α(Sym2(T ∗M)) with ∣∣f ∣∣C0,α(M) < ∞, and let h ∈ C2(Sym2(T ∗M)) ∩H1

0(M) be
a solution of Lh = f.
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Fix a rank 2 cusp C of M , and let ψ ∶ R≥0 → R be given by

ψ(r) = ∫
T (r) ∣h∣C2(y)dvol2(y),

where T (r) ⊆ Csmall is the torus of all points of distance r to ∂Csmall. Then ψ ∈ L1(R≥0),
and ∣∣ψ∣∣L1(R≥0) = O(∣∣f ∣∣0,λ),
where ∣∣ ⋅ ∣∣0,λ is the norm defined in (9.8).

Not all components of the hybrid norm ∣∣f ∣∣0,λ are needed for this estimate. In fact,

we only need ∣∣f ∣∣C0 and e
b
2
d(x,Mthick)∣∣f ∣∣L2(M ;ωx) (x ∈ Mthin ∖Msmall). Moreover, the

curvature decay condition (9.1) is not needed for this estimate.

Proof. By the co-area formula it holds

∫ ∞
0

ψ(r)dr = ∫
Csmall

∣h∣C2(x)dvol(x). (9.18)

Since by definition diam(∂Csmall) is bounded by a universal constant, it is easy to see
that vol(Csmall) is also bounded by a universal constant. Combining this with (9.18),
and using the Cauchy-Schwarz inequality yields

∫ ∞
0

ψ(r)dr ≤ C (∫
Csmall

∣h∣2C2(x)dvol(x)) 1
2

(9.19)

for some universal constant C. Therefore, it suffices to obtain H2-estimates of h in
Csmall.

For ε0 > 0 small enough it follows from Lemma 7.10 and Schauder estimates that

∣h∣C2(x) = O(∣∣f ∣∣0,λ) for all x with r(x) ≤ 1. (9.20)

Choose a smooth bump function φ ∶M → [0,1] satisfying φ = 0 on M ∖Csmall, φ(x) = 1
for x ∈ Csmall with r(x) ≥ 1, and ∣∣∇φ∣∣C0(M) ≤ 2. Applying Proposition 3.4 with this φ,
and using (9.20) we obtain (for ε0 > 0 small enough)

∫
Csmall

∣h∣2 dvol ≤ C ∫
Csmall

∣f ∣2 dvol +O(∣∣f ∣∣20,λ).
Analogous to Step 1 in the proof of Proposition 4.3 we get H2-estimates for the solutions
h of Lh = f in terms of ∣∣h∣∣L2 and ∣∣f ∣∣L2 by standard computations using integration by
parts. Because of (9.20) we can control the boundary terms when invoking integration
by parts on Csmall. Therefore, for some universal constant C > 0 it holds

∫
Csmall

∣h∣2C2 dvol ≤ C ∫
Csmall

∣f ∣2 dvol +O(∣∣f ∣∣20,λ). (9.21)

Note ∣∣f ∣∣L2(Csmall) = O(∣∣f ∣∣C0) since vol(Csmall) is bounded by a universal constant. Thus
the desired inequality follows from (9.19) and (9.21). □

We are now finally in a position to prove the growth estimate in a cusp.
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Proof of Proposition 9.10. Later when we prove that L is surjective, it will be important
to have an argument that only assumes h ∈ C2(Sym2(T ∗M)) ∩H1

0(M), but that does
not assume ∣∣h∣∣C0(M) < ∞. For this reason we will as long as possible only assume
h ∈ C2(Sym2(T ∗M)) ∩H1

0(M), and point out from which point on we really need the
assumption ∣∣h∣∣C0 < ∞.

Let gcusp be the model metric in the rank 2 cusp C given by Proposition 8.2. Because of
the estimate on ∣g−gcusp∣C2 in Proposition 8.2, it is irrelevant in Csmall whether quantities
such as the L2-norm are taken w.r.t. g or gcusp, and we will compute all quantities w.r.t.
gcusp. Denote by Lcusp the elliptic operator 1

2∆L + 2id with respect to the model metric
gcusp. We define fc ∶= Lcusph. Moreover, let ⋅̂ denote the averaging operator with respect
to the model metric gcusp (see Lemma 9.12). In the discussion after Lemma 9.12 we
showed (see (9.17))

Lcuspĥ = f̂c and ∣f̂c∣(r) = O(∣∣f ∣∣0,λe−λr + ε0ψ(r)e−λr),
where ψ was defined in (9.16). Moreover, as ĥ, f̂c only depend on r, Lcuspĥ = f̂c is the
linear system of ODEs given by (9.14). Namely, by (9.15), and the first two equations
in (9.14) we have ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

Q1( ddr)(tr(ĥ)) = −2tr(f̂c)
Q1( ddr)(ĥ33) = −2(f̂c)33
Q2( ddr)(erĥi3) = −2er(f̂c)i3

for some quadratic polynomials Q1 and Q2 with roots {1 −√5,1 +√5} and {−1,3}. As∣f̂c∣ satisfies the above growth estimate, and since −λ ∉ {1 ± √5,−1,3} we can apply
Lemma 9.14 and Lemma 9.15.
We know ∣∣ψ∣∣L1(R≥0) = O(∣∣f ∣∣0,λ) from Lemma 9.16 (note that Lemma 9.16 does not

assume ∣∣h∣∣C0 < ∞). Thus we get from Lemma 9.14 and Lemma 9.15⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩
tr(ĥ)(r) = a1e(1−√5)r + a2e(1+√5)r +O(∣∣f ∣∣0,λe−λr);
ĥ33(r) = b1e(1−√5)r + b2e(1+√5)r +O(∣∣f ∣∣0,λe−λr);
erĥi3(r) = c(i)1 e−r + c(i)2 e3r +O(∣∣f ∣∣0,λe−λr);

(9.22)

for some constants a1, a2, b1, b2, c
(i)
1 , c

(i)
2 ∈ R. Note that h ∈ L2(Csmall) ⊆ L1(Csmall) since

Csmall has finite volume, and vol(T (r)) = O(e−2r), where T (r) ⊆ Csmall is the torus
all whose points have distance r to ∂Csmall. Hence e−2r ∣ĥ∣(r) ∈ L1(R≥0). In particular,

e−2rtr(ĥ)(r), e−2rĥ33(r), e−2r(erĥi3(r)) ∈ L1(R≥0) (i = 1,2), and thus a2 = b2 = c(i)2 = 0.
We know that max∂Csmall

∣h∣ = O(∣∣f ∣∣0,λ) due to Proposition 7.5, and we have ∣ĥ∣(0) =
O(max∂Csmall

∣h∣) by ii) of Lemma 9.12. Hence evaluating at r = 0 yields

a1, b1, c
(i)
1 = O(∣∣f ∣∣0,λ).

As λ < 1 < √5 − 1 this implies

∣tr(ĥ)(r)∣, ∣ĥ33(r)∣, ∣erĥi3(r)∣ = O(∣∣f ∣∣0,λe−λr). (9.23)
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By the last equation in (9.14) there is a quadratic polynomial Q3 with roots 0 and 2
so that

Q3 ( d
dr
) (e2rĥij) =2δij(tr(ĥ) − ĥ33) − 2e2r(f̂c)ij

=O(∣∣f ∣∣0,λe−λr + ε0ψ(r)e−λr),
where we used the growth rate of ∣f̂c∣ in (9.17), and the one for tr(ĥ), ĥ33 in (9.23). Again
invoking Lemma 9.14 and Lemma 9.15, and using Lemma 9.16 to estimate ∣∣ψ∣∣L1(R≥0),
we conclude

e2rĥij = d(i,j)1 + d(i,j)2 e2r +O(∣∣f ∣∣0,λe−λr) (9.24)

for some constants d(i,j)1 , d
(i,j)
2 ∈ R. As before, e−2r ∣ĥ∣(r) ∈ L1(R≥0) implies d(i,j)2 = 0.

Exactly as before, evaluating at r = 0 we obtain

d
(i,j)
1 = O(∣∣f ∣∣0,λ). (9.25)

Define an Einstein variation v in Csmall by vij(r) = d(i,j)1 e−2r. Note that tr(ĥ) =
ĥ33 + tr(v), and that tr(v) is constant. Hence ĥ33(r), tr(ĥ)(r) r→∞ÐÐÐ→ 0 implies that
tr(v) = 0. Therefore, v is indeed a trivial Einstein variation. From (9.25) we know

∣v∣ = O(∣∣f ∣∣0,λ).
Moreover, (9.23), (9.24), the fact that d(i,j)2 = 0, and the definition of v imply

∣∣ĥ − v∣∣C0
λ
= O(∣∣f ∣∣0,λ). (9.26)

In particular, ∣v∣ = O(∣∣f ∣∣0,λ) and (9.26) yield

sup
Csmall

∣ĥ∣ = O(∣∣f ∣∣0,λ). (9.27)

We will need this fact in the proof of the surjectivity of L. Until this point we did not
need ∣∣h∣∣C0 < ∞, but only h ∈ C2(Sym2(T ∗M)) ∩H1

0(M).
From now on we use the assumption ∣∣h∣∣C0 < ∞, which implies ∣∣h∣∣C1 < ∞ due to

Schauder estimates. Since λ < 1, we deduce from v) of Lemma 9.12 that ∣∣h − ĥ∣∣C0
λ
< ∞

and hence ∣∣h − v∣∣C0
λ
< ∞. This proves the existence of a trivial Einstein variation as

stated in Proposition 9.10. Uniqueness of such a trivial Einstein variation is clear because
trivial Einstein variations have constant C0-norm (with respect to gcusp).

If we assume ∣∣h∣∣C0 , ∣∣f ∣∣C0,α ≤ 1, then these last considerations can be made more quan-
titative. Indeed, under this assumption we have ∣∣h∣∣C1 = O(1) by Schauder estimates.
Recall that diam(∂Csmall) is bounded by a universal constant due to the definition of
the small part. Thus ∣h − ĥ∣(x) = O(e−r(x)) by v) of Lemma 9.12. Together with (9.26)
this implies

eλr(x)∣h − v∣(x) = O(∣∣f ∣∣0,λ + e−(1−λ)r(x)).
This finishes the proof of (9.12). As we already showed ∣v∣ = O(∣∣f ∣∣0,λ), this also yields
(9.11). This completes the proof. □
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The proof Proposition 9.11 is very similar to that of Proposition 9.10, so we only
highlight the differences.

Let T be a Margulis tube of M with core geodesic γ. Denote by R the radius of Tsmall,
that is, the distance from γ to ∂Tsmall. The model metric gcusp given by Proposition 8.1 is
only defined on Tsmall ∖N1(γ), and it satisfies ∣g − gcusp∣C2(x) = O(ε0e−ηr(x) + e2(r(x)−R)),
where r(x) = d(x, ∂Tsmall). Define Lcusp, fc, and ψ exactly as in the case of a cusp (the
only difference being that now ψ is only defined on [0,R − 1]). As ∣∣f ∣∣0,λ, ∣∣h∣∣C0 ≤ 1 by
assumption, it holds ∣∣h∣∣C2 = O(1) due to Schauder estimates. Thus we can estimate∣f̂c − f̂ ∣(x) = O(ε0ψ(r)e−λr + e2(r−R)). So ∣f̂c∣ satisfies the growth estimate

∣f̂c∣(r) = O(∣∣f ∣∣0,λWλ(r) + ε0ψ(r)e−λr + e2(r−R)), (9.28)

where Wλ is the inverse weight entering the definition of ∣∣ ⋅ ∣∣C0
λ
. In Tsmall it is given by

Wλ(r) = e−λr + eλ(r−R). In contrast to the definition of the cusp, r now only takes values
in a bounded interval. For this reason we can not get rid of the exponentially growing
fundamental solutions as easily as in the case of a cusp. To remedy this, we evoke the
following basic ODE lemma.

Lemma 9.17. Let Q ∈ R[X] be a quadratic polynomial with distinct real roots λ2 ≤ 0 <
λ1, R ≥ 2, ψ ∈ L1([0,R − 1]) so that ∣∣ψ∣∣L1([0,R−1]) is bounded by a universal constant,

and let W ∶ [0,R − 1] → R be a function of the form

W(r) = m∑
k=1βke

µkr

for some βk ∈ R≥0, µk ∉ {λ1, λ2}, so that W(r) is bounded by a universal constant for
r ∈ [R − 2,R − 1]. Let y ∶ [0,R − 1] → R be a C2 function with ∣y∣ ≤ 1 and

Q( d
dr
) (y) = O(W(r) + ψ(r)e−ar)

for some a ≥ 0. Then there is a universal constant C so that

∣y∣(r) ≤ C(eλ2r(∣y∣(0) +W(0) + ∣∣ψ∣∣L1([0,R−1])) + eλ1(r−R) +W(r) + ∣∣ψ∣∣L1e−ar) (9.29)

for all r ∈ [0,R − 1]. In particular,

∣y∣(r) ≤ C(∣y∣(0) +W(0) + ∣∣ψ∣∣L1([0,R−1]) + eλ1(r−R) +W(r)). (9.30)

As in Lemma 9.14 and Lemma 9.15 the universal constant C is allowed to depend on
λ1, λ2, and a, but not on R.

Proof. As µk ∉ {λ1, λ2}, and ψ ∈ L1([0,R − 1]), Lemma 9.14 and 9.15 imply

y(r) = A1e
λ1r +A2e

λ2r +O(W(r) + ∣∣ψ∣∣L1e−ar) (9.31)

for some constants A1,A2 ∈ R. For ease of notation we abbreviate R′ ∶= R − 1. Since∣y∣,W, ∣∣ψ∣∣L1e−ar = O(1) on [R′ − 1,R′] (this uses a ≥ 0), also A1e
λ1r +A2e

λ2r = O(1) on
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[R′ − 1,R′]. Using this at r = R′ and r = R′ − 1 gives the linear system of equations

( 1 1
e−λ1 e−λ2)(A1e

λ1R
′

A2e
λ2R

′) = (O(1)
O(1)) .

The operator norm ∣∣L−1∣∣op of the inverse of the linear operator L = ( 1 1
e−λ1 e−λ2) only

depends on λ1, λ2. Hence A1e
λ1R

′
and A2e

λ2R
′
are bounded by a universal constant. We

know y(0) = A1 + A2 + O(W(0) + ∣∣ψ∣∣L1) due to (9.31). Invoking (9.31) once more we
obtain

y(r) =A1e
λ1r +A2e

λ2r

+O(W(r) + ∣∣ψ∣∣L1e−ar)
=eλ1(r−R′)(A1e

λ1R
′) + eλ2r(y(0) − e−λ1R′(A1e

λ1R
′) +O(W(0) + ∣∣ψ∣∣L1))

+O(W(r) + ∣∣ψ∣∣L1e−ar)
=eλ1(r−R′)O(1) + eλ2r(y(0) + e−λ1R′O(1) +O(W(0) + ∣∣ψ∣∣L1))
+O(W(r) + ∣∣ψ∣∣L1e−ar),

that is, there is a universal constant C so that

∣y∣(r) ≤ C(eλ1(r−R′) + eλ2r(∣y∣(0) + e−λ1R′ +W(0) + ∣∣ψ∣∣L1) +W(r) + ∣∣ψ∣∣L1e−ar)
for all 0 ≤ r ≤ R′. As λ2 < λ1, so that eλ2re−λ1R′ ≤ eλ1(r−R′), and R′ = R−1, this completes
the proof of (9.29). □

To apply Lemma 9.17 we need to make sure that the growth rates of ∣f̂c∣ are different
from the fundamental solutions of the system of ODEs in (9.14). For this reason, we
weaken the growth control on ∣f̂c∣ in (9.28) to

∣f̂c∣(r) = O(∣∣f ∣∣0,λWλ(r) + ε0ψ(r)e−λr + e 3
2
(r−R)). (9.32)

Analogous to the case of a cusp, it still holds ∣∣ψ∣∣L1([0,R−1]) = O(∣∣f ∣∣0,λ). Indeed, the proof
of Lemma 9.16 goes through without modification. Now the proof of Proposition 9.11
follows by applying Lemma 9.17 with

W(r) = ∣∣f ∣∣0,λWλ(r) + e 3
2
(r−R) = ∣∣f ∣∣0,λ(e−λr + eλ(r−R)) + e 3

2
(r−R)

and ψ defined in (9.16) componentwise to the linear system of ODEs Lcuspĥ = f̂c
given in (9.14). (To be precise: Similar to the proof of Proposition 9.11, one first ap-
plies Lemma 9.17 to the equations for tr(ĥ), ĥ33, erĥi3, and then for e2rĥij one applies
Lemma 9.17 to the aboveW + the growth of tr(ĥ), ĥ33 obtained from (9.29).) This gives
growth estimates for ĥ. By v) of Lemma 9.12 we again know ∣h − ĥ∣(x) = O(e−r(x)).
Remembering that rγ = R − r will yield the estimate (9.13), thus finishing the proof of
Proposition 9.11.
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9.4. A priori estimates. The goal of this section is to prove the a priori estimate of
Proposition 9.1, that is, that there exists a universal constant C so that

∣∣h∣∣2,λ;∗ ≤ C ∣∣Lh∣∣0,λ
for all h ∈ C2,α

λ (Sym2(T ∗M)). The norm ∣∣ ⋅ ∣∣2,λ;∗ is a mixture of weighted Sobolev
norms and the decomposition norm ∣∣ ⋅ ∣∣

C2,α
λ

;∗. By Remark 4.5, the weighted Sobolev-

estimate ∣∣h∣∣H2(M ;ωx) ≤ C ∣∣f ∣∣L2(M ;ωx) still holds if M is non-compact but has finite
volume. Therefore, it suffices to prove an a priori estimate ∣∣h∣∣

C2,α
λ
(M);∗ ≤ C ∣∣Lh∣∣0,λ.

We do this in two steps. First we establish global C2,α-estimates, and then prove the
estimate for the ∗-norm.

For the proof of a global C2,α-estimate, we adapt the arguments in [Bam12, Lemma
6.1].

Proposition 9.18. For all α ∈ (0,1), Λ ≥ 0, λ ∈ (0,1), b > 1, δ ∈ (0,2), r0 ≥ 1, and
η ≥ 2 + λ there exist constants ε0, ϵ̄0 and C > 0 with the following property. Let M be a
Riemannian 3-manifold of finite volume that satisfies

∣ sec+1∣ ≤ ε0, ∣∣∇Ric∣∣C0(M) ≤ Λ,
and

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Msmall) for all x ∈Msmall.

Then for all h ∈ C2,α
λ (Sym2(TM)) it holds

∣∣h∣∣C2,α(M) ≤ C ∣∣Lh∣∣0,λ,
where ∣∣ ⋅ ∣∣0,λ is the norm defined in (9.8) with respect to any ϵ̄ ≤ ϵ̄0.
Proof. Step 1 (Reducing the problem): Let ε0 > 0 be small enough so that one can
apply Proposition 9.10, Proposition 9.11, and Lemma 9.19 below, and choose ϵ̄0 > 0 so
that Remark 4.6 applies. Due to Schauder estimates (Proposition 2.5) it suffices to prove
a C0-estimate.
Arguing by contradiction, assume that such a C0-estimate does not hold. Then there

exist a sequence of counterexamples, given by a sequence of finite volume Riemannian
3-manifolds (M i, gi) satisfying the curvature assumptions stated in Proposition 9.18, and
tensors hi ∈ C2,α

λ (Sym2(T ∗M)) so that

∣∣hi∣∣C0(M i) = 1 and ∣∣Lgihi∣∣0,λ i→∞ÐÐ→ 0,

where ∣∣ ⋅ ∣∣0,λ is the norm defined in (9.8) with respect to some ϵ̄i ≤ ϵ̄0. Abbreviate
f i ∶= Lgihi. Choose points xi ∈M i with ∣hi∣(xi) ≥ 1

2 .
If xi ∈ M i

thick, then Remark 4.6 shows ∣∣hi∣∣C0 ≤ C ∣∣f i∣∣0 → 0, where ∣∣ ⋅ ∣∣0 is the norm
defined in (4.3) with respect to ϵ̄i ≤ ϵ̄0. This is a contradiction.

Hence xi ∈ M i
thin for all i large enough. By Proposition 7.5, and the definition (9.8)

of ∣∣ ⋅ ∣∣0,λ, it holds ∣hi∣(x) ≤ C ∣∣f i∣∣0,λ for all x ∈M i
thin ∖M i

small. Thus x
i ∈M i

small for all i
large enough. After passing to a subsequence, either xi is contained in a cusp Cli ⊆M i
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for all i, or xi is contained in a Margulis tube Tki ⊆ M i for all i. We distinguish these
two cases.
Step 2 (Cusps): First we consider the case that xi is contained in a cusp Cli . Ab-

breviate ri ∶= d(xi, ∂(Cli)small). By the growth estimate (9.11) in Proposition 9.10 we
know that ∣hi∣(xi) ≤ C(∣∣f i∣∣0,λ + e−ri)
for a universal constant C. As ∣∣f i∣∣0,λ → 0, this shows that for i large enough it holds

1

2
≤ ∣hi∣(xi) ≤ 1

4
+Ce−ri ,

and thus ri ≤ log(4C), that is, ri is bounded by the universal constant R̄ = log(4C). By
Lemma 7.10 there is some C(R̄) so that

∣hi∣(x) ≤ C(R̄)∣∣f i∣∣0,λ
for all x ∈ NR̄(Cli ∖ (Cli)small). In particular, ∣hi∣(xi) ≤ C(R̄)∣∣f i∣∣0,λ. However, this
contradicts ∣hi∣(xi) ≥ 1

2 and ∣∣f i∣∣0,λ → 0.
Step 3.1 (Radius of (Tki)small): The goal of this step is to show

Rki →∞ as i→∞,
where Rki is the radius of the small part (Tki)small, that is, the distance of the core
geodesic γki to ∂(Tki)small. Assume that this is wrong. Then, after passing to a subse-
quence, it holds Rki ≤ R̄ for all i for some R̄ > 0. Choose a finite cover T̂ki → Tki so that
ℓ(γ̂ki) ∈ [1,10]. Note that the T̂ki have uniform lower bounds on the injectivity radius,
uniform bounds on the sectional curvature and the covariant derivative of the Ricci ten-
sor. Moreover, d(x̂i, γ̂ki) ≤ Rki ≤ R̄ where x̂i is a preimage of xi in T̂ki . Therefore, after
passing to a subsequence, it holds

(T̂ki , x̂i) pointed C2,βÐÐÐÐÐÐÐ→ (T∞, x∞),
where the convergence is pointed C2,β-convergence for some β ∈ (0, α). Here T∞ is a
negatively curved tube of possibly finite length (see the discussion before Lemma 9.19
for our definition of a negatively curved tube). After passing to a subsequence we may
assume that the limit R∞ = limiRki ∈ [0, R̄] exists. Since the distance of (Tki)small to
Mthick is at least µ/2 by Lemma 7.4, the length of T∞, that is supx∈T∞ d(x, γ∞), is at
least R∞ + µ/2.

Denote the lifts of hi and f i to T̂ki by ĥi and f̂ i. Since ∣∣ĥi∣∣C2,α(M i) is uniformly
bounded (due to Schauder estimates), after passing to a subsequence we may assume
that ĥi → h∞ in the pointed C2,β-sense. From ∣hi(xi)∣ ≥ 1

2 it follows ∣h∞(x∞)∣ ≥ 1
2 .

Similarly, f̂ i → 0 in the pointed C0,β-sense. Due to the stability of elliptic PDEs, we getL∞h∞ = 0.
Proposition 7.5 shows that

max
Tki∖(Tki)small

∣hi∣ ≤ C ∣∣f i∣∣0,λ.
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The same still holds for ĥi. As Rki → R∞, and ∣∣f i∣∣0,λ → 0, this implies h∞ = 0 outside of
NR∞(γ∞). In particular, this shows that h∞ has compact support because the length of
T∞ is at least R∞ +µ/2. Note that ∣ sec(M i) + 1∣ ≤ ε0 implies ∣ sec(T∞) + 1∣ ≤ ε0. By our
choice of ε0 we can apply Lemma 9.19 (or rather the comment following it) and conclude
h∞ = 0. This contradicts ∣h∞(x∞)∣ ≥ 1

2 . Therefore, Rki →∞.
Step 3.2 (Estimate in a tube): By the growth estimate (9.13), we know that for

all x ∈ (Tki)small ∖N1(γki) it holds
∣hi∣(x) ≤ C(∣∣f i∣∣0,λ + e−r∂Ti(x) + e− 3

2
rγ

ki
(x)), (9.33)

where r∂T i(x) = d(x, ∂(Tki)small) and rγki (x) = d(x, γki). Recall that ∣hi(xi)∣ ≥ 1
2 , and∣∣f i∣∣0,λ → 0. Thus there is a subsequence so that either rγki (xi) or r∂T i(xi) stays bounded.

We show that both these cases lead to a contradiction, thus completing the proof. Note
that these two cases exclude each other because of Step 3.1.

Case 1: r∂T i(xi) is bounded
Let R̄ ∈ R be so that r∂T i(xi) ≤ R̄ for all i ∈ N. In Step 3.1 we showed that the

radius Rki of (Tki)small goes to infinity. In particular, NR̄(M i ∖M i
small) is disjoint from

the 1-neighbourhood of the core geodesic γki for all i large enough. Thus by applying
Lemma 7.10 to the Margulis tube Tki , we obtain that there is some constant C(R̄) so
that ∣hi∣(x) ≤ C(R̄)∣∣f i∣∣0,λ
for all x ∈ NR̄(Tki ∖ (Tki)small). In particular, ∣hi∣(xi) ≤ C(R̄)∣∣f i∣∣0,λ → 0. But this
contradicts ∣hi∣(xi) ≥ 1

2 .
Case 2: rγi(xi) is bounded
Analogous to Step 3.1 (that is, going to appropriate covers and taking a convergent

subsequence) we can construct a tensor h∞ on a tube T∞ with the following properties:
it solves L∞h∞ = 0, and there is a point x∞ ∈ T∞ so that ∣h∞(x∞)∣ ≥ 1

2 . Moreover,
since Rki → ∞ the tube T∞ is complete and of infinite length. As in Step 3.1 it holds∣ sec(T∞) + 1∣ ≤ ε0. Moreover, (9.33), ∣∣f i∣∣0,λ → 0, and r∂T i(xi) → ∞ imply

∣h∞∣(x) ≤ Ce− 3
2
rγ∞(x)

for all x ∈ T∞ ∖N1(γ∞). So we can apply Lemma 9.19 and conclude h∞ = 0. However,
this contradicts ∣h∞(x∞)∣ ≥ 1

2 . □

In the proof of Proposition 9.18 we used the next lemma several times. It is the analog
of Proposition 8.3 in [Bam12]. However, since we are in the presence of pinched negative
curvature there is a much shorter proof than that in [Bam12]. In its formulation, a
complete negatively curved solid 3-torus is the quotient T = Γ/M̃ of a simply connected
negatively curved 3-manifold M̃ by an infinite cyclic group Γ of loxodromic isometries.
The core geodesic of such a solid torus is the projection of the axis γ̃ of the elements of
Γ.

Lemma 9.19. There exists ε0 > 0 with the following property. Let T be a complete solid
3-torus with ∣ sec(T ) + 1∣ ≤ ε0, and let h be a symmetric C2-tensor that solves Lh = 0.
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Assume that for some constant C > 0
∣h∣(x) ≤ Ce− 3

2
rγ(x)

for all x ∈ T ∖N1(γ), where γ is the core geodesic. Then h vanishes identically.

The statement also holds if T is of finite length (that is, T = Γ/NR(γ̃) for some R > 0)
if we assume that h has compact support. Indeed, the same proof will go through since
the the argument mostly relies on integration by parts.

Proof. We first argue that tr(h) = 0. Taking the trace in Lh = 0 yields

∆(tr(h)) + 2tr(h) = 0.
By assumption, ∣tr(h)∣(x) → 0 as rγ(x) → ∞. So there is some x0 ∈ T with ∣tr(h)∣(x0) =∣∣tr(h)∣∣C0(T ). By possibly replacing h with −h we may assume that tr(h)(x0) ≥ 0. Recall
that by our sign convention −∆u = tr(∇2u). As tr(h) assumes its maximum at x0, we
have −∆(tr(h))(x0) ≤ 0. Hence

∣∣tr(h)∣∣C0(T ) = tr(h)(x0) = −12∆(tr(h))(x0) ≤ 0
and consequently tr(h) = 0.

By regularity of solutions of elliptic equations and Schauder theory, h is smooth and
all covariant derivatives ∇kh satisfy the same kind of estimate, that is, ∣∇kh∣(x) ≤
Cke

− 3
2
rγ(x). Jacobi field comparison shows that area(∂NR(γ)) = O(e 5

2
R) if ε0 > 0 is

small enough. Hence ∇kh ∈ L2(T ) for all k ∈ N. Therefore, [Gaf54] shows that one can
apply integration by parts to h and all its derivatives.
The proof of the Poincaré inequality (Proposition 3.1) only needed integration by

parts and some tensor calculus. Hence the Poincaré inequality also holds in the present
situation, and we may apply it to h since h has vanishing trace. Thus if ε0 > 0 is small
enough it holds

∣∣h∣∣L2(T ) ≤ 1

3 − c ε0 ∣∣∇h∣∣L2(T ),
where c = c(3) is the constant from Proposition 3.1. Recall that Lh = 1

2∆h+ 1
2Ric(h)+2h.

Since tr(h) = 0, it follows from Lemma 3.2 that 1
2⟨Ric(h), h⟩ ≥ −(3+c′ε0)∣h∣2 for a constant

c′ > 0. Therefore, applying (⋅, h)L2(T ) to the equation Lh = 0 yields (remembering that
we are allowed to integrate by parts)

0 = (Lh,h)
L2(T ) ≥ 1

2
∣∣∇h∣∣L2(T ) − (1 + c′ε0)∣∣h∣∣L2(T ) ≥ (3 − c ε02

− (1 + c′ε0)) ∣∣h∣∣L2(T ).
This implies h = 0 if we choose ε0 > 0 small enough so that (3−c ε02 − (1 + c′ε0)) > 0. □

Our proof of the a priori estimate in Proposition 9.1 is a variation of that for [Bam12,
Proposition 5.1]. We explain the central ideas first before presenting the complete proof.
It suffices to prove an a priori estimate for the ∣∣ ⋅ ∣∣C0

λ
;∗-norm. Similar to the proof of

Proposition 9.18 we assume that such an estimate does not hold. So there is a sequence
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(M i, gi) of Riemannian manifolds satisyfing the assumptions of Proposition 9.1, and
hi ∈ C0

λ(Sym2(T ∗M)) so that

∣∣hi∣∣C0
λ
;∗ = 1 and ∣∣f i∣∣0,λ → 0,

where f i ∶= Lgihi. Consider the canonical decompositions

hi = h̄i +∑
k

ρku
i
k +∑

l

ϱlv
i
l ,

given by Lemma 9.8 resp. Proposition 9.10, so that (up to a multiplicative universal
constant) it holds ∣∣hi∣∣C0

λ
;∗ = ∣∣h̄i∣∣C0

λ
+max

k
∣uik∣ +max

l
∣vil ∣.

In this outline we only consider tubes. From Lemma 9.8 (or rather its proof) we know
that ∣uik∣ = O(∣∣hi∣∣C0), and hence ∣uik∣ → 0 by Proposition 9.18. For simplicity assume
that ∣∣h̄i∣∣C0

λ
= 1, and that there exists a point xi in some Margulis tube Tki so that∣h̄i∣C0

λ
(xi) = 1

Wλ(xi) ∣h̄i∣C0(xi) = 1. Note that xi ∈ (Tki)small,

r∂T (xi) → ∞ and rγki (xi) → ∞,
where r∂(x) = d(x, ∂(Tki)small) and rγki (x) = d(x, γki) for the core geodesic γki of Tki .

Indeed, otherwise the weight 1
Wλ(xi) is bounded from above by some constant, and so

Proposition 9.18 would yield a contradiction.
Abbreviate r ∶= r∂T . For simplicity assume that r(xi) = Rki

2 , where Rki is the radius

of (Tki)small, so that the weight
1
Wλ

is maximal at xi. Let s(x) = r(x)− Rki

2 be the radial

function centered at xi. By construction, the rescaled tensors hi ∶= 1
Wλ(xi) h̄i satisfy a

growth estimate ∣hi∣(x) ≤ C(e−λs(x) + eλs(x)) (9.34)

for some constant C (independent of i). As in the proof Proposition 9.18, after passing to
suitable covers and taking a convergent subsequence, we obtain a two sided infinite hy-
perbolic cusp (T 2×R, gcusp) and a tensor field h∞ only depending on the radial coordinate
s so that ∣h∞∣(x∞) = 1, L∞h∞ = 0, and

∣h∞∣(x) ≤ C(e−λs(x) + eλs(x)).
As h∞ only depends on s, L∞h∞ = 0 is the linear system of ODEs in (9.14). If ∣λ∣ is smaller
than the absolute value of the non-zero exponential growth rates of the fundamental
solutions of (9.14), the growth condition (9.34) implies that h∞ is a trivial Einstein
variation (see Lemma 9.20).

On the other hand, by definition, h̄i satisfies

∣h̄i∣(xi) ≤ ∣h̄i − u∣(xi)
for any trivial Einstein variation u on (Tki)small (see the proof of Lemma 9.8). This
implies ∣h∞∣(x∞) ≤ ∣h∞ − u∣(x∞)
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for any trivial Einstein variation u on (T 2×R, gcusp). But as h∞ is itself a trivial Einstein
variation, choosing u = h∞ implies ∣h∞∣(x∞) = 0. But this contradicts ∣h∞∣(x∞) = 1
(which we know from ∣hi∣(xi) = 1).

From this outline the following is apparant. Inside the small part of a tube, the key
requirement on the weight 1

Wλ
is that away from its maximum, the decay rate of the

weight is strictly smaller than the absolute value of the non-zero exponential growth
rates of the fundamental solutions of the linear system of ODEs in (9.14).

Now we present the complete proof.

Proof of the a priori estimate in Proposition 9.1. Step 1 (Set-Up): As mentioned in
the beginning of this section, we know that the weighted integral estimates hold, and so
we only have to show ∣∣h∣∣

C2,α
λ

;∗ ≤ C ∣∣Lh∣∣0,λ for a universal constant C. Because of the

Schauder estimates for the ∗-norm (Lemma 9.7), it suffices to prove

∣∣h∣∣C0
λ
(M);∗ ≤ C ∣∣Lh∣∣0,λ. (9.35)

Denote by ε0, ϵ̄0 the constants obtained in Proposition 9.18.
Arguing by contradiction, we assume that a constant C as in (9.35) does not exist.

Then there exists a sequence of finite volume Riemannian 3-manifolds (M i, gi) satisfying
the curvature assumptions in Proposition 9.1, and tensor fields hi such that

∣∣hi∣∣C0
λ
(M i);∗ = 1 for all i ∈ N and ∣∣f i∣∣0,λ → 0, as i→∞,

where as before we abbreviate f i ∶= Lgihi.
Consider the canonical decomposition

hi = h̄i +∑
k

ρiku
i
k +∑

l

ϱilv
i
l ,

where uik and vil are the canonical choices of trivial Einstein variations on a Margulis
tube and a cusp, respectively, given by Lemma 9.8 and Proposition 9.10. So it holds

∣∣hi∣∣C0
λ
(M i);∗ ≤ ∣∣h̄i∣∣C0

λ
(M) +max

k
∣uik∣ +max

l
∣vil ∣ ≤ C(∣∣hi∣∣C0

λ
(M i);∗ + ∣∣f i∣∣0,λ)

for a universal constant C. We know ∣uik∣ ≤ C ∣∣hi∣∣C0(M) from Lemma 9.8 (or rather its
proof) and ∣∣hi∣∣C0 ≤ C ∣∣f i∣∣0,λ by Proposition 9.18, so that maxk ∣uik∣ → 0. Also maxl ∣vil ∣ →
0 as we have ∣vil ∣ = O(∣∣f i∣∣0,λ) by Proposition 9.10. Together with Proposition 9.18, this
shows that for all i large enough it holds

3

4
≤ ∣∣h̄i∣∣C0

λ
≤ C and ∣∣h̄i∣∣C0(M) → 0, as i→∞.

Choose xi ∈M i with ∣h̄i∣C0
λ
(xi) = 1

Wλ(xi) ∣h̄i∣(xi) ≥ 1
2 . Since the inverse weight function

Wλ is constant to 1 outsideMsmall, it holds ∣h̄i∣C0
λ
(x) = ∣h̄i∣C0(x) for x ∉M i

small and hence

xi ∈M i
small. After passing to a subsequence, either xi is contained in a cusp Cli for all i,

or xi is contained in a Margulis tube Tki for all i. We distinguish these two cases.
Step 2 (Cusps): We start by considering the case that xi is contained in a cusp Cli .

Abbreviate ri = d(xi, ∂(Cli)small). The growth estimate (9.12) of Proposition 9.10 shows
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that for some universal constant C, we have

1

2
≤ ∣h̄i∣C0

λ
(xi) ≤ C(∣∣f i∣∣0,λ + e−(1−λ)ri),

and thus
1

2
≤ 1

4
+Ce−(1−λ)ri

for large enough i. Hence ri ≤ (1 − λ)−1 log(4C), that is, ri is bounded by the universal
constant R̄ ∶= (1 − λ)−1 log(4C). But then 1

2 ≤ ∣h̄i∣C0
λ
(xi) ≤ eλR̄∣∣h̄i∣∣C0 → 0, which is a

contradiction.
Step 3 (Tubes): It remains to consider the case that xi is contained in a Margulis

tube Tki . Denote by γki the core geodesic of Tki . Set f̄ i ∶= Lgi h̄i. Since ∣∣ρik∣∣C2,α is
uniformly bounded, it follows from the proof of Lemma 9.7 that ∣∣Lgi(∑k ρikuik)∣∣C0

λ
≤

Cmaxk ∣uik∣ → 0, and the analogous statement holds for vil . Thus∣∣f̄ i∣∣C0
λ
→ 0, as i→∞.

Recall that ∣∣h̄i∣∣C0(M) → 0, and 1
Wλ(xi) ∣h̄i∣C0(xi) ≥ 1

2 from the definition of xi. Thus

Wλ(xi) → 0. Hence, for i large enough, xi ∈M i
small and

r∂T i(xi), rγki (xi) → ∞,
where r∂T i(x) = d(x, ∂(Tki)small) and rγki (x) = d(x, γki). Abbreviate ri ∶= r∂T i(xi).

Consider the torus T i(ri) ∶= {x ∈ Tki ∣ r∂T i(x) = ri} in Tki containing xi. Take a
covering T̂ i → (Tki)small such that

diam(T̂ki(ri)) ≤ 10 and inj(x̂i) ≥ 1,
where diam(T̂ i(ri)) is the diameter with respect to the intrinsic metric of T̂ki(ri). There-
fore, after passing to a subsequence,

(T̂ i, x̂i) pointed C2,βÐÐÐÐÐÐÐ→ (T∞, x∞),
where x̂i is a preimage of xi in T̂ i and where the convergence is pointed C2,β-convergence
for some β ∈ (0, α). From the curvature decay condition (9.1), and the fact that
r∂T i(xi), rγki (xi) → ∞, it follows that the limit manifold T∞ is a hyperbolic cusp which
is two-sided infinite, that is, T∞ = T 2 ×R and

g∞ = e−2rgFlat + dr2
for some flat metric gFlat on the torus T 2. Denote by ĥi the pullback of h̄i to T̂ i, and
analogously f̂ i shall denote the pullback of f̄ i. Since going to covers does not change
Hölder or Ck-norms, all the estimates on h̄i and f̄ i still hold for ĥi and f̂ i.

Set si(x) ∶= r∂T i(x) − ri. Then si(xi) = 0 and si → s∞, where s∞ is the R-coordinate
in T∞ = T 2 ×R with s∞(x∞) = 0.
Abbreviate r(⋅) ∶= r∂T i(⋅), and write Ri ∶= Rki for the radius of (Tki)small, that is, the

distance of the core geodesic to ∂(Tki)small. After passing to a subsequence, we may
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distinguish between the following three cases. We will show that each case leads to a
contradiction, thus completing the proof.

Case 1: Ri − 2ri → −∞
Note

eλ(Ri−ri)Wλ(x) = eλ(Ri−ri) (e−λr(x) + eλ(r(x)−Ri)) = eλ(Ri−2ri)e−λsi(x) + eλsi(x).
Define hi to be the rescaled tensor eλ(Ri−ri)ĥi. As ∣∣ĥi∣∣C0

λ
≤ C

∣hi∣(x) = eλ(Ri−ri)Wλ(x) ∣ 1

Wλ(x) ∣ĥi∣(x)∣ ≤ C(eλ(R
i−2ri)e−λsi(x) + eλsi(x)).

Thus hi is locally uniformly bounded near xi. By Schauder-estimates, the same holds
true for its derivatives. As a consequence, after passing to a subsequence we obtain that
hi → h∞ in the pointed C2,β′-sense for some β′ ∈ (0, β) where the symmetric (0,2)-tensor
h∞ on T∞ satisfies ∣h∞∣(x) ≤ Ceλs∞(x).
Note ∣hi∣(x̂i) = 1

Wλ(x̂i) ∣ĥi∣(x̂i) ≥ 1
2 , and hence ∣h∞∣(x∞) ≥ 1

2 . In particular, h∞ is non-zero.

The same calculation as above shows that f i = eλ(Ri−ri)f̂ i satisfies
∣f i∣(x) ≤ ∣∣f i∣∣C0

λ
(eλ(Ri−2ri)e−λsi(x) + eλsi(x)).

As ∣∣f̂ i∣∣C0
λ
→ 0, this implies f i → 0. By stability of elliptic equations the limit tensor h∞

therefore solves L∞h∞ = 0.
Note that the tensor h∞ is obtained as a limit of tensors that are lifts of tensors

on (Tki)small, and since the tubes (Tki)small converge to a line in the pointed Gromov-
Hausdorff topology, the limit tensor h∞ only depends on s∞ (we refer to Section 9.3
for the definition of what it means for a tensor to only depend on the R-coordinate s).
Lemma 9.20 below then shows that h∞ = 0, which contradicts ∣h∞∣(x∞) ≥ 1

2 .
Case 2: Ri − 2ri →∞
Compute

eλr
i

Wλ(x) = eλri (e−λr(x) + eλ(r(x)−Ri)) = e−λsi(x) + e−λ(Ri−2ri)eλsi(x).
By the same arguments as in Case 1, after passing to a subsequence, the rescaled tensors
hi ∶= eλri ĥi converge to some non-zero h∞ which only depends on s∞ and that satisfies

L∞h∞ = 0 and ∣h∞∣(x) ≤ Ce−λs∞(x)
for some C > 0. Again by Lemma 9.20 below, this implies h∞ = 0, a contradiction.

Case 3: Ri − 2ri → A ∈ R
The same calculation as in Case 1 shows that the rescaled tensors hi ∶= eλ(Ri−ri)ĥi

converge to some non-zero h∞ that only depends on s∞, satisfies the growth estimate

∣h∞∣(x) ≤ C(eAe−λs∞(x) + eλs∞(x)),
and solves L∞h∞ = 0. Lemma 9.20 shows that h∞ is a trivial Einstein variation.
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By the proof of Lemma 9.8, we know that h̄i satisfies ∣h̄i∣(ci
ki
) ≤ ∣h̄i − u∣(ci

ki
) for any

trivial Einstein variation u on (Tki)small. Here ci
ki
∈ (Tki)small) is a chosen point with

r(ci
ki
) = Ri

2 . Since C0-norms and the space of trivial Einstein variations are invariant
under passing to covers and scaling we also have

∣hi∣(ĉik) ≤ ∣hi − u∣(ĉik),
for every trivial Einstein variation u on T̂ i (notations are as above). By assumption,

ri − Ri
k

2 is bounded. Hence d(x̂i, ĉi
ki
) is also bounded. Therefore, there is a limit point

c∞ ∈ T∞. Note that any trivial Einstein variation on T∞ is the limit of trivial Einstein
variations on T̂ i. Thus ∣h∞∣(c∞) ≤ ∣h∞ − u∣(c∞)
for every trivial Einstein variation u on T∞. Because h∞ is itself a trivial Einstein
variation, choosing u = h∞ shows h∞(c∞) = 0. As trivial Einstein variations have
constant norm (with respect to a cusp metric), this implies h∞ = 0 everywhere. This is
a contradiction. □

The following lemma was used at the end of the above proof to show that each of
the three cases leads to a contradiction. The lemma plays the role of Proposition 7.1
in [Bam12]. Our proof is the same as that in [Bam12], but adapted to our context.
Concerning terminology, we refer to Section 9.3 for the notion of a cusp metric, and
what it means for a tensor to only depend on r.

Lemma 9.20. Assume T 2 × R is equipped with a hyperbolic cusp metric. Let h be a
tensor that only depends on the R-coordinate r, and that solves Lh = 0. If h satisfies

∣h∣(r) ≤ C (e−λr + eλr)
for some C > 0 and λ ∈ (0,1), then h is a trivial Einstein variation. If moreover h
satisfies

∣h∣(r) ≤ Ce−λr for all r ∈ R or ∣h∣(r) ≤ Ceλr for all r ∈ R,
then h = 0.
Proof. We first show tr(h) = 0. From (9.15) we have Q1( ∂∂r)(tr(h))(r) = 0 for a qua-

dratic polynomial Q1 with roots 1 ±√5. Thus by applying Lemma 9.14 we get

tr(h)(r) = A+e(1+√5)r +A−e(1−√5)r
for some A+,A− ∈ R. By assumption ∣tr(h)∣(r) ≤ C(eλr + e−λr). Since λ < 1 +√5, taking
r → ∞ implies A+ = 0. Similarly, since λ < √5 − 1, taking r → −∞ shows A− = 0. Thus
tr(h) = 0 everywhere.

Using (9.14), the same argument shows h33 = 0 and hi3 = 0 everywhere. For hi3 this
uses the assumption λ < 1.

By (9.14) we have Q3( ∂∂r)(e2rhij) = 0 for a quadratic polynomial Q3 with roots 0 and
2. So invoking Lemma 9.14 yields

e2rhij = A +Be2r
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for some A,B ∈ R. As ∣e2rhij ∣ ≤ ∣h∣(r) ≤ C(eλr + e−λr) and λ < 2, taking r → ∞ implies
B = 0. So hij = Ae−2r for some A ∈ R.
With everything up to now we have shown that h is a trivial Einstein variation. Now

assume that h either satisfies ∣h∣(r) ≤ Cλr or ∣h∣(r) ≤ C−λr. Note that trivial Einstein
variations have constant norm (with respect to a cusp metric). Thus taking r → −∞ or
r →∞ implies ∣h∣ = 0. □

9.5. Surjectivity of L. In order to establish Proposition 9.1 we have to show that

L ∶ (C2,α
λ (Sym2(TM)), ∣∣ ⋅ ∣∣2,λ;∗) Ð→ (C0,α

λ (Sym2(TM)), ∣∣ ⋅ ∣∣0,λ)
is an invertible operator, and that ∣∣L−1∣∣op is bounded by a universal constant. In
Section 9.4 we proved that L satisfies an a priori estimate ∣∣h∣∣2,λ;∗ ≤ C ∣∣Lh∣∣0,λ. Therefore,
to complete the proof of Proposition 9.1, we have to show that L is surjective. This will
be done with the strategy used in the proof of Proposition 4.7, which had two main
ingredients:● (Weak solutions exist) For any f in the target space, the equation L(h) = f has

a weak solution.● (Regularity) If f is a smooth tensor in the target space and h is a solution ofLh = f , then h is contained in the source space.● (Approximation) For any f in the target space, there is a sequence of smooth
tensors (fi)i∈N converging to f ;

In the setting of Section 4, the regularity part is immediate due to local (euclidean)
regularity theory of elliptic PDEs. In our present non-compact setting this is no longer
the case. Local regularity theory only shows that h is of a certain regularity in local
coordiantes, but it does not necessarily mean that the globally defined norm ∣∣h∣∣2,λ;∗ is
finite. That this is indeed the case is shown in the following lemma. Here we assume that
M satisfies the assumptions stated in Proposition 9.1. Also, we refer to Notation 2.2 for
our convention of the O-notation.

Lemma 9.21. Let f ∈ C0,α
λ (Sym2(T ∗M)) and h ∈ C2(Sym2(T ∗M)) ∩ H1

0(M) be a
solution of Lh = f.
Let C be a cusp of M , and iC ∈ (0,1) so that iC ≤ inj(x) for all x ∈ ∂Csmall. Then it
holds

sup
Csmall

∣h∣ = O( 1
iC
∣∣f ∣∣0,λ).

In particular, supM ∣h∣ < ∞ and h ∈ C2,α
λ (Sym2(T ∗M)).

Because the boundary tori ∂C can have arbitrary large diameter, there can be no
universal lower bound on iC . The point of Lemma 9.21 is not to obtain a universal
bound for ∣∣h∣∣C0 , but just that h ∈ C2,α

λ (Sym2(T ∗M)). Once this is known, one obtains
universal estimates by the results of Section 9.4.
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Proof. Fix a cusp C, and let gcusp be the hyperbolic cusp metric on Csmall given by
Proposition 8.2. This satisfies ∣g − gcusp∣C2(x) = O(ε0e−ηr(x)), where r(x) = d(x, ∂Csmall),
and η is the decay rate in the curvature decay condition (9.1). In particular, up to
universal constants, the Ck-norms (k ≤ 2) with respect to g and gcusp agree. Let ⋅̂ be
the averaging operation of the cusp metric gcusp (see Lemma 9.12). First, we recall an
estimate for ∣ĥ∣ that was established in the proof of Proposition 9.10. In a second step
we obtain estimates on ∣h − ĥ∣. We do this by using De Giorgi�Nash�Moser estimates in
the universal cover to reduce this problem to bounding L2-norms in the universal cover
M̃ , which we obtain from weighted L2-estimates in M . Throughout this proof, for r ≥ 0
we denote by T (r) the torus in Csmall all of whose points have distance r to ∂Csmall.
Step 1 (Estimating ∣ĥ∣): In the proof of Proposition 9.10 we established (9.27),

which states

sup
Csmall

∣ĥ∣ = O(∣∣f ∣∣0,λ). (9.36)

Even though in the formulation of Proposition 9.10 we assume ∣∣h∣∣C0 < ∞, we pointed
out that for (9.27) only the assumption h ∈ C2(Sym2(T ∗M)) ∩H1

0(M) is needed.
We also mention the following estimates that will be needed in Step 2. Denote byLcusp the operator 1

2∆L + 2id with respect to the metric gcusp. From ∣g − gcusp∣C2(x) =
O(ε0e−ηr(x)) it follows that

∣Lcusph − f ∣C0(x) ≤ O(ε0e−ηr(x)∣h∣C2(x)). (9.37)

Now ii) of Lemma 9.12 and (9.37) together yield

∣L̂cusph − f̂ ∣C0 (x) = O(ε0ψ(r)e−(η−2)r) (9.38)

where r = r(x), and ψ ∈ L1(R≥0) is the function defined in (9.16).
Step 2 (Estimating ∣h − ĥ∣): Since dim(M) = 3, we can apply the estimates from

Lemma 2.8 with q = 4. Hence the same argument that led to (4.9) shows that for all
x ∈ Csmall, and any lift x̃ ∈ M̃ of x, it holds

∣h̃ − ˜̂h∣C0(x̃) ≤ C(∣∣h̃ − ˜̂h∣∣L2(B(x̃,ρ)) + ∣∣Lcusp(h̃ − ˜̂h)∣∣L2(B(x̃,ρ))) (9.39)

for some universal constant C. Here ρ > 0 is the universal radius appearing in the
definition of the Hölder norms.
We want to bound these L2-norms in M̃ by weighted L2-norms in M . Towards this

goal, note that for any y ∈M and lift ỹ ∈ M̃ of y it holds #(π−1(y)∩B(ỹ,2ρ)) ≤ C 1
inj(y)2 ,

where C is a universal constant, and π ∶ M̃ → M is the universal covering projection.
Indeed, this follows by a simple area counting argument. Note that (up to universal
constant) it is irrelevant whether the injectivity radius is taken with respect to g or
gcusp. Choose iC ∈ (0,1) so that inj(x) ≥ iC for all x ∈ ∂Csmall. Since gcusp is hyperbolic,
the argument from the proof of Corollary 7.7 shows that inj(y) ≥ e−d(y,∂Csmall)iC for all
y ∈ Csmall. Therefore, there is a universal constant C so that for any function u ∶M → R≥0,
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x ∈ Csmall, and lift x̃ ∈ M̃ of x it holds

∫
B(x̃,ρ) ũ dvolg̃cusp ≤ C 1

i2C
∫
B(x,ρ) e

2r(y)udvolgcusp , (9.40)

where ũ = u○π and r(y) = d(y, ∂Csmall). See the claim in the proof of Proposition 7.5 for
more details as to why this integral estimate follows from the preimage counting.
We now show how (9.40) can be used to estimate the L2-norms in (9.39). We start

with the first term. Inequality (∗∗) on p. 520 of [GKS07] shows that for any flat 2-torus
T 2 of diameter 1, we have λ1(T 2) ≥ e−2. Together with a scaling argument, this implies
that if T 2 is a flat 2-torus of diam(T 2) ≤ 1, then λ1(T 2) ≥ 1

diam(T 2)2 e−2. Therefore, for
any function u it holds

∫
T (r) ∣u − û∣2 dvolcusp ≤ e2diam(T (r), gcusp)2∫T (r) ∣∇u∣2 dvolcusp,

where û is the average of u over T (r) (see the discussion before Lemma 9.12). Applying
this componentwise and multiplying by e2r implies

e2r ∫
T (r) ∣h − ĥ∣2C0 dvolcusp ≤ e2D2∫

T (r) ∣h∣2C1 dvolcusp,

where D is the universal constant appearing in the definition of the small part. Thus

∫
Csmall

e2r ∣h − ĥ∣2C0 dvolgcusp ≤ e2D2∫
Csmall

∣h∣2C1 dvolcusp = O(∣∣h∣∣2H2(Csmall)). (9.41)

We know from the proof of Lemma 9.16 that ∣∣h∣∣H1(Csmall) = O(∣∣f ∣∣0,λ) (in fact, we
even showed ∣∣h∣∣H2(Csmall) = O(∣∣f ∣∣0,λ)). Thus (9.40) and (9.41) yield

∫
B(x̃,ρ) ∣h̃ − ˜̂h∣2 dvolg̃cusp = O( 1i2C ∣∣f ∣∣20,λ). (9.42)

This completes the bound of the first L2-norm in (9.39).
Towards bounding the second L2-norm in (9.39), we use the triangle inequality, (9.37),

ii) of Lemma 9.12, and (9.38) to estimate

∣Lcusph̃ − Lcusp˜̂h∣(x̃) ≤∣Lcusph̃ − f̃ ∣(x̃) + ∣f̃ ∣(x̃) + ∣ ˜̂f ∣(x̃) + ∣Lcusp˜̂h − ˜̂
f ∣(x̃)

=O(ε0e−ηr̃ ∣h̃∣C2(x̃) + ∣∣f ∣∣0,λe−λr̃ + ε0ψ(r)e−(η−2)r̃), (9.43)

where r̃ = r ○ π, and ψ ∈ L1(R≥0) was defined in (9.16). Invoking (9.40), and using η > 1,
we obtain

∫
B(x̃,ρ) (e−ηr̃ ∣h̃∣C2)2dvolg̃cusp ≤C 1

i2C
∫
B(x,ρ) e

−2(η−1)r ∣h∣2C2dvolgcusp

≤C 1

i2C
∫
Csmall

∣h∣2C2dvolgcusp

=O( 1
i2C
∣∣f ∣∣20,λ), (9.44)
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where for the last inequality we used ∣∣h∣∣H2(Csmall) = O(∣∣f ∣∣0,λ) (this was established in
the proof of Lemma 9.16). Also

∫
B(x̃,ρ) e

−2λr̃ dvolg̃cusp ≤ vol(B(x̃, ρ)) = O(1). (9.45)

Recall that the function ψ is defined by ψ(r) ∶= ∫T (r) ∣h∣C2 . Denote by ⨏T (r) the aver-
age integral 1

vol2(T (r)) ∫T (r). By the Jensen inequality (⨏T (r) ∣h∣C2)2 ≤ ⨏T (r) ∣h∣2C2 , which

implies (erψ(r))2 ≤ ∫T (r) ∣h∣2C2 . So erψ(r) ∈ L2(R≥0), and ∣∣erψ∣∣L2(R≥0) ≤ ∣∣h∣∣H2(Csmall) =
O(∣∣f ∣∣0,λ). Because ρ is universal, area(B(x̃, ρ)∩{ỹ ∣ r̃(ỹ) = s}) is bounded by a universal
constant C for all s. Thus, as η > 1,

∫
B(x̃,ρ) (e−(η−2)r̃ψ)2 ≤C ∫

r(x)+ρ
r(x)−ρ e−2(η−1)r(erψ)2 dr

≤C ∫ r(x)+ρ
r(x)−ρ (erψ)2 dr=O(∣∣f ∣∣20,λ). (9.46)

Combining (9.39), (9.42)-(9.46) yields

sup
Csmall

∣h − ĥ∣ = O( 1
iC
∣∣f ∣∣0,λ).

Together with (9.36) this implies supCsmall
∣h∣ = O ( 1

iC
∣∣f ∣∣0,λ).

For the last assertions, note that M has only finitely many cusps because M has
finite volume. The proven estimate and the compactness of M ∖ ⋃C Csmall immediately
imply that supM ∣h∣ < ∞. To conclude h ∈ C2,α

λ (Sym2(T ∗M)) we have to show that∣∣h∣∣
C2,α

λ
;∗ < ∞. As ∣∣Lh∣∣

C0,α
λ
< ∞ by assumption, the Schauder estimates for the ∗-norm

(Lemma 9.7) reduce the problem to showing ∣∣h∣∣C0
λ
;∗ < ∞. Due to the compactness of

M ∖⋃C Csmall, it suffices to show ∣∣h∣∣C0
λ
;∗ < ∞ in each rank 2 cusp ofM . But this follows

from Proposition 9.10 since ∣∣h∣∣C0 < ∞. □

Recall from the introduction of this section that establishing surjectivity of L requires
an approximation and a regularity result. Lemma 9.21 is the regularity statement. The
approximation result is given by the next lemma.

Lemma 9.22. Let f ∈ C0,α
λ (Sym2(T ∗M)) and β ∈ (0, α). Then there is a sequence(fε)ε>0 ⊆ C∞(Sym2(T ∗M)) so that limε→0 ∣∣f − fε∣∣C0,β

λ
(M) = 0.

Proof. It is well known that for u ∈ C0,α(Rn) there is a sequence (uε)ε>0 ⊆ C∞(Rn) so
that ∣∣u−uε∣∣C0,β → 0 as ε→ 0. Moreover, if u has compact support inside some open set
Ω ⊆ Rn, the uε can be chosen to have compact support in Ω too.

Denote by r the distance function toM∖Msmall. For k ≥ 0 define Uk ∶= r−1((k−1, k+1)).
Choose a partition of unity (ηk)k≥0 subordinate to the cover {Uk}k≥0. By applying

the above approximation result locally, we see that for each k there is f (k)ε so that
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supp(f (k)ε ) ⊆ Uk and ∣∣(ηkf) − f (k)ε ∣∣C0,β ≤ ε
2e
−λ(k+1). Then fε ∶= ∑∞k=0 f (k)ε has the desired

property. Indeed, let x ∈M be arbitrary and and choose k0 ∈ N so that k0 ≤ r(x) < k0 +1.
Then Uk0 and Uk0+1 are the only sets of the cover {Uk}k≥0 which may contain x. Thus

∣f − fε∣C0,β(x) ≤ ∣(ηk0f) − f (k0)ε ∣C0,β(x) + ∣(ηk0+1f) − f (k0+1)ε ∣C0,β(x)
≤ ε
2
e−λ(k0+1) + ε

2
e−λ(k0+2)

≤ εe−λr(x)≤ εWλ(x),
and hence ∣∣f − fε∣∣C0,β

λ
(M) = supx∈M 1

Wλ(x) ∣f − fε∣C0,β(x) ≤ ε. □

Now we are ready to present the proof of Proposition 9.1.

Proof of Proposition 9.1. As the a priori estimate was established in Section 9.4, it re-
mains to show that L is surjective. The same argument as in Proposition 4.7 shows
that for any f ∈ L2(Sym2(T ∗M)), there is a weak solution h ∈ H1

0(Sym2(T ∗M)) ofLf = h. Fix f ∈ C0,α
λ (Sym2(T ∗M)). Invoking Lemma 9.22 we obtain a sequence(fi)i∈N ⊆ C∞(Sym2(T ∗M)) so that ∣∣f − fi∣∣

C
0, α2
λ

→ 0 as i → ∞. Choose weak solu-

tions hi ∈H1
0(Sym2(T ∗M)) of Lhi = fi. Then hi ∈ C∞(Sym2(T ∗M)) and Lhi = fi holds

in the classical sense. Moreover, Lemma 9.21 implies hi ∈ C0,α
2

λ (Sym2(T ∗M)). Note

that the norms ∣∣ ⋅ ∣∣
C

0, α2
λ

and ∣∣ ⋅ ∣∣0,λ are equivalent on C
0,α

2

λ (Sym2(T ∗M)) (but with a

non-universal constant). Therefore, the a priori estimate from Proposition 9.18 gives

∣∣hi − hj ∣∣C2 ≤ C ∣∣fi − fj ∣∣
C

0, α2
λ

→ 0 as i, j →∞
for some (non-universal) constant C. So (hi)i∈N ⊆ C2(Sym2(T ∗M)) is a Cauchy se-
quence. Let h ∈ C2(Sym2(T ∗M)) be the limit tensor field. As M has finite volume,
C2-convergence implies H1-convergence. Thus h ∈ H1

0(Sym2(T ∗M)) and Lh = f ∈
C0,α
λ (Sym2(T ∗M)). Invoking Lemma 9.21 once more yields h ∈ C2,α

λ (Sym2(T ∗M)).
Therefore, L is a surjective mapping from C2,α

λ (Sym2(T ∗M)) to C0,α
λ (Sym2(T ∗M)). □

10. Proof of the pinching theorem without lower injectvity radius

bound

We can now finally state and prove the full version of Theorem 2.

Theorem 10.1. For all α ∈ (0,1), Λ ≥ 0, λ ∈ (0,1), δ ∈ (0,2), r0 ≥ 1, b > 1, and η ≥ 2+λ
there exist constants ε0 = ε(α,Λ, λ, δ, r0, b, η) > 0 and C = C(α,Λ, λ, δ, r0, b, η) > 0 with the
following property. Let M be a 3-manifold that admits a complete Riemannian metric ḡ
satisfying the following conditions for some ε ≤ ε0:
i) vol(M, ḡ) < ∞;
ii) −1 − ε ≤ sec(M,ḡ) ≤ −1 + ε;
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iii) It holds

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ εe−ηd(x,∂Msmall)

for all x ∈Msmall;
iv) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ;
v) It holds

∫
M
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ(y) ≤ ε2

for all x ∈M with

∫
B(x,2r0)∖B(x,r0) e

−(2−δ)rx(y) dvolḡ(y) > ε0,
where rx(y) = dḡ(x, y);

vi) It holds

ebd(x,Mthick)∫
M
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ(y) ≤ ε2

for all x ∈Mthin ∖Msmall.

Then there exists a hyperbolic metric ghyp on M so that

∣∣ghyp − ḡ∣∣2,λ;∗ ≤ Cε1−α,
where ∣∣ ⋅ ∣∣2,λ;∗ is the norm defined in (9.7) with respect to the metric ḡ and the constants
α,λ, b, ε0, δ, r0.

Moreover, if for some β ≤ 1 − 1
2δ and U ⊆M it holds

∫
M
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ(y) ≤ ε2(1−α)e−2β distḡ(x,U∪∂Mrhick) for all x ∈Mthick,

then ∣ghyp − ḡ∣C2,α(x) ≤ Cε1−αe−βdistḡ(x,U ∪∂Mthick) for all x ∈Mthick.

In particular, if ḡ is already hyperbolic outside a region U ⊆M , and if

∫
U
∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ ≤ ε2,

then it holds

∣ghyp − ḡ∣C2,α(x) ≤ Cε1−αe−(1− 1
2
δ)distḡ(x,U ∪∂Mthick) for all x ∈Mthick.

The following slight generalisation follows from Remark 9.2.

Remark 10.2. Theorem 10.1 holds for all λ ∈ (0,1) and η > 1.
Proof. Since the proof is basically identical to that of Theorem 5.1 we only sketch it and
highlight differences. For R > 0 we denote by B̄(0,R) ⊆ C2,α

λ (Sym2(T ∗M)) the closed
ball of radius R around the 0-section with respect to the norm ∣∣ ⋅ ∣∣2,λ;∗. Analogous to
the proof of Theorem 5.1 we consider

Ψ ∶ B̄(0,R) → C2,α
λ (Sym2(T ∗M)), h↦ h − L−1Φ(ḡ + h),

where Φ is the Einstein operator defined in (2.1), and L = (DΦ)ḡ. We want to show
that for R > 0 small enough, Ψ is 1

2 -Lipschitz. Since ∣∣L−1∣∣op is bounded by a universal
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constant (Proposition 9.1), it suffices to show that for any h ∈ B(0,R) and any h′ ∈
C2,α
λ (Sym2(T ∗M)) it holds

∣∣(DΦ)ḡ+h(h′) − (DΦ)ḡ(h′)∣∣0,λ ≤ c(R)∣∣h′∣∣0,λ;∗
for some universal c(R) with c(R) → 0 as R → 0. Indeed, this can be shown by the exact
same argument as in [Bam12, pages 898 and 899].

Fix R > 0 such that Ψ is 1
2 -Lipschitz. Then it follows from the definition (9.7) of∣∣ ⋅ ∣∣2,λ;∗, the conditions ii) − v) and Proposition 9.1 that ∣∣Ψ(0)∣∣2,λ;∗ ≤ Cε1−α, which is at

most R
2 if ε0 > 0 is small enough. Remembering that in dimension three Einstein metrics

have constant sectional curvature, the existence of a hyperbolic metric ghyp now follows
exactly as in the proof of Theorem 5.1.
To show the improved estimate, note that (5.1) still holds for points in the thick part

of M , that is, for all h ∈ C2,α
λ (Sym2(T ∗M)) and all x ∈Mthick it holds

∣h∣C2,α(x) ≤ C0(∣Lh∣C0,α(x) + ∣∣Lh∣∣L2(M ;ωx))
for a universal constant C0. Also choose C0 large enough so that ∣∣Ψ(0)∣∣2,λ;∗ ≤ 1

2C0ε
1−α.

Abbreviate Rε = C0ε
1−α, so that Ψ restricts to a 1

2 -Lipschitz endomorphism of B̄(0,Rε).
For an appropriatly chosen C1 ≫ C0 define

U ∶= {h ∈ B̄(0,Rε) ∣h satisfies (10.1) for all x ∈Mthick and (10.2) for all x ∈M} ,
where the inequalities (10.1) and (10.2) appearing in the definition of U are

∣h∣C2,α(x) ≤ C1ε
1−αe−β distḡ(x,U ∪∂Mthick) (10.1)

and

∣∣h∣∣H2(M ;ωx) ≤ C1ε
1−αe−β distḡ(x,U ∪∂Mthick) (10.2)

The rest of the proof of Theorem 5.1 carries over with only one small additional obser-
vation. For h ∈ U the estimate (10.1) even holds for all y ∈ Nρ(Mthick). Here ρ > 0 is the
radius appearing in the definition of the Hölder norms. Indeed, if y ∈ Nρ(Mthick)∖Mthick,
then d(y, ∂Mthick) ≤ ρ, and thus

∣h∣C2,α(y) ≤ ∣∣h∣∣2,λ;∗ ≤ C0ε
1−α ≤ (C0e

ρ)ε1−αe−(1− 1
2
δ)d(y,U ∪∂Mthick)

So h ∈ U satisfies (10.1) for all y ∈ Nρ(Mthick) if we choose C1 > C0e
ρ. We really need the

estimate (10.1) in an enlarged region because in order to check that U is Ψ-invariant, it
is necessary to control maxy∈B(x,ρ) ∣h∣2C2,α(y) for x ∈Mthick (see (5.7)). □

Analogous to Remark 5.4, Remark 9.3 implies the following.

Remark 10.3. Theorem 10.1 also holds when M is non-orientable.
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11. Drilling and filling

In the first part of this section we consider a hyperbolic 3-manifoldM of finite volume
and a collection T1, . . . , Tk of Margulis tubes in M . Each Ti is a solid 3-torus whose
boundary ∂Ti is a flat 2-torus which is locally isometrically embedded inM . Themeridian
of the tube Ti is an essential simple closed curve αi on ∂Ti which is homotopically
trivial in M . It is unique up to free homotopy. Up to homotopy equivalence and hence
isometry (by the Mostow rigidity theorem), the manifold M is uniquely determined by
the homotopy type of M −∪iTi and the choice of these meridians. The core curve of the
tube Ti is a primitive closed geodesic βi ⊂ Ti.

Drilling of the geodesics βi, that is, removal of the geodesic βi for each i, defines a
new manifold M̂ . Brock and Bromberg (Theorem 6.1 of [BB02]) showed that if the sum
of the lengths of the geodesics βi is sufficiently small, then the manifold M̂ admits a
complete hyperbolic metric of finite volume for which each Margulis tube Ti about one
of the geodesics βi has been replaced by a rank two cusp Ci. Furthermore, the hyperbolic
metric on M̂ −∪iCi is L-bilipschitz to the hyperbolic metric on M −∪iTi for a number L
which tends to one as the sum of the lengths of the geodesics βi tends to zero.

The work [BB02] does not give an effective upper bound for the total length of the
geodesics βi for which the drilling result holds true, nor is the dependence of the bilipschitz
constant L on this total length explicit. Such effective bounds were recently obtained by
Futer, Purcell and Schleimer [FPS21].

The first main goal of this section is to establish a version of the drilling result of
Brock and Bromberg [BB02] as an application of our main theorem. As in [BB02], our
result is not effective, but it allows the drilling of an arbitrary number of geodesics, with
only a universal upper length bound for each of them, provided that these geodesics are
sufficiently sparsely distributed in M .

For an application of our methods, it is more convenient to control a Margulis tube
via the length of its meridian on the boundary torus and not via the length of the core
geodesic. Thus we begin with comparing the information on meridional length with the
information on the length of the core geodesic.

Let us consider for the moment an arbitrary Margulis tube T with core geodesic β of
length ℓ > 0 and boundary ∂T in some hyperbolic 3-manifold M . If R > 0 is the radius
of the tube, that is, the distance of the core geodesic β to the boundary torus ∂T , then
the meridian of T is a simple closed geodesic on the flat torus ∂T of length 2π sinhR.
In particular, since the injectivity radius of ∂T roughly equals the Margulis constant
for hyperbolic 3-manifolds, the radius R is bounded from below by a universal positive
constant. Cutting ∂T open along a meridian yields a flat cylinder with boundary length
2π sinhR and height ℓ coshR. The area of ∂T equals 2πℓ sinhR coshR.

In general, the relation between the length ℓ of the core geodesic of a Margulis tube
and the radius R of the tube is delicate. The following effective bound is a special case
of Theorem 1.1 of [FPS19b].

Theorem 11.1 (Futer, Purcell and Schleimer). Let ϵ ≤ 0.3 be a Margulis constant for
hyperbolic 3-manifolds. Let M be a hyperbolic 3-manifold and let N ⊂M be a Margulis
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tube whose core geodesic has length ℓ < 8ϵ2. Then the radius of the tube is at least
arcosh ϵ√

8ℓ
.

Theorem 11.1 makes the idea effective that a very short core geodesic is contained
in a Margulis tube of very large radius. As a consequence, finding non-effective upper
length bounds on closed geodesics which we can drill from a hyperbolic manifold, with
effective control on the geometry of the resulting manifold with cusps, is equivalent to
finding non-effective lower bounds on tube radii about closed geodesics which allow for
geometrically controlled drilling.

We show

Theorem 11.2 (The drilling theorem). For any ε > 0, κ ∈ (0,1) and m > 0 there exists
a number R = R(ε, κ,m) > 0 with the following property. Let M be a finite volume
hyperbolic 3-manifold, and let T1, . . . , Tk be a family of Margulis tubes in M . Let Ri > 0
be the radius of the tube Ti, and let βi be its core geodesic. If for each r > 0 and each
x ∈ M we have #{i ∣ dist(x,Ti) ≤ r} ≤ meκr and if Ri ≥ R for all i, then the manifold

M̂ obtained from M by drilling each of the geodesics βi admits a complete hyperbolic
metric of finite volume, and the restriction of this hyperbolic metric to the complement
of the cusps Ci obtained from the drilling is ε-close in the C2-topology to the metric on
M − ∪i≤kTi.
Remark 11.3. Our drilling theorem is weaker than Theorem 6.1 of [BB02] as we require
that the manifoldM is of finite volume rather than just geometrically finite. Furthermore,
in contrast to the work [FPS21], our estimates are not effective. But it is also stronger
than the results obtained in [BB02, FPS21] as it allows for drilling of an arbitrary number
of closed geodesics, contained in Margulis tubes of tube radius larger than a fixed constant,
provided that the tubes are sufficiently sparsely distributed in the manifold M , and it
gives better geometric control on the drilled manifold.

In fact, the improved estimate in Theorem 10.1 and the estimate (11.4), which will be
obtained during the proof of Theorem 11.2, immediately imply the following. For any
δ > 0 there exists R = R(δ, ε, κ,m) > 0 so that on the thick part of the drilled manifold,

the hyperbolic metric is εe−(1− 1
2
κ−δ)dist(⋅,Mthin)-close to the original metric. In particular,

by choosing δ ≤ 1
2(1 − κ) one can always arrange that on the thick part of the drilled

manifold, the hyperbolic metric is εe− 1
2
dist(⋅,Mthin)-close to the original metric.

Proof of Theorem 11.2. We split the proof into several steps.
Step 1 (Construction of an approximating metric): Let us consider the bound-

ary ∂T of a Margulis tube T in a hyperbolic 3-manifold of finite volume. This is a flat
torus, and the meridian of the tube T defines a foliation of ∂T by closed geodesics. In
polar coordinates (r, θ, y) about the core geodesic β of the Margulis tube, the hyperbolic
metric can be written as

g = dr2 + (sinh r)2dθ2 + (cosh r)2dy2
where dy is a one-form on T which vanishes on the immersed totally geodesics hyperbolic
planes which intersect the core geodesic of the tube orthogonally and where r > 0 is the
radial distance from the core curve of the tube T . The bilinear form (sinh r)2dθ2 +
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(cosh r)2dy2 defines the flat metric on the level tori {r = const} of the distance function
from the core geodesic.

Choose a smooth function σ ∶ R→ [0,1] such that σ ≡ 1 in a neighbourhood of (−∞,−1]
and σ ≡ 0 in a neighbourhood of [0,∞). Let R̂ be the radius of the Margulis tube T . In
the coordinates (r, θ, y), define a new metric ĝ on a tubular neighborhood C ⊂ T about
∂T of radius 1 by

ĝ =dr2 + ((1 − σ(r − R̂)) sinh(r) + σ(r − R̂)1
2
er)2 dθ2

+ ((1 − σ(r − R̂)) cosh(r) + σ(r − R̂)1
2
er)2 dy2.

Since the first and second derivatives of σ are uniformly bounded and the derivatives
of the function er/2 − sinh(r) = e−r/2 equal ±e−r/2 and similarly for er/2 − cosh(r),
the metric ĝ is a1e−2R̂-close to g in the C2-topology on C where a1 > 0 is a universal
constant. Furthermore, as the metric ĝ coincides with the hyperbolic metric g of M in
the complement of the Margulis tube T , it can be viewed as a metric on M − T̂ which is
a1e
−2R̂-close to g in the C2-topology, where T̂ = T−C. The sectional curvature of ĝ equals−1 outside of the collar C, and it is contained in the interval [−1 − a2e−2R̂,−1 + a2e−2R̂]

for a universal constant a2 > 0 not depending on T or M . The same argument shows
that ∣∣∇Ric(ĝ)∣∣C0 ≤ Λ for a universal constant Λ > 0.

Near the boundary component of C which is contained in the interior of the tube T ,
the metric ĝ is of the form dr2 + e2rg0 where g0 is a fixed flat metric on the distance tori
to ∂T for the metric g. Such a warped product metric is the local model for a hyperbolic
metric on a rank two cusp. Thus we can glue a hyperbolic rank two cusp to the interior
boundary component of the collar C in such a way that the resulting manifold M̂ is
obtained from M by drilling the closed geodesic β, and M̂ is equipped with a complete
Riemannian metric ḡ whose restriction to M̂ − T̂ coincides with ĝ and is hyperbolic in
the complement of the collar C. In particular, ĝ coincides with g on M − T (using the
natural embedding of M − T into M̂).
The same construction can be done for all the Margulis tubes T1, ..., Tk simultaneously.

That is, the manifold M̂ which is obtained from M by drilling the closed geodesics
β1, ..., βk admits a complete finite volume Riemannian metric ḡ such that

● ḡ = g on M ∖⋃ki=1 Ti;● ∣ḡ − g∣C2 ≤ ae−2R in M ∖⋃ki=1 T̂i;● ∣ sec(ḡ) + 1∣ ≤ ae−2Ri inside the cusp that is obtained by drilling βi;● ḡ is hyperbolic outside the union of the collars ⋃ki=1Ci;● ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ.
Here a and Λ are both universal constants.
Step 2 (Reducing the problem): For sufficiently large Ri, all the conditions in

Theorem 2 besides the integral estimate are clearly satisfied. Thus it remains to prove
the integral estimate. Since area(∂Ti) = 2πℓ(βi) cosh(Ri) sinh(Ri) where Ri is the radius
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of the tube Ti, we have
volḡ(Ci) ≤ ceRi

for a universal constant c, where Ci is the collar around ∂Ti. Namely, if R is large, then
the same holds true for sinh(R). Thus a shortest closed geodesic on Ti, whose length
equals twice the Margulis constant µ and hence roughly equals one, is different from
a meridian and has to cross through the cylinder of height ℓ(βi) cosh(Ri) obtained by
cutting Ti open along a meridian. As a consequence, its length is at least ℓ(βi) cosh(Ri),
that is, we have ℓ(βi) cosh(Ri) ≤ 2µ. Together with the curvature estimate, this implies

∫
Ci

∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ ≤ Cvol(Ci) (e−2Ri)2 ≤ Ce−3Ri ≤ Ce−3R, (11.1)

where in the last inequality we used the assumption that the radius Ri of Ti is at least
R.

Write δi(x) ∶= dist(x, ∂Ti) and rx(y) = d(x, y). As Ci has width 1, for all x ∈ M , all
i ≤ k and all y ∈ Ci it holds δi(x) ≤ d(x, y) + 1 = rx(y) + 1, whence ⌈δi(x)⌉ ≤ rx(y) + 2.
Therefore, we deduce from (11.1)

∫
M̂
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ(y) ≤ C ( k∑

i=1 e
−(2−δ)⌈δi(x)⌉) e−3R. (11.2)

Here δ ∈ (0,2) is a small constant that will be determined later.
Step 3 (Estimating the sum): By assumption, we have #{i ∣ δi(x) ≤ r} ≤ meκr.

Observe that by choosing κ′ > κ, if R̄ = R̄(κ,κ′) is big enough, then by the second bullet
point at the end of Step 1, after replacing κ by κ′, this estimate also holds true in M̂ .
Choose once and for all such a number κ′ ∈ (κ,1). From now on all distances are taken
in M̂ and with respect to ḡ.

To estimate the sum in (11.2) we need to analyze the functions ⌈δi(x)⌉. Observe that⌈δi(x)⌉ also satisfies the growth condition. Indeed, since for all u ∈ R and r ∈ N it holds
u ≤ r if and only if ⌈u⌉ ≤ r, we have

#{i ∣ ⌈δi(x)⌉ ≤ r} =#{i ∣ δi(x) ≤ r} ≤meκ′r
for all r ∈ N. Fix x ∈M . Let 0 < r0 < ... < rl be an enumeration of {⌈δi(x)⌉ ∣ i = 1, ..., k}.
So

k∑
i=1 e

−(2−δ)⌈δi(x)⌉ = l∑
j=0#{i ∣ ⌈δi(x)⌉ = rj}e−(2−δ)rj ≤m

l∑
j=0 e

−(2−δ−κ′)rj . (11.3)

As (rj)j=0,...,l is an increasing sequence of natural numbers and since r ↦ e−(2−δ−κ′)r is
decreasing (assuming δ + κ′ < 2), we get

l∑
j=0 e

−(2−δ−κ′)rj ≤ ∫ ∞
r0−1 e

−(2−δ−κ′) dr = 1

2 − δ − κ′ e−(2−δ−κ′)(r0−1). (11.4)

Finally note that d(x, M̂thick) ≤ d(x, ∂Ti) since ∂Ti ⊆ M̂thick, and hence d(x, M̂thick) ≤ r0.
Therefore, if we choose δ = δ(κ) ∈ (0,2) and b = b(κ) > 1 small enough so that δ+κ′+b < 2,
then

ebd(x,M̂thick)∫
M̂
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ(y) ≤ Ce−3R

145



URSULA HAMENSTÄDT AND FRIEDER JÄCKEL

by combining (11.2), (11.3) and (11.4). For R large enough, this will be at most ε2.
Therefore, we can evoke Theorem 2 to complete the proof. □

Controlled Dehn filling can be done with precisely the same argument. The following
is a version of a theorem of Hodgson and Kerckhoff [HK08]. In its formulation, we start
with a finite volume hyperbolic 3-manifold M and a collection of cusps C1, . . . ,Ck whose
boundaries ∂Ci are 2-tori. Our goal is to fill these cusps by replacing them by solid tori,
and show that if the lengths on ∂Ci of the meridians of the solid tori are sufficiently
large, then the filled in manifold admits a hyperbolic metric which is close to the metric
of M on the complement of the cusps. Our result is weaker than the result in [HK08] as
the filling constants we find are not effective. On the other hand, similarly to Theorem
11.2 and unlike the results of [HK08], the filling constants do not depend on the number
of cusps to be filled but only on sparsity of these cusps in M . Furthermore, the lower
length bound on the meridional geodesic γ we use for the filling is the actual length of
γ on the flat torus T and not its normalized length, defined to be the length of γ on the
flat torus T ′ which is obtained from T by rescaling the metric so that the volume of T ′
equals one.

Theorem 11.4 (The filling theorem). For any ε > 0, κ ∈ (0,1) and m > 0 there exists
a number L = L(ε, κ,m) > 0 with the following property. Let M be a finite volume
hyperbolic 3-manifold, C1, . . . ,Ck ⊆ M be a finite collection of torus cusps, and assume
that for each r > 0 and each x ∈M we have #{i ∣ dist(x,Ci) ≤ r} ≤meκr. For each i ≤ k
let αi be a flat simple closed geodesic in ∂Ci of length Li ≥ L. Then the manifold obtained
from M by filling the cusps Ci, with meridian αi, is hyperbolic, and the restriction of its
metric to the complement of the Margulis tubes obtained from the filling is ε-close to the
metric on M − ∪iCi.
Proof. The proof is analogous to the proof of Theorem 11.2. Namely, let αi ⊂ ∂Ci be a
closed geodesic. Then αi defines a foliation of ∂Ci by closed geodesics, and there is a dual
orthogonal foliation by geodesics (which are not necessarily closed). Let us assume that
the length of αi equals eRi/2 for a number Ri > 0. Reversing the argument in the proof
of Theorem 11.2, define a new metric on the tubular neighborhood N(∂Ci,1) of radius
one about ∂Ci in the cusp Ci as follows. Write the hyperbolic metric in horospherical
coordinates in the form dt2 + e2tdx2 + e2tdy2 where the euclidean coordinates (x, y) on
the flat torus are such that the horizontal lines are the geodesics parallel to αi and the
vertical lines define the orthogonal foliation.

Let σ ∶ R → [0,1] be a smooth function which vanishes on [0,∞) and equals 1 on(−∞,−1]. Define a metric ĝi on Ci by

ĝi = g − (σ(t)e−Ri−t/2)dx2 + (σ(t)e−Ri−t/2)dy2.
Then the metric ĝi on the distance tori of distance bigger than one can be written in
orthogonal coordinates as (sinh(Ri − t))2dx2 + (cosh(Ri − t))2dy2. In particular, if ℓi > 0
is such that the height of the cylinder obtained by cutting the boundary component of
N(∂Ci,1) distinct from ∂Ci open along αi equals ℓi cosh(Ri − 1), then we can glue a
hyperbolic tube to this boundary with core curve of radius ℓi and meridian αi.
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The resulting manifold M̂ is obtained from M by Dehn filling of αi. Furthermore, it
is equipped with a Riemannian metric of curvature in the interval [−1−ϵ,−1+ϵ] which is
of constant curvature −1 outside of the sets N(∂Ci,1), and the integral of the traceless
Ricci curvature fulfills the assumptions in Theorem 11.2.
Thus the arguments in the proof of Theorem 11.2 apply without change and show the

theorem. □

12. Effective hyperbolization I

A handlebody of genus g ≥ 1 is a compact 3-manifold H which is diffeomorphic to the
connected sum of g solid tori and whose boundary is a closed oriented surface ∂H = Σ of
genus g. It is characterized up to marked homotopy equivalence by its disk set, which
can be thought of as the collection of all essential simple closed curves on ∂H which
bound embedded disks in H. Equivalently, the disk set is the set of all essential simple
closed curves in ∂H which are homotopic to zero in H.

If we glue two handlebodiesH1,H2 along their boundaries with an orientation reversing
diffeomorphism f ∶ ∂H1 → ∂H2, then the resulting 3-manifold is closed and oriented. Up
to homotopy and hence diffeomorphism, it only depends on the isotopy class of f , in
fact, only on the double coset of this isotopy class in the mapping class group of ∂H
which allows for precomposition of f with an element of the handlebody group of H1 and
postcomposition of f with an element of the handlebody group of H2.

The curve graph CG(Σ) of Σ = ∂H is the graph whose vertices are isotopy classes of
simple closed curves on Σ and where two such curves can be connected by an edge of
length one if they can be realized disjointly. The curve graph of Σ is known to be a
hyperbolic geodesic metric graph. The disk set of H determines a full subgraph D ofCG(Σ) whose vertex set is the disk set of H. This subgraph is uniformly quasi-convex
[MM04] in CG(Σ). This means that there exists a number k > 0 only depending on
the genus of the surface Σ such that for any two disks a, b ∈ D, any geodesic in CG(Σ)
connecting a to b is contained in the k-neighborhood of D.

The Hempel distance of the Heegaard splitting f is defined to be the distance in CG(Σ)
between the disk set D2 of H2 and the image D1 under the gluing map f of the disk set
of H1. If the Hempel distance is at least three, then the manifold Mf is known to be
aspherical and atoroidal [Hem01] and hence by the geometrization theorem, it admits a
hyperbolic metric. The goal of this section is to give an effective construction of such
a metric not depending on any earlier hyperbolization result provided that the gluing
map f fulfills some combinatorial requirement which for example is satisfied for random
3-manifolds. We refer to [HV22] for a detailed account on the geometry of random
3-manifolds.

To introduce the combinatorial condition, note that since Di is a quasi-convex subset
of the curve graph and the curve graph is hyperbolic [MM99], if the distance betweenD1 and D2 is larger than a constant b > 0 only depending on the hyperbolicity constant
of CG(Σ) (which does not depend on Σ) and of the quasi-convexity constant for the
embedding Di → CG(Σ) (which only depends on Σ), then there is a coarsely well defined
shortest geodesic ζ in CG(Σ) connecting D1 to D2. This means that ζ is a geodesic in
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CG(Σ) which connects a point c1 ∈ D1 to a point c2 ∈ D2, and if ν is any geodesic inCG(Σ) connecting a point in D1 to a point in D2, then ζ is entirely contained in the
r-neighborhood of ν where r > 0 is a constant only depending on Σ. For the remainder
of this section, we always assume that dCG(D1,D2) ≥ b.

For a proper essential connected subsurface S of Σ different from a pair of pants and
an annulus, define the arc and curve graph CG(S) of S to be the graph whose vertices
are essential simple closed curves in S or essential arcs with endpoints in the boundary
∂S of S. Two such arcs or curves are connected by an edge of length 1 if they can be
realized disjointly. If S is an annulus then this construction has to be modified. As we do
not need more precise information here, we omit a more detailed discussion which can be
found in [MM00]. For a simple closed curve c ∈ CG(Σ) with an essential intersection with
S, the subsurface projection of c into CG(S) is the union of all intersection components
of c with S (properly interpreted if S is an annulus).

By the above discussion and Theorem 3.1 of [MM00], there exists a number p > 0 with
the following property. Let as before ζ be a shortest geodesic in CG(Σ) connecting D1 toD2. Let us assume that there exists a proper essential connected subsurface S ⊂ Σ whose
boundary ∂S consists of a collection of simple closed curves whose distance to each of
the endpoints of ζ is at least p. Let us also assume that the diameter of the subsurface
projection of the endpoints of ζ into S equals k ≥ 2p. Then for any pair (a1, a2) ∈ D1×D2,
the diameter of the subsurface projection of a1, a2 into S is at least k−p ≥ p. Furthermore,
any geodesic in CG(Σ) connecting a1 to a2 passes through a simple closed curve which
is disjoint from S.

The following is the main result of this section. For its formulation, we define an ε-
model metric on a closed ashperical atoroidal 3-manifold M to be a metric which fulfills
the assumptions in Theorem 10.1 for the control constant ε.

Theorem 12.1. For every k ≥ 2p, ε > 0 there exists a number b = b(Σ, k, ε) > 0 with
the following property. Let D1,D2 be the disk sets of the manifold Mf . Assume that a

minimal geodesic ζ in CG(Σ) connecting D1 to D2 contains a subsegment ζ̂ of length at
least b whose endpoints do not have any subsurface projection of diameter at least k into
any subsurface of Σ. Then Mf admits an explicit ε-model metric which is ε-close in the

C2-topology to a hyperbolic metric.

We begin the proof of Theorem 12.1 by recalling some results from [HV22].
The geometry of the curve graph of the surface Σ is coarsely tied to the geometry of

the Teichmüller space T (Σ) of Σ. Namely, there is a (coarsely well-defined) Mod(Σ)-
equivariant Lipschitz map Υ ∶ T (Σ) → CG(Σ), called the systole map, that associates to
every marked hyperbolic structure X ∈ T (Σ) a shortest geodesic Υ(X) on it. It follows
from Masur-Minsky [MM99] (see Lemma 3.3 of [MM00] for a precise account, and note
that small extremal length of a closed curve on a Riemann surface is equivalent to small
hyperbolic length) that there exists a constant L > 1 only depending on Σ such that
for every Teichmüller geodesic γ ∶ I → T (Σ) (here I is a connected subset of R), the
composition Υ ○ γ ∶ I → CG(Σ) is an unparameterized L-quasi-geodesic. This means
that there exists a homeomorphism ρ ∶ J → I such that the composition Υ ○ γ ○ ρ is an
L-quasi-geodesic in CG(Σ). Moreover, if we restrict our attention to the δ-thick part
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Tδ(Σ) of Teichmüller space of all hyperbolic metrics whose systole, that is, the length
of a shortest closed geodesic, is at least δ, then the situation improves: In [Ham10] it is
shown that for every δ > 0 there exist Lδ > 1 such that if γ is parameterized by arc length
on an interval I of length at least Lδ and if γ(I) ⊂ Tδ(Σ), then Υ ○ γ is a parameterized
Lδ-quasi-geodesic.

Using the notations from Theorem 12.1, let us now assume that for some k ≥ 2p, a
shortest geodesic ζ connecting D1 to D2 contains a subsegment ζ̂ with the property that
there does not exist any proper essential subsurface S of Σ for which the diameter of
the subsurface projection of the endpoints of ζ̂ into S is larger than k. If the length of
ζ̂ is sufficiently large, then we shall construct from this segment two convex cocompact
hyperbolic metrics on a handlebody which contain large almost isometric regions whose
injectivity radius is bounded from below by a universal constant. We then glue the
handlebodies along these regions with a map which is close to an isometry for these
metrics and construct a closed 3-manifold diffeomorphic to Mf with an ϵ-model metric
which can be deformed to a hyperbolic metric using Theorem 2.

To implement this program, we follow [HV22] and introduce a notion of relative
bounded combinatorics and height. Fix a sufficiently small threshold δ > 0. Denote
by dT the distance on T (Σ) for the Teichmüller metric.

Definition 12.2 (Relative Bounded Combinatorics). Consider Y,X ∈ T (Σ). We say
that (Y,X) has relative δ-bounded combinatorics with respect to the handlebody H with
disk set D if the Teichmüller geodesic [Y,X] connecting Y to X is contained in Tδ(Σ)
and if

dCG(D,Υ(Y )) + dCG(Υ(Y ),Υ(X)) ≤ dCG(D,Υ(X)) + 1

δ
.

The height of the pair (Y,X) is dT (Y,X).
A convex cocompact metric on a handlebody H is a complete hyperbolic metric on

the interior of H with the following property. The hyperbolic metric determines up to
conjugacy an embedding of the fundamental group of H (which is the free group with g
generators) into PSL(2,C). The image group Γ acts on the boundary ∂H3 of hyperbolic
3-space, preserving a decomposition of ∂H3 into the limit set Λ(Γ) and the domain of
discontinuity Ω(Γ).

The quotient H3∪Ω(Γ)/Γ is compact and homeomorphic to the handlebody H. More-
over, as the action of Γ on Ω(Γ) preserves the conformal structure, the quotient Ω(Γ)/Γ
is the surface Σ equipped with a conformal structure X ∈ T (Σ). Up to isometry, the
convex cocompact metric on H is determined by X, and the corresponding hyperbolic
handlebody will be denoted by H(X). The convex core CC(H(X)) of H(X) is the quo-
tient of the convex hull of Λ(Γ) in H3 by the action of Γ, with boundary ∂CC(H(X)).
The convex core CC(H(X)) is homeomorphic to the handlebody H.

A product region in a convex cocompact hyperbolic handlebody H(X) with bound-
ary surface Σ is a codimension 0 submanifold U ⊂ H(X) contained in the convex coreCC(H(X)) of H(X) which is homeomorphic to Σ× [0,1] with a homeomorphism whose
restriction to each surface Σ×{s} is homotopic to the inclusion Σ→ ∂CC(H(X)) ⊂H(X).
If U is such a product region then we can define the width width(U) = inf{d(x, y) ∣ x ∈
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∂+U, y ∈ ∂U−} where ∂±U are the two boundary components of U . If the width of the
product region is at least D and the diameter is at most 2D then we say that the product
region has size D (see Section 5 of [HV22]).

A product region U ⊂ H(X) can be used to decompose the handlebody H(X) into
two connected components. The first component is the closed subset of H(X) − U
containing H(X) − CC(H(X)) (it is straightforward that there are no choices made in
this construction). The second component is its complement, which is an open subset of
H containing U . We define the gluing block HU of H(X) to be the component containing
U .

Fix a number α ∈ (0,1). For a number ξ > 0, define a ξ-almost isometry between two
Riemannian manifolds (M1, ρ1), (M2, ρ2) to be a smooth map Φ ∶ M1 → M2 such that∥ρ1 −Φ∗ρ2∥C2 < ξ. Our main technical tool is the following Theorem 5.12 of [HV22]. In
its formulation, dCG denotes as before the distance in the curve graph of Σ = ∂Hi.

Theorem 12.3 (The gluing theorem). For δ > 0 there exists ι = ι(δ) > 0,D = D(δ) > 0,
and for ξ > 0 there exists hgluing(δ, ξ) > 0 such that the following holds true. Let H1,H2 be
two handlebodies of genus g and let f ∶ ∂H1 → ∂H2 be a gluing map. Let [Y,X] ⊂ Tδ(Σ)
be a geodesic segment satisfying the following relative bounded combinatorics and large
heights properties:● dT (Y,X) ∈ [h,2h] for some h > hgluing(δ, ξ).● If D1 denotes the disk set of the handlebody H1, then the pair (Y,X) satisfies

dCG(Υ(X),Υ(Y )) + dCG(Υ(Y ),D1) ≤ dCG(Υ(X),D1) + 1

δ
.

The same holds true for the pair (f−1X,f−1Y ) and the disk set D2 of H2.

Consider N1 =H(Y ),N2 =H(f−1X). Then there exist:● Product regions Uj ⊂ CC(Nj) of size D for j = 1,2. We denote by N0
j ⊂ CC(Nj)

the gluing blocks they define.● An orientation reversing ξ-almost isometric diffeomorphism Φ ∶ U1 → U2 for
j = 1,2 in the homotopy class of f .

In particular, we can form the 3-manifold

Xf = N0
1 ∪Φ∶U1→U2 N

0
2

obtained from the disjoint union of N0
1 ,N

0
2 by identifying a point x ∈ N0

1 with its image
under Φ in N0

2 . This manifold is diffeomorphic to Mf = H1 ∪f H2. Denote by Ω the
image in Xf of U1 ∪U2. The manifold Xf comes equipped with a Riemannian metric ρ
with the following properties:

i) The sectional curvature of ρ is contained in the interval (−1 − ξ,−1 + ξ), and it is
constant −1 on Xf −Ω.

ii) The diameter of Ω is at most 2D, and the injectivity radius on Ω is at least ι.
iii) The two components of Xf −Ω are isometric to the complement in CC(Nj) of collar

neighborhoods about the boundary of CC(Nj) of uniformly bounded diameter (de-
pending on h and hence on ξ, δ).
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We call the metric constructed in Theorem 12.3 from the convex cocompact handle-
bodies H(Y ),H(f−1X) and the gluing map f a ξ-model metric with δ-bounded combi-
natorics. Theorem 12.3 then can be restated as saying that if Mf fulfills the assumption
stated in Theorem 12.3, then it admits a ξ-model metric with δ-bounded combinatorics.
Note that the lower injectivity radius bound on Ω is not explicitly stated in Theorem 5.12
of [HV22], but is discussed in Section 5.3 of [HV22]. The metric has constant curvature−1 outside of the open subset Ω, called the gluing region in the sequel. Furthermore,
since it is constructed by gluing two almost isometric hyperbolic metrics with a gluing
function all of whose derivatives are uniformly bounded (and in fact small depending on
the geometric data which enter in the construction), the covariant derivative of Ric is
pointwise uniformly bounded by a constant only depending on δ.

By construction, the gluing region contains an open subset diffeomorphic to Σ×(0,1)
whose diameter is bounded from above by a constant 2D > 0 only depending on δ, whose
injectivity radius is bounded from below by a constant ι only depending on δ and is such
that the distance between the two boundary surfaces of this set is at leastD. This implies
that its volume is contained in the interval [v−1, v] for a number v > 0 only depending
on the genus g of the handlebody and on δ.

Theorem 2 from the introduction can be used to promote a model metric to a hyperbolic
metric which is close to the model metric in the C2-topology. We summarize this as
follows.

Proposition 12.4. For all ε > 0, k > 0 there exist numbers b = b(ε, k) > 0, ξ = ξ(ε, k) > 0,
δ = δ(ε, k) > 0 and v = v(ε, k) > 0 with the following properties. Let f ∶ ∂H1 → ∂H2

be a gluing map und use this to define the disk sets D1,D2. Assume that a shortest

geodesic ζ connecting D1 to D2 contains a subsegment ζ̂ of length at least b such that for
any proper essential subsurface S of Σ, the diameter of the subsurface projection of the

endpoints of ζ̂ into S is at most k. Then the manifold Mf admits a ξ-model metric with

δ-bounded combinatorics which is ε-close in the C2-topology to a hyperbolic metric. If ζ̃
is another subsegment of ζ of length at least b which has the same properties as ζ̂ and is

disjoint from ζ̂, then these two segments determine a submanifold of Mf diffeomorphic

to Σ × [0,1] whose volume for the hyperbolic metric on Mf is at least v(dCG(ζ̂, ζ̃)).
Proof. The distance formula Theorem 6.12 of [MM00] and its variation for the Teich-
müller metric together with the main result of [Ham10] and Lemma 6.7 and Lemma 6.8
of [HV22] shows that for every k > 0 there are numbers m0 = m0(k), σ = σ(k) > 0 and
L = L(k) > 1 with the following property.

Let m ≥ 3m0 and let η ∶ [0,m] → CG(Σ) be a geodesic with the property that there
exists no proper essential subsurface S of Σ such that the diameter of the projection
of the endpoints η(0), η(m) of η into the arc and curve graph of S is larger than k.
Let X,Y ∈ T (Σ) be such that the Y -length of the curve η(0) is not larger than a Bers
constant for Σ, and that the same holds true for the X-length of the curve η(m). Let[Y,X] be the Teichmüller geodesic connecting Y to X. Then there exists a subsegment[Y0,X0] ⊂ [Y,X] entirely contained in Tσ(Σ) with the property that Υ∣[Y0,X0] is an
L-quasi-geodesic connecting a point in the L-neighborhood of η(m0) to a point in the
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L-neighborhood of η(m −m0). In particular, we have

dCG(η(m0),Υ(Y0)) + dCG(Υ(Y0),Υ(X0)) ≤ dCG(η(m0),Υ(X0)) +L
and similarly for η(m −m0) and Υ(X0).

It follows from the construction in the previous paragraph that up to a uniform ad-
justment of constants, if η is a subsegment of a minimal geodesic connecting D1 to D2,
then the pair (Y0,X0) has relative σ-bounded combinatorics with respect to the han-
dlebody H1 with disk set D1, and (X0, Y0) has relative σ-bounded combinatorics with
respect to the handlebody H2 with disk set D2 in the sense of Definition 12.2. The
height dT (Y0,X0) is bounded from below by (m−2m0−2L)/c−c for a universal constant
c > 0 by the fact that the image of [Y0,X0] under Υ is an L-quasi-geodesic connecting
two points in CG(Σ) of distance at least m − 2m0 − 2L and the fact that Υ is coarsely
c-Lipschitz. As a consequence, for any ξ > 0, if h = hgluing(σ, ξ) > 0 is as in Theorem 12.3
and if m > ch + 2m0 + 2L + c2, then this height is at least h.

Recall that the diameter D and hence the volume of the gluing region Ω in the state-
ment of Theorem 12.3 for δ = σ and ξ is bounded from above by a constant which only
depends on σ but not on ξ. Since the sectional curvature of the model metric is contained
in the interval [−1 −Cξ,−1 +Cξ], we know that for a given number ε > 0 and the fixed
number σ which only depends on k, there exists a number ξ0 = ξ0(ϵ, σ) > 0 such that if
ξ < ξ0, then the ξ-model metric with relative σ-bounded combinatorics on Mf fulfills the
assumptions in Theorem 2 for this number ε. An application of Theorem 2 then shows
that there is a hyperbolic metric onMf in the ε-neighborhood of the model metric in the
C2-topology.
We are left with the volume estimate. To this end note that the construction of the

Teichmüller segment [Y0,X0] which gave rise to the gluing region Ω only used a suffi-
ciently long subsegment ζ̂ of a minimal geodesic in CG(Σ) connecting D1 to D2. Let
us now assume that ζ̃ is a second such subsegment which is disjoint from ζ̂, and let
us assume that it is contained in the subsegment of ζ connecting D1 to ζ̂. Let [W,V ]
be a Teichmüller geodesic segment constructed from ζ̃ as in the first paragraph of this
proof, and let [W0, V0] ⊂ [W,V ] be the subsegment in Tσ(Σ) found with the argument
in the second paragraph of this proof. By Proposition 4.1 of [HV22], the convex cocom-
pact handlebody H(Y ) which entered the above construction contains a submanifold N
which is ξ-almost isometric to a submanifold N0 of the quasi-fuchsian manifold Q(V0, Y0)
defined by the marked hyperbolic surfaces V0, Y0, and this submanifold contains the com-
plement of a collar of uniformly bounded height about the boundary in its convex coreCC(Q(V0, Y0)). By Theorem 12.3, the submanifold N of H(Y ) is isometrically embedded
in Mf , equipped with the model metric constructed as above from the segment ζ̂.
The model manifold theorem [Min10] or earlier work of Brock [Bro03] shows that there

exists a constant ρ > 0 such that the volume of the manifold N0 and hence the volume of
N is bounded from below by ρdWP (V0, Y0), where dWP is the distance in T (Σ) induced
by the Weil Petersson metric. Namely, by [Bro03], the volume of the quasi-fuchsian
manifold Q(V0, Y0) is bounded from below by ρ′dWP (V0, Y0) for a constant ρ′ = ρ′(Σ),
and vol(Q(V0, Y0) −N0) is uniformly bounded. As by bounded combinatorics and the
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explicit construction, the Weil Petersson distance dWP (V0,W0) is large, the volume
estimate for N follows from an adjustment of constants.

Now there exist a number C > 0 such that dWP (V0, Y0) ≥ CdCG(Υ(V0),Υ(Y0)) [Bro03]
and hence the volume of the submanifold N of Mf with respect to the model metric
is bounded from below by ρCdCG(Υ(V0),Υ(Y0)) ≥ ρCdCG(ζ̂, ζ̃). Thus Theorem 2 im-
plies that the same holds true for Mf , equipped with the hyperbolic metric (recall the
convention of adjusting constants). This completes the proof of the proposition. □
Remark 12.5. The volume estimate in Proposition 12.4 is far from being sharp. Namely,
in the proof, we used the fact that under suitable assumptions on the gluing map f , the
hyperbolic manifold Mf contains an embedded subset which is almost isometric to the
complement of a collar of uniformly bounded height about the boundary in CC(Q(V0, Y0))
where Q(V0, Y0) is a quasi-fuchsian manifold whose conformal boundaries V0, Y0 are con-
tained in the thick part of Teichmüller space. By a result of Brock [Bro03], the volume
of Q(V0, Y0) is proportional to the Weil-Petersson distance dWP (V0, Y0) between V0, Y0
in T (Σ), and the ratio dCG(Υ(V0),Υ(Y0))/dWP (V0, Y0) can be arbitrarily small.

Since the Weil-Petersson distance between V0, Y0 ∈ T (Σ) is proportional to the distance
in the pants graph between shortest pants decompositions for V0, Y0 [Bro03], this leads
us to conjecture that the volume of a hyperbolic 3-manifold Mf with Heegaard surface
Σ of minimal genus is proportional to the minimal distance in the pants graph between
two pants decompositions P1 ⊂ D1 and P2 ⊂ D2, with constants only depending on Σ.

13. A priori geometric bounds for closed hyperbolic manifolds

The goal of this section is to obtain some geometric control on a closed hyperbolic 3-
manifoldMf constructed by gluing two handlebodiesH1,H2 with boundary ∂H1 = ∂H2 =
Σ with a gluing map f which does not fulfill the combinatorial condition in Theorem 12.1.
This leads to the proof of Theorem 6 from the introduction. We always assume that the
Hempel distance of the Heegaard splitting is at least 3. This rules out the existence of
trivial handles in the Heegaard surface.

As before, denote by D1,D2 the disk sets of Mf , viewed as subsets of the curve graphCG(Σ) of Σ. Call a proper essential subsurface Y of Σ strongly incompressible in Mf if
the distance in CG(Σ) between ∂Y and D1 ∪ D2 is at least three. This implies that the
boundary ∂Y of Y consists of simple closed curves in Σ which are not homotopic to zero
in Mf . More concretely, we have

Lemma 13.1. Let Y ⊂ Σ be a strongly incompressible subsurface.

i) For any boundary component γ of Y , the inclusion Σ ∖ γ →Mf ∖ γ is π1-injective.
ii) If α ⊂ Y is an embedded essential arc with endpoints on ∂Y , then α is not homotopic

in Mf into ∂Y keeping the endpoints in ∂Y .
iii) If α,β are two disjoint non-homotopic essential arcs in Y , then α,β are not homo-

topic in Mf keeping the endpoints in ∂Y .

Proof. The first statement of the lemma follows from Dehn's lemma [Hem76], applied
to the complement of a small open tubular neighborhood N of γ in Mf . Namely, Σ −N
is a properly embedded bordered surface in Mf −N , and hence if there is an essential
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closed curve in Σ − γ which is contractible in Mf − γ, then there is an essential simple
closed curve in Σ − γ which bounds a disk in Mf . But this contradicts the fact that any
diskbounding simple closed curve in Σ has essential intersections with γ.

Now let α ⊂ Y be an embedded essential arc with endpoints on the same component
ζ of ∂Y . Then each component of the boundary of a small neighborhood of α ∪ ζ in Y
is an essential simple closed curve in Y . This curve is not homotopic to zero in Mf by
the discussion in the previous paragraph. But this means that α is not homotopic in Mf

into ∂Y keeping the endpoints in ∂Y .
Similarly, if α1, α2 are two disjoint non-homotopic arcs in Y with endpoints on the

same (not necessarily distinct) boundary components ζ1, ζ2 of Y , then their union with
suitable chosen subarcs of ζ1 ∪ ζ2 defines an essential simple closed curve in Y to which
the above discussion applies. Thus such arcs can not be homotopic in Mf keeping the
endpoints in ∂Y . □

Denote by dCG the distance in the curve graph of Σ. Lemma 13.1 does not state that
for a subsurface Y ⊂ Σ with dCG(∂Y,D1 ∪ D2) ≥ 3, the inclusion Y →Mf is π1-injective.
However we have the following weaker statement.

For its formulation, for a proper essential subsurface Y of Σ denote by dY the distance
in the arc and curve graph of Y , and diamY denotes the diameter of subsets of this graph.
Furthermore, if α1, α2 are simple closed curves in Σ which have an essential intersection
with Y , then we write dY (α1, α2) to denote the distance in the arc and curve graph of
Y between the subsurface projections of α1, α2, that is, the components of αi ∩ Y .
Lemma 13.2. There exists a number p = p(Σ) > 4 with the following property. Let Y ⊂ Σ
be a strongly incompressible subsurface whose boundary ∂Y , as a geodesic multicurve in
Mf , fulfills dCG(∂Y,D1 ∪D2) ≥ p. If h ∶ Σ× [0,1] →Mf is any homotopy of the inclusion
which preserves ∂Y and if h1 ∶ Σ → Σ is a homotopy equivalence, then h1 induces the
identity on π1(Σ).
Proof. By [MM00], there exists a number p = p(Σ) > 4 with the following property.
Let α,β be simple closed curves on Σ and let Y ⊂ Σ be a subsurface which has an
essential intersection with α,β and such that dY (α,β) ≥ p − 1; then any geodesic inCG(Σ) connecting α to β has to pass through a curve disjoint from Y .

Since by [MM04], the disk sets D1,D2 are uniformly quasi-convex subsets of CG(Σ),
this implies that up to increasing p, the following holds true. Let Y ⊂ Σ be any proper
essential subsurface such that dCG(∂Y,Di) ≥ p (i = 1,2); then diamY (Di) ≤ p.

Let Y ⊂ Σ be such a subsurface and let h ∶ Σ × [0,1] → M be a homotopy of the
inclusion h0 ∶ Σ → M which fixes ∂Y . Assume that h1 is a homotopy equivalence of Σ
onto h0(Σ). Then h1 defines a mapping class φ ∈Mod(W ), the mapping class group of
the component W . We claim that φ induces the identity on π1(W ).

Namely, as W is a surface with non-empty boundary, the group Mod(W ) does not
have elements of finite order. Thus if φ is not trivial, then either φ is a pseudo-Anosov
mapping class of W , or φ preserves a non-trivial multicurve β ⊂W . Furthermore, there
exists a subsurface Z of W which is preserved by φ, and if Z is not an annulus, then
the restriction of φ to Z is a pseudo-Anosov mapping class, and if Z is an annulus, then
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the restriction of φ to Z is a Dehn twist. The mapping class φ induces the identity on
π1(W ) if and only if it is a composition of Dehn twists about the boundary curves of W
or is trivial.
To see that this is the case, note that by composition, for each k ≥ 1, the mapping class

φk can also be represented by a homotopy of Σ which preserves ∂Y . But dCG(∂Y,D1 ∪D2) ≥ p ≥ 4 and hence since ∂W is disjoint fromm ∂Y , we have dCG(∂W,D1 ∪D2) ≥ p− 1.
In particular, any diskbounding simple closed curve in Σ has an essential intersection
with Z. Furthermore, by the choice of p, we have diamY (Di) ≤ p (i = 1,2).

Since φ is induced by a homotopy of Σ in M , it has to preserve the diskbounding
curves in Σ as this set is determined by the topology of M . Now if φ preserves the
non-peripheral subsurface Z ⊂W and acts on Z as a pseudo-Anosov mapping class (here
we include the case that Z is an annulus and φ is a Dehn twist) then

diamZ(D1 ∪D2, φ
k(D1 ∪D2)) → ∞ (k →∞).

As ϕk(D1 ∪ D2) = D1 ∪ D2, and as diamZ(D1 ∪ D2) < ∞, this is a contradiction which
shows the lemma. □

Using an idea of Minsky [Min00], we establish an a priori upper bound for the total
length of the boundary ∂Y of Y for the hyperbolic metric onMf in terms of the diameter
of the subsurface projection of D1,D2 into Y .

More precisely, for a simple closed multi-curve γ on Σ, denote by ℓf(γ) the sum of
the minimal lengths of representatives of the free homotopy classes of the components of
γ in the hyperbolic manifold Mf . By convention, we have ℓf(c) = 0 for any curve on Σ
which is homotopically trivial in Mf . In the statement of the following result and later
on, p ≥ 4 is the constant from Lemma 13.2.

Theorem 13.3 (A priori length bounds). There exists a number p = p(Σ) ≥ 3, and for
every ϵ > 0 there exists a number k = k(Σ, ϵ) > 0 with the following property. Let Mf be a
hyperbolic 3-manifold with Heegaard surface Σ, Hempel distance at least 4 and disk setsD1,D2. If Y ⊂ Σ is a proper essential subsurface of Σ, with dCG(∂Y,D1 ∪ D2) ≥ p and
diamY (D1 ∪D2) ≥ k, then ℓf(∂Y ) ≤ ϵ.

Theorem 13.3 can be thought of as a version of Theorem B of [Min00] in a different
setting. The fact that Heegaard surfaces in Mf are compressible requires however a
substantial modification of the proof.

Following [Min00], the main tool for the proof of Theorem 13.3 are pleated surfaces.
The pleated surfaces we are interested in are maps g ∶ Σ →Mf in the homotopy class of
the inclusion Σ →Mf together with a hyperbolic metric σ on Σ satisfying the following
two conditions.● g is path-isometric with respect to σ.● There exists a σ-geodesic lamination λ on Σ whose leaves are mapped to geodesics

by g. In the complement of λ, g is totally geodesic.

The geodesic lamination λ is called the pleating lamination of g. We refer to [Min00] for
more details on pleated surfaces as used in our context. We call the hyperbolic metric
σ on Σ which has the above properties the metric induced by the map g. Note that
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this makes sense since σ is indeed the pull-back of the hyperbolic metric on Mf by g
(properly interpreted on the pleating locus).

We fix now once and for all a constant κ0 which is smaller than a Margulis constant for
hyperbolic surfaces and with the following properties (see p.139 of [Min00] for details).

(P1) For any hyperbolic surface S with geodesic boundary ∂S, any two essential prop-
erly embedded arcs τ, τ ′ in S with endpoints on ∂S whose lengths are at most κ0
are either homotopic keeping endpoints in ∂S, or they are disjoint.

(P2) If α is a simple closed geodesic on a hyperbolic surface S and if α contains a point
x ∈ S of injectivity radius smaller than κ0, then x is contained in a Margulis tube
A of S, and either α equals the core curve of A, or the subarc of A∩α containing
x crosses through A, that is, it connects the two distinct boundary components
of A.

The second property follows from the fact that a closed geodesic in a hyperbolic surface
which enters sufficiently deeply into a Margulis tube but is not entirely contained in the
tube either crosses through the tube, or it has self-intersections.

A bridge arc for an essential proper non-annular subsurface Y ⊂ Σ is an embedded arc
α ⊂ Y with both endpoints on ∂Y which is not homotopic in Mf into ∂Y keeping the
endpoints in ∂Y . For a hyperbolic metric σ on Σ, define a minimal proper arc to be a
bridge arc τ for Y which is minimal in σ-length among all such arcs. The following is a
version of Lemma 4.1 of [Min00].

Lemma 13.4 (Lemma 4.1 of [Min00]). There exists a number D1 = D1(Σ) > 0 with
the following property. Let Y ⊂ Σ be a proper essential non-annular subsurface which is
strongly incompressible for the hyperbolic 3-manifold Mf . Then for every γ ∈ D1 ∪ D2

there exists a pleated surface gγ in the homotopy class of the inclusion Σ→Mf mapping
∂Y geodesically, with induced metric σ(gγ), such that for any minimal proper arc τ in(Y,σ(gγ)) we have

dY (γ, τ) ≤D1.

Proof. The proof of Lemma 4.1 of [Min00] carries over with no essential modification.
Namely, let γ ⊂ Σ be a simple closed curve which defines an element of D1 ∪ D2. By
assumption on Y , the curve γ has an essential intersection with ∂Y .

Modify γ by spinning it about ∂Y . That is, let T∂Y be the mapping class that performs
one positive Dehn twist about each component of ∂Y . The sequence of curves T n∂Y (γ)
converge, as n → ∞, to a finite-leaved lamination λ whose non-compact leaves spiral
about ∂Y and whose closed leaves are precisely ∂Y . Since the distance in CG(Σ) between
γ and ∂Y is at least three, the complement Σ − (∂Y ∪ γ) is a union of simply connected
components and hence the complementary regions of λ are simply connected as well. Add
finitely many leaves to λ so that the resulting lamination λ′ is maximal. To simplify
notations, we identify λ with λ′.
The lamination λ is the pleating lamination of a pleated surface gλ in Mf mapping λ

geodesically, with induced metric σλ (compare [Min00]). Namely, let η be a component
of ∂Y . Then η is not homotopic to zero in Mf and hence it can be represented by a
unique closed geodesic η̂. Let M̂f be the covering of Mf whose fundamental group is
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infinitely cyclic and generated by the loop η̂. Then M̂f is a solid torus with core curve
the geodesic η̂, and η lifts to a closed curve in M̂f . Mapping a point p on η ⊂ M̂f to
its shortest distance projection to η̂ and connecting p to its image by a geodesic arc
determines a canonical homotopy of η to η̂ which projects to a homotopy in Mf . Using
this homotopy, any essential arc in Y with endpoints on η can be extended to an arc
with endpoints on η̂.

Thus the intersection arcs of the simple closed curve γ with ∂Y , assumed without
loss of generality to be essential, define a collection of arcs in Mf with boundary on the
collection ∂̂Y of geodesics in Mf homotopic to ∂Y . By the second part of Lemma 13.1,
such an extended arc is not homotopic into ∂̂Y keeping the endpoints in ∂̂Y , and by
the third part of Lemma 13.1, two such extended arcs are homotopic in Mf keeping the
endpoints in ∂̂Y only if the corresponding arcs in Y are homotopic keeping the endpoints
in ∂Y . Namely, two distinct such arcs are disjoint up to homotopy. Using the above
homotopy which deforms η to η̂, this yields that each such arc can be represented by a
unique nontrivial geodesic arc inMf with endpoints in ∂̂Y which meets ∂̂Y orthogonally
at the endpoints

Now spinning γ about the boundary components of ∂Y corresponds to turning the
endpoints of the geodesic arcs with boundary on ∂̂Y about the components of ∂̂Y . Taking
a limit as the number of turns goes to infinity results in replacing the arcs by infinite
geodesics which spiral about the components of ∂Ŷ . These geodesics define the geometric
realization of the lamination λ in Mf . After adding finitely many leaves, the lamination
λ decomposes Σ into finitely many ideal triangles. These triangles bound totally geodesic
immersed ideal triangles in Mf whose union defines the pleated surface gλ.

Denote by Rλ the complement in (Σ, σλ) of the κ0-Margulis tubes whose cores are
components of λ (and hence of ∂Y ), where κ0 is the constant chosen above with properties
(P1) and (P2). Realize the diskbounding curve γ ⊂ Σ by its geodesic representative for
σλ. Denoting by ℓσλ(α) the length of a geodesic arc α for the hyperbolic metric σλ,
Theorem 3.5 and formula (4.3) of [Min00] show that

ℓσλ(γ ∩Rλ) ≤ 2Cι(γ, ∂Y )
for a universal constant C = C(Σ, κ0) > 0 where ι(γ, ∂Y ) is the geometric intersection
number. Note that Theorem 3.5 of [Min00] holds true as stated for homotopically trivial
curves in Mf , that is, for curves of vanishing length.
As on p.139 of [Min00], it now follows that there exists at least one component arc of

γ ∩ Y ∩Rλ of length at most 4C. Given a minimal proper arc τ for (Y,σλ), Lemma 2.1
of [Min00] then bounds dY (γ, τ) from above by a universal constant. This is what we
wanted to show. □

Following once more [Min00], we next turn to the proof of an analogue of Lemma 13.4
for essential incompressible annuli. For its formulation, define a bridge arc for a simple
closed curve α in Σ to be an embedded arc in Σ with both endpoints in α which meets α
only at its endpoints and is not homotopic into α keeping the endpoints in α. Let σ be
a hyperbolic metric on Σ and let α be a simple closed geodesic for this metric. Define a
mininmal curve crossing α to be a simple closed curve constructed in the following way.
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Pick one side of α in Σ and let τ be a minimal length primitive bridge arc for α, that is,
a bridge arc whose interior is disjoint from α, that is incident to α on this side. Let τ ′
be a minimal length primitive bridge arc for α that is incident to α on the other side. If
one of these arcs meets α on both sides then put τ = τ ′. Choose β to be a minimal length
shortest simple closed curve that can be represented as a concatenation of τ, τ ′ (if they
are different) and arcs on α. Thus β crosses through α once or twice.

Lemma 13.5 (Lemma 4.3 of [Min00]). Given ϵ > 0 there exists D2 = D2(Σ, ϵ) > 0 such
that for a closed hyperbolic 3-manifold Mf the following holds. Let Y ⊂ Σ be a proper
essential strongly incompressible annulus with core curve α so that ℓf(α) ≥ ϵ. Then for
every γ ∈ D1 ∪D2, there exists a pleated surface gγ, with induced metric σ(gγ), mapping
α geodesically and the property that a minimal curve β for σ(gγ) crossing α satisfies

dY (γ, β) ≤D2.

Proof. The proof of Lemma 4.3 of [Min00] is valid without any change. Construct a
lamination λ from α and γ ∈ D1 ∪D2 by spinning γ about α. As in the proof of Lemma
13.4, by the assumption on the distance in CG(Σ) between α and γ, all complementary
components of λ are simply connected. Adding finitely many leaves to λ yields a maximal
lamination and hence a pleated surface gλ, with metric σλ. As in Lemma 13.4, it follows
from Theorem 3.5 of [Min00] that

ℓσλ(γ) ≤ 2Cι(α, γ)
for a universal constant C = C(τ, ϵ) > 0.
The remainder of the argument in the proof of Lemma 4.3 of [Min00] only uses the

geometry of σλ on Σ and does not use any information on the hyperbolic 3-manifold
containing the pleated surface gλ. It is thus valid without any adjustment. □

In [Min00], the proof of a version of Theorem 13.3 is completed by proving a universal
upper length bound for minimal bridge arcs for pleated surfaces constructed from proper
essential strongly incompressible subsurfaces Y ⊂ Σ with big boundary length (this is
the core of the proof of Lemma 4.2 and Lemma 4.4 of [Min00]). This step requires
a substantial modification for Heegaard surfaces. We formulate what we need in the
following proposition. For the remainder of this section, Mf always denotes a hyperbolic
3-manifold with Heegaard surface Σ, Hempel distance at least 4 and disk sets D1,D2.
Recall that for any proper incompressible subsurface Y ⊂ Σ, any simple closed curve c
on Σ with dCG(c, ∂Y ) ≥ 3 gives rise to a pleated surface containing ∂Y in its pleating
lamination. The number p > 4 is as in Lemma 13.2.

Proposition 13.6. For any ϵ > 0 there exists a number D3 = D3(Σ, ϵ) > 0 with the
following property. Let Y ⊂ Σ be a proper essential subsurface with dCG(∂Y,D1∪D2) ≥ p,
and let g1, g2 be a pair of pleated surfaces in the homotopy class of the inclusion Σ→Mf

mapping ∂Y geodesically which are constructed from diskbounding simple closed curves
γ1 ∈ D1, γ2 ∈ D2. Let σ(g1), σ(g2) be the induced hyperbolic metrics on Σ and let τ1, τ2 be
minimal proper arcs for σ(g1), σ(g2) if Y is not an annulus, or minimal curves crossing
α for σ(g1), σ(g2) if Y is an annulus. If ℓf(∂Y ) ≥ ϵ then

dY (τ1, τ2) ≤D3.

158



STABILITY OF EINSTEIN METRICS AND EFFECTIVE HYPERBOLIZATION

We are now ready to deduce Theorem 13.3 from Lemma 13.4, Lemma 13.5 and Propo-
sition 13.6.

Proof of Theorem 13.3. Let Y ⊂ Σ be a proper essential subsurface with dCG(∂Y,D1 ∪D2) ≥ p. Let ϵ > 0 and assume that ℓf(∂Y ) ≥ ϵ. Let γ1 ∈ D1, γ2 ∈ D2 be two diskbounding
simple closed curves in Σ.

If Y is non-annular then apply Lemma 13.4 to obtain two pleated surfaces mapping ∂Y
geodesically, and minimal proper arcs τ1, τ2 in Y with respect to the two induced metrics
on Σ, with dY (γi, τi) ≤ D1 (i = 1,2). Proposition 13.6 then implies that dY (γ1, γ2) ≤
2D1 +D3(Σ, ϵ).

If Y is an annulus, then apply Lemma 13.5 to obtain two pleated surfaces mapping the
core curve α of Y to a geodesic, and minimal curves β1, β2 crossing α with respect to the
two induced metrics on Σ, with dY (βi, γi) ≤D2 =D2(Σ, ϵ) for i = 1,2. An application of
Proposition 13.6 shows as before that dY (γ1, γ2) ≤ 2D2 +D3(Σ, ϵ). This completes the
proof of Theorem 13.3. □

We are left with proving Proposition 13.6 which is the main technical result of this
section.

To facilitate notations, call a systemX ⊂ Σ of nontrivial homotopically distinct disjoint
simple closed curves in Σ stongly incompressible inMf if dCG(X,D1∪D2) ≥ 3. This notion
is compatible with the notion of a strongly incompressible subsurface of Σ. Note that X
is strongly incompressible if and only if the same holds true for each of its components.

If X ⊂ Σ is a strongly incompressible curve system, then we denote by P(X) the
collection of all pleated surfaces in Mf in the homotopy class of the inclusion Σ →
Mf , with pleating lamination a complete (that is, maximal and approximable in the
Hausdorff topology by simple closed geodesics) finite geodesic lamination whose minimal
components are precisely the components of X.

An important fact is that for any strongly incompressible curve system X ⊂ Σ, any
two pleated surfaces g, h ∈ P(X) can be deformed into each other with a homotopy
consisting of surfaces with controlled geometry. To make this precise, we define L(X)
to be the collection of all maps g ∶ Σ →Mf in the homotopy class of the inclusion with
the following additional property. There exists a hyperbolic metric σ(g) on Σ such that
for this metric, the map g is one-Lipschitz and maps each component of X isometrically
onto its geodesic representative in Mf . Note that the metric σ(g) on Σ is part of the
data which define a point in L(X) although it may not be unique. Note also that we
have P(X) ⊂ L(X). If g is a pleated surface then σ(g) is assumed to be the hyperbolic
metric on Σ defined by g.

A path in L(X) is a continuous map h ∶ Σ × [a, b] → Mf for some interval [a, b] ⊂ R
such that for each s ∈ [a, b], there is a marked hyperbolic metric σ(s) on Σ depending
continuously on s and such that the map hs ∶ x ∈ Σ → hs(x) = h(x, s) ∈M is a point inL(X) for the metric σ(s). If a point of the path, say the point ha, is a pleated surface,
then we require that σ(a) = σ(ha).

Following Section 3 of [Min00], define two pleated surfaces f, g ∶ Σ→Mf to be homo-
topic relative to a common pleating lamination µ if µ is a sublamination of the pleating
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lamination of f, g and if f and g are homotopic by a family of maps which fixes µ
pointwise.

The following is a slight strengthening of a well know construction which goes back to
Thurston (see p.140 of [Min00] and [Can93] for more on earlier accounts). Recall from
Lemma 13.1 that for an incompressible curve system X ⊂ Σ, an essential arc α in Σ with
endpoints on ∂X lifts to an arc in the universal covering H3 of Mf which connects two
distinct lifts of the components of X containing the endpoints of α. The second part of
the lemma extends Lemma 3.3 of [Min00].

Lemma 13.7. Let X ⊂ Σ be a strongly incompressible curve system. Then any g, h ∈P(X) can be connected by a path in L(X). Furthermore, g, h are homotopic relative to
any common pleating lamination µ ⊂X.

Proof. Let us first consider two pleated surfaces g0, g1 ∈ P(X) which are related by
a diagonal move. By this we mean the following. The pleating lamination λ of g0 is
an extension of X. It decomposes Σ into ideal triangles whose sides spiral about X.
Isolated leaves of λ do not belong to X. Removal of such an isolated leaf α results in
a geodesic lamination λ′ whose complementary components are ideal triangles and one
ideal quadrangle Q. The leaf α connects two opposite vertices of Q and subdivides Q
into two ideal triangles. We assume that the pleating lamination for g1 is obtained from
λ by replacing α by the diagonal β of Q connecting the other two opposite vertices.

Our goal is to construct a path in L(X) connecting g0 to g1. To this end let g̃0 ∶ H2 →
H3 be a lift of g0 to the universal coverings H2 of Σ and H3 of Mf . Let Q̃ ⊂ H2 be a
lift of the ideal quadrangle Q. The image g̃0(Q̃) of Q̃ under the map g̃0 is the union of
two ideal triangles which are glued along a common side. Let (a1, a2, a3, a4) ⊂ ∂H3 be
the ordered collection of points in the ideal boundary ∂H3 of H3 which are the images of
the ordered vertices of Q̃. This ordered quadruple of points spans an ideal tetrahedron
T ⊂ H3. Note that by the third part of Lemma 13.1, this tetrahedron is non-degenerate.
The map g̃0 maps Q̃ onto the union Q̃0 of two adjacent sides of T . The image of Q̃ under
a suitably chosen lift g̃1 of g1 equals the union Q̃1 of the remaining two adjacent sides
of T . Four of the six edges of T are the sides of g̃0(Q̃), and the remaining two edges are
the images under g̃0, g̃1 of the lifts α̃, β̃ of the diagonals α,β of Q to Q̃. The restriction
of g̃0, g̃1 to Q̃ is a path isometry onto Q̃0, Q̃1, respectively.
The piecewise totally geodesic quadrangle Q̃0 is equipped with an intrinsic hyperbolic

metric. Let β̃0 ⊂ Q̃0 be the intrinsic geodesic which connects the 2 ideal vertices of Q̃0

which are different from the endpoints of g̃0(α̃). Then β̃0 is a piecewise geodesic line in
H3 which intersects the geodesic g̃0(α̃) in a single point x0. The point x0 is the finite
vertex of a partition of Q̃0 into 4 totally geodesic triangles with one vertex at x0 and
two ideal vertices. The total cone angle, that is, the sum of the angles at x0 of these
triangles, equals 2π. Construct in the same way a point x1 ∈ Q̃1 as the intersection point
between the two intrinsic geodesics connecting the two pairs of opposite ideal vertices of
Q̃1. As before, x1 is the finite vertex of a partition of Q̃1 into 4 totally geodesic triangles
with total cone angle 2π at x1.
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Connect x0 to x1 by a geodesic arc γ ∶ [0,1] → T ⊂ H3 parameterized proportional to
arc length on [0,1]. For each t ∈ [0,1] consider the union Q̃t of the 4 totally geodesic
triangles Ai(t) (i = 1, . . . ,4) with one vertex at γ(t) which have the same ideal vertices
as the triangles which subdivide Q̃0. Note that this notation is consistent with the above
definition of Q̃0, Q̃1. Each of the 4 boundary geodesics of Q̃0 is contained in precisely
one of the triangles from the collection Q̃t. If we choose the labels of the triangles Ai(t)
in such a way that for each i, the triangles Ai(t) contain the same boundary geodesic of
Q̃0 for all t, then these triangles depend continuously on t. Since T is the convex hull of
its ideal vertices and γ ⊂ T , the total cone angle at γ(t) of the union of these triangles is
at least 2π, and it is 2π at the endpoints x0 = γ(0), x1 = γ(1) of γ.

For t ∈ [0,1] let q(t) ≥ 0 be such that the total cone angle of Q̃t at γ(t) equals
2π(1 + q(t)). Denote by νi(t) the angle of the triangle Ai(t) ⊂ Q̃t at γ(t). Let ν̂i(t) =
νi(t)/(1 + q(t)) ≤ νi(t) (i = 1,2,3,4); we have ∑i ν̂i(t) = 2π for all t. Let Bi(t) be the
hyperbolic triangle with two ideal vertices and one vertex of angle ν̂i(t). Note that there
exists a natural isometric embedding of Ai(t) into Bi(t) so that the image contains the
biinfinite side of Bi(t). This embedding is unique if we require that the finite vertex of
Ai(t) is contained in the minimal geodesic ξi(t) of Bi(t) which connects the finite vertex
of Bi(t) to the opposite side. Denote the image of Ai(t) under this embedding again by
Ai(t).

By the choice of the angles ν̂i(t), the triangles Bi(t) can be glued along their sides
which are adjacent to the finite vertex cyclically in the order prescribed by the order of
the triangles Ai(t) in the polygon Q̃t to a hyperbolic ideal quadrangle B(t) with a distin-
guished vertex q(t). The ideal quadrangle B(t) contains the union A(t) of the triangles
Ai(t). This construction does not depend on choices and hence depends continuously on
t. Moreover, B(t) −A(t) is a region which is star shaped with respect to the point q(t).
This region consists of the interior of an embedded relatively compact quadrangle C(t),
with an ideal triangle attached to each of its sides.

By invariance under the action of π1(Σ), the hyperbolic quadrangle B(t) determines a
hyperbolic metric σ(t) on Σ depending continuously on t, and σ(0) = σ(g0), σ(1) = σ(g1).
Thus we are left with constructing a continuous map h ∶ Σ × [0,1] → Mf such that for
each t, the restriction of h to Σ× {t} is a one-Lipschitz map (Σ, σ(t)) →Mf mapping λ′
geodesically.
There is a natural 1-Lipschitz map B(t) → Q̃t which maps each of the triangles Ai(t)

isometrically, collapses the complementary quadrangle C(t) to a point and collapses
the ideal triangles attached to the sides of C(t) to one of its infinite length sides by
collapsing a geodesic arc contained in one of these triangles with endpoints on the two
distinct infinite sides of the triangle to a point if its endpoints are identified in Q̃t. This
construction defines a one-Lipschitz map (Σ, σ(t)) → Mf depending continuously on t
and mapping X isometrically. As for t = 0 and t = 1 the collapsing map equals the
identity, we obtain a path in L(X) connecting g0 to g1 provided that g0 and g1 are
related by a diagonal move.

Note that this construction does not use any information on the pleating locus of g0, g1
beyond the information that these pleating loci differ by a diagonal move. Moreover, it
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yields a path gs ∈ L(X) whose restriction to the intersection of the pleating loci of g0, g1
is the identity. In particular, the pleated surfaces g0, g1 are homotopic relative to the
pleating lamination X.
To complete the proof of the lemma we are left with showing that any two pleated

surfaces g0, g1 ∈ P(X) can be connected by a finite chain of pleated surfaces in P(X) so
that any two consecutive pleated surfaces in the chain are related by a diagonal move.
That this is possible is an immediate consequence of a result of Hatcher [Hat91] (compare
[Can93] and [Min00] for more details about this fact). By concatenation, this shows that
any two pleated surfaces in P(X) can be connected by a path in L(X), and g0, g1 are
homotopic relative to the pleating lamination X. □

Remark 13.8. The proof of Lemma 13.4 together with Lemma 13.7 and Lemma 13.2
yield additional information on Mf . Namely, let as before Y ⊂ Σ be a strongly incom-
pressible subsurface and let α ⊂ Σ−∂Y be any system of pairwise disjoint non-homotopic
arcs with endpoints on ∂Y which decompose Y into the maximal possible number of
simply connected regions. Then α determines a pleated surface g inMf in the homotopy
class of the inclusion Σ → Mf whose pleating lamination contains ∂Y as the union of
its minimal components. This pleated surface only depends on ∂Y and the homotopy
classes of the components of α as arcs in Mf with boundary on ∂Y . If α1, α2 are two
such arc systems, and if α1 contains an arc ζ1 which is homotopic in Mf relative to ∂Y
to an arc ζ2 from α2, then ζ1 and ζ2 determine the same isolated leaf of the pleating
lamination of the pleated surface in Mf constructed from α1, α2. Since by the proof of
Lemma 13.4 the pleated surfaces constructed in this way are naturally homotopic to the
inclusion Σ→Mf , Lemma 13.2 yields that the arcs ζ1, ζ2 are in fact homotopic in Σ.

The strategy is now to obtain geometric information on minimal proper arcs or minimal
curves for a pleated surface g ∈ P(∂Y ) from information on the geodesic representative
∂Y ⊂Mf . In the following elementary observation, ℓf(c) denotes as before the length in
Mf of a geodesic representative of a multicurve c in Σ.

Lemma 13.9. For every ϵ > 0 there exists a number L = L(ϵ) > 0 with the following
property. Let Y ⊂ Σ be a proper essential strongly incompressible non-annular subsurface
with ℓf(∂Y ) ≥ ϵ; then for any g ∈ L(∂Y ), the σ(g)-length of a minimal proper arc for Y
is at most L. Moreover, for any κ1 > 0 there exists a number R1 = R1(κ1) > 0 with the
following property. If β ⊂ ∂Y is a component with ℓf(β) ≥ R1 then there exists a bridge
arc for Y with one endpoint on β and of σ(g)-length at most κ1.

Proof. Let m ∈ [1,3g − 3] be the number of components of ∂Y . By the collar theorem
for hyperbolic metrics on Σ, if β is a component of ∂Y of length at least ϵ/m, then the
supremum ρ of the σ(g)-heights of a half-collar about β is bounded from above by a
number L/2 only depending on ϵ/m. By the choice of ρ, the boundary of a half-collar
of radius ρ about β can not be retracted into β. Hence there exists a radial geodesic
segment of length ρ emanating from the side of β determined by the half-collar whose
endpoint either is the endpoint of another such segment or is contained in β. In both
cases, we find an essential arc τ with endpoints on β whose length does not exceed 2ρ.
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Using the half-collar at the side of β contained in Y , we can assume that a neighbor-
hood of at least one endpoint of the essential arc τ is contained in Y . Since the second
endpoint of τ is contained in β, we conclude that there is a (possibly proper) subarc of
τ which is a bridge arc for Y , and the length of this arc is at most 2ρ ≤ L as claimed.

Using again the collar lemma for hyperbolic metrics on Σ (or a standard area estimate),
for a given number κ1 > 0, if R1 > 0 is sufficiently large then the height of a half-collar
about a simple closed geodesic of length at least R1 for any hyperbolic metric on Σ is
smaller than κ1/2. By the above discussion, this implies that if ∂Y contains a component
β of length at least R1, then there exists a bridge arc for Y of length at most κ1 with
one endpoint on β. This completes the proof of the lemma. □

We use Lemma 13.7 and Lemma 13.9 to establish the following version of Lemma 4.2
of [Min00]. In its formulation, ℓf(∂Y ) denotes as before the length of ∂Y with respect
to the hyperbolic metric on Mf .

Lemma 13.10. For all ϵ > 0,R > 0 there exists a number k0 = k0(ϵ,R) > 0 with the
following property. Let Y ⊂ Σ be a proper essential strongly incompressible subsurface
and assume that ℓf(∂Y ) ≤ R. If diamY (D1 ∪D2) ≥ k0, then

ℓf(∂Y ) < ϵ.
Proof. Let R > 0, ϵ < R be fixed and assume that ℓf(∂Y ) ∈ [ϵ,R]. If Y is not an annulus,
then by Lemma 13.9, there exists a number L = L(ϵ) > 0 such that for every g ∈ L(∂Y ),
the σ(g)-length of a minimal proper arc for Y is at most L.
We claim that there also is a uniform upper length bound L′ = L′(ϵ,R) for a minimal

curve for Y if Y is an annulus. Namely, let Y be an annulus with core curve c. If σ is
a hyperbolic metric on Σ such that the σ-length of c is contained in the interval [ϵ,R],
then the σ-height of a half-collar about c is bounded from above by a constant ρ > 0 only
depending on ϵ. Thus there exists a proper arc τ for σ of length at most 2ρ with both
endpoints on c. If τ leaves and returns at the two different sides of c, then the endpoints
of τ can be connected by a subarc of c of length at most R/2 to yield a simple closed
curve crossing through c of length at most 2ρ +R/2. If all proper arcs τ for c of length
at most 2ρ leave and return to the same side of c, then we can find such a proper arc
τ leaving and returning to a fixed side of c, and a second arc τ ′ leaving and returning
to the other side of c. Furthermore, we may assume that τ and τ ′ are disjoint. The
endpoints of τ and τ ′ can be connected by disjoint subarcs of c to yield a simple closed
curve crossing through c of length at most 4ρ +R.
We first show the lemma in the case that Y is not an annulus. Following the proof of

Lemma 4.2 of [Min00], let g0, g1 ∈ P(∂Y ) be two pleated surfaces and assume that g0 is
constructed from Y and a maximal system A of arcs with endpoints in ∂Y which contain
the intersection arcs with Y of a disk from the disk set D2, and that g1 is constructed
from Y and a maximal system B of arcs which contain the intersection arcs with Y of a
disk from the disk set D1. By Lemma 13.7, these pleated surfaces can be connected inL(∂Y ) by a path gt (t ∈ [0,1]). Let σ(gt) be the corresponding path in the Teichmüller
space T (Σ) of Σ connecting σ(g0) to σ(g1). Given any bridge arc τ for Y , let Eτ ⊂ [0,1]
denote the set of t-values for which τ is homotopic rel ∂Y to a minimal proper arc with
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respect to σ(gt). Continuity of the metrics σ(gt) in t implies that Eτ is closed, and the
family {Eτ} covers [0,1]. The path gt determines a coarsely well defined map Ψ from
the interval [0,1] into the arc and curve graph of Y . This map associates to t ∈ [0,1]
the set of all τ with t ∈ Eτ .

Following p.141 of [Min00], we observe that if Eτ ∩Eτ ′ /= ∅ then up to homotopy, τ
intersects τ ′ in at most one point and hence the distance in the arc and curve graph of
Y between τ, τ ′ is at most 2. Thus the coarsely well defined map Ψ has the following
property. If τ ∈ Ψ[0,1], and if Ψ[0,1] consists of more than one point, then any τ ′ ∈
Ψ[0,1] − {τ} fulfills dY (τ, τ ′) ≤ 2. Together with Lemma 13.4, this shows that Ψ[0,1]
contains a sequence of arcs τ0, τ1,⋯, τn so that dY (τ0,A) ≤ D1, dY (τn,B) ≤ D1 and
1 ≤ dY (τi, τi+1) ≤ 2 for all i. As a consequence, it holds n ≥ dY (D1,D2)/2− 2D1. We also
may assume that the arcs τi are pairwise non-homotopic as arcs in Y with endpoints in
∂Y .

By Remark 13.8, if two such arcs τi, τj are homotpic in Mf keeping the endpoints in
∂Y , then τi, τj are homotopic in Σ keeping the endpoints in ∂Y . Together this implies
the following. Among the bridge arcs τi of Y , there are at least dY (D1,D2)/2 − 2D1 = q
arcs which are pairwise non-homotopic in Mf keeping the endpoints in ∂Y .

Since the maps gt ∈ L(∂Y ) are one-Lipschitz, the union of ∂Y with the homotopy
classes of minimal proper arcs for the metrics σ(gt), viewed as arcs inMf with boundary
in ∂Y via the 1-Lipschitz maps gt ∶ Σ → Mf , can be represented in Mf by a 1-complex
V with at most m components where m ≤ 3∣χ(Σ)∣/2 is the number of components of ∂Y .
The diameter in Mf of each component of V is at most R +mL. Each such minimal
proper arc τ together with one or two segments of ∂Y − τ gives rise to a loop in this
one-complex V of length at most 2R+2L. Up to homotopy rel ∂Y , these based loops are
images by the inclusion Σ ↪Mf of simple closed curves contained in Y . Such a simple
closed curve is a component of the boundary of a small neighborhood of the union of τ
with the components of ∂Y containing the endpoints of τ .

Given a component V0 of V , choose a basepoint x for V0 in a component of ∂Y
contained in V0. Connecting each of the loops in V0 constructed in the previous paragraph
to x determines a collection of based loops in Mf which up to homotopy are images of
based simple loops contained in Y . The length of each such loop is at most 3R+(2m+2)L.
By Lemma 13.1, no two distinct of these loops are homotopic in Mf .
As bridge arcs τ, τ ′ for Y which are homotopically distinct inMf give rise to homotopy

classes which do not have a common power and hence which do not commute, a standard
application of the Margulis lemma gives an upper boundM =M(3R+(2m+2)L) for the
number of such elements of π1(Mf) which can translate any point a distance 3R+(2m+
2)L or less (see p.141 of [Min00] for more details). As a consequence, the number q of
homotopy classes of arcs obtained from the above construction is at most M . Together
we conclude that

dY (D1,D2) ≤ 2q + 4D1 ≤ 2M + 4D1.

This complete the proof of the lemma in the case that Y ⊂ Σ is not an annulus.
If Y is an annulus then the above argument carries over in the same way, where the

arc and curve graph is now the arc graph of the annular cover of Σ whose fundamental
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group equals the fundamental group of Y . We refer to Lemma 4.4 of [Min00] for more
details of this argument which is valid in our context with as only addition the above
counting estimates for homotopy classes of arcs in Mf with endpoints in the core curve
of Y . An application of Lemma 13.5 then completes the proof of the lemma. □

Let κ0 > 0 be a constant which has properties (P1) and (P2) from the beginning of
this section. By possibly decreasing κ0, we may assume that it is a Margulis constant
for hyperbolic surfaces and hyperbolic 3-manifolds. In the sequel we always assume that
the thin part of a hyperbolic 3-manifold is determined by such a constant κ0.

We next investigate strongly incompressible surfaces Y ⊂ Σ with the property that the
geodesic representatives of their boundaries ∂Y enter deeply into a Margulis tube of Mf

away from the core curve of the tube. For a number ν < κ0 and a Margulis tube T for
Mf , we call the set T <ν of all points in T of injectivity radius smaller than ν the ν-thin
part of T .

Lemma 13.11. There exists a number ν0 < κ0 with the following property. Let T ⊂Mf

be a Margulis tube and let Y ⊂ Σ be a strongly incompressible subsurface whose boundary
∂Y , as a geodesic multicurve in Mf , intersects T <ν0 in the complement of the core
geodesic of T . Then for every map g ∈ L(∂Y ), and any choice σ(g) of a corresponding
hyperbolic metric, there exists a Margulis tube for σ(g) whose core curve α ⊂ Σ intersects
Y in a bridge arc τ of length smaller than κ0 if Y is not an annulus, or which is a simple
closed curve crossing through ∂Y if Y is an annulus. Moreover, one of the following not
mutually exclusive possibilities is satisfied.

i) Up to homotopy, g(α) bounds a disk D ⊂ T ⊂Mf .
ii) g(α) is homotopic to a nontrivial multiple of the core curve of T . Furthermore,

there exists a diskbounding simple closed curve β on Σ which is disjoint from α.
iii) Up to homotopy, any component of the intersection of g(Σ) with the 1-neighborhood

of T <ν0 is an annulus, and this annulus is the image under g of a Margulis tube for
σ(g). The core curve of each such tube is mapped by g to a curve homotopic to a
nontrivial multiple of the core curve of T .

Proof. For the fixed choice of a Margulis constant κ0 > 0 for hyperbolic surfaces, there
exists a number ℓ > 0 only depending on Σ and κ0 such that for any hyperbolic metric on
Σ, the diameter of any component of the κ0-thick part of Σ is at most ℓ. Let ν0 > 0 be
sufficiently small that the 2ℓ-neighborhood of the ν0-thin part T <ν0 of a Margulis tube
T for Mf is entirely contained in T .

Let Y ⊂ Σ be a strongly incompressible surface with boundary ∂Y and let g ∈ L(∂Y ).
There exists a decomposition of Σ into thick and thin components for the metric σ(g).
The thin components are Margulis tubes about closed σ(g)-geodesics of length smaller
than 2κ0. By the choice of ℓ and ν0, for any Margulis tube T ⊂Mf , any component of
the thick part of Σ for the metric σ(g) whose image under g intersects T <ν0 is mapped
by g into T .
Assume that the geodesic multicurve ∂Y ⊂ Mf intersects the ν0-thin part T <ν0 of a

Margulis tube T ⊂ Mf in the complement of the core curve of the tube. Since ∂Y is
a union of closed geodesics in Mf and the only closed geodesic in Mf which is entirely
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contained in the tube T is the core curve of the tube, ∂Y intersects the boundary ∂T of
T , which is a torus smoothly embedded in Mf .

Let W0 ⊂ Σ be the union of all components of the σ(g)-thick part of Σ whose images
under g do not intersect T <ν0 , and let W ⊂ Σ be the union of W0 with all Margulis tubes
for σ(g) whose images under g do not intersect T <ν0 . Then the closure Z of Σ −W is a
closed nonempty essential subsurface of Σ. The surface Z is a union of components of
the thick part of Σ and some Margulis tubes. Each component of the thick part of Z is
mapped by g into the tube T . Since the fundamental group of T is cyclic, and the map
g induces a surjection g∗ ∶ π1(Σ) → π1(Mf), this implies that the subsurface Z of Σ is
proper. Note that by assumption, the surface Z is intersected by ∂Y .

Now g(W ) is disjoint from the core curve of T , and the complement of the core curve
of T deformation retracts onto the boundary ∂T of T . Thus up to modifying g with a
homotopy and replacing T by the complement in T of a suitably chosen collar about ∂T ,
we may assume that g(W ) ∩ T = ∅.

There are now two possibilities. In the first case, Z contains a component Z0 of the
σ(g)-thick part of Σ. Then we have g(Z0) ⊂ T .

Let x0 ∈ ∂Z0 and consider the map gZ0∗ ∶ π1(Z0, x0) → π1(Mf , g(x0)). Since Z0 ⊂ Σ is
a properly embeded connected surface different from an annulus, its fundamental group
π1(Z0) is a free group with at least two generators. As π1(T ) is infinite cyclic, the kernel
of gZ0∗ is nontrival. Now Z0 ⊂ Σ is a proper subsurface of the embedded Heegaard surface
Σ. Therefore the loop theorem Theorem 4.2 of [AR04] (see also Theorem 4.2 of [Hem76])
shows that there exists a simple closed curve c ⊂ Z0 such that g(c) is homotopically
trivial in Mf and hence in T .
To be more precise, since g(Z0) ⊂ T , if α ⊂ Z0 is any closed curve such that g(α)

is contractible in Mf , then g(α) is contractible in T . Thus there exists a homotopy of
g(α) to the trivial curve which does not intersect g(W ) ⊂ Mf − T , and, consequently,
there exists a homotopy of α ⊂ Z0 ⊂ Σ ⊂Mf to the trivial curve which does not intersect
W ⊂Mf .

CuttingMf open alongW ⊂ Σ yields a manifold N whose boundary ∂N consists of two
copies of W , glued along the boundary. Up to homotopy, each component of Σ−W = Z
is a properly embedded surface in N . In particular, this holds true for the component
Ẑ0 of Σ −W containing Z0 (a priori, Z0 may be a proper subsurface of Ẑ0). Note that
Ẑ0 is an oriented, two-sided properly embedded subsurface of N which is different from
a disk and a 2-sphere.

Since a loop in Z0 ⊂ Ẑ0 which is contractible in Mf is contractible in Mf −W , it
is contractible in N . Therefore the homomorphism π1(Ẑ0) → π1(N) induced by the
inclusion Ẑ0 → N is not injective. The loop theorem Theorem 4.2 of [AR04] then shows
that there is a simple closed curve c ⊂ Ẑ0 which bounds an embedded disk in N and
hence in Mf .

If c is either peripheral in Ẑ0 or the core curve of a Margulis tube for σ(g) contained
in Ẑ0, then c is a core curve of a Margulis tube for σ(g) which is diskbounding in Mf .
Identify c with its geodesic representative for σ(g). As the subsurface Y ⊂ Σ is strongly
incompressible by assumption, its boundary ∂Y has to cross through the diskbounding

166



STABILITY OF EINSTEIN METRICS AND EFFECTIVE HYPERBOLIZATION

simple closed curve c. If Y is not an annulus and if ξ ⊂ ∂Y is an embedded arc crossing
through c, then a subarc of c connecting ξ ∩ c with the point in c ∩ ∂Y which is closest
along c and leaves ξ at the side of ξ contained in Y is a bridge arc for Y of σ(g)-length
at most κ0. If Y is an annulus, c is a simple closed curve of σ(g)-length less than κ0
which crosses through ∂Y . This shows that the first possibility stated in the lemma is
fulfilled. Note that in the case that Ẑ0 is a 3-holed sphere, the only simple closed curves
in Ẑ0 are the boundary curves and hence the simple closed curve c in Ẑ0 is automatically
peripheral.

On the other hand, if no diskbounding simple closed curve c ⊂ Ẑ0 is the core curve
of a Margulis tube for σ(g), then the second case in statement of the lemma holds true.
Namely, in this case a peripheral curve d ⊂ Ẑ0 is the core curve of a Margulis tube
and disjoint from c. Furthermore, the curve d is mapped by g into T and hence it is
homotopic to a nontrivial multiple of the core curve of T . Since dCG(∂Y,D1 ∪D2) ≥ 3 by
assumption, the multicurve ∂Y has to cross through d. We then find a bridge arc for Y
of σ(g)-length smaller than κ0 which is a subarc of d, or, if Y is an annulus, choose d as a
simple curve crossing through ∂Y of length smaller than κ0. Thus the second possibility
in the statement of the lemma is fulfilled. This completes the analysis of the case when
the image under g of the σ(g)-thick part of Σ intersects T <ν0 .

If the image under g of the σ(g)-thick part of Σ does not intersect T <ν0 , then each
intersection point of g(Σ) with T <ν0 is contained in the image of a Margulis tube for
σ(g). Since ∂Y intersects T <ν0 in the complement of the core curve of T , there is simple
closed curve α ⊂ Σ which is freely homotopic to the core curve of one of these Margulis
tubes, of σ(g)-length at most κ0, which intersects ∂Y and which is mapped by g into T .
As before, if g(α) is contractible in Mf then we are in the situation described in the first
case of the lemma. Otherwise g(α) is homotopic in T to a multiple of the core curve of T ,
and we conclude that the third case described in the lemma is fulfilled. This completes
the proof of the lemma. □

In the following lemma, the constant p > 4 is as in Lemma 13.2.

Lemma 13.12. There exist numbers k1 = k1(Σ) > 0, and ν1 < ν0 with the following
properties. Assume that the Hempel distance dCG(D1,D2) forMf is at least 4. Let Y ⊂ Σ
be a strongly incompressible subsurface whose boundary ∂Y , as a geodesic multicurve in
Mf , intersects the ν1-thin part T <ν1 of a Margulis tube T ⊂Mf in the complement of the
core geodesic of T and fulfills dCG(∂Y,D1 ∪D2) ≥ p. Then we have

diamY (D1 ∪D2) ≤ k1.
Proof. The number p > 4 was chosen so that the following holds true [MM00]. Let α,β
be simple closed curves on Σ and let Y ⊂ Σ be a subsurface which has an essential inter-
section with α,β and 0 such that dY (α,β) ≥ p; then any geodesic in CG(Σ) connecting
α to β has to pass through a curve disjoint from Y . Furthermore, if Y ⊂ Σ is any proper
essential subsurface such that dCG(∂Y,Di) ≥ p (i = 1,2); then diamY (Di) ≤ p.

Let ℓ > 0 be an upper bound for the diameter of a component of the thick part of a
hyperbolic metric on Σ for a Margulis constant κ0 > 0 as in (P1),(P2). For ν0 > 0 as in
Lemma 13.11, let ν1 < ν0 be sufficiently small that the neighborhood of radius ℓ of the
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ν1-thin part M<ν1
f of Mf is contained in the ν0-thin part M<ν0

f of Mf . Let us assume
that Y ⊂ Σ is a proper essential subsurface with dCG(∂Y,Di) ≥ p for i = 1,2 and such that
∂Y intersects the ν1-thin part T <ν1 of a Margulis tube T in the complement of the core
curve of T .

Consider first the case that Y is not an annulus. Let γi ∈ Di for i = 1,2 and g, h ∈ P(∂Y )
be pleated surfaces for γ1, γ2 as in Lemma 13.4 . By Lemma 13.7, we can connect g, h
by a path hs (s ∈ [0,1], h0 = g, h1 = h) in L(∂Y ). Let σ(hs) be a corresponding path in
Teichmüller space connecting σ(g) to σ(h). We showed in Lemma 13.11 that for each
s, there exists a bridge arc τs for Y of σ(hs)-length smaller than κ0 which is contained
in a simple closed curve αs on Σ of σ(hs)-length at most κ0, and αs is homotopic to the
core curve of a Margulis tube for σ(hs) and crossed through by ∂Y . Furthermore, up to
homotopy, we may assume that hs(αs) ⊂ T <ν0 . By the choice of κ0, the bridge arc τs is
disjoint from a minimal proper arc for Y and the metric σ(hs) (see p. 139 of [Min00] for
more details).

For each s there exists a connected open neighborhood Vs of s in [0,1] so that the curve
αs has the properties stated in the previous paragraph for each t ∈ Vs. By compactness,
the interval [0,1] can be covered by finitely many of the sets Vs. Thus we may assume
that there is a partition 0 = s0 < ⋅ ⋅ ⋅ < sn = 1 such that for each i < n, the interval [si, si+1]
is contained in Vi = Vsi . Then for each s ∈ [si, si+1] the curve αsi is of length smaller
than κ0 for the metric σ(hs). In particular, by the choice of κ0, the curves αsi and αsi+1
are disjoint.
Assume that the number n of partition points of [0,1] is minimal with the above

property. This then implies that for all i, the curve αi is not homotopic to αi+1. If n = 1,
or, equivalently, if αsi = αsj for all i, j, then there exists a bridge arc τ for Y which up
to homotopy is of length at most κ0 for each of the metrics hs. Since this bridge arc is
of distance at most 1 in the arc and curve graph of Y to a σ(hs)-minimal proper arc
for Y , it then follows from the choice of g, h and Lemma 13.4 that the diameter of the
subsurface projection of γ1 ∪ γ2 into Y is at most 2D1 + 2.

If n ≥ 2 then by minimality, we can not find a simple closed curve in Σ which is the core
curve of a Margulis tube for σ(hs) with the properties stated above for all s ∈ [si, si+2]
and all i. In particular, we have αsi /= αsi+1 for all i. Furthermore, there is at least one
s ∈ [si+1, si+2] such that for the metric σ(hs), the curve αsi is not the core curve of a
Margulis tube with the properties stated above. Now αsi is crossed through by ∂Y and
is mapped by hsi into T

<ν0 , furthermore we may assume that the restrictions to ∂Y of
the maps hs coincide. As a consequence, there is some s ∈ [si+1, si+2] and a component
of the (closure of the) thick part of σ(hs) whose image under the map hs intersects T ≤ν0 .
Let s ≥ si+1 be the smallest number with this property. By continuity, the curve αsi is
the core curve of a Margulis tube for σ(hs).

By the choice of ν0, by Lemma 13.11 and the definition of the set Vi, there exists a
diskbounding simple closed curve ci on Σ which is disjoint from the core curve of any
Margulis tube for σ(hs) and hence which is disjoint from αsi . Note that we may have
ci = αsi . This curve then belongs to one of the disk sets D1,D2. Moreover, property (1)
or (2) in Lemma 13.11 holds true for σ(hs).
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Using this argument inductively, we conclude that either n = 1 and diamY (D1 ∪D2) ≤
2D1 + 2 by the beginning of the proof, or for each i ≥ 1, the curve αsi and hence the
bridge arc τsi for Y is disjoint from a diskbounding simple closed curve ci on Σ.

Since αsi , αsi+1 are disjoint for all i, we have dCG(ci, ci+1) ≤ 3. But dCG(D1,D2) ≥ 4 by
assumption, and therefore if ci ∈ Dj for j = 1 or j = 2 then the same holds true for ci+1.
By induction on i, we deduce that up to renaming, we have ci ∈ D1 for all i.
As a consequence, by the choice of p, we have diamY (∪ici) ≤ p. Lemma 13.4 then

shows that diamY (γ1 ∪ γ2) ≤ p + 2(D1 + 2). Since γi ∈ Di for i = 1,2 were arbitrarily
chosen and diamY (Dj) ≤ p, this yields that diamY (D1∪D2) ≤ p+2(D1+2) which is what
we wanted to show.

The argument in the case that Y is an annulus is identical to the above discussion,
with the only difference that in each step, the bridge arc τ for Y is replaced by the simple
closed curve α crossing through ∂Y . Additional details will be left to the reader. □

From now on we always assume that the Hempel distance of the manifold Mf is at
least 4, and we let p > 0 be the number from Lemma 13.2. We use Lemma 13.12 to
control the diameters of the subsurface projections of D1 ∪D2 into subsurfaces Y whose
boundaries have large diameter in Mf .

Lemma 13.13. There exist numbers R2 = R2(Σ) > 0, k2 = k2(Σ) > 0 with the following
property. Let Y ⊂ Σ be a strongly incompressible subsurface with dCG(∂Y,D1 ∪ D2) ≥ p.
If ∂Y contains a component β whose diameter in Mf is at least R2, then

diamY (D1 ∪D2) ≤ k2.
Proof. Let ν1 < κ0 be as in Lemma 13.12. Choose R2 > 0 sufficiently large that the
following holds true. Consider a hyperbolic metric σ on Σ, and let x, y ∈ Σ be two points
of distance at least R2; then any path in Σ connecting x to y crosses through a Margulis
tube whose core curve has length smaller than ν1.
Assume that ∂Y has a component β whose diameter in Mf is at least R2. By Lemma

13.12, it suffices to consider the case that on β, the injectivity radius of Mf is bounded
from below by ν1/2.

By the choice of R2, for every g ∈ L(∂Y ) and corresponding hyperbolic metric σ(g),
there exists a simple closed curve α on Σ of σ(g)-length smaller than ν1 which is crossed
through by β. Since the injectivity radius of Mf on β is at least ν1/2, the curve g(α)
bounds a disk in Mf . In other words, α is contained in one of the disk sets for Mf , say
the disk set D1.
As in the proof of Lemma 13.12, we find that if Y is not an annulus, then a subarc of

α is a bridge arc for Y . In other words, there exists a bridge arc for Y of σ(g)-length
smaller than ν1 < κ0 which is a subarc of the diskbounding simple closed curve α. If Y
is an annulus then we choose α as a simple closed curve of length smaller than κ0 which
crosses through ∂Y .
We argue now as in the proof of Lemma 13.12. Let γi ∈ Di (i = 1,2) and let g, h ∈P(∂Y ) be pleated surfaces for γ1, γ2 as in Lemma 13.4 or Lemma 13.5. Connect g, h by

a path hs (0 ≤ s ≤ 1) in L(∂Y ). For each s choose a diskbounding simple closed curve
αs for hs of σ(hs)-length smaller than ν1 which is crossed through by β. The curve αs
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contains a bridge arc for Y of σ(hs)-length smaller than κ0. By continuity, there exists
an open neighborhood Vs of s in [0,1] so that for every t ∈ Vs, the σ(ht)-length of αs is
smaller than κ0.

Cover the interval [0,1] by finitely many of the sets Vs. This covering can be used to
find a partition 0 = s0 < ⋅ ⋅ ⋅ < sn = 1 such that for all i, we have [si, si+1] ⊂ Vsi . Now for
each i, if αsi is different from αsi+1 , then the curves αsi , αsi+1 are core curves of Margulis
tubes for the same metric hsi+1 and hence they are disjoint. This implies that if αsi ∈ Dj(j ∈ {1,2}) then the same holds true for αsi+1 . As a consequence, if α0 ∈ Dj then so is
α1.

By assumption on Y , we have diamY (Dj) ≤ p (see the proof of Lemma 13.12). Using
once more Lemma 13.4 and Lemma 13.5, this implies as in the proof of Lemma 13.12
that dY (γ1, γ2) ≤ p + 2(D1 + 1) if Y is not an annulus, and dY (γ1, γ2) ≤ p + 2(D2 + 1)
otherwise. This is what we wanted to show. □

The proof of Lemma 13.13 uses the assumption that the diameter of a component β of
∂Y inMf is large to conclude that for any g ∈ L(∂Y ), a component of ∂Y crosses through
a Margulis tube for σ(g) whose core curve is diskbounding. It is not used elsewhere in
the proof. Thus the statement of the lemma can be extended in the following way.
For a multicurve ∂Y ⊂ Σ, define a simplicial path gs ⊂ L(∂Y ) between two pleated
surfaces (Σ, g0), (Σ, g1) to be a path which consists of pleated surfaces connected by
a diagonal exchange path as in Lemma 13.7. We assume for convenience that such a
path is parameterized on the interval [0,1], but there are no other requirements for the
parameterization. Let as before κ0 > 0 be a constant with properties (P1),(P2). We
say that such a simplicial path gs ⊂ L(∂Y ) is thick-thin incompatible if for every s there
exists a simple closed curve in (Σ, σ(gs)) of length smaller than κ0/10 whose image under
gs is contractible in M . The constants R2 > 0, p > 0 in the following lemma are as in
Lemma 13.13.

Lemma 13.14. Let Y ⊂ Σ be an essential subsurface with dCG(∂Y,D1 ∪ D2) ≥ p and
let s ∈ [0,1] → gs ∈ L(∂Y ) be a thick-thin incompatible path. Then for ℓ = 1 or ℓ = 2
and each s, there exists a bridge arc τs for Y of σ(gs)-length at most κ0 which is the
subsurface projection of a diskbounding curve in Dℓ, or there is a diskbounding curve inDℓ of σ(gs)-length at most κ0 crossing through ∂Y if Y is an annulus. In particular, the
distance in the arc and curve graph of Y between τ0, τ1 is at most p.

Proof. By uniform quasi-convexity of the disk set Dℓ in CG(Σ) (ℓ = 1,2) and the lower
bound p on the distance dCG(∂Y,D1 ∪ D2), the diameter of the subsurface projection ofDi into Y is bounded from above by p (see the proof of Lemma 13.13).

Now if Y is not an annulus, if g ∈ L(∂Y ) and if there exists a simple closed curve c
in Σ of σ(g)-length at most κ0 whose image under the map g is contractible in M , then
∂Y crosses through c and hence there exists a bridge arc for Y of σ(g)-length at most κ0
which is a subarc of a curve in Dℓ for ℓ = 1 or ℓ = 2. The path gs then coarsely determines
in this way a sequence of elements of D1 ∪ D2 containing such short bridge arcs where
we may assume that two consecutive of these elements are disjoint. Thus this path is
entirely contained in Dℓ for ℓ = 1 or ℓ = 2.
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As a consequence, there are bridge arcs for σ(g0), σ(g1) of length at most κ0 which
are projections of curves in Dℓ. Then their distance in the arc and curve graph of Y is
at most p. □

Using what we established so far, we are left with analyzing subsurfaces Y whose
boundary ∂Y have a component β with ℓf(β) ≥ R2 and diameter in M which is smaller
than R2 together with maps g ∈ L(∂Y ) whose thin part is mapped to the thin part of
M . Compressibility of the Heegaard surface Σ ⊂M causes considerable difficulties, and
the remainder of this section is devoted to overcoming this problem. The strategy was
laid out by Thurston [Thu86a] and is based on an argument by contradiction.

To set up the proof, consider a sequence (Mn, xn) (n ≥ 1) of pointed hyperbolic 3-
manifolds so that the injectivity radius inj(xn) of Mn at xn is bounded from below
by a positive constant not depending on n. We say that the sequence converges to
a pointed hyperbolic 3-manifold (M,x) in the pointed geometric topology if for every
R > 0, ξ > 0 there is a number n(R, ξ) > 0, and for every n ≥ n(R, ξ) there exists a
smooth embedding, the approximation map kn ∶ Un ⊂M →Mn, such that kn is defined
on the ball BM(x,R) ⊂ Un of radius R centered at x ∈ M , it sends kn(x) = xn, and
the restriction of kn to BM(x,R) satisfies ∥ρM − k∗nρMn∥C2(BM (x,R)) ≤ ξ where ρM , ρMn

are the metric tensors on M,Mn. We then say that the restriction of kn to B(x,R) is
ξ-almost isometric.

The following is well known (see e.g. Chapter E of [BP92] for details).

Proposition 13.15. If (Mn, xn) is a sequence of pointed hyperbolic 3-manifolds such
that inj(xn) ≥ χ > 0 for all n, then up to passing to a subsequence, the sequence (Mn, xn)
converges in the pointed geometric topology to a pointed hyperbolic 3-manifold (M,x).

We can also consider convergence of pleated surfaces in the pointed geometric topology.
The following lemma establishes a first control on such pleated surfaces.

Lemma 13.16. Let Mn be a sequence of closed hyperbolic 3-manifolds with Heegaard
surface Σ of Hempel distance at least 4. Assume that there exists a number χ > 0 and
for each n a pleated surface gn ∶ (Σ, σ(gn)) → Mn homotopic to the inclusion with the
following properties.

(1) There exists a point xn ∈ Σ with inj(xn) ≥ χ and inj(gn(xn)) ≥ χ.
(2) The thin part of (Σ, σ(gn)) consist of annuli whose core curves are of distance

at least 3 to D1 ∪D2.

Then up to passing to a subsequence, the pointed manifolds (Mn, gn(xn)) converge in the
pointed geometric topology to a pointed hyperbolic 3-manifold (M, x̂), and the pointed
pleated surfaces gn ∶ (Σ, xn) → (Mn, gn(xn)) converge to a pleated surface g ∶ W → M
whereW is a finite volume hyperbolic surface homeomorphic to an essential subsurface of
Σ of negative Euler characteristic, and g maps cusps of W to cusps of M . Furthermore,
if W /= Σ then g is π1-injecctive.

Proof. Fix as before a Margulis constant κ0 < χ for hyperbolic surfaces. Since there are
only finitely many topological types of subsurfaces of Σ, after passing to a subsequence
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we may assume that there exists a connected subsurface Wn ⊂ Σ containing xn with
geodesic boundary such that the following holds true.● The homeomorphism type of the surfaces Wn does not depend on n.● If Ŵn denotes the component of the κ0-thick part of (Σ, σ(gn)) containing xn,

then the inclusion Ŵn →Wn is a homotopy equivalence.● The σ(gn)-length of each boundary component of Wn tends to 0 as n→∞.

Using the first property above, we may identify each Wn with a fixed subsurface W
of Σ. The surface W has negative Euler characteristic and may coincide with Σ.

By assumption, the image under gn of no boundary component α of gn(W ) is con-
tractible in Mn. Since gn is 1-Lipschitz, this implies that for each n, the curve gn(α) is
homotopic to a closed geodesic α̂n in M . As n→∞, the lengths of the curves gn(α) and
hence of α̂n tend to zero.

Since the σ(gn)-diameter of any component of the κ0-thick part of Wn is bounded
from above by a constant only depending on Σ, it follows from Proposition 13.15 and
the Arzela Ascoli theorem that up to passing to another subsequence, we may assume
that the pointed manifolds (Mn, gn(xn)) converge in the pointed geometric topology to
a pointed hyperbolic 3-manifold (M, x̂), and the pleated surfaces gn∣Wn ∶ (Wn, xn) →Mn

converge in the pointed geometric topology to a pleated surface g ∶ (W,x) → (M, x̂)
where W is obtained from Wn by replacing each boundary component by a puncture.
The surfaceW is equipped with a complete finite volume hyperbolic metric. Furthermore,
since the length of gn(α) tends to 0 as n → ∞, the map g maps cusps of W to cusps of
M .

We are left with showing that if W /= Σ, then g is π1-injective. Thus assume that W
has at least one cups. We know that g maps cusps in W to cusps in M and hence a
closed curve α ⊂W whose image under g is contractible in M is essential in W . Assume
to the contrary that α ⊂W is such a curve.

Denote by D ⊂ C the closed unit disk. There exists a continuous map ψ ∶ D → M
with ψ(∂D) = g(α). By compactness of D and hence of ψ(D) ⊂M , for large enough n
the set ψ(D) ⊂M is contained in the domain Un of the almost isometric map kn which
determine the geometric convergence (Mn, gn(xn)) → (M, x̂), and hence kn(g(α)) ⊂Mn

is contractible as well.
But α is contained in W , and a simple closed curve ξ going around a cups of W is a

geometric limit of boundary curves of Wn which are of distance at least 3 from D1 ∪D1.
Convergence of the maps gn ∶ Wn ⊂ Σ → Mn to the map g ∶ W → M yields that for
large enough n, the image kng(ξ) of g(ξ) under kn is homotopic to the image under the
map gn∣Wn ∶ Wn → Mn of a boundary component of Wn, and kng(α) is contractible in
Mn − gn(∂Wn).

On the other hand, since dCG(∂Wn,D1 ∪ D2) ≥ 3 by assumption, Lemma 13.1 shows
that the surface gn(Wn) is incompressible inM −gn(∂Wn). This is a contradiction which
shows that indeed, g is π1-injective and completes the proof of the lemma. □

We use Lemma 13.16 to establish the following relative version of Thurston's uniform
injectivity result. Let P(M) be the projectivized tangent bundle of the hyperbolic 3-
manifold M . If g ∶ (Σ, σ(g)) →M is a pleated surface, with pleating lamination λ, then
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there is a map p ∶ λ → P(M) which associates to x ∈ λ the tangent line of g(λ) at g(x).
The number R2 > 0 in the statement of the proposition is the number from Lemma 13.13.

Proposition 13.17. For b > 0 there exists a number R3 = R3(b) > R2, and for all
ϵ > 0 there exists a number δ = δ(b, ϵ) > 0 with the following property. Let M be a
closed hyperbolic 3-manifold with Heegaard surface Σ and Hempel distance at least 4.
Let X ⊂ Σ by a multicurve with dCG(X,D1 ∪ D2) ≥ p. Assume that the diameter in M
of the geodesic representative of each component of X is at most R2 and that X has a
component β whose length in M at least R3. Let g ∈ P(X) be a pleated surface with all
core curves of Margulis tubes incompressible in M and assume that there exists a simple
closed curve α on Σ disjoint from X of σ(g)-length at most b. Then

dσ(g)(x, y) ≤ ϵ for all x, y ∈ β with dP(M)(p(x), p(y)) ≤ δ
where dσ(g) denotes the distance function of the hyperbolic metric σ(g) on Σ ⊃ β.
Proof. Following the strategy of [Thu86a], assume to the contrary that the proposition
does not hold true. Then there are numbers b > 0, ϵ > 0 for which no R3(b) > 0, δ(b, ϵ) > 0
as in the statement of the proposition exists. This means that there exists a sequence of
counterexamples, consisting of a sequence of hyperbolic 3-manifolds Mn with Heegaard
surface Σ, multicurves Xn ⊂ Σ with dCG(Xn,D1 ∪D2) ≥ p, pleated surfaces gn ∶ Σ →Mn

whose pleating lamination contains Xn ⊃ βn and the following properties.● The length of βn is at least n.● The diameter in Mn of each component of Xn is at most R2.● The core curve of each Margulis tube of σ(gn) is not homotopic to zero.● There exists a simple closed curve αn ⊂ Σ disjoint from Xn of σ(gn)-length at
most b.● There are points xn, yn ∈ βn with dσ(gn)(xn, yn) ≥ ϵ and dP(M)(p(xn), p(yn)) ≤
1/n.

Since the diameter in Mn of the curve βn is at most R2 and the length of βn tends to
infinity with n, for sufficiently large n the curve βn is not the core curve of a Margulis
tube and βn is contained in the χ-thick part of Mn for a constant χ > 0 only depending
on R2. Since core curves of Margulis tubes in Σ for σ(gn) are not null-homotopic in Mn,
we can apply Lemma 13.16. It yields that by passing to a subsequence, we may assume
that the pointed pleated surfaces gn ∶ (Σ, xn) → (Mn, gn(xn)) converge in the geometric
topology to a pointed pleated surface g ∶ (W,x) → (M,g(x)) where W is a finite volume
hyperbolic surface homeomorphic to the interior of an essential subsurface of Σ and g
maps cusps to cusps. The pleating lamination of g contains the geometric limit β of the
simple closed curves βn.

By Lemma 13.16, if W /= Σ then the map g ∶ W → M is π1-injective. If W = Σ then
there exists a simple closed curve α on Σ of σ(g)-length at most b which is disjoint from
a geometric limit β of the curves βn. Furthermore, the argument in the proof of Lemma
13.16 yields that the map g ∶ Σ − α → M − g(α) is π1-injective. No modification of the
argument is required. Let Z =W if W /= Σ or Z = Σ − α otherwise where we identify α
with its geodesic representative for the metric σ(g).
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Assume for the moment that W = Σ. By the collar lemma for hyperbolic surfaces, the
distance in (Z,σ(g)) between α and the geodesic lamination β is bounded from below
by a positive constant ρ = ρ(b) < χ/2 only depending on b. Modify g with a homotopy
which equals the identity on the complement of the ρ/2-neighborhood of α to a map ĝ
which maps α to the complement of the ρ/2-neighborhood of g(β). This can be done in
such a way that the map ĝ is L-Lipschitz for some L > 0 and that it maps W into M>χ/2.

Resume the general case that includesW /= Σ. IfW /= Σ then put L = 1 and α = g(α) =∅. Consider the diagonal lamination β × β ⊂ Z × Z. If x1, x2 ∈ β are two points which
have the same image under p, then the leaves ℓ1, ℓ2 of β through x1, x2 are mapped to
the same geodesics in ĝ(Z) ⊂ M . Since the lamination β and hence β × β is compact,
the leaf ℓ1 × ℓ2 of β × β enters a small neighborhood U ⊂ Z ×Z infinitely often. We may
assume that the diameter of U for the product metric on Z ×Z is smaller than ρ/2L.

From each return of ℓ1 × ℓ2 to U one can construct closed loops in Z based at x1, x2
by connecting the endpoints of the subarcs of ℓ1, ℓ2 determined by these return times by
an arc of length at most ρ/2L. The two resulting closed curves are not homotopic in
Z. As the map ĝ is L-Lipschitz, their images under ĝ are obtained from each other by
concatenation with a loop of length smaller than ρ/2 < χ/4, based at a point in g(β). But
the injectivity radius ofM on g(β) is a least χ/2. This implies that the images under ĝ of
these loops are homotopic with a homotopy entirely contained in the ρ/2-neighborhood
of g(β). Now the ρ/2-neighborhood of g(β) is contained in M − ĝ(α). Since the map
ĝ ∶ Z ∖ α →M ∖ ĝ(α) is π1-injective, we deduce as on p.232 of [Thu86a] that the leaves
ℓ1, ℓ2 of β are identical.

That this leads to a contradiction to the assumption dσ(gn)(xn, yn) ≥ ϵ for all n follows
from the arguments on p.232-233 of [Thu86a] which work directly with compact subsur-
faces filled by limit laminations and uses nowhere that the underlying surface is closed
or of finite volume. This completes the proof of the proposition. □

Remark 13.18. It follows from the proof of Proposition 13.17 that under the assumption
in the proposition, there exists a constant ρ = ρ(b) > 0 such that the restriction of a map
g ∈ L(X) to the ρ-neighborhood of β is incompressible within the ρ-neighborhood of
g(β) ⊂ M . The point here is that ρ only depends on b. Furthermore, the conclusion
of the proposition also holds true for any element g ∈ L(X) which is contained in some
simplicial path in L(X). Namely, the argument only used that the maps considered are
one-Lipschitz and map the boundary ∂Y of the subsurface Y isometrically.

Recall that if dCG(∂Y,D1 ∪ D2) ≥ p then a simple closed curve on Σ which is disjoint
from ∂Y is not homotopic to zero in Mf and hence it has a geodesic representative in
Mf .

Corollary 13.19. For every b > 0 there exists a number R4 = R4(b) > R3(b) with the
following property. Let ∂Y ⊂ Σ be a subsurface with dCG(∂Y,D1 ∪ D2) ≥ p and assume
that there exists a component β of ∂Y whose geodesic representative in M is contained
in a subset of M of diameter at most R2 and has length at least R4. Let gs ⊂ L(∂Y )
be a simplicial path and assume that for each s, the core curve of any Margulis tube for
σ(gs) is incompressible in M . Assume furthermore that for each s there exists a simple
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closed curve on (Σ, σ(gs)) disjoint from ∂Y of σ(gs)-length at most b. If Y is not an
annulus then there exists a bridge arc τ for Y whose length is smaller than κ0 for each
of the metrics σ(gs). If Y is an annulus then there exists a simple closed curve crossing
through Y which intersects a minimal curve crossing through Y for each of the metrics
σ(gs) in at most 2 points.

Proof. As in the proof of Proposition 13.17, there exists a universal constant χ < κ0
only depending on R2 with the following property. Let g ∈ L(∂Y ) be such that the core
curves of Margulis tubes for σ(g) are incompressible inM . Then for any point x ∈ β, the
injectivity radius of σ(g) at x is at least χ.

Let δ = δ(b, χ/4) > 0 be as in Proposition 13.17. By standard hyperbolic geometry
(see [Min00] for details), there exists a number R4 = R4(b, χ/4) > 0 with the property
that for any closed geodesic ζ in a hyperbolic 3-manifold M whose diameter in M is
at most R2 and whose length is at least R4, there are three points z1, z2, z3 ∈ ζ with
dP(M)((pTζ)(zi), (pTζ)(zj)) < δ and such that the distance along ζ between zi, zj is
larger than 2χ (i = 1,2,3). Here pTζ denotes the projectivized tangent line of ζ.

Let gs ⊂ L(∂Y ) be a simplicial path as in the statement of the corollary for this
number R4. For each s the restriction of the map gs ∶ (Σ, σ(gs)) → M to the σ(gs)-
geodesic β ⊂ ∂Y is an isometry onto a geodesic β̂ ⊂M . If the diameter of β̂ in M is at
most R2 and its length is at least R4 then by the previous paragraph, there are points
z1, z2, z3 ∈ β̂ with the following property. Let xi ∈ β be the preimage of zi under gs;
then dP(M)(pxi, pxj) < δ and the distance along β between xi, xj is larger than 2χ. It
then follows from Proposition 13.17 and Remark 13.18 that dσ(gs)(xi, xj) < χ/4 for all s(i, j = 1,2,3).

Since the injectivity radius of σ(gs) at xi, xj is at least χ for all s, the points xi, xj
can be connected in (Σ, σ(gs)) by a unique minimal geodesic arc αs of length at most
χ/4. Since the metrics σ(gs) depend continuously on s, the arc depends continuously
on s and hence its homotopy class with fixed endpoints is independent on s. See also
Lemma 13.7 and Remark 13.8 for a similar statement.

Consider first the case that Y is not an annulus. If αs is contained in Y , then αs is a
bridge arc for Y with the required properties. If αs has a proper subsegment contained
in Y with one endpoint an endpoint of αs, then the same argument applies to this
subsegment. Now the points x2, x3 are contained in the χ/4-neighborhood of x1, and
the simple closed geodesic β crosses through these points. Since β does not have self-
intersections, locally the subarcs of β through the points xi decompose a suitably chosen
disk neighborhood of x1 into two strips with boundary in β which are separated by a
subarc of β, say the subarc through xj , and two half-disks. Then the subarc of β through
xj divides a small disk about xj into two half-disks, at least one of which is contained in
Y . Thus for either ℓ = j + 1 or ℓ = j − 1 (indices are taken modulo 3), the initial segment
of the minimal geodesic connecting xj to xℓ is contained in Y . Its first intersection with
∂Y defines a bridge arc for Y of length smaller than χ/2 < κ0/2, and up to homotopy
keeping the endpoints in ∂Y , the length of this arc is smaller than κ0/2 for all s. This
shows the corollary in the case that Y is not an annulus.
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Following once more [Min00], the argument in the case that Y is an annulus is analo-
gous. Namely, the above argument shows that for each of the two sides of the geodesic
representative β of the core curve of Y we can find a homotopy class of an arc τ with
endpoints in β which leaves β from the chosen side and whose length is smaller than
κ0/2 for each of the metrics gs. If the arc τ leaves and returns to different sides of β then
its concatenation with a subarc of β determines a simple closed curve crossing through
Y with the properties we are looking for. Otherwise there are two such arcs leaving and
returning to distinct sides of Y , and the union of these arcs with subarcs of ∂Y define
a simple closed curve with the desired properties. This follows once more from the fact
that for a given hyperbolic metric, any two bridge arcs for a subsurface Y of length at
most κ0 are disjoint up to homotopy keeping the endpoints on ∂Y . □

We are left with analyzing pleated surfaces (Σ, g) whose pleating locus contains the
boundary ∂Y of a subsurface Y ⊂ Σ with the following properties.

(1) dCG(∂Y,D1 ∪D2) ≥ p.
(2) The diameter of (Σ, σ(g)) is uniformly bounded.
(3) The length in (Σ, σ(g)) of any simple closed curve disjoint from ∂Y is large.

A geodesic lamination β on a surface Σ is said to fill Σ if all complementary components
of β are simply connected. We have

Lemma 13.20. Let (Σ, σn) be a sequence of hyperbolic surfaces of uniformly bounded
diameter. Let βn ⊂ (Σ, σn) be a simple closed multicurve whose length tends to infinity
with n and assume that the same holds true for the length of any simple closed curve
disjoint from βn. Then up to passing to a subsequence and the action of the mapping
class group, the triple (Σ, σn, βn) converges in the geometric topology to a triple (Σ, σ, β)
where σ is a hyperbolic metric on Σ of uniformly bounded diameter and β is a geodesic
lamination which fills Σ.

Proof. Since by assumption the diameters of the hyperbolic metrics σn are bounded from
above by a universal constant and since the mapping class group acts cocompactly on
the thick part of Teichmüller space, up to the action of the mapping class group we may
assume that the hyperbolic metrics σn converge in Teichmüller space to a hyperbolic
metric σ.
The space of geodesic laminations on (Σ, σ) equipped with the Hausdorff topology on

compact subsets of Σ is compact. Thus up to passing to a subsequence, the geodesic
laminations βn converge as n→∞ in the Hausdorff topology to a geodesic lamination β.
We have to show that β fills Σ.

Namely, otherwise there is a simple closed curve α ⊂ Σ disjoint from β. As βn → β in
the Hausdorff topology, either the curve α is disjoint from βn for all sufficiently large n,
or α is a component of β. Now the length of α for the metric σ is close to the length
of α for σn and hence by the assumption that the σn-length of any closed curve disjoint
from βn tends to infinity with n, the curve α can not be disjoint from βn for large n.
We conclude that any simple closed curve α which is disjoint from β is a component

of β. Moreover, as β is a limit in the Hausdorff topology of simple closed curves with an
essential intersection with α, if A ⊂ Σ is any annular neighborhood of α then β intersects
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both components of A−α. But this just means that β fills Σ and completes the proof of
the lemma. □

Lemma 13.21. For D > 0, b > D there exists a number R5 = R5(D, b) > 0 with the
following property. Let Y ⊂ Σ be an essential subsurface with dCG(∂Y,D1 ∪ D2) ≥ p and
let (Σ, gs) ⊂ L(∂Y ) be a simplicial path with the property that the diameter of σ(gs) is at
most D for all s. Assume that the σ(g0)-length of every simple closed curve on Σ disjoint
from ∂Y is at least R5. Then the following holds true.

(1) The σ(g1)-length of every simple closed curve disjoint from ∂Y is at least b.
(2) If Y is not an annulus then there exists a bridge arc for Y of length at most κ0

for each of the metrics σ(gs). If Y is an annulus then there exists a simple closed
curve crossing through Y which intersects a minimal curve crossing through σ(gs)
in at most 2 points for all s.

Proof. Again we argue by contradiction and we assume that there are D > 0, b > 0 such
that a number R5 = R5(D, b) > 0 with property (1) in the lemma does not exist. We
then obtain a sequence of counter examples, consisting of the following data.

(a) A hyperbolic 3-manifoldMn with Heegaard surface Σ and an essential subsurface
Yn ⊂ Σ with dCG(∂Yn,D1 ∪ D2) ≥ p whose boundary has diameter at most D in
Mn.

(b) A simplicial path (Σ, gsn) ⊂ L(∂Yn) (s ∈ [0,1]) such that the σ(gsn)-diameter of
Σ is bounded from above by D for all n, s and that the σ(g0n)-length of every
simple closed curve on Σ disjoint from ∂Yn tends to infinity with n.

(c) A simple closed curve αn disjoint from ∂Yn whose σ(g1n)-length is at most b.

Choosing a point zn ∈ Mn on the geodesic representative of ∂Yn, by passing to a
subsequence we may assume that the pointed hyperbolic manifolds (Mn, zn) converge
in the pointed geometric topology to a pointed hyperbolic 3-manifold (M,z). Note to
this end as before that the injectivity radius of Mn at zn is bounded from below by a
universal constant.

By assumption, the diameters of the hyperbolic metrics σ(gsn) are uniformly bounded.
Thus for each n the images gsn(Σ) ⊂ Mn are contained in a compact subset of Mn of
diameter bounded from above by a constant independent of n. Namely, the maps gsn are
one-Lipschitz and their images gsn(Σ) contain the geodesic representatives of ∂Yn.

Since for all n the maps gsn are homotopic within a fixed compact subset of Mn, and
by Lemma 13.7 and Remark 13.8 they all define the same marked homotopy class of
maps Σ → Mn, up to passing to a subsequence and the action of the mapping class
group, the almost isometric maps kn ∶ Un ⊂ M → Mn whose existence follows from the
assumption on geometric convergence Mn →M define a fixed marked homotopy class of
maps h ∶ Σ → M . If (Σ, g) is any geometric limit of one of the maps (Σ, gsn) as n → ∞,
then this limit is contained in this fixed marked homotopy class.

For large enough n, the geodesic multicurve ∂Yn of uniformly bounded diameter in
Mn defines via the almost isometric map kn a geodesic multicurve ∂Ŷn in M which is
the image of ∂Yn under the preferred homotopy class of maps Σ → M . The length in
M of these multicurves tends to infinity as n →∞. Using the preferred homotopy class
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of maps Σ → M , for large enough n each pleated surface (Σ, gsn) in the simplicial path
gsn ⊂ L(∂Yn) determines via the map kn a pleated surface (Σ, ĝsn) in M . In particular,
this holds true for s = 0,1. Furthermore, by the explicit construction of simplicial paths
in L(∂Yn), we also obtain a corresponding simplicial path ĝsn ⊂ L(∂Ŷn). In particular,
the maps ĝ0n, ĝ

1
n ∶ Σ→M are homotopic relative to the common pleating lamination ∂Ŷn.

Using once more the almost isometric maps kn, the length of any simple closed curve
on (Σ, σ(ĝ0n)) disjoint from ∂Ŷn tends to infinity with n. Thus by Lemma 13.20, up to
passing to another subsequence we may assume that the multicurves ∂Ŷn converge as
n→∞ in the geometric topology to a geodesic lamination µ̂0 on Σ which fills Σ.

On the other hand, by assumption, for each n there exists a simple closed curve on(Σ, σ(g1n)) of length at most b which is disjoint from ∂Yn. Via the almost isometric maps
kn, for large enough n the same holds true (for a perhaps slightly larger constant) for(Σ, σ(ĝ1n)). By passing once more to a subsequence, this property passes on to a limiting
pleated surface (Σ, ĝ1). In other words, there exists a simple closed curve c on Σ which
is disjoint from a limit µ̂1 of the geodesic laminations ∂Ŷn on Σ. Since µ̂1 is a limit of
∂Ŷn in the Hausdorff topology, we deduce that c is disjoint from ∂Ŷn for all large enough
n.

But a limiting lamination µ̂0 for σ(ĝ0n) fills Σ. Since by Remark 13.8 the pleated
surfaces ĝ0n and ĝ1n induce the same maps π1(Σ) → π1(M) as marked homomorphisms,
this implies that ∂Ŷn has an essential intersection with c for all large enough n. Recall
that this is a topological property. This is a contradiction and yields that there exists a
number R5 = R5(D, b) > 0 for which property (1) stated in the proposition holds true.

We are left with showing that up to perhaps enlarging R5, property (2) is satisfied as
well. Again we argue by contradiction and we assume that the statement does not hold
true. Then there is a sequence of counter examples with properties (a) and (b) from the
beginning of this proof and that moreover no such bridge arcs or simple closed curves
exist. By what we established so far, we may assume that as n→∞ and up to the action
of the mapping class group, the hyperbolic metrics σ(g0n) and σ(g1n) on Σ converge in
Teichmüller space to metrics σ0, σ1, and the geodesic laminations βn ⊂ (Σ, σ(gin)) (i =
0,1) converge to laminations µ̂0, µ̂1 which fill Σ. The pleated surfaces g0n, g

1
n converge in

the pointed geometric topology to pleated surfaces g0, g1 ∶ Σ→M in the same homotopy
class which map µ0, µ1 leafwise isometrically to the same geodesic lamination µ ⊂ M .
This lamination is a geometric limit of the geodesic representatives of the preimages β̂n
of the geodesics βn under the almost isometric metric maps kn which define the geometric
convergence.

It follows from the above discussion that the laminations µ0, µ1 coincide as marked
geodesic lamination on Σ. Denote this lamination by µ for convenience. Let ĝ0, ĝ1 be two
limiting pleated surfaces which are limits of the sequence g0n, g

1
n, respectively. Let Q ⊂ Σ

be a complementary component of the filling geodesic lamination µ which is contained
in the pleating lamination for ĝ0, ĝ1 and let ℓ1, ℓ2 be two oriented boundary leaves of Q
which are backward asymptotic. Then for a given ϵ > 0, there are points x ∈ ℓ1, y ∈ ℓ2 of
distance at most ϵ/2 for both ĝ0, ĝ1. For large enough n such that ĝi(Σ) is contained in
the domain of the map kn, there are points on ∂Yn close to the images of x, y under kn of
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distance at most ϵ for both g0n, g
1
n and such that there exists a bridge arc with endpoints

on ∂Yn which is of length at most ϵ for both g0n, g
1
n. If this bridge arc is contained in

Yn then this is a contradiction. This is in particular the case if ∂Yn is a non-separating
simple closed curve.

We are left with showing that the latter property can always be assumed. Namely, if
Yn is not an annulus then Yn ⊂ Σ is a subsurface of negative Euler characteristic. The
pleating lamination λn for (Σ, g0n) decomposes Yn into ideal triangles. A limiting ideal
triangle is contained in the limit of the subsurfaces Yn and hence the above construction
applied to a complementary polygon which is contained in the limit of the surfaces Yn
yields the desired property. This completes the proof of the lemma in the case that Y is
not an annulus.

The argument for the case that Y is an annulus is completely analogous and will be
omitted. □

The next proposition combines what we established so far to a subsurface projection
bound for subsurfaces with large length geodesic realization. In its formulation, the
constants R2 > 0, k2 > 0, p > 0 are as in Lemma 13.13.

Proposition 13.22. There exists a number R6 = R6(Σ) > R2 with the following property.
Let Y ⊂ Σ be a proper essential subsurface. Assume that dCG(∂Y,D1 ∪ D2) ≥ p, that
the diameter in Mf of each component of ∂Y is at most R2 and that ∂Y contains a
component β of length at least R6; then

diamY (D1 ∪D2) ≤ k2.
Proof. We only show the proposition for non-annular subsurfaces, the claim for annuli
follows from exactly the same argument.
Thus let Y be a proper essential subsurface of Σ with dCG(∂Y,D1 ∪ D2) ≥ p. Assume

that the diameter in Mf of each component of ∂Y is at most R2 where R2 > 0 is as in
Lemma 13.13.

Choose a number b0 > 0 which is larger than 10 times the Bers constant for Σ. For
this number b0 let b1 = R5(R2, b) be as in Lemma 13.21. Define b2 = R5(R2, b1). Note
that by Lemma 13.21, if (Σ, g) is a pleated surface in the homotopy class of the inclusion
of a Heegaard surface whose pleating lamination contains ∂Y for an essential subsurface
Y of Σ, if the diameter of σ(g) is at most R2, the length of ∂Y is at least b2 and if
there exists a simple closed curve disjoint from ∂Y of length at most b1, then all pleated
surfaces in a path consisting of surfaces of diameter at most R2 contain a simple closed
curve disjoint from ∂Y of length at most b2. Let R6 = R4(b2) be as in Proposition 13.17.
Assume that the length of some component of ∂Y is at least R6. Choose diskbounding

simple closed curves ci ∈ Di+1 (i = 0,1) and use these curves to construct pleated surfaces
g0, g1 ∶ Σ → M with pleating lamimation defined by spinning ci about ∂Y . Connect g0
to g1 by a simplicial path gs ⊂ L(∂Y ). It follows from the assumption on Y that there
exists a partition 0 = t0 < ⋯ < tn = 1 of [0,1] such that the path gi = g∣[ti−1, ti] has one of
the following properties.

(1) If i is even then for each s ∈ [ti−1, ti] there exists a Margulis tube for σ(gs) with
core curve of length at most κ0/10, and this core curve is diskbounding.
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(2) If i is odd then either for each s ∈ [ti−1, ti] the diameter of σ(gs) is at most R2 and
for all s there exists a simple closed curve disjoint from ∂Y whose gs-length is
at most b2, or for all s the shortest σ(gs)-length of a simple closed curve disjoint
from Y is at least b1.

Now by Corollary 13.19 and Lemma 13.21, for each odd i there exists a bridge arc for
Y of σ(gs)-length smaller than κ0 for each s ∈ [ti−1, ti]. Furthermore, for each even i
there exists a bridge arc of length at most κ0 contained in a diskbounding curve, and each
of these bridge arcs is a subarc of a curve from Dj for j = 1 or j = 2. But as the distance
in CG(Σ) between D1 and D2 is at least 4 by assumption, for consecutive even i the disk
sets which give rise to the short bridge arcs coincide. As a consequence, either there is
a short bridge arc persisting along the path, or all the short bridge arcs are uniformly
close in the arc and curve graph of Y to a bridge arc contained in a diskbounding curve
from a fixed disk set, say the set D1. This shows the proposition. □
Proof of Theorem 13.3. Let R = R6 > R2 where R2,R6 are as in Lemma 13.13 and
Proposition 13.22. For this number R and the given number ϵ > 0 let k = k(R, ϵ) > 0 be
as in Lemma 13.10. Assume that the diameter of the subsurface projection of D1 ∪ D2

into Y is at least k. By Lemma 13.13 and Proposition 13.22, we know that the length
of ∂Y is at most R. But then an application of Lemma 13.10 shows that this length is
in fact smaller than ϵ. This is what we wanted to show. □

14. Effective hyperbolization II

The goal of this section is to complete the proof of effective hyperbolization for closed
3-manifolds Mf with large Hempel distance. Theorem 12.1 takes care of the case that
a minimal geodesic in the curve graph of the Heegaard surface Σ connecting the two
disk sets D1,D2 for Mf has a sufficiently long subsegment with bounded combinatorics
(no large subsurface projections). Thus we are left with considering manifolds for which
there are proper strongly incompressible subsurfaces Y ⊂ Σ so that the diameter of the
subsurface projection of D1 ∪D2 into Y is larger than some a priori fixed constant.

Our strategy is to choose two of these subsurfaces of Σ, say the surfaces Y1, Y2, whose
boundaries are sufficiently far away in the curve graph of Σ from both D1 ∪D2 and from
each other, and to choose a boundary curve α1 of Y1. Drilling the curve α1 from Mf

results in a non-compact manifold M1 with one end C1 homeomorphic to T 2 × (0,∞)
where T 2 denotes a 2-torus. Proposition 3.1 of [FSV19] shows that the manifold M1 is
irreducible, atoroidal and Haken and hence it admits a complete finite volume hyperbolic
metric by Thurston's geometrization theorem for Haken manifolds [Thu86a], [Thu86b].
The end C1 of M1 is a cusp for this hyperbolic metric. The torus T 2 = ∂C1 inherits a
flat metric from the hyperbolic metric on M1.

By the Dehn filling theorem Theorem 11.4, removal of C1 and gluing a solid torus to
the boundary ∂C1 ofM1−C1 in such a way that the meridian for the gluing is sufficiently
long for the flat metric on ∂C1 yields a closed hyperbolic manifold N1. We show that for
a suitable choice of the meridian for the gluing, the Heegaard surface Σ for Mf also is a
Heegaard surface for N1, and we can control distances in the curve graph of Σ and sizes
of subsurface projections for the disk sets of both Mf and N1. In particular, we observe
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that the Heegaard distance of N1 coincides with the Heegaard distance of Mf , and the
diameter of the subsurface projection of the disk sets D1 ∪D2 of Mf into the subsurface
Y2 of Σ essentially coincides with the diameter of the subsurface projections of the disk
sets of N1.

By Theorem 13.3, the length of the boundary ∂Y2 of Y2 for the hyperbolic metric on
N1 is bounded from above by a constant only depending on the size of the subsurface
projection of D1 ∪ D2 into Y2, but not on the filling meridian defining N1. Thus if the
diameter of this subsurface projection is large, then this length is smaller than any a
priori chosen constant.

Do the above construction with the manifold Mf and a boundary curve α2 of the
subsurface Y2 of Σ. Drilling α2 from Mf yields an irreducible atoroidal Haken manifold
M2 with one end C2 which admits a complete finite volume hyperbolic metric. Filling the
cusp using a suitably chosen long meridian on the boundary of C2 results in a hyperbolic
manifold N2. Using again Theorem 13.3, the length of the boundary ∂Y1 of Y1 in N2 is
smaller than any a priori chosen constant provided that the diameter of the subsurface
projection of D1 ∪D2 into Y1 is sufficiently large, independent of the choice of the filling
of the cusp of M2.

But this means the following. Let M̂f be the manifold obtained from Mf by drilling
both curves α1, α2. This manifold admits a finite volume hyperbolic metric with two
rank two cusps Ĉ1, Ĉ2. There exists a uniform lower bound for the lengths of the curves
on the boundaries ∂Ĉ1, ∂Ĉ2 of Ĉ1, Ĉ2 corresponding to the meridians for the filling of
Ĉ1, Ĉ2 which gives rise toMf , and this lower bound only depends on the diameters of the
subsurface projections of the disk sets of Mf into Y1, Y2. respectively. As a consequence,
we can use Theorem 11.4 to fill both cusps and construct a hyperbolic metric on Mf .

To implement this strategy we have to assure that suitably chosen Dehn surgeries
about a boundary curve of a strongly incompressible subsurface Y ⊂ Σ yield manifolds
N with the same Heegaard surface Σ as Mf , and we have to control the disk sets of the
surgered manifold as well as their distances in the curve graph of Σ.

To set up this control we use Theorem 3.1 of [MM00]. For a proper essential subsurface
Y ⊂ Σ, we denote as before by dY the distance in the arc and curve graph of Y .

Theorem 14.1 (Masur-Minsky). There exist constants m = m(Σ) > 0, p = p(Σ) < m
with the following properties. Let α,β ∈ CG(Σ) be two simple closed curves and let Y ⊂ Σ
be a proper essential subsurface. If dY (α,β) ≥ m, then any geodesic ζ ∶ [0, n] → CG(Σ)
connecting α = ζ(0) to β = ζ(n) has to pass through a curve ζ(j) (for some j ∈ [1, n−1])
which is disjoint from Y . Furthermore, if j ∈ [3, n − 3] and if a ∈ [0, j − 3], b ∈ [j + 3, n]
then

∣dY (ζ(a), ζ(b)) − dY (α,β)∣ ≤ p.
Here the last part of Theorem 14.1 follows from the fact that a geodesic in CG(Σ)

can contain at most three simple closed curves disjoint from a subsurface Y , and their
mutual distance is at most 2. Thus if j ∈ [3, n − 3] and if a ∈ [0, j − 3], b ∈ [j + 3, n]
then up to adjusting constants, Theorem 3.1 of [MM00] shows that dY (ζ(0), ζ(a)) ≤ p/2,
dY (ζ(b, ζ(n)) ≤ p/2 and hence the statement follows from the triangle inequality.
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Using the constants m,p from Theorem 14.1, let us assume that Y ⊂ Σ is a proper
essential subsurface which is strongly incompressible forMf and such that the diameter of
the subsurface projection of D1∪D2 into Y is at least 2m. Assume also that dCG(∂Y,Di) ≥
3. Let ζ ∶ [0, n] → CG(Σ) be a minimal geodesic in CG(Σ) connecting D1 to D2. Choose
markings µ1, µ2 for Σ whose pants decompositions are composed of curves in D1,D2 and
which contain ζ(0), ζ(n). Here a marking consists of a pants decomposition of Σ together
with a system of spanning curves, one for each component α of the pants decomposition
P , which is disjoint from P −α and intersects α in the minimal number of points (one or
two, depending on the topological type of the component of Σ − (P − α) containing α).

The marking graph is the graph whose vertices are markings and whose edges are given
by so-called elementary moves, consisting of removal of one of the marking curves and
replacing it by another curve while keeping all the remaining curves from the marking
(see [MM00] for a detailed discussion). Choose a simplicial path µs (s ∈ [0, u]) in the
marking graph of Σ so that each point of µ contains a point of ζ. We require moreover
that the pants decomposition of the endpoints µ0 of µ consists of curves in the disk set D1

and contains ζ(0), and that the pants decomposition of the endpoint µu of µ consists of
curves in the disk set D2 and contains the endpoints of ζ(n) of ζ. Since ζ passes through
a curve disjoint from Y , we may assume that there exists a point in µ which contains
the boundary of Y as part of the pants decomposition. View the 3-manifoldMf as being
glued from two handlebodies H1,H2 of genus g and the manifold Σ×[1,2], where Σ×{1}
is equipped with the marking µ0, and Σ × {2} is equipped with the marking µu. In this
way the manifold Mf is completely determined by the pair of markings (µ0, µu) of Σ.

Let T be a solid torus. Its boundary ∂T contains the meridian as a distinguished
homotopy class of a simple closed curve c, characterized by being contractible in T . A
longitude for T is a simple closed curve on ∂T which intersects c in a unique point and
is isotopic to the core curve of T , that is, to a generator of the fundamental group of T .

Let α be a boundary curve of the strongly incompressible subsurface Y of Σ. Then α
is not contractible in Mf and hence it is the core curve of a solid torus T ⊂Mf . Choose
as a longitude on the boundary of T the curve α ⊂ Σ. This construction associates to
the torus T ⊂ Mf with core curve α a preferred meridian-longitude pair (c,α) on ∂T .
Theorem 6.2 of [Com96] now states the following.

Theorem 14.2 (Comar). Let (c,α) be a preferred meridian-longitude pair in the bound-
ary of a tube in Mf with core curve α ⊂ Y . Let Tα be the left Dehn twist about α ⊂ Σ.
Then the manifold defined by the pair of markings (µ0,T qαµu) is obtained from Mf by(1, q)-Dehn surgery along α for all q.

To control the diameter of subsurface projections of the disk sets of the Dehn surgered
manifolds we begin with some preliminary discussion about Dehn twists.

Lemma 14.3. Let k > 0, let A ⊂ Σ be an annulus and let TA be the left Dehn twist about
the core curve of A. Let c, d ∈ CG(Σ) be simple closed curves which have an essential
intersection with A. Then there exists a number q ∈ Z such that the diameter of the
subsurface projection of c,T qAd into A is contained in [k, k + 2]. Up to perhaps replacing
q by q ± 1, the number q is unique if we require in addition that its absolute value is
minimal with this property.
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The ambiguity in the choice of q in the last statement of the lemma reflects the fact
that the subsurface projection into an annulus is only well defined up to the ambiguity
of possibly adding a single positive or negative twist.

Proof. The subsurface projection into A of two simple closed curves c, d on Σ is defined
as follows. Equip Σ with an auxiliary hyperbolic metric. Consider the covering V of Σ
with fundamental group π1(A). This covering is an annulus, equipped with a complete
hyperbolic metric. Both ends of V have infinite volume and hence the ideal boundary of
V consists of two disjoint circles. Since c, d intersect A essentially, there are components
c̃, d̃ of a lift of c, d to V which are arcs abutting on the two distinct components of the
ideal boundary of V . Up to an additive constant of ±1, the diameter of the subsurface
projection of c, d into A then equals the number of essential intersections of c̃, d̃.

Let d̂ be an essential arc in V with the same endpoints as d̃ which is disjoint from c̃
except perhaps at its endpoints. Up to homotopy with fixed endpoints, we have d̂ = T nA d̃
for some n ∈ Z; note that this makes sense since the Dehn twist TA lifts to V . Write
q = n − k if n ≥ 0, and write q = n + k if n < 0. Then T qA(d̃) has k ± 1 intersections with c̃.
Thus the diameter of the subsurface projections into A of the curves c,T qAd is contained
in the interval [k−1, k+1]. Furthermore, up to perhaps replacing q by q±1, the number
q is the unique number of minimal absolute value with this property. This shows the
lemma. □

Let ζ ∶ [0, n] → CG(Σ) be a minimal geodesic connecting D1 to D2 where as before,D1 ∪D2 are the disk sets of Mf . Let Y ⊂ Σ be a proper essential strongly incompressible
subsurface such that dY (D1,D2) ≥ m + 2p where m,p > 0 are as in Theorem 14.1. Let
α ⊂ ∂Y be a boundary curve and let Tα be the left Dehn twist about α. By the choice
of m, there exists j > 0 be such that ζ(j) is disjoint from Y . Let ℓ > 2m and let q ∈ Z
be as in Lemma 14.3 of minimal absolute value such that the diameter of the subsurface
projection of ζ(0),T qα ζ(n) into the annulus A ⊂ Σ with core curve α is contained in the
interval [ℓ, ℓ + 2].

Since the Dehn twist T qα fixes the curve ζ(j), we can define a modified path ζα ∶[0, n] → CG(Σ) by
ζα(u) = ⎧⎪⎪⎨⎪⎪⎩

ζ(u) for u ≤ jT qα (ζ(u)) for u ≥ j .
Note that by Theorem 14.2, the curve ζα connects the disk sets D̂1, D̂2 of the manifold
M̂ obtained from M by (1, q)-Dehn surgery along α. We have

Lemma 14.4. i) The path ζα is a geodesic in CG(Σ).
ii) If Y ⊂ Σ is not an annulus then dY (ζα(0), ζα(n)) = dY (ζ(0), ζ(n)).
iii) Let Z ⊂ Σ be a proper incompressible subsurface such that dCG(∂Y, ∂Z) ≥ 5. Assume

that dZ(ζ(0), ζ(n)) ≥m + 2p and that ℓ ∈ (0, n) is such that ζ(ℓ) is disjoint from Z.
Then ∣ℓ − j∣ ≥ 3, and

dZ(ζ(0),T qα ζ(n)) ≥ dZ(ζ(0), ζ(n)) − 2p if ℓ < j,
dT q

αZ
(ζ(0),T qα ζ(n)) ≥ dZ(ζ(0), ζ(n)) − 2p if ℓ > j.
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Proof. The path ζα has the same length as ζ. We claim that it is a geodesic in CG(Σ).
To show the claim let β ∶ [0, b] → CG(Σ) be a geodesic connecting β(0) = ζα(0) to

β(b) = ζα(n). Its length b is at most the length n of the path ζα. Now note that if
Y is not an annulus, then dY (ζ(0),T qα ζ(n)) coincides with dY (ζ(0), ζ(n)), and if Y is
an annulus then dY (ζ(0),T qα ζ(n)) ≥ 2m by construction. Thus any geodesic in CG(Σ)
connecting ζ(0) = ζα(0) to ζα(n) = T qα (ζ(n)) has to pass through a curve disjoint from
Y .

Let a ∈ [0, b] be such that β(a) is disjoint from Y . Then β(a) is left fixed by T −qα and
therefore we can define an edge path β̂ of length b connecting ζ(0) to ζ(n) by

β̂(u) = ⎧⎪⎪⎨⎪⎪⎩
β(u) for u ≤ aT −qα β(u) for u ≥ a .

As ζ is a geodesic, the length b of β̂ is not smaller than the length n of ζ. Thus we
have b = n and consequently ζα is a geodesic as claimed. This shows the first part of the
lemma.
The second part of the lemma follows from the fact that the projection of a simple

closed curve c with an essential intersection with a proper essential non-annular subsur-
face Y of Σ equals the union of the intersection arcs c∩Y . Thus if c is replaced by T qα(c)
for a boundary component α of Y , then these subsurface projections coincide.
To show the third part of the lemma, assume without loss of generality that ℓ < j, the

case ℓ > j follows from an application of T qα . Since the distance in CG(Σ) between ∂Z
and ∂Y is at least 5, and a curve disjoint from ∂Z, ∂Y has distance at most 1 to ∂Z, ∂Y ,
we have ∣j − ℓ∣ ≥ 3 and hence Theorem 14.1 shows that

dZ(ζ(0), ζ(j)) ≥ dZ(ζ(0), ζ(n)) − p ≥m + p.
Now the restriction of the geodesic ζα to [0, j] coincides with the restriction of the
geodesic ζ, and hence the same estimate holds true for ζα as well. As ζα is a geodesic,
and ζα[0, j] passes through a curve disjoint from Z, the subsegment ζα[j, n] does not
pass through a curve disjoint from Z. Theorem 14.1 then shows that dZ(ζα(0), ζα(n)) ≥
dZ(ζα(0), ζα(j)) − p ≥m− p. But dZ(ζα(0), ζα(j)) = dZ(ζ(0), ζ(j)) and consequently we
have dZ(ζα(0), ζα(n)) ≥ dZ(ζ(0), ζ(n)) − 2p as claimed. □

We are now ready to complete the proof of Theorem 5 from the introduction.

Theorem 14.5. For every g ≥ 2 there exist numbers R = R(g) > 0 and C = C(g) > 0 with
the following property. LetMf be a closed 3-manifold with Heegaard surface Σ of genus g,
gluing map f and disk sets D1 ∪D2, and assume that dCG(D1,D2) ≥ R. Then Mf admits
a hyperbolic metric, and the volume of Mf for this metric is at least CdCG(D1,D2).
Proof. Fix a Margulis constant µ for hyperbolic 3-manifolds and let ξ ∈ (0,1/4) be
a sufficiently small constant. Let L = L(ξ,1/100,2) > 0 be as in Theorem 11.4. By
Theorem 11.1, there exists a constant ε > 0 such that the following holds true. If M is
any hyperbolic 3-manifold and if N ⊂M is a hyperbolic solid torus whose core geodesic
has length less than ε, then the length of the meridian of the tube on its boundary is at
least 2L. For this number ε let k = k(Σ, ε) > 0 be as in Theorem 13.3. For the number
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k and the above number ξ > 0 let b = b(Σ, k, ξ) > 0 be as in Theorem 12.1. Let p ≥ 3 be
as in Theorem 13.3.

Consider a closed 3-manifold Mf , constructed from a gluing map f ∶ ∂H1 → ∂H2.
Assume that the Hempel distance ofMf , that is, the distance in CG(Σ) between the disk
sets D1,D2, is larger than 2b + 2p + 3. There are two possibilities.

In the first case, a minimal geodesic ζ in CG(Σ) connecting D1 to D2 contains a
subsegment of length at least b whose endpoints do not have any subsurface projections
of diameter at least k. Then Mf fulfilles the assumptions in Proposition 12.4 and the
existence of a hyperbolic metric on Mf is an immediate consequence of Proposition 12.4.

In the second case, no such subsegment exists. Then there exist at least two distinct
proper essential incompressible subsurfaces Y1, Y2 of Σ whose boundaries have distance
at least 5 in CG(Σ), distance at least p from D1 ∪D2 and such that the diameter of the
subsurface projection of D1∪D2 into Y1, Y2 is at least k. Namely, in this case there exists
such a subsurface Y1, and there exist one or two points on the minimal geodesic ζ inCG(Σ) connecting D1 to D2 which are disjoint from Y1, and these points are of distance
one in CG(Σ). Such a point ζ(m) decomposes the geodesic into two subsegments, one
of which has length at least b + p + 1. We then use this subsegment to find a second
subsurface Y2 of Σ with these properties and whose boundary if of distance at least 5 to
the boundary of Y1 in the curve graph of Σ.

Let α1, α2 be a boundary component of Y1, Y2. Its distance in CG(Σ) from D1 ∪D2 is
at least p ≥ 3 and hence by Proposition 3.1 of [FSV19], the 3-manifold Mi obtained by
drilling αi is irreducible atoroidal and Haken, with a single end Ci which is homeomorphic
to T × [0,∞) where T = ∂Ci is a 2-torus. The simple closed curve αi ⊂ ∂Yi determines
a distinguished free homotopy class βi on the boundary ∂Ci of Ci, chosen so that the
3-manifold obtained by removing Ci and gluing a solid torus to the boundary ∂Ci of
Mi −Ci with meridian βi is just the manifold Mf . We call the curve βi the meridian of
Mf in the sequel. By Theorem 14.2, the manifold Mi is obtained from Mf by (1,∞)-
Dehn surgery along a preferred meridian-longitude pair for the boundary of a tube about
αi in Mf .

By Thurston's hyperbolization theorem for irreducible atoroidal Haken manifolds (see
[Thu86a], [Thu86b]), Mi admits a complete finite volume hyperbolic metric for which
the end Ci is a rank two cusp. Replace Mi by a Dehn filling M̂i which is obtained from
Mf by (1, q)-Dehn surgery along a preferred meridian-longitude pair for the boundary
of a tube about αi in Mf . Theorem 11.4 shows that for sufficiently large q, the manifold
M̂i admits a hyperbolic metric which is close to the metric of Mi away from the cusp Ci.

Since M̂i is obtained from Mf by (1, q)-surgery along along a preferred meridian-
longitude pair for Mf , Theorem 14.2 shows that the manifold M̂i admits a Heegaard
decomposition with the same Heegaard surface Σ as Mf . Let D̂1, D̂2 be the disk sets
of M̂i for this Heegaard decomposition. By Lemma 14.4, the Heegaard distance of M̂i

coincides with the Heegaard distance ofMf , and the diameter of the subsurface projection
of D̂1 ∪ D̂2 into Yi+1 equals the diameter of the subsurface projection of D1 ∪D2 up to a
uniformly bounded additive error (indices are taken modulo 2).
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As a consequence, the proper incompressible subsurface Yi+1 fulfills the assumption of
Theorem 13.3 for the hyperbolic manifold M̂i with Heegaard surface Σ. An application of
Theorem 13.3 shows that the length of the curve αi+1 in M̂i is less than ε. In particular,
if we consider the meridian of the Margulis tube in M̂i with core curve αi+1, viewed as
a curve on the boundary of the Margulis tube defined by αi+1 in M̂i, then the length of
this meridian is at least 2L, independent of the filling slope for the Dehn filling of Mi

which gives rise to M̂i.
Exchanging the roles of M1 and M2 in this argument shows the following. For suffi-

ciently large q, the manifold N obtained fromMf by (1, q) Dehn surgery at both α1, α2 is
hyperbolic, and the lengths of the simple closed curves on the boundaries of the surgered
Margulis tubes which correspond to the meridians in Mf (that is, which are obtained
from N by (1,−q)-surgery) are at least 2L. Thus Theorem 11.4 shows that we can
modify N by Dehn surgery with slope (1,−q) at both α1, α2. The resulting manifold is
diffeomorphic to Mf , and it carries a hyperbolic metric whose restriction to the κ0-thick
part of Mf is ξ-close in the C2-topology to the restriction of the hyperbolic metric of N ,
where κ0 > 0 is the constant with properties (P1),(P2) used in Section 13. This completes
the proof that Mf admits a hyperbolic metric.
We are left with controlling the volume of this metric. Using the constant k = k(ε) > 0

from Theorem 13.3, and for this number k the integer b = b(Σ, k, ε) from Theorem
12.1, we find the following. Denote by n the Hempel distance dCG(D1,D2) of Mf . Let
ζ ∶ [0, n] → CG(Σ) be a shortest geodesic in CG(Σ) connecting D1 to D2. Let Y1, . . . , Ys be
the subsurfaces of Σ with dCG(∂Yi,D1 ∪D2) ≥ p such that the diameter of the subsurface
projection of D1 ∪ D2 into Yi is at least k. The geodesic ζ passes through simple closed
curves disjoint from Yi.

Subdivide ζ into segments of length b. Let ℓ0, ℓ1, respectively, the smallest and largest
integer such that for the segment [ℓjb, (ℓj +1)b], there exists no u ∈ [ℓjb, (ℓj +1)b) so that
ζ(u) is disjoint from one of the surfaces Yi (j = 0,1). There are now two possibilities. In
the first case, we have ℓ1−ℓ0 ≥ n/2b. By Proposition 12.4 and its proof, we conclude that
in this case, the volume ofMf is at least v(dCG(ζ(b(ℓ0+1)), ζ(b(ℓ1−1))) ≥ vb(ℓ1−ℓ0−2) ≥
vn/2 − 2vb which gives the required bound up to adjusting constants.

On the other hand, if ℓ1 − ℓ0 ≤ n/2b then each of the segments ζ ∣[bℓ,b(ℓ+1)) for ℓ < ℓ0 or
ℓ > ℓ1 contains at least one curve which is disjoint from a subsurface with large subsurface
projection. There are at least ℓ0 + ⌊nb ⌋ − ℓ1 ≥ ⌊n/2b⌋ such segments. For each of these
segments [kb, (k+1)b), there exists at least one subsurface Yk such that dYk(ζ(0), ζ(n)) is
large, and such that ζ(u) is disjoint from Yk for some u ∈ [kb, (k+1)b). Now if ζ(u), ζ(s)
are both disjoint from Yk, then ∣u − s∣ ≤ 2 and hence if Yk1 = Yk2 then ∣k1 − k2∣ ≤ 2. As a
consequence, the number s of such distinct subsurfaces is at least ⌊n/2b⌋/2.

By Theorem 13.3, for each i ≤ s the total length of the geodesic representatives of
the boundary curves ∂Yi of the surface Yi is not bigger than ε and therefore a boundary
component of Yi is the core curve of a Margulis tube in Mf . These Margulis tubes are
pairwise disjoint, and their volumes are bounded from below by a fixed number w > 0 as
this is already true for the one-neighborhoods of their boundary tori. In other words, each
of the tubes contributes at least the fixed amount w to the volume of Mf , independent
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of any choices. Adding up shows that the volume of Mf and is at least Cn where C > 0
is a constant only depending on b and hence only depending on Σ. □
Remark 14.6. Our construction for manifolds with Heegaard splitting Σ and large sub-
surface projection of the disk sets D1 ∪D2 into a proper essential non-annular subsurface
Y of Σ gives less information than the article [FSV19]. Namely, in contrast to these
results, we do not obtain any information on the shape of boundary tori of Margulis
tubes arising from such large subsurface projections which are reminiscent of the model
manifold theorem for quasi-fuchsian groups in [Min10].
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Chapter III

This chapter reproduces the article [J23]:

F. Jäckel. Improved decay rate in a stability theorem for hyperbolic metrics. Preprint,
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IMPROVED DECAY RATE IN A STABILITY THEOREM FOR

HYPERBOLIC METRICS

FRIEDER JÄCKEL

Abstract. Recently, Ursula Hamenstädt and the author proved a stability result for
finite volume hyperbolic metrics in dimension three that does not assume any upper
volume bounds, but that requires an exponentially fine control of the metric in the
thin part of the manifold. We use a bootstrap argument to extend the result allowing
for a weaker exponential control of the metric. This is achieved by formulating an
abstract axiomatic framework.

1. Introduction

The construction of Einstein metrics on a closed manifoldM has a long history. Evolv-
ing a given metric under Ricci flow, possibly with surgery, has proven to be an extremely
fruitful method to construct such metrics. Related to the construction is the stability
of Einstein metrics, which adresses the question whether a metric that is almost Ein-
stein (in a suitable sense) is close to an Einstein metric. To prove stability results, a
classic approach is to develop a suitable convergence theory of Riemannian manifolds,
and use Arzelà-Ascoli type compactness theorems together with arguments by contradic-
tion (see [And90, Theorem 1.1 and Proposition 3.4], [PW97, Theorem 1.4 and Corollary
1.6], [Pet97], [Pet16, Chapter 11]). Alternatively, one can try to use an implicit function
theorem applied to the so-called Einstein operator to perturb a metric that is almost Ein-
stein (in a suitable sense) to an Einstein metric. This approach, together with a gluing
construction, was used by Anderson [And06] and Bamler [Bam12] to construct Einstein
metrics on manifold obtained from hyperbolic manifolds of finite volume by generalized
Dehn filling, or more recently by Fine and Premoselli [FP20] to find negatively curved
Einstein metrics on the Gromov-Thurston examples of negatively curved 4-manifolds
[GT87]. For a more detailed account, we refer the reader to the introduction in [HJ22].

Extending earlier work of Tian [Tia], and using ideas of Bamler [Bam12], Ursula
Hamenstädt and the author [HJ22] used the implicit function theorem approach to prove
a stability result for negatively curved Einstein of finite volume in dimension three. The
goal of this article is to show that this stability result still holds if one of the assumptions
is relaxed. Our proof is based on a bootstrap argument. We formulate this bootstrap
argument in an abstract axiomatic approach, and hope that this will also be applicable
in other contexts. Along the way, we also give an overview of the proof in [HJ22].
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We now state our main result, the generalisation of [HJ22, Theorem 2]. In its formu-
lation, R denotes the Riemann curvature endomorphism, and Msmall is the small part of
M , a geometrically defined subset of the thin part of M (see Section 2.2).

Theorem 1.1 (Stability of Einstein metrics in dimension 3). For all α ∈ (0,1), Λ ≥ 0,
δ ∈ (0,2), b > 1 and η > 1 there exist ε0 = ε0(α,Λ, δ, b, η) > 0 and C = C(α,Λ, δ, b, η) > 0
with the following property. Let M be a 3-manifold that admits a complete Riemannian
metric ḡ satisfying the following conditions for some ε ≤ ε0:
i) vol(M, ḡ) < ∞;
ii) −1 − ε ≤ sec(M, ḡ) ≤ −1 + ε;
iii) For all x ∈Msmall it holds

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x), ∣∇3R∣(x) ≤ εe−ηd(x,∂Msmall); (1.1)

iv) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ;
v) It holds

ebd(x,Mthick)∫
M
e−(2−δ)rx(y)∣Ric(ḡ) + 2ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2 (1.2)

for all x ∈M , where rx(y) = d(x, y).
Then there exists a hyperbolic metric ghyp on M so that

∣∣ghyp − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Moreover, if additionally ḡ is already hyperbolic outside a region U ⊆M , and if

∫
U
∣Ric(ḡ) + 2ḡ∣2ḡ dvolḡ ≤ ε2,

then for all x ∈Mthick it holds

∣ghyp − ḡ∣C2,α(x) ≤ Cε1−αe−(1− 1
2
δ)distḡ(x,U ∪∂Mthick).

The improvement of Theorem 1.1, compared to [HJ22, Theorem 2] (or more precisely
[HJ22, Theorem 10.1]), lies in relaxing the assumption on the decay rate η in the curva-
ture decay condition (1.1) (see the end of Section 2.1 for a detailed explanation).

We briefly comment on the conditions in Theorem 1.1. It is important to note that
condition i) only requires the finiteness of the volume, but it does not assume any upper
bound on the volume. Consequently, the constants ε0 and C do not depend on an upper
volume bound. Condition ii) is natural because in dimension three Einstein metrics have
constant sectional curvature. The curvature decay condition (1.1) in Msmall allows to
construct hyperbolic model metrics in Msmall (see Section 2.2) that are used to model
the linearisation of the Einstein operator L by a linear system of ODEs (see Section 2.3).
The bound on the covariant derivative of the Ricci tensor in iv) is necessary for a
well-defined notion of Hölder norms (see the proof of [HJ22, Proposition 2.5] and the
references therein). Finally, for the integral condition (1.2) it is important to note that
the exponential weight b outside the integral is close to 1, and the exponential weight−(2 − δ) inside the integral is close to −2. This makes it possible for the weight inside
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the integral to absorb the weight outside, so that (1.2) can be checked without assuming
any volume bounds (see [HJ22, Theorem 11.2] and its proof for an example of this).

An immediate consequence of Theorem 1.1 is the following result, which states that if
in dimension three a metric is already hyperbolic except in a region of bounded geometry,
then it is close to a hyperbolic metric. Previously known results in this direction had
to assume that the entire manifold has bounded geometry (see for example [And90,
Proposition 3.4], [PW97, Corollary 1.6], [Pet16, Theorem 11.4.16 and Theorem 11.4.17]).

Corollary 1.2. For any α ∈ (0,1), Λ ≥ 0, ι > 0 and v > 0 there exist ε0 = ε0(α,Λ, ι, v) > 0
and C = C(α,Λ, ι, v) > 0 with the following property. Let M be a 3-manifold, and let ḡ
be a complete Riemannian metric of finite volume on M satisfying

∣ sec(M, ḡ) + 1∣ ≤ ε and ∣∣∇Ric(ḡ)∣∣C0(M) ≤ Λ.
Assume that there is Ω ⊆M so that

inj(Ω) ≥ ι, vol(Ω) ≤ v and sec(M, ḡ) = −1 outside Ω.

Then there exists a hyperbolic metric ghyp on M satisyfing

∣∣ghyp − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Corollary 1.2 already follows from [HJ22, Theorem 2]. However, since it is not explic-

itly stated in [HJ22], we formulate it here for the convenience of the reader.
The article is structured as follows. In Section 2 we review the relevant results from

[HJ22]. More specifically, Section 2.1 introduces the Einstein operator, provides an
overview of the proof of [HJ22, Theorem 2], and explains that to prove Theorem 1.1 only
certain growth estimates have to be adjusted. In Section 2.2 we recall the definition of the
small part Msmall introduced in [HJ22] and show that the curvature decay assumption
(1.1) allows to construct hyperbolic model metrics in Msmall that will be crucial to model
the linearisation L of the Einstein operator. How L can be modelled by a linear system
of ODEs by using an averaging operator is explained in Section 2.3. In Section 3.1 we
state the growth estimates needed to prove Theorem 1.1. As alluded to, we formulate
a general axiomatic approach in Section 3.2, and show in Section 3.3 that given the
axiomatic set up, one can use a bootstrap argument to obtain growth estimates similar
to those needed for the proof of Theorem 1.1. In Section 3.4 we verify that the axiomatic
conditions are satisfied in the case relevant for Theorem 1.1.

Acknowledgements: I am grateful to Ursula Hamenstädt for helpful comments con-
cerning the presentation of this article.

2. Background

2.1. Rough overview of the proof. The goal of this section is to give an overview of
the proof of [HJ22, Theorem 2]. We focus on explaining the main ideas, thus omitting
technical details and referring to the relevant sections in [HJ22] for more information.
As the complete proof of [HJ22, Theorem 2] is quite long, we hope that this overview
will be of interest independent of the rest of this article.
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The overall strategy is to make use of the Inverse Function Theorem to produce a
hyperbolic metric. Namely, for every inital metric ḡ there is an operator Φḡ, called the
Einstein operator, that assigns to every metric g a symmetric (0,2)-tensor Φḡ(g) (see
[HJ22, Section 2.2]). The Einstein operator has two crucial properties.

(1) If Φḡ(g) = 0, then g is hyperbolic (see [HJ22, Lemma 2.4]).
(2) The linearisation L = (DΦḡ)ḡ at the initial metric ḡ is the elliptic partial differential

operator acting on symmetric (0,2)-tensors h by

Lh = 1

2
∆Lh + 2h = 1

2
∆h + 1

2
Ric(h) + 2h,

where ∆L is the Lichnerowicz Laplacian, ∆ is the connection Laplacian, and Ric(⋅)
is the Weitzenböck curvature operator (see [HJ22, Section 2.1 and Section 2.2] for
more information).

Moreover, one constructs suitable Banach spaces (S, ∣∣ ⋅ ∣∣source) and (T, ∣∣ ⋅ ∣∣target) of sym-
metric (0,2)-tensors, and considers the Einstein operator as a map Φḡ ∶ U ⊆ S → T , where
U is a neighbourhood of ḡ all whose elements are Riemannian metrics. If ḡ is almost
hyperbolic (in a suitable sense) and ∣∣ ⋅ ∣∣target is suitably defined, then the image of the
inital metric ∣∣Φḡ(ḡ)∣∣target will be close to 0. The linearisation L = (DΦḡ)ḡ ∶ S → T is an
elliptic operator, and for a suitable choice for the norms ∣∣ ⋅ ∣∣source and ∣∣ ⋅ ∣∣target it will be
an invertible operator. Therefore, by the Inverse Function Theorem Φḡ is invertible in
a neighbourhood V of Φḡ(ḡ), and if V is large enough so that 0 ∈ V , then there exists
a preimage of 0. This preimage will be the desired hyperbolic metric by (1). Here we
remark that if dim(M) ≥ 4, then Φḡ(g) = 0 will only imply that g is an Einstein metric
with Ric(g) = −(n − 1)g.

Showing that L ∶ S → T is an invertible operator between the suitably defined Banach
spaces S and T of symmetric (0,2)-tensors boils down to proving an a priori estimate

∣∣h∣∣source ≤ C ∣∣Lh∣∣target (2.1)

for suitably constructed norms ∣∣⋅∣∣source and ∣∣⋅∣∣target. We stress the fact that the constants
ε0 and C appearing in Theorem 1.1 have to be universal constants, that is, they are only
allowed to depend on the stated constants, and in particular can not depend on an upper
volume bound. Hence also the constant C in the a priori estimate (2.1) has to be a
universal constant.

A central idea of [HJ22], which is taken from Tian [Tia], is to define certain hybrid
norms that are a mixture of Hölder and (weighted) L2-norms in order to guarantee that
the a priori estimate (2.1) can be achieved with a constant C independent of vol(M)
(see [HJ22, Section 4.1] for the precise definition of the hybrid norms). Due to Schauder
estimates ([HJ22, Proposition 2.5])

∣∣h∣∣C2,α(M) ≤ C(∣∣Lh∣∣C0,α(M) + ∣∣h∣∣C0(M))
bounding the Hölder norm of h reduces to proving a C0-estimate. To further bound the
C0-norm of h (independent of vol(M)) we invoke the De Giorgi-Nash-Moser estimate
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([HJ22, Lemma 2.8])

∣h∣(x0) ≤ C(∣∣Lh∣∣L2(B(x0,1)) + ∣∣h∣∣L2(B(x0,1))),
where ∣h∣(x0) is the pointwise C0-norm of h at x0 ∈M , and ∣∣ ⋅ ∣∣L2(B(x0,1)) is the L2-norm
in the ball B(x0,1). As one can bound bound ∣∣h∣∣L2(M) in terms of ∣∣Lh∣∣L2(M) with some
integration by parts argument, this should indicate that it is possible to deduce the a
priori estimate (2.1) with a universal constant C when defining the norms ∣∣ ⋅ ∣∣source and∣∣ ⋅ ∣∣target to be hybrid norms that are a mixture of Hölder and L2-norms. We refer to the
proof of [HJ22, Proposition 4.3] for details.

The outlined arguments work in regions of the manifold whose injectivity radius is
bounded from below by a positive universal constant, but break down in regions where
this is not the case. This is because a lower bound on the injectivity radius is required
to import elliptic regularity estimates (such as the De Girgio-Nash-Moser estimate) from
subsets of Rn to the manifold. Therefore, other arguments are required to deal with the
thin part Mthin of the manifold (the set of points that have no universal lower bound on
the injectivity radius - see Section 2.2). The idea in [HJ22] was to define the small part
of the manifoldMsmall ⊆Mthin (see Section 2.2). InMthin∖Msmall andMsmall completely
different arguments are employed to obtain the C0-estimate.

InMthin∖Msmall one still uses regularity theory of elliptic operators, but the estimates
are applied in the universal cover M̃ instead ofM itself. Combined with a counting result
for the number of preimages (see [HJ22, Proposition 7.6]), for x0 ∈ Mthin ∖Msmall this
allows to bound the pointwise C0-norm ∣h∣(x0) in terms of certain weighted L2-norms
of Lh. These arguments will not be important in the rest of this article, and so we
will not elaborate further on them and refer to [HJ22, Section 7] for more details. As a
consequnce, outside the small part we obtain a C0-estimate (see (3.1))

sup
Mthin∖Msmall

∣h∣ ≤ C ∣∣Lh∣∣0,λ,
where ∣∣ ⋅ ∣∣0,λ is a norm on the target space of symmetric (0,2)-tensors whose definition
is inspired by the pointwise estimates for ∣h∣ in terms of weighted L2-norms of Lh. The
exact definition of the norms ∣∣ ⋅ ∣∣0,λ is not important here, and we refer the reader to
[HJ22, Proposition 7.5 and Definition 9.9] for more details.

To obtain a C0-estimate inMsmall one exploits the fact that inMsmall the linearisationL of the Einstein operator can be modelled by an explicit linear system of ODEs. Namely,
the main idea, taken from Bamler [Bam12], is to introduce an averaging operator that
assigns to each tensor h inMsmall another tensor ĥ that only depends on r = d(⋅, ∂Msmall)
(see Section 2.3). This averaging operator commutes (up to small error) with the differ-
ential operator L. So the PDE Lh = f reduces to the ODE Lĥ = f̂ . Using standard
ODE estimates we derive certain growth estimates for ĥ (and in turn also for h). The
C0-estimate in Msmall (and also all other a priori estimates in [HJ22, Section 9.4]) follow
from these growth estimates using geometric arguments by contradiction.

The difference between Theorem 1.1 and [HJ22, Theorem 2] (or more precisely [HJ22,
Theorem 10.1]) is that in [HJ22] the decay rate η in the curvature decay condition (1.1)
had to satisfy η ≥ 2 + λ (where λ ∈ (0,1) is the parameter entering the definition of the
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norm ∣∣ ⋅ ∣∣0,λ - see (3.1)), but in this article we only need η > 1 (independent of λ). The
proof of the growth estimates mentioned in the previous paragraph was the only situation
in [HJ22] where the assumption η ≥ 2 + λ was used. Therefore, it suffices to show that
the same growth estimates from [HJ22, Section 9.3] still hold only assuming η > 1. The
growth estimate inside the small part Csmall of a rank 2 cusp C is contained in [HJ22,
Proposition 9.10], while [HJ22, Proposition 9.11] deals with the small part Tsmall of a
Margulis tube T . Because the proofs are very similar, we focus on the case of a rank 2
cusp, that is, we will only present the proof of [HJ22, Proposition 9.10] under the weaker
assumption η > 1.
2.2. The small part, model metrics and trivial Einstein variations. The goal of
this section is to recall the definitions and results from [HJ22] that will be used in the
subsequent sections.

We start with the definition of the small part Msmall. Let M be a 3-manifold with
sec(M) ∈ [−4,−1

4]. The thin part of M is

Mthin = {x ∈M ∣ injM(x) < µ},
where µ is a fixed choice for the Margulis constant (see [BGS85, p. 101]). IfM has finite
volume, a connected component of the thin part is either rank 2 cusp C or Margulis
tubes T , which is a tubular neighbourhood of a closed geodesic γ whose length is at most
2µ.

Fix a rank 2 cusp C. Let ξ ∈ ∂∞M̃ be a point corresponding to C, and choose an
associated Busemann function bξ ∶ M̃ → R (see [BGS85, Section 3] for details about
Busemann functions). This induces a Busemann function b̄ξ̃ ∶ C → R. For r ∈ R we

denote by T (r) the level-torus T (r) ∶= {x ∈ C ∣ b̄ξ(x) = r}. The small part of C is defined
as

Csmall = ⋃
r
{T (r) ∣diam(T (r)) ≤D},

where D is a suitably chosen universal constant (see [HJ22, p. 41] for the definition of

D). The flow of −∇b̄ξ induces a diffeomorphism Ψ ∶ ∂Csmall × [0,∞) ≅Ð→ Csmall so that
for x = Ψ(y, r) ∈ Csmall it holds d(x, ∂Csmall) = r. For this reason we often abbreviate
r(x) = d(x, ∂Csmall).

For a Margulis tube T the definition of Tsmall is similar, the main difference being that
the Busemann function b̄ξ is replaced by rγ = d(⋅, γ), where γ is the core geodesic of T
(see [HJ22, Section 7.1] for more details). The small part of M is

Msmall = ⋃
T

Tsmall ∪⋃
C

Csmall,

where the union is taken over all Margulis tubes T and rank 2 cusps C.
As explained at the end of Section 2.1 we will, for simplicity of presentation, only

present the proof of the growth estimate [HJ22, Proposition 9.10] in the small part of
a rank 2 cusp under the weaker assumption η > 1, where η is the decay rate in the
curvature decay condition (1.1).
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Fix a rank 2 cusp C, and assume that the curvature decay condition

max
π⊆TxM ∣ sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x) ≤ ε0e−ηd(x,∂Csmall) for all x ∈ Csmall (2.2)

stated in Theorem 1.1 holds. Here R denotes the Riemann curvature endomorphism. In
the decay condition (1.1) in Theorem 1.1 we also ask that this decay condition also holds
for ∇3R, but for the proof of the growth estimates this is not needed.

It was shown in [HJ22, Proposition 8.2] that under the curvature decay assumption
(2.2) there exist certain hyperbolic model metrics on Csmall. The following terminology
is used in its formulation. A metric g on T 2 × I (where T 2 is the two torus and I is an
interval) is called a cusp metric if it is of the form

g = e−2rgFlat + dr2,
where gFlat is some flat metric on T 2, and r is the standard coordinate on I ⊆ R.
Proposition 2.1 (Proposition 8.2 in [HJ22]). For any η > 1 there exists ε0 = ε0(η) > 0
with the following property. LetM be a negatively curved 3-manifold of finite volume, and
let C be a rank 2 cusp of M so that that the curvature decay condition (2.2) is satisfied
in Csmall. Then there exists a cusp metric gcusp on Csmall so that for all x ∈ Csmall it holds

∣g − gcusp∣C2(x) = O(e−ηr(x)),
where r(x) = d(x, ∂Csmall).

Here we use the following convention for the O-notation. In its formulation X shall be
an arbitrary set, and a constant c is universal if it only depends on the constants stated
in Theorem 1.1.

Notation 2.2. For functions u,φ1, ..., φm ∶ X → R we write u = ∑mk=1O(φk) if there are
universal constants ck such that ∣u(x)∣ ≤ ∑mk=1 ckφk(x) for all x ∈X.

For the existence of model metrics in the small part of a Margulis tube see [HJ22,
Proposition 8.1]. The main idea for the proof of [HJ22, Proposition 8.2] is to compare
the Jacobi equation in M with the Jacobi equation in the comparison space M̄ = H3.
The curvature decay condition (2.2) translates into the fact that the C2-norm of the
coefficients of the Jacobi equations are exponentially close, and so the desired estimate
can be deduced from standard ODE comparison estimates. For the case of a rank 2
cusp we also make use of an effective version of the uniformization theorem (see [HJ22,
Lemma 8.5]) that is needed to detect the correct conformal structure of the level-tori
T (r) as r →∞. We refer to [HJ22, Section 8] for more information.

Finally, we come to the definition of trivial Einstein variations. Let gcusp be the cusp
metric on Csmall ≅ ∂Csmall × [0,∞) given by Proposition 2.1, and denote by gFlat the
flat metric on ∂Csmall so that gcusp = e−2rgFlat + dr2. In the following definition we take
coordinates (x1, x2, r) on Csmall ≅ ∂Csmall × [0,∞), where (x1, x2) are flat coordinates on(∂Csmall, gFlat) and r is the standard coordinate on [0,∞).
Definition 2.3 (Definition 9.4 in [HJ22]). A (0,2)-tensor v on Csmall is a trivial Einstein
variation if it is of the form

v = e−2rvijdxidxj ,
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and if ∑i vii = 0, that is, if the trace of v with respect to gFlat vanishes.

Here dxi and dxj are understood to be either dx1 or dx2, but not dr. This definition is
taken from Bamler [Bam12, Section 3.2], but we state the definition in coordinates that
are better suited for our geometric situation.

Remark 2.4. For a trivial Einstein variation it holds Lcuspv = 0, where Lcusp is the
operator 1

2∆Lh+2h with respect to the cusp metric gcusp given by Proposition 2.1. Indeed,
this follows from (2.3) below.

We refer to [HJ22, Remark 9.13] and the discussion after [HJ22, Remark 9.5] for
explanations why trivial Einstein variations are crucial to consider (also see the comments
after Lemma 3.6).

2.3. The averaging operator. The main idea to prove the growth estimate [HJ22,
Proposition 9.10] in the small part Csmall of a rank 2 cusp C is that the linearisation L
of the Einstein operator can be modelled by a linear system of ODEs. Namely, consider
the hyperbolic model metric gcusp on Csmall given by Proposition 2.1. With respect to
this model metric we define an averaging operator that assigns to each tensor h another
tensor ĥ that only depends on r = d(⋅, ∂Csmall). Up to a small error, the averaging
operator commutes with the differential operator L , so that Lh = f implies Lĥ = f̂ (up
to small error). Since ĥ and f̂ only depend on r, the differential equation Lĥ = f̂ is
an ODE. Thus we will obtain growth estimates for ĥ (and in turn for h) by standard
ODE results. It is the goal of this section to introduce the averaging operator and
its fundamental properties, and state the necessary ODE results used in the following
sections.

Fix a cusp metric g on T 2 × I, that is, a metric of the form

g = e−2rgFlat + dr2,
where gFlat is some flat metric on T 2, and r is the standard coordinate on I ⊆ R. We call a
covering φ ∶ R2×I → T 2×I cusp coordinates if it is of the form φ(x1, x2, r) = (ψ(x1, x2), r)
for some local isometry ψ ∶ R2 → (T 2, gFlat). Moreover, we say that a tensor h on T 2 × I
only depends on r if in cusp coordinates the coefficients of h only depend r. This can
be reformulated by saying that h only depends on r if h is invariant under the isometric
R2-action on T 2 × I that preserves the level tori T (r) = T 2 × {r}.

Now we come to the definition of the averaging operator. For a function u ∶ T 2×I → R
we define its average û ∶ T 2 × I → R via

û(x) ∶= 1

area(T (r)) ∫T (r) u(y)dvol(y),
where r = r(x) is the I-coordinate of x, and T (r) = T 2 × {r} is the level-torus containing
x. For a (0,2)-tensor h its average ĥ is the componentwise average of h, that is,

(ĥ)ij(x) ∶= ĥij(x) = 1

area(T (r)) ∫T (r) hij(y)dvol(y),
where the coefficients are with respect to cusp coordinates. The average for tensors of
general type is defined analogously.
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The key properties of the averaging operator are collected in the following lemma. In
its formulation ∣h∣(x) denotes the pointwise C0-norm of a tensor h at the point x.

Lemma 2.5 (Lemma 9.12 in [HJ22]). Let T 2 × I be equipped with a cusp metric. The
averaging operation ⋅̂ has the following properties:

i) ĥ only depends on r;
ii) There is a universal constant c > 0 so that

∣ĥ∣(x) ≤ c 1

area(T (r)) ∫T (r) ∣h∣(y)dvol(y).
In particular, ∣ĥ∣(x) ≤ cmaxT (r(x)) ∣h∣ for a universal constant c;

iii) If h is of class C1, then the same holds true for ĥ, and ∇̂h = ∇ĥ;
iv) ⋅̂ commutes with taking the trace, that is, tr(ĥ) = t̂r(h);
v) If h is C1, then ∣h − ĥ∣(x) ≤ cDe−r(x) max

T (r(x)) ∣h∣C1 ,

where D ∶= diam(T 2, gFlat) and c is a universal constant.

It follows from iii) and iv) that the averaging operator commutes with the differential
operator L = 1

2∆L + 2id, that is, if Lh = f , then also Lĥ = f̂ (here it is understood that L
is with respect to the given cusp metric). Property v) will enable us to deduce bounds
for h from bounds on ĥ.

Let h and f be (0,2)-tensors that only depend on r. Then the PDE Lh = f is actually
just an ODE. Namely, Lh = f is equivalent to (see [HJ22, (9.14)])⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩

(h33)′′ − 2(h33)′ − 4h33 = −2f33(erhi3)′′ − 2(erhi3)′ − 3erhi3 = −2erfi3(e2rhij)′′ − 2(e2rhij)′ = −2e2rfij + 2δij(tr(h) − h33),
(2.3)

where (⋅)′ denotes d
dr , and ∂3 = ∂

∂r . The reason why we state the equations for h33, erhi3
and e2rhij , and not h33, hi3, hij , is that

∣h∣2 = (h33)2 + 2 2∑
i=1(erhi3)2 +

2∑
i,j=1(e2rhij)2. (2.4)

Moreover, tr(h) satisfies (see [HJ22, (9.15)])
tr(h)′′ − 2tr(h)′ − 4tr(h) = −2tr(f). (2.5)

From (2.3), (2.4), (2.5) one can deduce the following coordinate independent descrip-
tion of trivial Einstein variations (see Definition 2.3).

Remark 2.6. The trivial Einstein variations v from Definition 2.3 are exactly the solu-
tions in Csmall of Lcuspv = 0 so that● v only depends on r;● v ∈ L2(Csmall);● ∣v∣(r) is constant.
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Here Lcusp is the operator 1
2∆L + 2id with respect to the cusp metric gcusp given by

Proposition 2.1, and the norm ∣v∣ is computed with respect to gcusp.

We will use the two following basic ODE estimates to analyze (2.3) and (2.5). In their
formulation, I either denotes R≥0 or an interval of the form [0,R − 1] for some R ≥ 2
(the case I = [0,R − 1] is needed in the situation of a Margulis tube). Moreover, for a
polynomial Q = ∑m amXm we write Q( ddr) for the differential operator ∑m am dm

drm .

Lemma 2.7. Let Q ∈ R[X] be a quadratic polynomial with two distinct real roots λ1,
λ2. Let y ∶ I → R be a solution of the ODE

Q( d
dr
) (y) = u,

where u ∶ I → R is a function satisyfing u(r) = ∑mk=1O(βkeµkr) for some βk ∈ R≥0, and
µk ∈ R ∖ {λ1, λ2}. Then

y(r) = A1e
λ1r +A2e

λ2r + m∑
k=1O(βkeµkr)

for some constants A1,A2 ∈ R.
Lemma 2.8. Let Q ∈ R[X] be a quadratic polynomial with two distinct real roots λ1,
λ2. Let y ∶ I → R be a solution of

Q( d
dr
) (y) = u,

where u satisfies ∣u(r)∣ ≤ earψ(r) for some a ∈ R and ψ ∈ L1(R≥0). Then
y(r) = A1e

λ1r +A2e
λ2r +O(∣∣ψ∣∣L1(R≥0)ear)

for some A1,A2 ∈ R.
In Lemma 2.7 and Lemma 2.8, the universal constant absorbed by O(...) is allowed

to depend on λ1, λ2, and a, but not on R (in case I = [0,R − 1]). See Notation 2.2 for
our convention of the O-notation.

Proof of Lemma 2.7 and Lemma 2.8. Both of these lemmas follow easily from the ex-
plicit integral formulas for solutions of linear ODEs. □

3. Growth estimates

At the end of Section 2.1 we explained that in order to prove Theorem 1.1 we only
have to prove that the growth estimates from [HJ22, Section 9.3] still hold under the
assumption that the decay rate η in the curvature decay condition (1.1) is at least one,
and that then all the other arguments from [HJ22] go through without any modifications.
In Section 3.1 we give the precise formulation of these growth estimates. As explained in
Section 2.1 and Section 2.3 the key ingredient to obtain these growth estimates is that,
using the averaging operator ⋅̂ from Section 2.3, in the small partMsmall the linear partial
differential operator L can be modelled by a linear system of ODEs. In Section 3.2 we
formulate general conditions on an elliptic operator that can be modelled by an ODE that
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allow to deduce growth estimates analogous to those needed for the proof of Theorem 1.1.
These general growth estimates are proved in Section 3.3. Finally, in Section 3.4 we show
that the conditions given in Section 3.2 are satisfied in the specific situation relevant for
Theorem 1.1.

3.1. Statement of the growth estimate. In this section we state the analog of the
growth estimate [HJ22, Proposition 9.10]. In its formulation the norm ∣∣ ⋅ ∣∣0,λ is used. The
complete definition ([HJ22, Definition 9.9]) is not important for our purposes, but we
collect two main properties that will be used below. The norm ∣∣⋅∣∣0,λ depends on a param-
eter λ ∈ (0,1) and it is defined for all symmetric (0,2)-tensors f ∈ C0,α(Sym2(T ∗M))
of regularity C0,α (but might be infinite for some C0,α-tensors). It has the following
properties (see Notation 2.2 for our convention of the O-notation):

(i) For every rank 2 cusp C it holds

∣f ∣(x) = O(∣∣f ∣∣0,λe−λr(x)) for all x ∈ Csmall (3.1)

where ∣f ∣(x) denotes the C0-norm of f at x, and r(x) = d(x, ∂Csmall).
(ii) If h ∈ C2(Sym2(T ∗M)) ∩H1(M) is a solution of Lh = f , then it holds

max
∂Csmall

∣h∣C2 = O(∣∣f ∣∣0,λ). (3.2)

for every rank 2 cusp C.

Point (i) reflects the fact that ∣∣ ⋅ ∣∣0,λ is an exponentially weighted Hölder norm (see [HJ22,
(9.2) and (9.8)]). For (ii) we refer to Proposition 7.5, Definition 9.9 and Equation (9.20)
in [HJ22]. Moreover, C0,α

λ (Sym2(T ∗M)) denotes the Banach space

C0,α
λ (Sym2(T ∗M)) = {f ∈ C0,α(Sym2(T ∗M)) ∣ ∣∣f ∣∣0,λ < ∞}.

If M is compact C0,α
λ (Sym2(T ∗M)) agrees with C0,α(Sym2(T ∗M)) as a set, but the

norms are not equivalent with universal constants. IfM is non-compact, then C0,α
λ (Sym2(T ∗M))

is a proper subset of C0,α(Sym2(T ∗M)).
We now state the generalisation of [HJ22, Proposition 9.10]. For its formulation

we refer to Section 2.2 for the definition of Msmall and trivial Einstein variations, and
to Notation 2.2 for our convention of the O-notation. Also recall that R denotes the
Riemann curvature endomorphism.

Proposition 3.1 (Growth estimate in a cusp). For all α ∈ (0,1), Λ ≥ 0, λ ∈ (0,1), and
η > 1 and there exists ε0 > 0 with the following property.

Let M be a finite volume 3-manifold. Assume

∣ sec+1∣ ≤ ε0, ∣∣∇Ric(g)∣∣C0(M) ≤ Λ,
and that for all x ∈Msmall it holds

max
π⊆TxM ∣sec(π) + 1∣, ∣∇R∣(x), ∣∇2R∣(x), ∣∇3R∣(x) ≤ ε0e−ηd(x,∂Msmall). (3.3)
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Let f ∈ C0,α
λ (Sym2(T ∗M)), and let h ∈ C2(Sym2(T ∗M)) with ∣∣h∣∣C0(M) < ∞ be a solu-

tion of Lh = f.
Fix a cusp C of M . Then there exists a unique trivial Einstein variation v in Csmall

satisfying

sup
x∈Csmall

(eλr(x)∣h − v∣(x)) < ∞,
and for this trivial Einstein variation it holds

∣v∣ = O(∣∣f ∣∣0,λ).
Moreover, if ∣∣h∣∣C0(M), ∣∣f ∣∣C0,α(M) ≤ 1, then for all x ∈ Csmall it holds

∣h∣(x) = O(∣∣f ∣∣0,λ + e−r(x)) (3.4)

and

eλr(x)∣h − v∣(x) = O(∣∣f ∣∣0,λ + e−(1−λ)r(x)), (3.5)

where r(x) = d(x, ∂Csmall).
The constants absorbed by O(...) are allowed to depend on the given parameters

α,Λ, λ, η.
Recall that the difference to [HJ22, Proposition 9.10] is that in [HJ22] the decay rate

η in the curvature decay condition (3.3) had to satisfy η ≥ 2 + λ, where λ ∈ (0,1) is the
exponential weight in the definition of ∣∣ ⋅ ∣∣0,λ (see (3.1)), and here we only require η > 1
(independent of the parameter λ ∈ (0,1)).

The curvature decay condition (3.3) is used to model L by an ODE. More precisely,
(3.3) guarantees the existence of a hyperbolic cusp metric modelling the given metric
(Proposition 2.1), and with respect to the hyperbolic cusp metric the operator L is given
by the linear system of ODEs in (2.3). For the existence of the hyperbolic model metric
we de not need the estimate on ∣∇3R∣(x) in (3.3), but we include it to be coherent with
the formulation in Theorem 1.1.

Here we only state the growth estimate in the small part Csmall of a rank 2 cusp C. The
growth estimate for the small part of a Margulis tube is contained in [HJ22, Proposition
9.11]. Since the proofs are similar, we only give the proof for the growth estimate in a
cusp under the weaker condition η > 1.
3.2. An axiomatic formulation. We take an axiomatic approach towards the proof
of Proposition 3.1, that is, we formulate general conditions for some elliptic differential
operator of second order and some norm that allow to deduce statements analogous to
Proposition 3.1. We believe that this makes the presentation more transparent, and also
makes it clear how to apply our arguments in similar situations.

Let N be a (possibly non-compact) Riemannian manifold with compact boundary
∂N (possibly with mutiple connected components). We denote by r(x) = d(x, ∂N) the
distance to the boundary. Using a slight abuse of notation, for a number r ∈ R≥0 we
denote by N(r) the level sets

N(r) ∶= {x ∈ N ∣ r(x) = r}. (3.6)
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For simplicity we assume that N(r) is a smooth codimension one submanifold for all
r ∈ R≥0.

For a parameter σ ∈ R and tensors h and f we denote by

∣∣h∣∣H2(N,ωσ) ∶= (∫
M
e2σr(y)∣h∣2C2(y)dvol(y)) 1

2

(3.7)

and

∣∣f ∣∣L2(N,ωσ) ∶= (∫
M
e2σr(y)∣f ∣2C0(y)dvol(y)) 1

2

(3.8)

exponentially weighted H2- and L2-norms, where the symbol ωσ should indicate that the
weight depends on σ. Here ∣ ⋅ ∣Ck(y) ∶= ∑km=0 ∣∇m ⋅ ∣(y) denotes the pointwise Ck-norm at
y ∈ N . For the pointwise C0-norm we will often just write ∣ ⋅ ∣(y) instead of ∣ ⋅ ∣C0(y).

Our axiomatic setup consists of five components:● A tensor bundle T → N over the given manifold N ;● An elliptic partial differential operator of second order L acting on C2-sections
of T ;● A subspace E of the C2-sections of T ;● A (possibly infinite) norm ∣∣ ⋅ ∣∣ on the space of C0-sections of T ;● A linear operator ⋅̂ acting on C0-sections of T .

In the specific situation of Proposition 3.1 these will be

N = Csmall, T = Sym2(T ∗M), L = 1

2
∆L + 2id,

E = {trivial Einstein variations in Csmall}, ∣∣ ⋅ ∣∣ = ∣∣ ⋅ ∣∣0,λ,
and ⋅̂ is the averaging operator from Lemma 2.5,

where ∣∣ ⋅ ∣∣0,λ is the norm appearing in Proposition 3.1 (see Section 3.1 for more informa-
tion), and trivial Einstein variations had been defined in Definition 2.3.

The space E will typically consist of certain fundamental solutions of L or the fun-
damental solutions of a model operator Lmodel that is very close to L (see Remark 2.6).
The norm ∣∣ ⋅ ∣∣ can be infinite for some C0-tensors (for example when ∣∣ ⋅ ∣∣ = ∣∣ ⋅ ∣∣C0,α), and
we think of ∣∣ ⋅ ∣∣ as defining a Banach space of sections whose ∣∣ ⋅ ∣∣-norm is finite. Finally,
one should think of ⋅̂ as an averaging operator (see Section 2.3).

We need to make certain assumptions on the data (N,T ,L,E , ∣∣⋅∣∣, ⋅̂). Most importantly,
we require that the elliptic operator L admits (weighted) Sobolev estimates. Note that
because N has a boundary, to have a well-posed elliptic problem Lh = f , it is neccesary to
impose boundary conditions. For this reason, the (weighted) Sobolev estimates involve
boundary data max∂N ∣h∣C2 . In the situation relevant for Proposition 3.1, the boundary
data max∂N ∣h∣C2 is bounded in terms of ∣∣f ∣∣ (see (3.2)), but we do not include this
as an assumption in our axiomatic approach. The other key condition is that ⋅̂ has
properties that are typical for an averaging operation. Namely, we ask that ⋅̂ satisfies
a Poincaré inequality (similar to those in [Eva10, Section 5.8.1]) and property v) from
Lemma 2.5. The precise assumptions are listed in Compatibility condition 3.2 below.
For its formulation, we again refer to Notation 2.2 for our convention of the O-notation,

205



FRIEDER JÄCKEL

and recall that ∣ ⋅ ∣(x) denotes the pointwise C0-norm at x ∈ N . Also, for any k ≥ 0, we
denote by Ck(T ) the space of Ck-sections of the tensor bundle T → N .

Compatibility condition 3.2. Let (N,T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) be as above. We say that they
are compatible if the following conditions are satisfied.

(i) There are weighted Sobolev estimates for L, that is, for all h ∈ C2(T ) it holds
∣∣h∣∣H2(N,ωσ) = O(∣∣Lh∣∣L2(N,ωσ) + ∣∣h∣∣L2(N,ωσ) + sup

∂N
∣h∣C2), (3.9)

where ∣∣ ⋅ ∣∣H2(N,ωσ) and ∣∣ ⋅ ∣∣L2(N,ωσ) are the weighted integral norms defined in (3.7)
and (3.8).

(ii) There are (unweighted) L2-estimates for L, that is, for all h ∈ C2(T ) it holds
∣∣h∣∣L2(N) = O(∣∣Lh∣∣L2(N) + sup

∂N
∣h∣C2). (3.10)

(iii) For all σ in a certain range, say σ ∈ [0, b], and all f ∈ C0(T ) it holds
∣∣f ∣∣L2(N,ωσ) = O(∣∣f ∣∣). (3.11)

(iv) For all v ∈ E it holds ∣∣v∣∣C2(N) = O(∣∣v∣∣C0(N)), (3.12)

and if σ ∈ [0, b], then also

∣∣Lv∣∣L2(N,ωσ) = O(∣∣v∣∣C0(N)). (3.13)

Moreover, the elements of E are invariant under ⋅̂ , that is,
v̂ = v for all v ∈ E . (3.14)

(v) The operator ⋅̂ satisfies a level-wise Poincaré inequality, that is, there is a universal
constant C so that for every h ∈ C1(T ) and for all r ∈ R≥0 it holds

∫
N(r) ∣h − ĥ∣2(y)dvol(y) ≤ Cdiam(N(r))2∫N(r) ∣h∣2C1(y)dvol(y), (3.15)

where N(r) is the codimension one submanifold defined in (3.6).
(vi) There is a universal constant C so that for all h ∈ C1(T ) and all x ∈ N it holds

∣h − ĥ∣(x) ≤ Cdiam(N(r(x))) max
N(r(x)) ∣h∣C1 , (3.16)

where N(r(x)) is the level set containing x.
(vii) For all but finitely many values of σ, say σ ∈ [0, b]∖{σ1, ..., σk}, the following holds.

Let h be a C2-tensor with h ∈ L2(N), and assume there exists some v ∈ E so that

∣∣v∣∣C0(N) = O(∣∣Lh∣∣ +max
∂N
∣h∣) and ∣∣h − v∣∣H2(N,ωσ) = O(∣∣Lh∣∣ +max

∂N
∣h∣), (3.17)

where ∣∣ ⋅ ∣∣H2(N,ωσ) is the weighted Sobolev norm defined in (3.7). Then there exists
a (possibly different) v′ ∈ E satisfying

∣∣v′∣∣C0(N) = O(∣∣Lh∣∣ +max
∂N
∣h∣) (3.18)
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and ∣ĥ − v′∣C0(x) = O((∣∣Lh∣∣ +max
∂N
∣h∣)eµ(σ)r(x)) for all x ∈ N, (3.19)

where µ(σ) is some number depending on σ so that

∫
N
e2(σ′+µ(σ))r(y) dvol(y) = O(1) (3.20)

for all σ′ that are larger than σ by some definite amount, that is, for all σ′ < σ + s0,
where s0 > 0 is a fixed positive constant (independent of σ).

The constants absorbed by O(...) are allowed to depend on σ. It will be shown in
Section 3.4 that these conditions hold in the specific situation needed for Proposition 3.1.

The key technical condition in Compatibility condition 3.2 is (vii), stating that if
h ∈ C2(T ) can be modelled in the H2(N, ωσ)-norm by some controlled v ∈ E , then there
is some v′ ∈ E so that the C0-norm of h−v′ is exponentially controlled. Roughly speaking,
one should be able check this if the elliptic problem Lh = f can be modelled by an ODE
(see the comments after Lemma 3.6 for a detailed discussion). We also recall that if the
averaging operator ⋅̂ (almost) commutes with the operator L, one can use ⋅̂ to model the
PDE Lh = f by the ODE Lĥ = f̂ (see Section 2.3).

Let us comment on the remaining conditions in Compatibility condition 3.2. We al-
ready discussed the (weighted) Sobolev estimates for L and the properties of ⋅̂, explaing
conditions (i), (ii), (v) and (vi). Condition (iii) will be satisfied when ∣∣ ⋅ ∣∣ is an expo-
nentially weighted norm (similar to (3.1)) and the weight entering the definition is big
enough to absorb the weight e2σr(y) in the definition (3.8) of ∣∣ ⋅ ∣∣L2(N,ωσ). We men-
tioned previously that E will typically consist of certain fundamental solutions of L (or
the fundamental solutions of a model operator Lmodel that is very close to L). In such
a situation one should be able to check (3.12) and (3.13) by applying standard elliptic
regularity theory to the operator L (or Lmodel).

As alluded to at the beginning of this subsection, in any situation where the Compat-
ibility condition 3.2 is satisfied, one can obtain estimates analogous to those in Proposi-
tion 3.1. This is contained in the following theorem. Recall that r(x) = d(x, ∂N).
Theorem 3.3 (General growth estimate). Let N be a (possibly non-compact) manifold
with compact boundary ∂N (possibly disconnected). Assume that (N,T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) are
compatible in the sense of Compatibility condition 3.2. In addition, assume that the level
sets N(r) = {x ∈ N ∣ r(x) = r} satisfy

diam(N(r)) = O(e−r). (3.21)

Let f be a C0-section of T with ∣∣f ∣∣ < ∞, and let h be a C2-section of T with h ∈ L2(N)
that solves Lh = f, (3.22)

and whose boundary condition satisfies

max
∂N
∣h∣C2 = O(∣∣f ∣∣). (3.23)
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Then there exists v ∈ E such that

∣∣v∣∣C0(N) = O(∣∣f ∣∣) and ∣ĥ − v∣(x) = O(∣∣f ∣∣eµ(b)r(x)), (3.24)

where b is the number appearing in conditions (iii), (iv) and (vii) of Compatibility con-
dition 3.2, and µ(b) is given by (3.19). Moreover, if ∣∣h∣∣C1(N) < ∞, then also

∣h − v∣(x) = O(∣∣f ∣∣eµ(b)r(x) + ∣∣h∣∣C1(N)e−r(x)). (3.25)

We will see in Lemma 3.5 and Lemma 3.6 that in the situation of Proposition 3.1 the
Compatibility condition 3.2 is satisfied with b = 2 + λ − η and µ(σ) = 2 − η − σ, where
η > 1 is the decay rate in the curvature decay condition (3.3), and λ ∈ (0,1) is the
exponential weight in the definition of ∣∣ ⋅ ∣∣0,λ (see (3.1)). Thus Proposition 3.1 will be
an immediate consequence of Theorem 3.3 once we have checked the conditions (i)-(vii)
of Compatibility condition 3.2 in that specific situation.

The condition (3.21) is taken to fit the specific context of Proposition 3.1 (see (3.31)).
In a more general setting, where N is diffeomorphic to ∂N ×[0,∞), and the given metric
on N is (very close to) a warped product metric ρ(r)2g∂N + dr2, (3.21) will be replaced
by diam(N(r)) = O(ρ(r)). In that case one will have to adjust the definitions (3.7) and
(3.8), and consider weighted Sobolev spaces whose weights are adapted to ρ. For the
clarity of presentation we will not elaborate further on this more general case, and hope
that it will be clear how our methods generalize to different settings.

3.3. Proof of Theorem 3.3. The goal of this section is to explain how the growth
estimates of Theorem 3.3 follow from Compatibility condition 3.2. This will be done by
a bootstrap argument.

Let (T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) be as in Compatibility condition 3.2. Let f be a C0-section of T
with ∣∣f ∣∣ < ∞, and let h be a C2-section of T with h ∈ L2(N) that solves (3.22) and
whose boundary data satisfies (3.23), that is,

Lh = f and max
∂N
∣h∣C2 = O(∣∣f ∣∣).

The induction assumption of the bootstrap argument, which depends on a parameter
σ ≥ 0, is the following. Note that under the bound on the boundary data (3.23) this is
just the assumption (3.17) in condition (vii) of Compatibility condition 3.2.

Bootstrap Assumption (Assσ). There exists v ∈ E satisfying

∣∣v∣∣C0(N) = O(∣∣f ∣∣) and ∣∣h − v∣∣H2(N,ωσ) = O(∣∣f ∣∣),
where ∣∣ ⋅ ∣∣H2(N,ωσ) is the weighted Sobolev norm defined in (3.7). Here the universal
constant absorbed by O(...) is allowed to depend on σ (see Notation 2.2).

For σ = 0 the bootstrap assumption (Assσ) is satisfied with v = 0 because of the H2-
and L2-estimates (3.9), (3.10), (3.11), and the boundary condition (3.23).

The induction step of the bootstrap argument is contained in the following proposition.
In its formulation, [0, b]∖{σ1, ..., σk} and s0 > 0 are as in condition (vii) of Compatibility
condition 3.2.
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Proposition 3.4 (Bootstrap Induction). Let (N,T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) be as in Theorem 3.3.
Assume that (Assσ) holds for some σ ∈ [0, b] ∖ {σ1, ..., σk}. Then (Assσ′) also holds for
all σ′ ∈ [0, b] with σ′ < σ +min{1, s0}.

We point out that when passing from (Assσ) to (Assσ′), the v ∈ E given by (Assσ)
might change to some different v′ ∈ E in (Assσ′).

The key condition in Compatibility condition 3.2 for the bootstrap argument is con-
dition (vii), and we recall that one should be able to check condition (vii) when the
operator L can be modelled by an ODE.

Proof. The idea of the proof is simple. Let v′ ∈ E be given by condition (vii). We split
h−v′ as (h−ĥ)+(ĥ−v′), and use the Poincaré inequality (3.15) to estimate ∣∣h−ĥ∣∣L2(N,ωσ′)
for σ′ ≤ σ + 1, and (3.19) to bound ∣∣ĥ − v′∣∣L2(N,ωσ′) for σ′ < σ + s0. Together with (3.9)
this will yield an estimate for ∣∣h − v′∣∣H2(N,ωσ′).
We now give the detailed argument. We start by estimating h − ĥ. Let v ∈ E be

given by (Assσ). Note that h − ĥ = (h − v) − ĥ − v because v̂ = v by (3.14). Applying
the Poincaré inequality (3.15) to h − v, and recalling that diam(N(r)) = O(e−r) due to
(3.21), we deduce

∫
N(r) ∣h − ĥ∣2(y)dvol(y) ≤ Ce−2r ∫N(r) ∣h − v∣2C1(y)dvol(y) (3.26)

for a universal constant C. As r(x) = d(x, ∂N) is a distance function, the co-area formula
states that ∫N udvol = ∫ ∞0 ( ∫N(r) udvol)dr for any integrable function u on N . Thus,

multiplying (3.26) by e2(σ+1)r, and integrating over r from 0 to ∞, we obtain

∫
N
e2(σ+1)r(y)∣h − ĥ∣2C0(y)dvol(y) ≤ C ∫

N
e2σr(y)∣h − v∣2C1(y)dvol(y).

By (Assσ) the left hand side is bounded by O(∣∣f ∣∣2). Therefore,
∣∣h − ĥ∣∣L2(N,ωσ+1) = O(∣∣f ∣∣). (3.27)

The assumption (3.17) in condition (vii) is satisfied because of (Assσ). Let v′ ∈ E
be so that (3.18) and (3.19) hold. So, recalling the boundary condition (3.23), we have∣∣v′∣∣C0(N) = O(∣∣f ∣∣) and ∣ĥ − v′∣(x) = O(∣∣f ∣∣eµ(σ)r(x)). Thus,

∫
N
e2σ

′r(y)∣ĥ − v′∣2(y)dvol(y) = O (∣∣f ∣∣2∫
N
e2(σ′+µ(σ))r(y) dvol(y)) ,

and by the definition (3.20) of µ(σ) it holds ∫N e2(σ′+µ(σ))r(y) dvol(y) = O(1) when σ′ <
σ + s0. Hence for σ′ < σ + s0 we have

∣∣ĥ − v′∣∣L2(N,ωσ′) = O(∣∣f ∣∣). (3.28)

Using the triangle inequality we deduce

∣∣h − v′∣∣L2(N,ωσ′) = O(∣∣f ∣∣) for σ′ < σ +min{1, s0} (3.29)

from (3.27) and (3.28).
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To bound ∣∣h − v′∣∣H2(N,ωσ′), note that for all σ′ ∈ [0, b] it holds∣∣L(h − v′)∣∣L2(N,ωσ′) ≤ ∣∣f ∣∣L2(N,ωσ′) + ∣∣Lv′∣∣L2(N,ωσ′) = O(∣∣f ∣∣),
where we used (3.11) to bound ∣∣f ∣∣L2(N,ωσ′), and (3.13) and ∣∣v′∣∣C0(N) = O(∣∣f ∣∣) to bound∣∣Lv′∣∣L2(N,ωσ′). Moreover, max∂N ∣h − v′∣C2 = O(∣∣f ∣∣) because max∂N ∣h∣C2 = O(∣∣f ∣∣) by
(3.23), and max∂N ∣v′∣C2 = O(∣∣f ∣∣) due to (3.12) and ∣∣v′∣∣C0(N) = O(∣∣f ∣∣). Therefore,
together with (3.29) we obtain ∣∣h − v′∣∣H2(N,ωσ′) = O(∣∣f ∣∣) for all σ′ ∈ [0, b] with σ′ <
σ +min{1, s0} by applying (3.9) to h − v′. Also recall that ∣∣v′∣∣C0 = O(∣∣f ∣∣). Thus the
estimates in (Assσ′) hold with v′. This completes the proof. □

The proof of Theorem 3.3 is now straightforward.

Proof of Theorem 3.3. As mentioned after the definition of (Assσ), for σ = 0 the as-
sumption (Assσ) is satisfied with v = 0 due to the H2- and L2-estimates (3.9), (3.10),
(3.11), and the boundary condition (3.23). Applying Proposition 3.4 finitely many times,
we deduce that (Assσ) is also satisfied for σ = b. Applying condition (vii) for σ = b
we obtain some v ∈ E (denoted by v′ in condition (vii)) so that (3.18) and (3.19) hold,
that is, ∣∣v∣∣C0(N) = O(∣∣f ∣∣) and ∣ĥ − v∣(x) = O(∣∣f ∣∣eµ(b)r(x)). This proves (3.24). If in

addition ∣∣h∣∣C1(N) < ∞, then ∣h − ĥ∣(x) = O(∣∣h∣∣C1(N)e−r(x)) due to (3.16) and (3.21).
Therefore, the desired estimate (3.25) for ∣h − v∣(x) follows from the triangle inequality.
This completes the proof. □

3.4. Checking the compatibility conditions. The goal of this section is to show that
the conditions in Compatibility condition 3.2 are satisfied in the situation relevant for
Proposition 3.1. For completeness we also include the proofs of Proposition 3.1 and
Corollary 1.2 at the end.

To deduce Proposition 3.1 from Theorem 3.3, we have to check that the conditions
(i)-(vii) in Compatibility condition 3.2 are satisfied for

N = Csmall, T = Sym2(T ∗M), L = 1

2
∆L + 2id,

E = {trivial Einstein variations in Csmall}, ∣∣ ⋅ ∣∣ = ∣∣ ⋅ ∣∣0,λ,
and ⋅̂ is the averaging operator from Lemma 2.5,

(3.30)

Here ∣∣⋅∣∣0,λ is the norm appearing in Proposition 3.1 (see Section 3.1 for more information),
trivial Einstein variations had been defined in Definition 2.3, and the averaging operator ⋅̂
from Lemma 2.5 is defined with respect to the cusp metric gcusp given by Proposition 2.1.

We start by checking the conditions (i)-(vi). Recall that [0, b] denotes the allowed
range for the weight parameter σ, and that λ ∈ (0,1) is the exponential weight in the
definition of ∣∣ ⋅ ∣∣0,λ (see (3.1)).

Lemma 3.5. Let (N,T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) be as in (3.30). Then the conditions (i)-(vi) in
Compatibility condition 3.2 are satisfied for any b < 1 + λ.

Throughout the proof we will use that the level tori

T (r) = {x ∈ Csmall ∣d(x, ∂Csmall) = r}
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satisfy
diam(T (r)) = O(e−r) and area(T (r)) = O(e−2r). (3.31)

Indeed, diam(∂Csmall) is bounded by a universal constant due to the definition of Csmall

(see Section 2.2). Thus, the estimates are clear if diameter and area are computed with
respect to the cusp metric gcusp from Proposition 2.1 because, by definition, a cusp
metric on Csmall = ∂Csmall × [0,∞) is of the form gcusp = e−2rgFlat + dr2 for some flat
metric gFlat on ∂Csmall. But the given metric g and gcusp are uniformly bi-Lipschitz by
Proposition 2.1, and thus these estimates also hold for the given metric.

Proof. Condition (i). A detailed account of how to prove weighted H2-estimates forL = 1
2∆L + 2id using an integration by parts argument is contained in Step 1 of the

proof of [HJ22, Proposition 4.3] (see (4.5) and (4.7) therein). The only differences are
that the integral are taken over a complete manifold M without boundary, and that

the weight functions are e−(2√dim(M)−2−δ)rx(y), where δ > 0 is a constant and rx(y) =
d(x, y) for a basepoint x ∈M . However, the only property of −(2√dim(M) − 2− δ)rx(⋅)
that was used is that it is uniformly Lipschitz, and this is also true for 2σd(⋅, ∂Csmall).
Moreover, the boundary terms appearing when invoking integration by parts can all (up
to universal constant) be bounded by max∂Csmall

∣h∣C2 because diam(∂Csmall) is bounded
by a universal constant due to the definition of Csmall (see Section 2.2). Therefore, the
argument presented in [HJ22] goes through with only minor modifications.

Condition (ii). This is contained in the proof of [HJ22, Lemma 9.16], or alternatively
follows from [HJ22, Proposition 3.4].

Condition (iii). Recall that the norm ∣∣ ⋅ ∣∣0,λ satisfies ∣f ∣(x) = O(∣∣f ∣∣0,λe−r(x)) for
x ∈ Csmall, where r(x) = d(x, ∂Csmall) (see (3.1)). By the co-area formula it holds

∫Csmall
udvol = ∫ ∞0 (∫T (r) udvol) dr for any integrable function u on Csmall. Thus, to-

gether with (3.31) we obtain

∫
Csmall

e2σr(y)∣f ∣2(y)dvol(y) = O (∣∣f ∣∣20,λ∫ ∞
0

e−2re2σre−2λr dr) .
Note that ∫ ∞0 e−2re2σre−2λr dr is finite when σ ∈ [0, b] and b < 1 + λ. This proves (3.11).

Condition (iv). Let v be a trivial Einstein variation (see Definition 2.3). Recall from
Remark 2.6 that Lcuspv = 0, where Lcusp is the operator 1

2∆L + 2id with respect to the
cusp metric gcusp given by Proposition 2.1. Thus, it follows from Schauder estimates
that ∣∣v∣∣C2 = O(∣∣v∣∣C0). This proves (3.12). By Proposition 2.1 it holds ∣g − gcusp∣C2(x) =
O(ε0e−ηr(x)), where g is the given metric, and ε0 > 0 and η > 1 are the constants in

the curvature decay condition (3.3). Hence ∣(L − Lcusp)v∣(x) = O(ε0∣v∣C2(x)e−ηr(x)) =
O(ε0∣∣v∣∣C0e−ηr(x)). Thus, as η > 1 > λ, the argument from the proof of condition (iii)
also proves (3.13). Finally, note that a trivial Einstein variation v only depends on
r (see Definition 2.3), and thus v̂ = v by the definition of the averaging operator (see
Section 2.3). So (3.14) is also satisfied.

Condition (v). Since the given metric g and the cusp metric gcusp from Proposition 2.1
are uniformly bi-Lipschitz, we may work with gcusp instead of g. This has the advantage
that the the induced metric on the level tori T (r) is a flat metric. Inequality (∗∗) on p.
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520 of [GKS07] shows that for any flat 2-torus T 2 of diameter 1, we have λ1(T 2) ≥ e−2.
Together with a scaling argument, this implies that if T 2 is a flat 2-torus of diam(T 2) ≤ 1,
then λ1(T 2) ≥ 1

diam(T 2)2 e−2. Therefore, for any function u we have the following Poincaré
inequality

∫
T (r) ∣u − û∣2 dvol ≤ e2diam(T (r))2∫T (r) ∣∇u∣2 dvol, (3.32)

where û is the average of u over T (r) (see Section 2.3). Let h be a (0,2)-tensor. Applying
the Poincaré inequality (3.32) to each coefficient function hij of h, and summing over all
indices i, j implies

∫
T (r) ∣h − ĥ∣2C0 dvol ≤ Cdiam(T (r))2∫

T (r) ∣h∣2C1 dvol

for a universal constant C. This proves (3.15).
Condition (vi). This is contained in v) of Lemma 2.5. □
The next lemma states that condition (vii) is satisfied in the situation relevant for

Proposition 3.1. For its formulation recall that [0, b] ∖ {σ1, ..., σk} denotes the set of all
possible values of σ for which condition (vii) can be applied, that µ(σ) is the exponential
rate in (3.19), and that s0 > 0 is the definite step size of improvement from σ′ to σ in
(3.20).

Lemma 3.6. Let (N,T ,L,E , ∣∣⋅∣∣, ⋅̂) be as in (3.30). Then condition (vii) in Compatibility
condition 3.2 is satisfied with

[0, b] ∖ {σ1, ..., σk} = [0,2 + λ − η] ∖ {2 − η}, µ(σ) = 2 − η − σ, s0 = η − 1,
where η > 1 is the decay rate in the curvature decay condition (3.3), and λ ∈ (0,1) is the
parameter in the norm ∣∣ ⋅ ∣∣0,λ.

The core idea of the proof is as follows. Let h be a solution of Lh = f . Denote by Lcusp
the operator 1

2∆L + 2id with respect to the cusp metric gcusp given by Proposition 2.1.

Using Proposition 2.1 and Lemma 2.5 one can show Lcuspĥ = f̂c, where fc ∶= Lcusph
is very close to f . As ĥ and f̂c only depend on r, Lcuspĥ = f̂c is the linear system of
ODEs given by (2.3). The fundamental solutions of this linear system of ODEs have

the growth rates e(1−√5)r, e(1+√5)r, e−r, e3r,1, e2r. Using e−2r ∣ĥ∣ ∈ L1(R≥0) (which follows
from h ∈ L2(Csmall) and (3.31)) one can eliminate the fundamental solutions with growth

rates e(1+√5)r, e3r, e2r. Hence the only relevant fundamental solutions are those with
growth rates e(1−√5)r, e−r,1. Now the trivial Einstein variation v′ in condition (vii) of
Compatibility condition 3.2 can be read off from the linear system of ODEs (2.3). Namley,
v′ is the part of ĥ that corresponds to the fundamental solution with growth rate 1, that
is, the fundamental solution with constant norm (see Remark 2.6). So, by Lemma 2.7

and Lemma 2.8, ĥ − v′ is the sum of fundamental solutions with decay rate e(1−√5)r, e−r
and an error term with the same decay rate as f̂c (this decay rate has a e−λr and a
e(2−η−σ)r summand - see (3.34)).

At this point we make another comment about condition (vii) in Compatibility con-
dition 3.2 and when it is neccesary to consider a subspace of special tensors E as in
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Compatibility condition 3.2. In many situations it is natural and necessary to consider
weighted versions of classical norms, such as weighted Hölder norms, when studying a
linear elliptic operator L. However, it may happen that there are special solutions ofLv = 0 (or Lmodelv = 0 for a model operator Lmodel close to L) that are L2-integrable
but that have constant pointwise C0-norm, so that their weighted Hölder norms will be
arbitrary large or even infinite (see Remark 2.6). In practice, the set E will consist of such
special fundamental solutions. These special fundamental solutions make it impossible to
prove a priori estimates for the weighted norms. However, it will often be possible to get
the weighted estimates if one subtracts these special solutions (such as in the previous
paragraph). Indeed, if the operator L is modelled by a linear system of ODEs (such as
in (2.3)), one can hope to prove the estimate (3.19) for ĥ − v′ by arguments similar to
those in the previous paragraph.

After these comments we no give the proof of Lemma 3.6.

Proof of Lemma 3.6. Step 1 (Growth rate bound for Lcuspĥ): Let h be C2-tensor
with h ∈ L2(Csmall). Abbreviate Lh = f,
where L is the elliptic operator Lh = 1

2∆Lh + 2h with respect to the given metric g of
Csmall. Let gcusp be the cusp metric on Csmall given by Proposition 2.1, and denote byLcusp the elliptic operator Lcusph = 1

2∆Lh+2h with respect to the metric gcusp. The goal
of Step 1 is to show that, under the assumption (3.17) in condition (vii), it holds

Lcuspĥ = f̂c (3.33)

for some tensor f̂c that only depends on r and that satisfies the growth estimate

∣f̂c∣(r) = O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e−λr + ε0ψσ(r)e(2−η−σ)r), (3.34)

where ε0 > 0 and η > 1 are the constants appearing in the curvature decay condition
(3.3), and ψσ ∶ R≥0 → R is a function with

∣∣ψσ ∣∣L1(R≥0) = O(∣∣f ∣∣0,λ + max
∂Csmall

∣h∣). (3.35)

To see this, let v be a trivial Einstein variation so that the assumption (3.17) in
condition (vii) is satisfied, that is,

∣∣v∣∣C0 = O(∣∣f ∣∣0,λ + max
∂Csmall

∣h∣), (3.36)

and

(∫
Csmall

e2σr(y)∣h − v∣2C2(y)dvol(y)) 1
2 = O(∣∣f ∣∣0,λ + max

∂Csmall

∣h∣), (3.37)

where r(y) = d(y, ∂Csmall). It holds
∣(L − Lcusp)(h − v)∣(x) = O(ε0∣h − v∣C2(x)e−ηr(x))
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because ∣g − gcusp∣C2(x) = O(ε0e−ηr(x)) by Proposition 2.1. Recall from the proof of

condition (iv) that ∣Lv∣(x) = O(ε0∣∣v∣∣C0e−ηr(x)). So
∣Lv∣(x) = O(ε0(∣∣f ∣∣0,λ + max

∂Csmall

∣h∣)e−ηr(x))
due to (3.36). We define fc ∶= Lcusph. Recall that ⋅̂ is the averaging operator of Lemma 2.5
with respect to the cusp metric gcusp, and so ⋅̂ commutes with Lcusp because of iii) and
iv) in Lemma 2.5. This establishes (3.33). Recall Lcuspv = 0 from Remark 2.4, and∣f ∣(x) = O(∣∣f ∣∣0,λe−λr(x)) because of (3.1). Combining all these estimates we obtain

∣fc∣(x) =∣Lcusp(h − v)∣(x)≤∣Lh∣(x) + ∣Lv∣(x) + ∣(L − Lcusp)(h − v)∣(x)
=O(∣∣f ∣∣0,λe−λr(x) + ε0(∣∣f ∣∣0,λ + max

∂Csmall

∣h∣)e−ηr(x) + ε0∣h − v∣C2(x)e−ηr(x))
=O((∣∣f ∣∣0,λ + max

∂Csmall

∣h∣)e−λr(x) + ε0∣h − v∣C2e−ηr(x)),
where in the last line we used η > 1 > λ. Invoking ii) of Lemma 2.5 yields

∣f̂c∣(r) = O ((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e−λr + ε0e(2−η)r ∫
T (r) ∣h − v∣C2(y)dvol2(y)) ,

where we used that area(T (r)) = O(e−2r) by (3.31). Here we only write ∣f̂c∣(r), and not∣f̂c∣(x), because the average f̂c only depends on r = d(x, ∂Csmall) by i) of Lemma 2.5.
For any σ ≥ 0 define the function ψσ ∶ R≥0 → R by

ψσ(r) ∶= eσr ∫
T (r) ∣h − v∣C2(y)dvol2(y), (3.38)

where v is the trivial Einstein variation from (3.37). With this choice of ψσ, (3.34) follows
from the above estimate for ∣f̂c∣.

It remains to check that ψσ defined in (3.38) satisfies (3.35). To see this, note that

∫ ∞
0

ψσ(r)dr = ∫
Csmall

eσr(y)∣h − v∣C2(y)dvol(y)
due to the co-area formula. By definition of the small part diam(∂Csmall) is bounded
by a universal constant, and hence vol(Csmall) is also bounded by a universal constant.
Therefore, it follows from the Cauchy-Schwarz inequality and (3.37) that

∫ ∞
0

ψσ(r)dr ≤ vol(Csmall) 12 (∫
Csmall

e2σr(y)∣h − v∣2C2(y)dvol(y)) 1
2 = O(∣∣f ∣∣0,λ+ max

∂Csmall

∣h∣).
This completes Step 1.
Step 2 (ODE Analysis): In Step 1 we showed that (see (3.33) and (3.34))

Lcuspĥ = f̂c and ∣f̂c∣(r) = O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e−λr + ε0ψσ(r)e−(η+σ−2)r),
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where ψσ was defined in (3.38). Moreover, as ĥ, f̂c only depend on r, the equationLcuspĥ = f̂c is the linear system of ODEs given by (2.3). Namely, by (2.5), and the first
two equations in (2.3) we have

⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
Q1( ddr)(tr(ĥ)) = −2tr(f̂c)
Q1( ddr)(ĥ33) = −2(f̂c)33
Q2( ddr)(erĥi3) = −2er(f̂c)i3

for some quadratic polynomials Q1 and Q2 with roots {1 −√5,1 +√5} and {−1,3}. As∣f̂c∣ satisfies the growth estimate (3.34), and since −λ ∉ {1 ± √5,−1,3} we can apply
Lemma 2.7 and Lemma 2.8.
We know ∣∣ψσ ∣∣L1(R≥0) = O(∣∣f ∣∣0,λ) due to (3.35). Recall from the formulation of condi-

tion (vii) and Lemma 3.6 that we only consider σ ∈ [0, b]∖{σ1, ..., σk} = [0,2+λ−η]∖{2−η}.
In particular, −λ ≤ 2 − η − σ. Thus we get from Lemma 2.7 and Lemma 2.8⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

tr(ĥ)(r) = a1e(1−√5)r + a2e(1+√5)r +O((∣∣f ∣∣0,λ +max∂Csmall
∣h∣)e(2−η−σ)r);

ĥ33(r) = b1e(1−√5)r + b2e(1+√5)r +O((∣∣f ∣∣0,λ +max∂Csmall
∣h∣)e(2−η−σ)r);

erĥi3(r) = c(i)1 e−r + c(i)2 e3r +O((∣∣f ∣∣0,λ +max∂Csmall
∣h∣)e(2−η−σ)r);

(3.39)

for some constants a1, a2, b1, b2, c
(i)
1 , c

(i)
2 ∈ R. Note that h ∈ L2(Csmall) ⊆ L1(Csmall) since

Csmall has finite volume, and area(T (r)) = O(e−2r) by (3.31), where T (r) ⊆ Csmall is
the torus all whose points have distance r to ∂Csmall. Hence e−2r ∣ĥ∣(r) ∈ L1(R≥0). In
particular, it holds e−2rtr(ĥ)(r), e−2rĥ33(r), e−2r(erĥi3(r)) ∈ L1(R≥0) (i = 1,2) because
of (2.4), and thus

a2 = b2 = c(i)2 = 0.
We know ∣ĥ∣(0) = O(max∂Csmall

∣h∣) by ii) from Lemma 2.5. Hence evaluating at r = 0
yields

a1, b1, c
(i)
1 = O(∣∣f ∣∣0,λ + max

∂Csmall

∣h∣).
Note 1−√5 < −1 < −λ ≤ 2−η−σ because λ ∈ (0,1) and σ ∈ [0,2+λ−η]∖{2−η}. Together
with the previous estimates we obtain

∣tr(ĥ)(r)∣, ∣ĥ33(r)∣, ∣erĥi3(r)∣ = O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e(2−η−σ)r). (3.40)

By the last equation in (2.3) there is a quadratic polynomial Q3 with roots 0 and 2 so
that

Q3 ( d
dr
) (e2rĥij) =2δij(tr(ĥ) − ĥ33) − 2e2r(f̂c)ij

=O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e(2−η−σ)r)
+O((∣∣f ∣∣0,λ + max

∂Csmall

∣h∣)e−λr + ε0ψσ(r)e(2−η−σ)r),
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where we used the growth rate of tr(ĥ), ĥ33 in (3.40), and the one of ∣f̂c∣ in (3.34). Since
we only consider σ ∈ [0,2 + λ − η] ∖ {2 − η} and η > 1, it holds 2 − η − σ ∉ {0,2}, and thus
we may invoke Lemma 2.7 and Lemma 2.8. Using (3.35) to estimate ∣∣ψσ ∣∣L1(R≥0), and
recalling −λ ≤ 2 − η − σ, we conclude

e2rĥij = d(i,j)1 + d(i,j)2 e2r +O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e(2−η−σ)r) (3.41)

for some constants d(i,j)1 , d
(i,j)
2 ∈ R. As before, e−2r ∣ĥ∣(r) ∈ L1(R≥0) implies d(i,j)2 = 0.

Again, evaluating at r = 0 we obtain

d
(i,j)
1 = O(∣∣f ∣∣0,λ + max

∂Csmall

∣h∣). (3.42)

If 2 − η − σ > 0 we set v′ = 0. Then (3.18) is trivially satisfied. Since 2 − η − σ > 0, the
desired estimate (3.19) on ∣ĥ − v′∣ with µ(σ) = 2 − η − σ follows immediately from (2.4),

(3.40), (3.41), (3.42), and the fact that d(i,j)2 = 0.
If 2 − η − σ < 0 we define an Einstein variation v′ in Csmall by v′ij(r) = d(i,j)1 e−2r. Note

that tr(ĥ) = ĥ33 + tr(v′), and that tr(v′) is constant. Moreover, as 2 − η − σ < 0 the
bound (3.40) yields ĥ33(r), tr(ĥ)(r) r→∞ÐÐÐ→ 0. Hence tr(v′) = 0. Therefore, v′ is indeed
a trivial Einstein variation (see Definition 2.3). The desired estimate (3.18) on ∣∣v′∣∣C0

follows from (3.42) and (2.4). Moreover, (3.40), (3.41), the fact that d(i,j)2 = 0, and the
definition of v imply

∣ĥ − v′∣(r) = O((∣∣f ∣∣0,λ + max
∂Csmall

∣h∣)e(2−η−σ)r). (3.43)

This is the desired estimate (3.19) on ∣ĥ − v′∣ with µ(σ) = 2 − η − σ.
Thus in either case we have completed the proof of (3.18) and (3.19). It remains to

check (3.20) for µ(σ) = 2 − η − σ and the step size s0 = η − 1, that is,
∫
Csmall

e2(σ′+µ(σ))r(y) dvol(y) = O(1) for all σ′ < σ + s0.
Indeed, it follows from the co-area formula and (3.31) that

∫
Csmall

e2(σ′+µ(σ))r(y) dvol(y) = ∫ ∞
0

e−2re2(σ′+µ(σ))r dr
is finite if −1 + σ′ + µ(σ) < 0, that is, if σ′ < 1 − µ(σ) = σ + η − 1. □

We now show how Proposition 3.1 follows from Theorem 3.3. As explained at the end
of Section 2.1, once Proposition 3.1 has been established, the remaining arguments from
[HJ22] carry over without any modifications, completing the proof of Theorem 1.1.

Proof of Proposition 3.1. For (N,T ,L,E , ∣∣ ⋅ ∣∣, ⋅̂) as in (3.30), all conditions in Compati-
bility condition 3.2 are satisfied with b = 2+λ−η and µ(σ) = 2−η −σ by Lemma 3.5 and
Lemma 3.6. The assumption (3.21) in Theorem 3.3 also holds because of (3.31). Let h
and f be as stated in Proposition 3.1. We know from (3.2) that the boundary condition
(3.23) is satisfied. So we can apply Theorem 3.3. It follows from Schauder estimates that
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∣∣h∣∣C1 < ∞ since by assumption ∣∣h∣∣C0 < ∞ and ∣∣f ∣∣C0,α < ∞. As µ(b) = −λ, (3.24) and
(3.25) show that there is a trivial Einstein variation v with

∣v∣ = O(∣∣f ∣∣0,λ) and ∣h − v∣(x) = O(∣∣f ∣∣0,λe−λr(x) + ∣∣h∣∣C1e−r(x)).
In particular, supx∈Csmall

eλr(x)∣h−v∣(x) < ∞ as λ ∈ (0,1). Moreover, if ∣∣h∣∣C0 , ∣∣f ∣∣C0,α ≤ 1,
then ∣∣h∣∣C1 is bounded by a universal constant due to Schauder estimates. Thus the
above estimate implies (3.5). Note that (3.4) follows from (3.5) and ∣v∣ = O(∣∣f ∣∣0,λ).
Finally, observe that the uniqueness of such a trivial Einstein variation v is clear because
trivial Einstein variations have constant norm (in cusp coordinates). This completes the
proof. □

We end with the proof of Corollary 1.2.

Proof of Corollary 1.2. Observe that all constants implicitely depend on the choice of a
Margulis constant µ (see Section 2.2). Therefore, if the constants we produce are allowed
to depend on a constant ι > 0, we can without loss of generality assume µ ≤ ι.

Fix δ > 0 and b > 1 so that 2− δ > b, and also fix some η > 1. Let (M, ḡ) be as stated in
Corollary 1.2, that is, (M, ḡ) is a complete Riemannian 3-manifold of finite volume with∣ sec(ḡ) + 1∣ ≤ ε and ∣∣∇Ric(ḡ)∣∣C0(M) ≤ Λ, and moreover ḡ is already hyperbolic outside a
region Ω with inj(Ω) ≥ ι and vol(Ω) ≤ v. The conditions i), ii), iv) in Theorem 1.1 are
satisfied. It holds Ω ⊆ Mthick because inj(Ω) ≥ ι and µ ≤ ι. In particular, sec = −1 in
Mthin, and so condition iii) in Theorem 1.1 trivially holds. Therefore, it suffices to check
the integral condition (1.2). From the curvature assumption it follows

Ric(ḡ) + 2ḡ = 0 outside Ω and ∣Ric(ḡ) + 2ḡ∣2 ≤ cε2 in Ω

for a universal constant c > 0. Hence, by using Ω ⊆Mthick, 2 − δ > b and vol(Ω) ≤ v, we
obtain for all x ∈M

ebd(x,Mthick)∫
M
e−(2−δ)d(x,y)∣Ric(ḡ) + (n − 1)ḡ∣2(y)dvol(y)

≤ ∫
Ω
∣Ric(ḡ) + (n − 1)ḡ∣2(y)dvol(y)

≤ vcε2 .

Thus, if ε > 0 is small enough (depending on v) the integral condition (1.2) is satisfied.
Therefore, Theorem 1.1 implies the existence of a hyperbolic metric ghyp close to ḡ. This
completes the proof. □
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EFFECTIVE STABILITY OF NEGATIVELY CURVED EINSTEIN

METRICS IN DIMENSIONS AT MOST 12

FRIEDER JÄCKEL

Abstract. We show that if a closed manifold admits a metric that is almost hy-
perbolic in a suitable sense, then it also admits a negatively curved Einstein metric,
and the pinching constant measuring the almost hyperbolicity does not depend on
an upper diameter or volume bound. As an application we obtain that in dimension
n ∈ [4,12] ∖{11}, a (1+ ε)-pinched negatively curved metric that is hyperbolic outside
a region of bounded geometry is close to a negatively curved Einstein metric.
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2. Preliminaries
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3. Counting preimages
4. Invertibility of Lh = 1

2∆Lh + (n − 1)h
5. Proof of Theorem 1.1 and Corollary 1.2
References

1. Introduction

1.1. Statement of the main results. A classic method for the construction of Einstein
metrics is to start with a metric ḡ that is almost Einstein in a suitable sense, and then
to obtain an Einstein metric from ḡ by a suitable perturbation procedure. This can for
example be done using the Ricci flow (see for example [MO90]). Another possibility is to
apply the inverse function theorem to the so-called Einstein operator (see for example
[Biq00],[And06],[Bam12] or [FP20]). Recently, closely following an unpublished preprint
of Tian [Tia], Hamenstädt and the author [HJ22] used the Einstein operator to construct
Einstein metrics as a perturbation of metrics with sectional curvature close to −1 and
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whose injectivity radius is uniformly bounded from below. The main goal of this note is
to extend [HJ22, Theorem 1] to closed manifolds with arbitrary small injectivity radius.

Theorem 1.1. For all n ≥ 3, α ∈ (0,1), Λ ≥ 0, δ ∈ (0,2√n − 2) there exist positive
constants ε0 = ε0(n,α,Λ, δ) > 0 and C = C(n,α,Λ, δ) > 0 with the following property. Let
M be a closed n-manifold that admits a complete Riemannian metric ḡ satisfying the
following conditions for some ε ≤ ε0:
i) −1 − ε ≤ sec(M, ḡ) ≤ −1 + ε;
ii) sec(M, ḡ) = −1 in Mthin;
iii) For all x ∈M it holds

e⌊n+12 ⌋d(x,Mthick)∫
M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2ḡ(y)dvolḡ(y) ≤ ε2, (1.1)

where rx(y) = d(x, y);
iv) ∣∣∇Ric(ḡ)∣∣C0(M,ḡ) ≤ Λ.
Then there exists an Einstein metric g0 on M with Ric(g0) = −(n − 1)g0 so that

∣∣g0 − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
The basic reason why one might hope that a strategy involving the inverse function

theorem could be fruitful in this setting is a classic result of Koiso [Koi78, Theorem 3.3]
stating that on a closed manifold of dimension n ≥ 3, Einstein metrics with negative
sectional curvature are isolated in the moduli space of all Riemannian structures (also
see [Bes08, Corollary 12.73]). To prove Theorem 1.1 we combine this classic result of
Koiso (or rather elements of its proof), together with standard analytic techniques, and
a new geometric preimage counting result (see Proposition 3.1).

Even though Theorem 1.1 is true in all dimensions n ≥ 3, it will probably be most useful
when n ∈ [4,12]∖{11}. This is because the exponential weight ⌊n+12 ⌋ outside the integral
in (1.1) is smaller than the negative weight 2

√
n − 2 inside the integral exactly when

n ∈ [4,12] ∖ {11}. So in these dimensions there is a high chance that the exponentially
decaying weight can absorb the exponentially growing weight in the integral condition
(1.1).

As an illustration of this, we have the following immediate consequence of Theorem 1.1,
which states that if in dimension n ∈ [4,12] ∖ {11} a (1 + ε)-pinched negatively curved
metric is already hyperbolic except in a region of bounded geometry, then it is close to
an Einstein metric. The analogous result for n = 3 follows from [HJ22, Theorem 2].

Corollary 1.2. For all n ∈ [4,12] ∖ {11}, α ∈ (0,1), Λ ≥ 0, ι > 0 and v > 0 there exist
ε1 = ε1(n,α,Λ, ι, v) > 0 and C = C(n,α,Λ, ι, v) with the following property. Let M be a
closed n-manifold, and let ḡ be a Riemannian metric on M satisfying

∣ sec(M, ḡ) + 1∣ ≤ ε and ∣∣∇Ric(ḡ)∣∣C0(M) ≤ Λ
for some ε ≤ ε1. Assume that there is Ω ⊆M so that

inj(Ω) ≥ ι, vol(Ω) ≤ v and sec(M, ḡ) = −1 outside Ω.
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Then there exists an Einstein metric g0 on M with Ric(g0) = −(n − 1)g0 satisyfing

∣∣g0 − ḡ∣∣C2,α(M,ḡ) ≤ Cε1−α.
Previously known results in this direction have to assume that the entire manifold has

bounded geometry, though they do not assume a bound on ∇Ric (see for example [And90,
Proposition 3.4], [PW97, Corollary 1.6], [Pet16, Theorems 11.4.16 and 11.4.17]). These
results are proved by an argument by contradiction, building on suitable convergence
theories. In contrast, Corollary 1.2 is proved directly. Thus, compared to previously
known results, Corollary 1.2 (and its proof) is better in some aspects but worse in others.

1.2. Structure of the article. This article is organized as follows. In Section 2 we
review the necessary preliminaries. Namely, in Section 2.1 we introduce the Einstein
operator, while Section 2.2 and Section 2.3 contain the basic C0- and L2-estimates for
its linearization. In Section 3 we prove a geometric preimage counting result, which is
the key ingredient in the proof of Theorem 1.1. This is then used in Section 4 to show
that the linearized Einstein operator is invertible with respect to suitable Banach norms.
Finally, the proofs of Theorem 1.1 and Corollary 1.2 are presented in Section 5.

Acknowledgements: I thank U. Hamenstädt and T. Ozuch-Meersseman for useful
comments regarding an earlier version of this article.

2. Preliminaries

2.1. The Einstein operator. As mentioned in the introduction, we shall construct
the Einstein metric by an application of the inverse function theorem for the so-called
Einstein operator (see [Biq00, Section I.1.C], [And06, page 228] for more information).
This operator is defined as follows.

Consider the operator g ↦ Ric(g) + (n − 1)g acting on smooth Riemannian metrics
g on a manifold M . This operator is Diff(M)-equivariant, and thus its linearization is
not elliptic. To resolve this problem, for a given background metric ḡ one defines the
Einstein operator Φḡ (in Bianchi gauge relative to ḡ) by

Φḡ(g) ∶= Ric(g) + (n − 1)g + 1

2
L(βḡ(g))♯(g),

where the musical isomorphism ♯ is with respect to the metric g, and βḡ is the Bianchi
operator of ḡ acting on (0,2)-tensors h by

βḡ(h) ∶= δḡ(h) + 1

2
dtrḡ(h) ∶= − n∑

i=1(∇eih)(⋅, ei) +
1

2
dtrḡ(h).

Invoking the formula for the linearization of Ric ([Top06, Proposition 2.3.7]) shows that
the linearization of Φḡ at ḡ is given by

(DΦḡ)ḡ(h) = 1

2
∆Lh + (n − 1)h. (2.1)

Here ∆L is the Lichnerowicz Laplacian acting on (0,2)-tensors h by

∆Lh = ∇∗∇h +Ric(h),
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where ∇∗∇ is the Connection Laplacian and Ric is the Weitzenböck curvature operator
given by Ric(h)(x, y) = h(Ric(x), y)+h(x,Ric(y))−2 trh(⋅,R(⋅, x)y) (see [Pet16, Section
9.3.2]). Equation (2.1) shows that (DΦḡ)ḡ is an elliptic operator. This opens up the
possibility for an application of the inverse function theorem.

The main point is that the Einstein operator can detect Einstein metrics. The following
result can for example be found in [And06, Lemma 2.1].

Lemma 2.1 (Detecting Einstein metrics). Let (M, ḡ) be a complete Riemannian mani-
fold, and let g be another metric on M so that

sup
x∈M ∣βḡ(g)∣(x) < ∞ and Ric(g) ≤ λg for some λ < 0,

where βḡ(⋅) is the Bianchi operator of the background metric ḡ. Denote by Φḡ the Einstein
operator defined in (2.1). Then

Φḡ(g) = 0 if and only if g solves the system

⎧⎪⎪⎨⎪⎪⎩
Ric(g) = −(n − 1)g
βḡ(g) = 0 .

2.2. C0-estimate. To obtain C0-estimates for the linearization of the Einstein operator,
we use the De Giorgi--Nash--Moser estimates in the following form. In its formulation,
Sym2(T ∗M) denotes the bundle of symmetric (0,2)-tensors on M .

Lemma 2.2 (C0-estimate). For all n ∈ N, α ∈ (0,1), Λ ≥ 0, and ι > 0 there exist
constants ρ = ρ(n,α,Λ, ι) > 0 and C = C(n,α,Λ, ι) > 0 with the following property. Let
M be a Riemannian n-manifold satisfying

∣ sec(M)∣ ≤ Λ and inj(M) ≥ ι.
Let f ∈ C0(Sym2(T ∗M)) be arbitrary, and assume h ∈ C2(Sym2(T ∗M)) is a solution of

1

2
∆Lh + (n − 1)h = f.

Then it holds ∣h∣(x) ≤ C(∣∣h∣∣L2(B(x,ρ)) + ∣∣f ∣∣C0(B(x,ρ)))
for all x ∈M .

The main ingredients for the proof are the classic De Giorgi--Nash--Moser estimates
(see for example [GT01, Theorem 8.17]) and a result by Jost--Karcher [JK82, Satz 5.1]
or Anderson [And90, Main Lemma 2.2] stating that, under the geometric assumptions,
around every point there exists a harmonic chart of a priori size with good analytic
control. We refer the reader to [HJ24, Proof of Lemma 2.2] for further details.

For the proof of Theorem 1.1 we can not directly apply Lemma 2.2 because the latter
assumes a positive lower bound for the injectivity radius. To remedy this problem, we
will apply Lemma 2.2 to the lifted equation Lh̃ = f̃ in the universal cover M̃ . But then
one needs to relate the local L2-norm ∣∣h̃∣∣L2(B(x̃,1/2)) in the universal cover to the local
L2-norm ∣∣h∣∣L2(B(x,1/2)) in the manifold M itself. The following basic observation states
that this is possible if one can count the number of local preimages. In its formulation,
π ∶ M̃ →M denotes the universal covering projection.
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Lemma 2.3. Let x ∈M and assume ω ∶M → R is a continuous function satisfying

# (π−1(y) ∩B(ỹ,1)) ≤ ω(y)
for all y ∈ B(x,1/2) ⊆M and every lift ỹ ∈ M̃ of y. Let u ∶M → R≥0 be a non-negative
locally-integrable function and denote by ũ ∶= u ○ π its lift to the universal cover. Then

∫
B(x̃,1/2) ũ(ỹ)dvolg̃(ỹ) ≤ ∫B(x,1/2) ω(y)u(y)dvolg(y).

Proof. By the triangle inequality, if ỹ ∈ B(x̃,1/2) then B(x̃,1/2) ⊆ B(ỹ,1). Thus by
assumption, a point y ∈ B(x,1/2) has at most ω(y) preimages in B(x̃,1/2). Hence the
claim holds true for the indicator function u = χU of a small open subset U ⊆ B(x,1/2).
By linearity and monotonicity the result follows for all non-negative simple functions. A
standard approximation argument completes the proof. □

2.3. L2-estimate. A classic result of Koiso [Koi78, Section 3] states that for the lin-
earized Einstein operator L = 1

2∆L + (n− 1)id on a closed Einstein manifold (M, ḡ) with
Ric(ḡ) = −(n − 1)ḡ and sec(M, ḡ) ≤ −K it holds

(n − 2)K
2

∫
M
∣h∣2 dvol ≤ ∫

M
⟨Lh,h⟩dvol.

The next result is a weighted version of this for Riemannian manifolds (not necessarily
Einstein) with sectional curvature close to −1 that, in slightly weaker form, is originally
due to Tian [Tia, Corollary 2 in Section 3]. In its formulation, ∣ sec+1∣ denotes the
function

∣ sec+1∣(x) ∶= max
π⊆TxM ∣ sec(π) + 1∣,

where the maximum is taken over all 2-planes π ⊆ TxM .

Lemma 2.4 (Weighted L2-estimate). Let M be a complete Riemannian n-manifold,
f ∈ C0(Sym2(T ∗M)) and h ∈ C2(Sym2(T ∗M)) a solution of

1

2
∆Lh + (n − 1)h = f.

Let φ ∈ C∞(M) be so that φh,φf ∈ L2(M). Then
(n − 2)∫

M
φ2∣h∣2 dvol ≤2∫

M
φ2⟨f, h⟩dvol + ∫

M
∣∇φ∣2∣h∣2 dvol

+ c(n)∫
M
φ2∣ sec+1∣∣h∣2 dvol. (2.2)

This is contained in [HJ22, Proposition 3.4], whose proof builds on a Weitzenböck
formula (see [Bes08, bottom of page 355]) and linear algebraic calculations.
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3. Counting preimages

In view of Lemma 2.3, in order to apply the De Giorgi--Nash--Moser estimate, we need
to bound the number of local preimages in the universal cover. To do so, we once and
for all fix a Margulis constant µ ∈ (0,1) for all n-manifolds M with sectional curvature
sec ∈ [−4,−1/4]. Then, the goal of this section is to prove the following preimage counting
result.

Proposition 3.1. Let M be closed Riemannian n-manifold such that sec(M) ∈ [−4,−1
4].

Assume in addition that sec = −1 in Mthin. Then there is a universal constant C = C(n)
such that for all x ∈M and every lift x̃ ∈ M̃ of x it holds

# (B(x̃,1) ∩ π−1(x)) ≤ C exp(⌊n + 1
2
⌋d(x,Mthick)) , (3.1)

where π ∶ M̃ →M is the universal covering projection, and B(x̃,1) is the ball of radius

one with center x̃ in M̃ .

The assumption sec = −1 in Mthin will allow us to use Hn as a comparison space.
Towards this end, we fix a geodesic γ̄ ⊆ Hn and an isometry φ̄ ∈ Isom+(Hn) that is a
translation along γ̄ with translation length ℓ > 0. Moreover, we define injM ∶ Hn → R by

injM(x̄) ∶= 1

2
min
k≠0 dHn(φ̄k(x̄), x̄). (3.2)

For R > 0 we denote by Z(R) the cylinder {ȳ ∈ Hn ∣dHn(ȳ, γ̄) = R} of radius R around γ̄.
Observe that Z(R) is isometric to Sn−2sinh(R)×R, where Sn−2sinh(R) is the round (n−2)-sphere
of radius sinh(R).

The following lemma is the key technical ingredient for the proof of Proposition 3.1.

Lemma 3.2. There is a constant C = C(n) > 0 such that for every ȳ ∈ Hn and r ≥
injM(ȳ) it holds

#{k ∈ Z ∣dZ(φ̄k(ȳ), ȳ) ≤ r} ≤ C ( r

injM(ȳ))
⌊n+1

2
⌋
, (3.3)

where dZ is the intrinsic distance in the cylinder Z ⊆ Hn containing ȳ.

The reason for the exponent ⌊n+12 ⌋ is the following. If φ ∶ Sn−2 × R → Sn−2 × R is of
the form φ(v, t) = (Av, t + τ) for some A ∈ SO(Rn−1) and τ ∈ R, then any orbit of φ is
contained in a flat manifold of dimension at most ⌊n+12 ⌋ because, by elementary linear
algebra, any orbit {Ak(v0)}k∈Z is contained in a flat torus of dimension at most ⌊n+12 ⌋−1.
Proof. We split the proof into two steps.

Step 1 (Reduction to a torus): We denote by φ̄⊥ ∈ SO(Rn−1) the identification of the
orthogonal restriction (dφ̄)∣γ̃⊥ with an isometry of Rn−1 via parallel transport. Abbreviate
R ∶= d(ȳ, γ̄), so that Z(R) is the cylinder containing ȳ. Under the isometry Z(R) ≅
Sn−2sinh(R) ×R the restriction φ̄ ∶ Z(R) → Z(R) is given by

φ̄ ∶ Sn−2sinh(R) ×R→ Sn−2sinh(R) ×R, (v, t) ↦ (φ̄⊥(v), t + ℓ cosh(R)).
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For ease of notation we only consider the case that n is odd, and we write n = 2m+ 1,
so that Rn−1 = R2m. Since φ̄⊥ ∈ SO(R2m), we may, after a change of orthonormal basis,
assume that φ̄⊥ is of the form

φ̄⊥ ∶ Cm → Cm, (z1, ..., zm) ↦ (eiθ1z1, ..., eiθmzm)
for some θ1, ..., θm ∈ R. Let (v0, t0) be the point corresponding to ȳ under the isometry
Z(R) ≅ Sn−2sinh(R) ×R, and write v0 = (z01 , ..., z0m) ∈ Sn−2sinh(R) ⊆ Cm. Define

Tmȳ ∶= {(λ1z01 , ..., λmz0m) ∣λi ∈ S1 ⊆ C},
that is, Tmȳ is the orbit of v0 ∈ Sn−2sinh(R) under the the isometric action of Tm = S1× ...×S1

on Cm. Note that Tmȳ is isometric to

Tmȳ ≅ S1
1 × ... × S1

m,

where S1
j ∶= S1∣z0j ∣ is the circle of radius ∣z0j ∣ (here it is understood that S1

j = {pt} if z0j = 0).
Observe that, under the isometry Z(R) ≅ Sn−2sinh(R) ×R, the orbit {φ̄k(ȳ)}k∈Z is contained

in Tmȳ ×R. Moreover, up to universal constants, the intrinsic distance in Tmȳ = S1
1×...×S1

m

agrees with the extrinsic distance in Cm (and hence also with the distance in S2m−1
sinh(R)).

Therefore, it suffices to prove the desired estimate (3.3) with dTm
ȳ ×R instead of dZ .

Step 2 (Volume counting): Let 0 ≤ a ≤m be the number of factors S1
j of T

m
ȳ satisfying

diam(S1
j ) ≤ injM(ȳ),

where diam stands for the intrinsic diameter of the circle. We may, after reordering,
assume that this is the case for the first a factors S1

1 ,..., S
1
a of Tmȳ ≅ S1

1 × ... × S1
m.

Note dHn(⋅, ⋅) ≤ dTm
ȳ ×R(⋅, ⋅) since Tmȳ × R ⊆ Z(R) ⊆ Hn. Thus, by the definition

(3.2) of injM(ȳ), we have for injM(ȳ) ≤ 1
2dTm

ȳ ×R(ȳ, φ̄k(ȳ)) for k ≠ 0. Hence the balls

B(φ̄k(ȳ), injM(ȳ)) ⊆ Tmȳ ×R (k ∈ Z) are pairwise disjoint because φ̄ is an isometry. Note
that, for any r ≥ 0, the volume of balls of radius r in Tmȳ ×R is bounded from above by

volTm
ȳ ×R(B(pt, r)) ≤ Crm−a+1 a∏

j=1diam(S1
j ).

Since injM(ȳ) ≥ diam(S1
j ) for j = 1, . . . , a and injM(ȳ) ≤ diam(S1

j ) for j = a + 1, . . . ,m,
we can also bound the volume of balls of radius injM(ȳ) from below by

1

C
injM(ȳ)m−a+1 a∏

j=1diam(S1
j ) ≤ volTm

ȳ ×R(B(pt, injM(ȳ))).
Therefore, a volume counting argument shows that for all r ≥ injM(ȳ) we have

#{k ∈ Z ∣dTm
ȳ ×R(φ̄k(ȳ), ȳ) ≤ r} ≤ C ( r

injM(ȳ))
m−a+1 ≤ C ( r

injM(x))
⌊n+1

2
⌋

where in the second inequality we used r ≥ injM(ȳ) and m − a + 1 ≤ m + 1 = ⌊n+12 ⌋ when
n = 2m + 1. Keeping in mind the end of Step 1, this completes the proof. □
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We will also need the following elementary result. In its formulation, a radial geodesic
is a geodesic σ ∶ [0,∞) → Hn with σ(0) ∈ γ̄ and σ′(0) ⊥ γ̄.
Lemma 3.3. Let σ ∶ [0,∞) → Hn be a radial geodesic and 2 ≤ R′ ≤ R < ∞. Set x̄ = σ(R)
and x̄′ = σ(R′). Then there is a universal constant C0 such that for all r ≥ 0 it holds

#{k ∈ Z ∣dZ(R)(φ̄k(x̄), x̄) ≤ r} ≤#{k ∈ Z ∣dZ(R′)(φ̄k(x̄′), x̄′) ≤ r}
≤#{k ∈ Z ∣dZ(R)(φ̄k(x̄), x̄) ≤ C0e

R−R′r} ,
where dZ(R) and dZ(R′) are the intrinsic distances in the cylinders Z(R) and Z(R′).
Proof. This is a straightforward consequence of the fact that the outward radial pro-
jection Z(R′) → Z(R) is φ̄-equivariant, distance non-decreasing and C0e

R−R′-Lipschitz.
To see the latter two points, observe that under the isometries Z(R) ≅ Sn−2sinh(R) ×R and

Z(R′) ≅ Sn−2sinh(R′) ×R the outward radial projection Z(R′) → Z(R) is given by

(θ, t) ↦ ( sinh(R)
sinh(R′)θ, cosh(R)cosh(R′) t) .

Thus the outward radial projection is distance non-decreasing. Note that, for s ≥ 2,
sinh(s) and cosh(s) agree with es up to universal constant. SinceR,R′ ≥ 2 by assumption,
this shows that the outward radial projection is also C0e

R−R′-Lipschitz. □

We are now in the position to present the proof of Proposition 3.1.

Proof of Proposition 3.1. The desired bound (3.1) trivially holds when x ∈Mthick. So it
suffices to consider x ∈Mthin. Let T be the Margulis tube containing x with core geodesic
γ. Fix a lift γ̃ ⊆ M̃ of γ, and let T̃ ⊆ M̃ be the component of π−1(T ) containing γ̃. Let
φ ∈ Deck(π) be the Deck transformation that is a translation along γ̃ with translation
length ℓ(γ). Fix a lift x̃ ∈ T̃ of x. Note that B(x̃,1) ∩ π−1(x) = B(x̃,1) ∩ {φk(x̃)}k∈Z.

Step 1 (Comparison with Hn): Fix a geodesic γ̄ ⊆ Hn. Using exponential normal
coordinates around γ̃ ⊆ M̃ and γ̄ ⊆ Hn gives an obvious diffeomorphism Φ ∶ M̃ → Hn.
There exists an isometry φ̄ ∈ Isom+(Hn) that is a translation along γ̄ with translation
length ℓ(γ) and such that Φ ○ φ = φ̄ ○Φ. We claim that for all ỹ ∈ T̃ and k ∈ Z we have

dM̃(ỹ, φk(ỹ)) = dHn(Φ(ỹ), φ̄k(Φ(ỹ))). (3.4)

Since sec = −1 in Mthin, the restriction Φ∣T̃ is a Riemannian isometry onto its image, and
thus it suffices to check that the geodesic segment from ỹ to φk(ỹ) is contained in T̃ .
To see this, fix any ỹ ∈ T̃ and k0 ∈ Z. Denote by σ ∶ [0,1] → M̃ the geodesic segment

from ỹ to φk0(ỹ). Since sec(M̃) ≤ 0, the function [0,1] ∋ t ↦ dM̃(σ(t), φk(σ(t))) is
convex for all k ∈ Z, and thus attains its maximum at t = 0 or t = 1. But as σ(1) =
φk0(σ(0)), the values at t = 0 and t = 1 coincide. Consequently, for all t ∈ [0,1] we have

1

2
min
k≠0 dM̃(σ(t), φk(σ(t))) ≤ 1

2
min
k≠0 dM̃(ỹ, φk(ỹ)) = injM(y) ≤ µ,
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where at the end we used that y ∶= π(ỹ) ∈ T ⊆ Mthin as ỹ ∈ T̃ . This implies that
injM(π(σ(t))) ≤ µ for all t ∈ [0,1], and thus σ ⊆ T̃ , establishing (3.4).

Set T̄ ∶= Φ(T̃ ). Because of (3.4), the desired estimate (3.1) follows if for all x̄ ∈ T̄ we
can show

#{k ∈ Z ∣dHn(x̄, φ̄k(x̄)) ≤ 1} ≤ C exp(⌊n + 1
2
⌋dHn(x̄, ∂T̄)) . (3.5)

Fix x̄ ∈ T̄ and choose a minimal geodesic ζ ⊆ T̄ from x̄ to ∂T̄ (ζ will in general not
be a radial geodesic when n ≥ 4). Denote by ȳ ∈ ∂T̄ the endpoint of ζ. Abbreviate
Rx = dHn(x̄, γ̄) and Ry = dHn(ȳ, γ̄).

Step 2 (Proving (3.5)): Towards proving (3.5) we first establish the following claim.

Claim. For every r ≥ 2 there exists Cr = C(n, r) > 0 with the following property. If ζ
passes through the r-neighbourhood Nr(γ̄) of γ̄, then

#{k ∈ Z ∣dHn(x̄, φ̄k(x̄)) ≤ 1} ≤ Cr exp(⌊n + 1
2
⌋dHn(x̄, ∂T̄)) .

Proof of Claim. Clearly, as φ̄ has translation length ℓ ∶= ℓ(γ), we see
#{k ∈ Z ∣dHn(x̄, φ̄k(x̄) ≤ 1)} ≤ C

ℓ
.

Since ȳ ∈ T̄ , i.e., injM(ȳ) = µ, [Rez95, Lemma 1] states 1/ℓ ≤ C exp (⌊n+12 ⌋Ry) (this can
also be easily deduced from Lemma 3.2 and Lemma 3.3). Finally, d(x̄, ∂T̄ ) = ℓ(ζ) ≥ Ry−r
because ζ passes through Nr(γ̄). Combining these inequalities yields the claim. ∎

Fix δ ≥ 1 such that Hn is Gromov δ-hyperbolic. Denote by σx and σy the radial
geodesics from γ̄ to x̄ and ȳ. Then ζ ⊆ N2δ(γ̄) ∪N2δ(σx) ∪N2δ(σy) follows from Gromov
δ-hyperbolicity. If ζ passes through N12δ(γ̄), then the desired estimate (3.5) follows
from the above claim. We may thus assume that ζ and N12δ(γ̄) are disjoint. Then
ζ ⊆ N2δ(σx) ∪N2δ(σy). Consequently, there exist x̄′ ∈ σx([0,Rx]) and ȳ′ ∈ σy([0,Ry])
with dHn(x̄′, ȳ′) ≤ 4δ and d(ȳ′, ζ) ≤ 2δ. For two radial geodesics σ1, σ2, the function
t ↦ dHn(σ1(t), σ2(t)) (t ≥ 0) is monotone increasing due to the convexity of dHn(⋅, ⋅).
Thus

#{k ∈ Z ∣dHn(φ̄k(x̄), x̄) ≤ 1} ≤#{k ∈ Z ∣dHn(φ̄k(x̄′), x̄′) ≤ 1}.
Using dHn(x̄′, ȳ′) ≤ 4δ and that φ̄ is an isometry, we see

#{k ∈ Z ∣dHn(φ̄k(x̄′), x̄′) ≤ 1} ≤#{k ∈ Z ∣dHn(φ̄k(ȳ′), ȳ′) ≤ 8δ + 1}.
As d(ȳ′, γ̄) ≥ d(ζ, γ̄) − d(ȳ′, ζ) ≥ 10δ ≥ (8δ + 1) + 1, there exists r0 = r0(δ) ≥ µ such that

#{k ∈ Z ∣dHn(φ̄k(ȳ′), ȳ′) ≤ 8δ + 1} ≤#{k ∈ Z ∣dZ(R′)(φ̄k(ȳ′), ȳ′) ≤ r0},
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where dZ(R′) is the intrinsic distance in the cylinder Z(R′) containing ȳ′. Appealing first
to Lemma 3.3 and then to Lemma 3.2 yields

#{k ∈ Z ∣dZ(R′)(φ̄k(ȳ′), ȳ′) ≤ r0} ≤#{k ∈ Z ∣dZ(Ry)(φ̄k(ȳ), ȳ) ≤ C0r0e
Ry−R′}

≤C (C0r0e
Ry−R′

injM(ȳ) )
⌊n+1

2
⌋
.

Note injM(ȳ) = µ since ȳ ∈ ∂T̄ , and Ry −R′ = d(ȳ′, ȳ) ≤ 2δ + ℓ(ζ) = 2δ + d(x̄, ∂T̄ ) by the
choice of ȳ′. Therefore, combining the above inequalities yields (3.5), and thus completes
the proof. □

4. Invertibility of Lh = 1
2∆Lh + (n − 1)h

In order to apply to inverse function theorem with the Einstein operator Φḡ, we need
to show that its linearization at the background metric ḡ is invertible. Recall from (2.1)
that this linearization is

(DΦḡ)ḡ(h) = 1

2
∆Lh + (n − 1)h.

For ease of notation, we will denote this linearization by L. Since the pinching constant
ε0 in Theorem 1.1 is not allowed to depend on geometric quantities such as vol(M), we
have to show that ∣∣L−1∣∣op is bounded from above by a universal constant. To achieve
this, we will consider certain hybrid norms adapted to our given geometric setting.

Let M be a Riemannian manifold of dimension n ≥ 3 and fix δ ∈ (0,2√n − 2). For any
basepoint x ∈M we abbreviate

∣∣h∣∣H2(M ;ωx) ∶= (∫
M
e−(2√n−2−δ)rx(y)(∣h∣2 + ∣∇h∣2 + ∣∆h∣2)(y)dvol(y)) 1

2

(4.1)

and

∣∣f ∣∣L2(M ;ωx) ∶= (∫
M
e−(2√n−2−δ)rx(y)∣f ∣2(y)dvol(y)) 1

2

, (4.2)

where rx(y) = dM(x, y). Here the notation ωx should indicate that there is a weight
function involved that depends on x ∈M .

The reason why we use the weights e−(2√n−2−δ)rx is that we can only obtain weighted
L2-estimates with weights e2ω for functions ω satisfying ∣∇ω∣ < √n − 2. This is so that,
when applying Lemma 2.4 with φ = eω, the factor (n − 2)e2ω ∣h∣2 on the left hand side of
(2.2) can absord the factor ∣∇ω∣2e2ω ∣h∣2 on the right hand side of (2.2).

The following is inspired by a definition of Tian [Tia, Section 5].

Definition 4.1 (Hybrid norms). For α ∈ (0,1) and δ ∈ (0,2√n − 2) the hybrid norms∣∣ ⋅ ∣∣k on Ck,α(Sym2(T ∗M)) (k = 0,2) are defined as

∣∣h∣∣2 ∶=max{∣∣h∣∣C2,α(M) , sup
x∈M e

1
2
⌊n+1

2
⌋d(x,Mthick)∣∣h∣∣H2(M ;ωx)}
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and

∣∣f ∣∣0 ∶=max{∣∣f ∣∣C0,α(M) , sup
x∈M e

1
2
⌊n+1

2
⌋d(x,Mthick)∣∣f ∣∣L2(M ;ωx)} .

Here we use the following notion of Hölder norm: For a Riemannian manifoldM as in
Theorem 1.1, the universal covering M̃ has infinite injectivity radius and its Ricci tensor
has uniformly bounded C1-norm. Thus, by a result of Anderson [And90], around every
point in M̃ there exists a harmonic chart of a priori size and for which the coefficients ḡij
of the metric have controled C2,α-norm. The Hölder norm for a tensor on M̃ is defined
as the Hölder norm of its coefficients in these harmonic charts. Finally, we can extend
this notion to tensors on M by defining their Hölder norm as the Hölder norm of their
lift to M̃ . For further details we refer the reader to [HJ22, Proof of Proposition 2.5 and
Remark 2.7].

We now prove the main result of this section. Namely, we show that with respect to
the hybrid norms ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0, the linearized Einstein operator L = 1

2∆L + (n − 1)id is
uniformly invertible.

Proposition 4.2. For all n ≥ 3, α ∈ (0,1), Λ ≥ 0 and δ ∈ (0,2√n − 2) there exist
constants ε0 = ε0(n,α,Λ, δ) > 0 and C = C(n,α,Λ, δ) > 0 with the following property. Let
M be a closed Riemannian n-manifold with

∣ sec(M) + 1 ∣ ≤ ε0, sec = −1 in Mthin, and ∣∣∇Ric∣∣C0(M) ≤ Λ.
Then the operator

L ∶ (C2,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣2) Ð→ (C0,α(Sym2(T ∗M)), ∣∣ ⋅ ∣∣0)
is invertible, and

∣∣L∣∣op, ∣∣L−1∣∣op ≤ C,
where ∣∣ ⋅ ∣∣2 and ∣∣ ⋅ ∣∣0 are the norms defined in Definition 4.1.

Using Lemma 2.2, Lemma 2.4 and Proposition 3.1, the proof of Proposition 4.2 is
standard. Consequently, we keep it short and refer the reader to [HJ22, Propositions 4.3
and 4.7] for further details.

Proof. It is clear that ∣∣L∣∣op is bounded from above by a universal constant. It will suffice
to prove the a priori estimate ∣∣h∣∣2 ≤ C ∣∣Lh∣∣0 for all h ∈ C2(Sym2(T ∗M)). Indeed, given
this a priori estimate, standard arguments show that L is surjective; consequently L is
invertible and ∣∣L−1∣∣op ≤ C thanks to the a priori estimate.
Throughout, we will abbreviate f ∶= Lh.
Step 1 (Integral estimate): Fix a basepoint x ∈ M , and recall that rx denotes the

distance function dM(x, ⋅). We want to show that

∫
M
e−(2√n−2−δ)rx(∣h∣2 + ∣∇h∣2 + ∣∆h∣2)dvol ≤ C(n, δ)∫

M
e−(2√n−2−δ)rx ∣f ∣2 dvol. (4.3)
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Because of [AFLMR07, Theorem 1], we may act as if rx were smooth. Abbreviate

c(n, δ) ∶= n−2−(√n − 2−δ/2)2. Applying Lemma 2.4 with φ(y) = e(√n−2−δ/2)rx(y) yields
c(n, δ)∫

M
e−(2√n−2−δ)rx ∣h∣2 dvol ≤ 2∫

M
e−(2√n−2−δ)rx⟨f, h⟩dvol

+ c(n)ε0∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol.

Note 2⟨f, h⟩ ≤ c(n,δ)
4 ∣h∣2+ 4

c(n,δ) ∣f ∣2 due to the Cauchy-Schwarz inequality and the inequal-
ity between the arithmetic and the geometric mean. Thus, for ε0 ≤ c(n,δ)

2c(n) we obtain

∫
M
e−(2√n−2−δ)rx ∣h∣2 dvol ≤ 16

c(n, δ)2 ∫M e−(2√n−2−δ)rx ∣f ∣2 dvol.
This weighted L2-bound then implies the desired weighted H2-bound (4.3) because L is
a second order elliptic operator.

Step 2 (C0-estimate): It remains to estimate ∣∣h∣∣C2,α(M). Due to Schauder estimates

(see for example [HJ22, Proposition 2.5]), it suffices to bound ∣∣h∣∣C0(M) by ∣∣f ∣∣0. Let f̃
and h̃ be the lifts of f and h to the universal cover M̃ . Then Lh̃ = f̃ in M̃ . Note that M̃
satisfies the assumptions in Lemma 2.2 with, say, ι = 1 since sec(M) ∈ [−4,−1/4]. We
may assume without loss of generality that ρ = ρ(n,α,Λ, ι) > 0 given by Lemma 2.2 is at
most 1/2. Thus, applying Lemma 2.2 to Lh̃ = f̃ yields for all x ∈M and every lift x̃ ∈ M̃
of x

∣h∣(x) = ∣h̃∣(x̃) ≤ C(∣∣h̃∣∣L2(B(x̃,1/2)) + ∣∣f̃ ∣∣C0(M̃)) = C(∣∣h̃∣∣L2(B(x̃,1/2)) + ∣∣f ∣∣C0(M)).
Moreover, we can apply Lemma 2.3 with ω(⋅) = C exp (⌊n+12 ⌋d(⋅,Mthick)) thanks to
Proposition 3.1. Hence

∫
B(x̃,1/2) ∣h̃∣2(ỹ)dvol(ỹ) ≤C ∫B(x,1/2) exp(⌊n + 12

⌋d(y,Mthick)) ∣h∣2(y)dvol(y)
≤C exp(⌊n + 1

2
⌋d(x,Mthick))∫

B(x,1/2) ∣h∣2(y)dvol(y)
≤C exp(⌊n + 1

2
⌋d(x,Mthick))∫

M
e−(2√n−2−δ)rx(y)∣h∣2(y)dvol(y).

Combining these inequalities with (4.3), and keeping in mind the definition (4.2) of ∣∣ ⋅ ∣∣0,
implies ∣h∣(x) ≤ C ∣∣f ∣∣0 for all x ∈M . This completes the proof. □

5. Proof of Theorem 1.1 and Corollary 1.2

We can now present the proofs of the results mentioned in the introduction.

Proof of Theorem 1.1. We equip Ck,α(Sym2(T ∗M)) with the hybrid norm ∣∣ ⋅ ∣∣k defined
in Definition 4.1 (k = 0,2); B(h, r) shall denote the balls with respect to these norms.
Any element in B(ḡ,1/2) ⊆ C2,α(Sym2(T ∗M)) is a positive definite (0,2)-tensor, that

is, a Riemannian metric on M . Let Φ = Φḡ be the Einstein operator defined in (2.1),
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which we consider as an operator

Φ ∶ B(ḡk,1/2) ⊆ C2,α(Sym2(T ∗M)) → C0,α(Sym2(T ∗M)).
Denote by L = (DΦ)ḡ the linearization of Φ at the background metric ḡ. By Propo-
sition 4.2 there exists a universal constant C0 = C0(n,α,Λ, δ) such that L is invert-
ible with ∣∣L∣∣op, ∣∣L−1∣∣op ≤ C0. Moreover, by possibly enlarging C0, it is clear that the
map g ↦ (DΦ)g is C0-Lipschitz. Therefore, applying (a quantitative version of) the
inverse function theorem implies that there exist constants ε′0 = ε′0(n,α,Λ, δ) > 0 and
C ′0 = C ′0(n,α,Λ, δ) with the following property: For each f ∈ C0,α(Sym2(T ∗M)) with∣∣f −Φ(ḡ)∣∣0 ≤ ε′0 there exists a metric gf ∈ C2,α(Sym2(T ∗M)) such that

Φ(gf) = f and ∣∣gf − ḡ∣∣2 ≤ C ′0∣∣f −Φ(ḡ)∣∣0.
Note that Φ(ḡ) = Ric(ḡ)+(n−1)ḡ. So, as ∣∣ ⋅ ∣∣C0,α ≤ ∣∣ ⋅ ∣∣1−αC0 ∣∣ ⋅ ∣∣αC1 , ∣∣Φ(ḡ)∣∣0 ≤ Cε1−α follows
from the assumptions in Theorem 1.1 and the Definition 4.1 of the hybrid norm ∣∣ ⋅ ∣∣0.
In particular, f = 0 satisfies ∣∣f −Φ(ḡ)∣∣ ≤ ε′0 for ε > 0 small enough. Thus, there exists a
metric g0 on M such that

Φ(g0) = 0 and ∣∣g0 − ḡ∣∣2 ≤ Cε1−α.
In particular, for ε small enough, sec(M,g0) ≤ −1/4 as sec(M, ḡ) ∈ (−1 − ε,−1 + ε).
Therefore, Φ(g0) = 0 implies Ric(g0) + (n − 1)g0 = 0 due to Lemma 2.1. This completes
the proof. □
Proof of Corollary 1.2. All constants implicitely assume on the choice of a Margulis con-
stant µ. Therefore, if the constants we produce are allowed to depend on a constant
ι > 0, we can without loss of generality assume µ ≤ ι.

For n ∈ [4,12] ∖ {11} we can choose δ = δ(n) > 0 such that 2
√
n − 2 − δ > ⌊n+12 ⌋. Let

ε0 = ε0(n,α,Λ, δ) be the constant from Theorem 1.1, and for v > 0 set ε1 ∶= ε0√(n−1)v .
Now let (M, ḡ) and Ω ⊆ M be as in Corollary 1.2. Then Ω ⊆ Mthick since inj(Ω) ≥ ι

and µ ≤ ι. In particular, sec = −1 outside Mthin. Note that ∣Ric(ḡ)+(n−1)ḡ∣2 ≤ (n−1)ε2
when ∣ sec(M, ḡ) + 1∣ ≤ ε. Thus, as sec = −1 outside Ω, Ω ⊆ Mthick, 2

√
n − 2 − δ > ⌊n+12 ⌋,

and vol(Ω) ≤ v, we obtain for all x ∈M
e⌊n+12 ⌋d(x,Mthick)∫

M
e−(2√n−2−δ)rx(y)∣Ric(ḡ) + (n − 1)ḡ∣2(y)dvol(y)

≤ ∫
Ω
∣Ric(ḡ) + (n − 1)ḡ∣2(y)dvol(y)

≤ vol(Ω)(n − 1)ε2
≤ ε20.

So all the assumptions in Theorem 1.1 are satisfied, and we obtain an Einstein metric g0
close to ḡ from the conclusion of Theorem 1.1. □
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