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Abstract

The first part of this thesis focuses on the implementation and evaluation of periodic boundary
conditions (PBCs) for the GFN-FF force field (FF) method, its optimization for lanthanides, and
its parameterization for actinides. The original FF provides a robust and accurate description of
geometries, frequencies and non-covalent interactions (GFN) for molecular systems with up to 10,000
atoms, including elements up to radon. To facilitate the FF’s application in solid-state chemistry,
PBCs were introduced to GFN-FF accounting for interactions with periodic images of the unit cell, up
to specified interaction cutoffs. Implemented lattice gradients and periodic optimizer allow for smooth
optimizations. The Ewald summation, with an optimal convergence factor, is applied to ensure the
convergence of the electrostatic energy. For comprehensive testing of low-level methods, existing
molecular crystal benchmark sets were expanded in terms of both atom types and molecular size. The
first benchmark set for molecular crystal unit cell volumes (mcVOL22) includes additional elements,
such as phosphorus, sulfur, and chlorine, alongside the commonly considered hydrogen, carbon,
nitrogen, and oxygen. The second benchmark set includes unit cell volumes and lattice energies of
eight peptide crystals (PEP8), with an average molecular size of 96 atoms. A specialized run mode for
molecular crystals (mcGFN-FF) was developed, significantly reducing overbinding for these systems
by damping non-covalent interactions. The improved method shows a performance comparable to
the extended tight-binding method GFN1-xTB on various molecular crystal benchmarks. The FF’s
applicability is further extended through reparameterization for lanthanides and the inclusion of
actinides. Specifically, the assignment of covalent bonds and ligand bond lengths are improved by
applying optimized covalent radii. To enable robust modeling of lanthanide and actinide complexes
with challenging connectivity, a feature has been introduced that allows the manual adjustment of the
automatically assigned covalent bonds. A notable application of the force field was the investigation
of host-guest systems involving metal-organic frameworks and C60 molecules, which show promise
for use in photocatalysis. In this context, the combination of the force field, tight-binding, and
DFT methods provided an efficient approach to determine the C60 positions within the framework
and suggested that the formation of a solvent shell around the C60 guest molecules is energetically
unfeasible. The robust molecular dynamics simulations and geometry optimizations of metal-organic
frameworks, ionic liquids, and lanthanide- or actinide-biocomplexes with mcGFN-FF are valuable
assets for multi-level workflows in the corresponding fields of chemistry. Overall, this work significantly
facilitates computational investigations of both molecular and periodic systems for almost the entire
periodic table.

In addition to the main part of this work, quantum chemical tools are integrated into an efficient
workflow for the accurate calculation of reaction-free energies. A particular emphasis is placed
on the treatment of solvation effects by inclusion of explicit solvent molecules. The employed
microsolvation approach is required for an accurate description of structures with strong solute-solvent
interactions, such as the molecular tweezers studied here. Fine-tuned workflow parameters include the
number of included solvent molecules, the number of trial calculations, the metadynamic time length,
and the combination of density functional approximations. Moreover, the conformational entropy
contributions are accounted for – an often overlooked aspect in computational studies but crucial for
flexible molecules like those in this study. The developed workflow lays the foundation for large-scale
screening of tweezer-like compounds, where mircrosolvation is crucial for accurate reaction-free
energy predictions. This facilitates the development of molecular tweezers which are selective for a
specific target. Herein, reaction-free energies are calculated as an average of results with different
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numbers of explicit solvent molecules. Four final workflow settings were evaluated, showing deviations
between 2.1 to 2.4 kcal/mol from experimental data. This accuracy allows screening for candidate
ligands with a reasonable threshold. Furthermore, the overall approach and detailed discussion of
employed methods and considered contributions can guide future investigations of similar systems.
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CHAPTER 1

Introduction

In modern chemistry, theoretical methods have become indispensable for efficiently addressing
chemical challenges. These challenges typically involve identifying a molecule or substance with
optimal properties for specific applications. Theoretical calculations can validate experimental
results and offer deeper interpretation and understanding. Moreover, significant advancements
in computational methods over the last decades have made it possible to predict properties and
preselect compounds for specific tasks with reliable accuracy.7–9 This increase in efficiency accelerates
chemical problem-solving and reduces the need for chemicals in product development, promoting
environmentally friendly chemistry.10,11 The first part of this thesis focuses on force field (FF) method
development, aiding the initial phases of computational investigations and the study of large systems.
To provide context, the following sections will introduce the types of systems studied in this work,
outline the investigated properties of interest, provide an overview of computational chemistry methods,
and position the GFN-FF model12 within the broader landscape of existing methods.

Many chemical products are desired in the solid state or in solution for practical reasons, such as
storage and application. For computational chemists, this presents the challenge of modeling systems
that are essentially infinite at the atomic level. Often, only a portion of the material or key molecules are
modeled explicitly, while the rest of the system is approximated.13–15 Alternatively, periodic boundary
conditions (PBC) can be applied, utilizing a repeating unit to model the macroscopic structure.16

When dealing with solids, computational methods must accommodate their diverse compositions
and bonding characteristics, while their properties can vary significantly with small changes in the
structure, such as doping.17 Beyond these challenges, non-covalent interactions (NCIs) play a decisive
role in the properties of certain solids, necessitating computational methods to approximate their
effects. Molecular crystals and metal-organic frameworks (MOFs) are prime examples of solids where
NCIs are particularly important.18 Molecular crystals, which rely on NCIs such as hydrogen bonding
and Van der Waals forces, are widely used in pharmaceuticals, where these forces affect properties like
solubility and stability.19,20 MOFs, composed of organic linkers and inorganic nodes forming porous
frameworks, also rely on NCIs, which are crucial for interactions with guest molecules introduced
into their pores.21 These host-guest interactions are central to MOF applications such as gas storage,
catalysis, and sensing.22–24 As such, the accurate computational description of NCIs is indispensable
for advancing the understanding and design of these materials.

Modeling the liquid phase presents its own challenges, as solvent effects can significantly in-
fluence reaction mechanisms and material properties.25,26 In many cases, the surrounding solvent
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Chapter 1 Introduction

is considered implicitly as a dielectric continuum, effectively capturing bulk solvent effects with
reduced computational cost.14 However, when strong, localized solute-solvent interactions are critical,
explicit inclusion of solvent molecules becomes necessary. Microsolvation approaches address this
by including explicit solvent molecules in the system, enabling a more accurate representation of
conformational preferences.27

In recent decades, lanthanides (Ln) and actinides (An) have found important applications, such as
therapeutics, imaging, magnets, displays, and detectors.28–32 The application in biosciences and the
search for novel structures poses the need for a robust method that can handle thousands of atoms
while modeling the structure and interactions reasonably well. A particular challenge in treating
Ln/An complexes with methods relying on element-specific parameterization is that the bond length
to a specific element can change significantly depending on the oxidation state of the Ln/An and on
the other coordinating ligands.33–35 Therefore, special attention should be given to the assignment of
covalent bonds for Ln and An in such methods.

Computationally investigated properties can be broadly classified into geometry-, energy-, and
spectroscopy-related properties. The geometry of the investigated system – specifically the atom
coordinates and atom types – forms the foundation of most computational chemistry calculations.
Therefore, determining the relevant geometries for a chemical problem is a crucial aspect of this
field. For flexible molecules, considering a single conformation is often insufficient to accurately
capture their properties and reactivity. Utilizing an ensemble of conformers accounts for the fact that
multiple energetically favorable conformers can contribute nearly equally to the molecule’s overall
energetic properties. Furthermore, interactions with other molecules can shift the relative stability of
conformers, making a different conformation more favorable in the complex than in isolation. As a
result, thorough conformational searches are essential to accurately model both isolated molecules
and their interactions.36,37 Conformer sampling tools either efficiently screen the degrees of freedom
or perform time-dependent simulations of the system.38 Additionally, geometric properties of interest
include how the spatial arrangement and size of molecules can affect their ability to interact or react,
as well as the time-dependent motion of molecules within a given environment. Such properties are
commonly studied by molecular dynamics (MD) simulations, which determine molecular movements
by evaluating atomic forces, and geometry optimizations that minimize the system’s energy.39 One of
the most critical observables is the Gibbs free energy, which incorporates solvation effects, thermal
contributions, and entropy alongside the electronic energy. Although the total free energies of
molecules do not have any direct physical meaning, relative free energies can be used to investigate
reaction mechanisms considering their reaction energies, barrier heights, and product yields. Further,
the free energy difference between two conformers can help predict the preferred molecular geometry.
Depending on the significance of other effects and the required accuracy, relative electronic energies
can often provide valuable insights to guide decisions in the early stages of research. Although these
contributions are computationally accessible, achieving reliable accuracy and feasible efficiency in
their calculation remains an active area of research.40,41

Having introduced the relevant fields of study for this thesis, computationally investigated properties,
and general approaches to their calculation, this section will provide an overview of the methods
commonly applied in computational chemistry. These methods can be categorized into different levels
of theory, like FF theory, density functional theory (DFT), or wave function theory (WFT). Figure 1.1
gives an overview of the levels of theory considering the accuracy and computational costs. Since
computational costs and accuracy depend on various factors – such as the application, the method, and
the software it is implemented in – this illustration should only be understood as a rough orientation.
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Depicted applications of the different levels of theory range from modeling membrane proteins with
surrounding lipid bilayers, over complex coordination to smaller proteins, to investigating reaction
mechanisms and describing intricate electronic structures.

Figure 1.1: Qualitative overview of computational costs and accuracies of commonly applied computational
chemistry paradigms. The GFN-FF model is included since it is at the center of this work.

WFT provides some of the most accurate methods commonly used in computational chemistry.
These methods can achieve results that rival or surpass experimental accuracy, which is typically
assumed to be around 1 kcal/mol for reaction energies.42 However, this accuracy comes at the cost of
exponentially increasing computational costs with system size. Consequently, these WFT methods are
frequently employed to calculate reference values for smaller systems, particularly when benchmarking
lower-level theories. The coupled-cluster approach with singles, doubles, and perturbative triple
excitations in its wave function, CCSD(T), is widely regarded as the "gold standard" of quantum
chemistry.43

DFT methods are often considered the workhorse of modern computational chemistry.44 They can
achieve experimental-level accuracy while remaining computationally feasible for systems containing
hundreds of atoms. In practice, applying higher-level methods has little impact when other factors,
such as solvation effects, are represented with lower accuracy. The reduced computational costs allow
for the calculation of more expensive properties, such as NMR chemical shifts,45,46 infrared (IR)
spectra,47 and optical properties.48,49

Semiempirical quantum mechanical (SQM) methods enhance efficiency by incorporating empirical
parameters fitted to experimental or theoretical reference data. A common approximation in this
context is to treat only valence electrons explicitly, assuming that core electrons remain tightly bound
to the nuclei. These methods are often employed in multilevel workflows, serving as an efficient
intermediate step for generating accurate initial structures or conformer ensembles. Their accuracy
is often sufficient for tasks like energetic screening, identifying preliminary transition states, and
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Chapter 1 Introduction

performing initial investigations of thermodynamic properties.50–54

In atomistic FFs, electronic effects can be emulated using point charges centered on the nuclei.
These FFs derive the properties of chemicals from interactions between all atoms, typically using
elaborate parameterizations of various interaction potentials. While some FFs aim to be generally
applicable,12,55–57 many other FFs are designed to excel for specific elements or chemical domains.58–62

Coarse-grained (CG) FFs, which map multiple atoms of a molecule to one building block, are commonly
used in biomolecular simulations due to their reduced computational cost.63 They enable the simulation
of large biomolecular systems on the scale of entire membrane proteins including a surrounding lipid
bilayer.64 An issue often omitted in scientific publications is the availability and ease of use of the
presented methods. In this regard, the open-source software package, xtb,65 facilitates calculations
with minimal user input. This software supports both GFN-FF and extended tight-binding calculations,
which can be executed with a straightforward one-line command requiring only the molecular geometry,
charge, and multiplicity as input.

In recent years, machine learning (ML) has found its way into theoretical chemistry.66,67 Key to this
development are the availability of structures in large databases68–73 and the development of efficient
software and hardware to generate data sets large enough for training and evaluating ML accurate
models.74–77 In contrast to learning potentials or forces directly, delta learning approaches utilize
existing FFs by learning corrections to improve their performance.78 However, an ML model that
offers robust and reasonable energies, geometries, and MD simulations for the entire periodic table
has yet to be developed.

At the start of a research project in computational chemistry, the number of candidates for a specific
task can lie far beyond thousands of candidates. In such cases, multi-level workflows are efficient means
to narrow down promising candidates while increasing the level of theory throughout the workflow
stages. Herein, FF or SQM methods can be used to search for conformers or to calculate first estimates
of target properties. Finally, DFT and WFT methods can provide accurate properties resulting in
a few candidates. If the remaining compounds have not already been investigated experimentally,
ML models can be employed to facilitate the development of synthetic routes.79,80 Thus, integrating
computational chemistry into the chemical research process can not only save valuable time but also
reduces waste that would otherwise require disposal.

With its publication, the GFN-FF model filled a gap in methods with accuracy and computational
costs between universal FFs and SQM levels of theory. While specialized FFs, such as those designed
for proteins, excel within their specific domains, GFN-FF is designed to provide reasonable geometries,
frequencies, and non-covalent interactions (GFN) for a broad range of elements across the periodic
table. The original parametrization is feasible for molecular systems and cutouts with up to 10,000
atoms including elements up to radon. The method’s robust performance, delivering accurate geometric
properties and reasonable energies, has led to widespread application, encouraging further expansion
of its capabilities.

The work included in this thesis focuses on increasing the versatility of the GFN-FF model by
making it available for solid-state and actinide chemistry. The periodic implementation of GFN-FF is
presented alongside an optimized version for molecular crystals, mcGFN-FF, which improves upon
the description of NCIs for these solids. Additionally, molecular crystal benchmark sets are presented
to allow a comprehensive analysis of the model.

These improvements in the GFN-FF model significantly facilitate research in solid-state and Ln/An
chemistry. With the periodic implementation and extension to actinides, the GFN-FF model provides
a versatile and efficient tool for investigating a wide range of systems, from molecular crystals to
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solids and actinide chemistry. While primarily suited for obtaining initial, qualitative insights, its
ease of use and robust performance allow researchers to model large-scale systems – now including
solids with a few thousand atoms in the unit cell. New applications of the extended GFN-FF model
include screening for guest positions in host systems such as MOFs.4 Furthermore, MD simulations
can provide average distances in host-guest complexes which are important, e.g., for understanding
diffusion, adsorption, or binding processes.81,82

In the second part of this thesis, a workflow is presented for calculating accurate reaction-free
energies from conformer ensembles that include explicit solvent molecules. Including explicit solvent
molecules is critical when the solvent affects reactants, transition states, and products differently.83

This approach presents an elegant compromise between the insufficient treatment of strong solvent
effects in implicit models and the high computational cost of simulating all solvent molecules explicitly.
However, microsolvation increases the complexity of screening the conformational space, which is
mandatory for flexible molecules. A prominent example of such compounds are molecular tweezers.
They are used in applications ranging from molecular recognition to drug delivery and typically
feature flexible or switch-like linkers connecting binding sites that can engage with specific substrates.
Depending on the flexibility of the linker and the length of the arms, the unoccupied molecular
tweezer can experience significant intramolecular interactions at the substrate binding sites. To obtain
a complete conformer ensemble with explicit solvent molecules approaches like the quantum cluster
growth (QCG)84 search for possible configurations by running simulations within a repulsive potential.
Therefore, the utilized method must provide a relatively accurate potential energy surface, to obtain a
feasible number of conformers.

The following chapter provides the theoretical background necessary for understanding the concepts
and methods presented in this thesis. Chapter 3 introduces the periodic implementation of the GFN-FF
model, as incorporated in the xtb package. In Chapter 4, the enhancement of the FF for Ln and its
extension to An is presented. An interesting application of the mcGFN-FF model for investigating
MOF structures is presented in Chapter 5. Chapter 6 details a quantum chemical workflow designed
to calculate accurate reaction-free energies for molecular tweezers. Finally, Chapter 7 summarizes the
key findings and outlines potential directions for future research.
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CHAPTER 2

Theoretical Background

The content of this chapter summarizes existing knowledge and is included to provide context for
the presented studies. For further details on the given topics, the reader is referred to the original
literature.85,86

2.1 Free Energy Contributions

The Gibbs free energy 𝐺 is a central quantity in computational chemistry, bridging theoretical
calculations with experimental measurements and providing valuable insights into chemical problems.
It is typically defined by the thermodynamic relation

𝐺 = 𝐻 − 𝑇𝑆 , (2.1)

where 𝐻 is the enthalpy, 𝑆 is the entropy, and 𝑇 is the temperature. In practical chemical applications,
reactions frequently occur in solution and at temperatures significantly above absolute zero. Under
these conditions, the total free energy includes contributions from solvation (solv) and thermosta-
tistical (thermo) effects, in addition to the electronic (el), and zero-point vibrational (ZPV) energy.
Consequently, the enthalpy and entropy can be expressed as

𝐻 = 𝐸el + 𝐸ZPV + 𝐻thermo + 𝐻solv and (2.2)
𝑆 = 𝑆thermo + 𝑆solv + 𝑆conf (2.3)

respectively. In practice, the free energy is separated into the components that are calculated, meaning
that enthalpy and entropy are summed up for solvation and thermodynamic contributions. This leads
to the expression

𝐺 = 𝐸el + 𝛿𝐺solv + 𝐺 thermo − 𝑇𝑆conf , (2.4)

where 𝐸el is typically calculated with a quantum chemical method such as DFT, 𝛿𝐺solv is obtained
from a solvation model,87–93

𝐺 thermo can be calculated from rotational, translational and vibrational
contributions (including 𝐸ZPV),94 and 𝑆conf can be derived from a conformer ensemble.95–97 With this
expression, it is possible to calculate relative free energies which can be compared to experimental
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Chapter 2 Theoretical Background

measurements. For example, the binding free energy Δ𝐺bind for the formation of a complex C from
two molecules A and B is calculated as:

Δ𝐺bind = 𝐺
C − 𝐺A − 𝐺B

, (2.5)

where the free energy difference between reactants and products quantifies the equilibrium constant.
Accurately predicting reaction-free energies for diverse chemical systems has significant implications
for molecular design. It facilitates the screening of potential candidates for specific reactivity and
thus reduces the experimental resources needed. This motivates the development of methods and
workflows that can calculate accurate free energies efficiently. Even though free energy and structural
properties are often key quantities in chemical investigations, it should be noted that a variety of
properties are computationally accessible.

2.2 Electronic Structure Theory
The electronic structure of a system is fundamental in determining its physical and chemical properties.
Practically, the electronic structure can be described with a wave function Ψ and we are interested in
finding wave functions that describe chemically relevant electronic states. To this end, a well-known
eigenvalue equation of the wave function, the time-independent Schrödinger equation

ĤΨ = 𝐸Ψ, (2.6)

is used as a starting point for introducing electronic structure theory. This equation connects
specific electronic states, eigenfunctions of the Hamiltonian H, to an energy 𝐸 . Generally, electronic
structure methods differ in speed and accuracy based on how they approximate or substitute either the
Hamiltonian, the wave function, or both. Throughout Sections 2.2.1 to 2.2.4 the electronic structure
methods relevant to this thesis are introduced.

2.2.1 The Hamiltonian
The total non-relativistic Hamiltonian

Ĥtot = T̂n + T̂e + V̂ne + V̂ee + V̂nn (2.7)

consists of the kinetic (T) and potential (V) energies of the nuclei (n) and electrons (e). One of the
most common approximations to the Hamiltonian is the Born-Oppenheimer (BO) approximation.
Herein, the motion of the atom nuclei is uncoupled from the electron motions because they take place
on different time scales. As a result, the kinetic energy of the nuclei is zero and the potential energy of
the nuclei-nuclei repulsion becomes a constant. Thus, Equation 2.7 can be written as

Ĥtot = T̂e + V̂ne + V̂ee + V̂const
nn . (2.8)

This includes the kinetic energy of the electrons,

T̂e = −1
2

𝑁e∑︁
𝑖=1

∇2
𝑖 , (2.9)
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2.2 Electronic Structure Theory

the nuclei-electron attraction potential,

V̂ne = −
𝑁𝑛∑︁
𝑖=1

𝑁𝑒∑︁
𝑗=1

𝑍𝑖

| ®𝑅𝑖 − ®𝑟 𝑗 |
, (2.10)

the electron-electron repulsion potential,

V̂ee =

𝑁𝑒−1∑︁
𝑖=1

𝑁𝑒∑︁
𝑗=𝑖+1

1
| ®𝑟𝑖 − ®𝑟 𝑗 |

, (2.11)

and the nuclei-nuclei repulsion potential,

V̂nn =

𝑁𝑛−1∑︁
𝑖=1

𝑁𝑛∑︁
𝑗=𝑖+1

𝑍𝑖𝑍 𝑗

| ®𝑅𝑖 − ®𝑅 𝑗 |
. (2.12)

Here, the electron positions are indicated by ®𝑟, nuclei positions by ®𝑅, the nuclear charge by 𝑍 , the
number of particles by 𝑁 , and the nabla operator by ∇. The BO approximation includes the adiabatic
approximation, in which coupling terms between different electronic states are neglected. It is assumed,
that a system remains in the same electronic state as the nuclei move across the potential energy
surface (PES), yielding one electronic surface. These two approximations are typically accurate, but
break down when two or more electronic states are energetically degenerate. This often occurs in
photochemical systems or during the homolytic dissociation of very polarized diatomic molecules.98,99

2.2.2 Hartree-Fock Theory

Hartree-Fock (HF) theory is a fundamental quantum chemistry method for modeling the electronic
structure of chemical systems. For systems with a large number of electrons, explicitly calculating
the interactions between all electrons quickly becomes computationally unfeasible. To manage this,
HF employs the mean-field approximation, where each electron only interacts with the mean-field
generated by all the nuclei and all the other electrons. This leads to the definition of the Fock operator

F𝑖 = Hcore
𝑖 +

𝑁e∑︁
𝑗

(J 𝑗 − K 𝑗) (2.13)

describing the kinetic energy of an electron 𝑖 and its attraction to the nuclei with Hcore
𝑖 , as well as the

Coulomb repulsion J 𝑗 and the exchange repulsion K 𝑗 to all other electrons. Before explaining how
this operator describes the interactions of electrons with a mean field, it is helpful to introduce the
basis set approximation which is used to model the electronic structure. Within this approximation, the
atom-centered atomic orbitals (AOs) – e.g. 1s, 2s, 2p𝑥 , or 3d𝑥𝑦 – are each approximated by one basis
function 𝜒 or a combination of multiple basis functions. The basis set then comprises the parameters
defining all required functions to describe the AOs for each included element. Two types of basis
functions are commonly used: The Slater-type function

𝜒slater [𝑟] = 𝑁𝑌𝑙,𝑚𝑟
𝑛−1e−𝜁 𝑟 (2.14)
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Chapter 2 Theoretical Background

accurately describes the cusp at the nucleus and exhibits the correct asymptotic behavior. Typically, the
normalization constant 𝑁 is determined by requiring that the overlap 𝑆 = ⟨𝜒 |𝜒⟩ of an AO with itself
equals one. However, this function makes solving the electron integrals computationally demanding.
Thus, the use of Gaussian-type functions is often preferred. Here a primitive Gaussian function 𝜑 is
given as:

𝜑gauss [𝑟] = 𝑁𝑌𝑙,𝑚𝑟
2𝑛−2−𝑙e−𝜁 𝑟

2
. (2.15)

Typically, multiple primitive Gaussian functions are contracted to a single basis function 𝜒gauss as
described below in Section 2.2.3. To obtain the total wave function, molecular orbitals (MOs)

𝜙
MO
𝑖 =

𝑀basis∑︁
𝛼

𝑐𝛼𝑖𝜒
AO
𝛼 (2.16)

are built as a linear combination of atomic orbitals (LCAO) introducing coefficients 𝑐𝛼. Then, the
total wave function is built with the MOs in the form of a single Slater determinant to fulfill the
antisymmetry condition of a fermionic system. Although an AO can be represented by a single basis
function or a combination of multiple basis functions, we will denote an AO as 𝜒 in the following text.
According to the Aufbau principle, the MOs are occupied in ascending order of the corresponding
orbital energy. The Pauli principle restricts each MO, to a maximum of two electrons with opposite
spin. Now, the Fock matrix from Equation 2.13 can be reformulated concerning interactions between
atomic orbitals 𝜒𝛼 and 𝜒𝛽

𝐹𝛼𝛽 = ⟨𝜒𝛼 |F|𝜒𝛽⟩ (2.17)

= ⟨𝜒𝛼 |h|𝜒𝛽⟩ +
occ. MO∑︁

𝑗

⟨𝜒𝛼 |Jj − K 𝑗 |𝜒𝛽⟩ (2.18)

= ⟨𝜒𝛼 |h|𝜒𝛽⟩ +
occ. MO∑︁

𝑗

𝑀basis∑︁
𝛾𝛿

𝑐𝛾 𝑗𝑐𝛿 𝑗 (⟨𝜒𝛼𝜒𝛾 |g|𝜒𝛽𝜒𝛿⟩ − ⟨𝜒𝛼𝜒𝛾 |g|𝜒𝛿𝜒𝛽⟩) (2.19)

= ⟨𝜒𝛼 |h|𝜒𝛽⟩ +
𝑀basis∑︁
𝛾𝛿

𝑃𝛾𝛿 (⟨𝜒𝛼𝜒𝛾 |g|𝜒𝛽𝜒𝛿⟩ − ⟨𝜒𝛼𝜒𝛾 |g|𝜒𝛿𝜒𝛽⟩) (2.20)

which includes a sum over occupied MOs (occ. MOs) for the two-electron integrals in the Coulomb
and Exchange interactions. These integrals include the two-electron operator g = 1

|𝑟𝑖−𝑟 𝑗 |
. This also

introduces the density matrix 𝑃

𝑃𝛾𝛿 =

occ. MO∑︁
𝑗

𝑐𝛾 𝑗𝑐𝛿 𝑗 , (2.21)

defined by the LCAO coefficients. The mean field that an electron, described by a one-electron
basis function, in HF theory interacts with can be separated into two parts. The first part ⟨𝜒𝛼 |h|𝜒𝛽⟩
covers one-electron contributions to the field. These are the kinetic energy of the electrons and the
nuclei-electron attraction potential. The second part covers the averaged field resulting from Coulomb
interactions between all unique electron pairs and exchange repulsion between unique electron pairs
with the same spin. The product between the density matrix and the two-electron contributions
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2.2 Electronic Structure Theory

effectively weights these contributions based on the occupation of the MOs. For further details refer
to reference [86] starting at Section 3.4.3.

Instead of Equation 2.6, for a given non-orthonormal basis set we can now solve the Roothaan-Hall
equations

FC = SC𝜖, (2.22)

including the Fock operator, the LCAO coefficients 𝑐𝛼𝑖 in matrix C, the orbital energies 𝜖 and the
overlap S between basis functions. After orthogonalizing the basis set, within which the overlap
matrix is the unit matrix, the nonlinear eigenvalue equation can be solved for new coefficients by
diagonalizing the Fock matrix. The new coefficients can then be inserted in Equation 2.19 to obtain a
new Fock matrix. This is repeated until the old MOs, defined by the coefficients, are consistent with
the new ones, up to given convergence thresholds. This procedure is called the self-consistent field
(SCF) procedure and is described here based on Section 3.4.6 of reference [86]:

1. Define a geometry (a set of atom coordinates, atomic numbers, and number of electrons) and a
basis set.

2. Calculate all required molecular integrals, S,H and (𝜇𝜈 |𝜆𝜎).

3. Obtain an initial guess of the density matrix 𝑃.

4. Calculate the Fock matrix according to Equation 2.20.

5. Diagonalize the fock matrix to obtain new coefficients C.

6. Calculate a new density matrix from the coefficients.

7. Determine whether the new density matrix is the same as the old density matrix within the
given convergence criteria. Repeat steps 4-7 until the procedure has converged.

Common convergence criteria are the absolute change in total electronic energy | Δ𝐸SCF |=|
𝐸
𝑖
SCF − 𝐸

𝑖−1
SCF |, the maximum norm of the change of the density matrix | Δ𝑃 |=| 𝑃𝑖𝜇𝜈 − 𝑃

𝑖−1
𝜇𝜈 |∞, or the

Euclidian norm of the orbital gradient 𝑔𝑐 =|
𝜕𝐸SCF
𝜕𝑐𝜇𝜈

|2. After the SCF procedure chemical properties
can be calculated with the converged density matrix, Fock matrix, and coefficients. The foundation for
most properties is the total electronic energy of a system

𝐸el =
1
2

𝑀basis∑︁
𝛾𝛿

𝑃𝛿𝛾 (𝐻
core
𝛾𝛿 + 𝐹𝛾𝛿) +

𝑁atoms−1∑︁
𝑖

𝑁atoms∑︁
𝑗=𝑖+1

𝑍𝑖𝑍 𝑗

𝑅𝑖 𝑗
. (2.23)

It can be calculated from the density matrix, the core Hamiltonian, the Fock matrix, and the
nuclear-nuclear repulsion contribution.

While the exchange interactions between electrons are described exactly in HF theory, a major
shortcoming is the neglect of the correlation between electrons. Thus, metal and transition metal
complexes are among the most challenging systems for HF, because electron correlation often plays a
critical role in describing their electronic structure.100
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Chapter 2 Theoretical Background

2.2.3 Kohn-Sham Density Functional Theory

As the name implies, density functional theory (DFT) leverages that the electronic energy of a chemical
system is a functional of the electron density.101 A crucial development leading to the success of DFT
methods was the re-introduction of orbitals for the description of the electron density as suggested by
Kohn and Sham (KS).102 Both KS-DFT and HF rely on the variational principle,103 which ensures that
the set of KS-orbitals (or the wavefunction for HF) minimizes the total energy. Thereby, the electron
density that corresponds to the lowest energy is the electron density of the ground state. In KS-DFT, an
approximate electron density is constructed from KS-orbitals, which are MOs built from one-electron
functions similar to HF theory. The electron density can thus be expressed in an AO basis as

𝜌[𝑟] =
𝑀basis∑︁
𝛾𝛿

𝑃𝛾𝛿 𝜒𝛾 [𝑟] 𝜒𝛿 [𝑟], (2.24)

where the occupations of the MOs are included in the density matrix P. The KS-DFT energy is then
calculated as

𝐸KS-DFT [𝜌] = 𝑇S +𝑉𝑛𝑒 [𝜌] + 𝐽 [𝜌] + 𝐸XC [𝜌], (2.25)

including the kinetic energy 𝑇𝑆 , the attraction potential between electrons and nuclei𝑉𝑛𝑒, the Coulomb
repulsion potential 𝐽, and the exchange-correlation functional 𝐸XC. Herein, the kinetic energy is
calculated from MOs: 𝑇S = −1

2
∑𝑁elec
𝑖

⟨𝜙𝑖 |∇
2 |𝜙𝑖⟩. While the functional form of 𝑉𝑛𝑒 [𝜌] and 𝐽 [𝜌] are

known, the exchange-correlation functional 𝐸XC is unknown and many approximations have been
presented over the years.104 Unlike in HF theory, the Coulomb and exchange terms in KS-DFT do not
exactly cancel out for the interaction of an electron with itself, leading to the prominent self-interaction
error (SIE). This error is especially significant in systems with sparse electron density, such as in
hydrogen transfer reactions or, in extreme cases, systems containing only a single electron.104,105 A
second critical problem in KS-DFT is the lack of long-range correlation needed to describe London
dispersion. Both issues have been addressed in the literature and are discussed below.

Although DFT methods do not allow for systematic improvement of accuracy as readily as methods
based on wavefunctions, the classification of DFT methods by the functional form of their exchange-
correlation term helps guide the selection of appropriate methods for specific applications. This
ranking, often represented as “Jacob’s ladder” by Perdew and collaborators106,107, is summarized in
Table 2.1. Higher-rung density functional approximations (DFAs) tend to include more information
about electron interactions, but this does not necessarily mean they will yield better results for all
systems.

On the lowest rung are the local density approximation (LDA) methods, which assume that the
local density can be described as a uniform electron gas. Thus, the density gradient and higher-order
derivatives of the density are neglected in the exchange energy which then only depends on the density.
In the more general case, the local spin density approximation (LSDA), depends on the densities for 𝛼
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2.2 Electronic Structure Theory

Rung Name Variables Examples
1 Local density 𝜌 LDA, LSDA, X𝛼

2 GGA 𝜌,∇𝜌 BLYP,108,109 PBE, B97
3 Meta-GGA 𝜌,∇𝜌,∇2

𝜌 M06-L,110 TPSS, SCAN
4 Hybrid 𝜌,∇𝜌,∇2

𝜌,HF exchange PBE0,111 TPSSh112

5 Double-Hybrid 𝜌,∇𝜌,∇2
𝜌,HF exchange, virtual orbitals PWPB95,113 DSD-PBEP86114

Table 2.1: Jacob’s ladder of density functional approximations with considered components (variables) and
commonly used DFAs for the respective rungs. Starting with the generalized gradient approximations (GGAs)
the methods depend on the density gradient.

spin and 𝛽 spin electrons separately.

𝐸
LDA
𝑋 [𝜌] = −𝐶𝑋

∫
𝜌

4
3 (r)𝑑r (2.26)

𝐸
LSDA
𝑋 [𝜌] = −2

1
3𝐶𝑋

∫
𝜌

4
3
𝛼 + 𝜌

4
3
𝛽
𝑑r (2.27)

with 𝐶𝑋 =
3
4

(
3
𝜋

) 1
3

The correlation energy 𝐸
LSDA
𝐶 is obtained through interpolation schemes115,116 using analytical

solutions for low and high density limits.117,118 LSDA methods can provide accurate results for
homogeneous solids where the electron density varies slowly but for molecular systems, too small
exchange energies or too large correlation contributions often lead to larger errors.

The second rung comprises generalized gradient approximation (GGA) methods, which include the
first derivative of the density ∇𝜌 in the exchange part 𝐸X. While the specific form varies in different
GGAs, the exchange energy of GGAs e.g.

𝐸
GGA
X =

∑︁
𝜎

∫
𝑒

LSDA
X𝜎 [𝜌𝜎]𝑔X𝜎 [𝑠

2
𝜎]𝑑

3r (2.28)

includes the LSDA exchange energy 𝑒LSDA
X𝜎 [𝜌𝜎] and a gradient factor 𝑔X𝜎 [𝑠

2
𝜎]. For the given example

from the B97 functional119 the spin-density gradient is given as

𝑠𝜎 =
| ∇𝜌𝜎 |

𝜌
4
3
𝜎

. (2.29)

Typically, GGA methods either follow Becke’s approach by including fitted parameters in the exchange
part or follow a more conservative approach by Perdew which aims to fulfil physical relations and
limits. Overall, GGAs perform significantly better on molecules and inhomogeneous solids with
reduced overbinding compared to LSDA methods.120

On the third rung are meta-GGAs which include higher-order derivatives of the density (∇2
𝜌) or

13



Chapter 2 Theoretical Background

the orbital kinetic energy density 𝜏

𝜏[r] = 1
2

∑︁
𝑖

| ∇𝜙𝑖 [r] |
2 (2.30)

in the exchange-correlation part. For many chemical systems, meta-GGAs pose an efficient means for
obtaining accurate structures, frequencies, conformers, and for describing non-covalent interactions
(NCI).42

As the name indicates, hybrid functionals include HF exchange for given KS orbitals. The idea is
to substitute a part of the unknown or approximated exchange energy with the exact Fock-exchange
energy 𝐸HF

𝑋 obtained from KS-orbitals. The exchange-correlation energy

𝐸
hybrid
𝑋𝐶

= (1 − 𝑎𝑋)𝐸
DFA
𝑋 + 𝑎𝑋𝐸

HF
𝑋 + 𝐸DFA

𝐶 (2.31)

then includes a new parameter 𝑎𝑋 that scales the portion of 𝐸DFA
𝑋 (with the DFA being LSDA/GGA/meta-

GGA) that is substituted. That HF provides the exact exchange energy can be comprehended by
starting at the adiabatic connection formula (ACF)

𝐸𝑋𝐶 =

∫ 1

0
⟨Ψ𝜆 |𝑉

hole
𝑋𝐶 [𝜆] |Ψ𝜆⟩ 𝑑𝜆 , (2.32)

which connects the exchange-correlation energy with the corresponding hole potential 𝑉hole
𝑋𝐶 . Here, the

interactions between electrons are monitored with the parameter 𝜆. When approximating this integral
as the average over the marginal values of the integral

𝐸𝑋𝐶 ≈ 1
2
(⟨Ψ0 |𝑉

hole
𝑋𝐶 [0] |Ψ0⟩︸                ︷︷                ︸
𝐸

HF
𝑋

+ ⟨Ψ1 |𝑉
hole
𝑋𝐶 [1] |Ψ1⟩) , (2.33)

the wave function Ψ0 with non-interacting electrons (𝜆 = 0) is the single Slater determinant used in
HF theory.

While the 𝐸DFA
𝑋 describes short-range exchange contributions accurately, the long-range contribu-

tions are described by 𝐸HF
𝑋 . While substituting a fixed amount of the exchange energy has a positive

effect for many systems, this approach results in a wrong asymptotic behavior. This issue is addressed
in locally range-separated (LRS) hybrid functionals,121 where the exchange contributions are separated
into a short-range (SR) and long-range (LR) part:

𝐸
LRS
XC = (1 − 𝑎𝑋) (𝐸

DFA,SR
X [ 𝑓 SR

𝜔 ] + 𝐸HF,LR
X [ 𝑓 LR

𝜔 ]) + 𝑎𝑋𝐸
HF
𝑋 + 𝐸DFA

C (2.34)

𝑓
SR
𝜔 + 𝑓

LR
𝜔 :=

1 − erf[𝜔𝑟]
𝑟︸         ︷︷         ︸

short range

+ erf[𝜔𝑟]
𝑟︸   ︷︷   ︸

long range

=
1
𝑟

(2.35)

In this manner, the decay of the exchange-correlation energy is described more accurately and LR
contributions from static correlation are considered.122 More importantly, making the portion of
substituted exchange dependent on the inter-electronic distance reduces the SIE.123

Double-hybrid (DH) functionals124 on the highest rung build upon hybrid functionals and additionally
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2.2 Electronic Structure Theory

substitute a part of the correlation energy 𝐸DFA
𝐶 with non-local correlation from perturbation theory

(PT)125 or random phase approximation (RPA).126–128 A common example is the second-order
perturbation theory from Møller and Plesset (MP2), which includes virtual excitations represented by
doubly excited Slater determinants relative to the KS reference state. The exchange-correlation energy
for DH

𝐸
DH
𝑋𝐶 = (1 − 𝑎𝑋)𝐸

DFA
𝑋 + 𝑎𝑋𝐸

HF
𝑋 + (1 − 𝑎𝐶)𝐸

DFA
𝐶 + 𝑎𝐶𝐸

PT
𝐶 (2.36)

includes a parameter 𝑎𝐶 determining the amount of substituted correlation. Due to the inclusion of
MP2 correlation, DH functionals can inherit incorrect behavior for systems with a small energetic gap
between the highest occupied MO (HOMO) and the lowest unoccupied MO (LUMO).

Basis sets

The accuracy and speed of all methods that use the basis set approximation for describing the electron
density or wave function are naturally highly dependent on the number of utilized basis functions.
While the introduction of basis sets in Equations 2.14 to 2.16 was concise to keep the focus on HF
theory, details on basis sets are given here. For clarity, the following explanation refers to basis sets
that utilize contracted Gaussian-type orbitals (GTO) as basis functions. In cartesian coordinates,
contracted GTOs are defined as:

𝜒
gauss
𝑙𝑥 ,𝑙𝑦 ,𝑙𝑧

= 𝑁

𝐾∑︁
𝑖

𝑑𝑖 (𝑥 − 𝑋)
𝑙𝑥 (𝑦 − 𝑌 )𝑙𝑦 (𝑧 − 𝑍)𝑙𝑧e−𝜁𝑖 | ®𝑟− ®𝑅 |2

. (2.37)

This includes electron coordinates ®𝑟 = (𝑥, 𝑦, 𝑧), nuclear coordinates ®𝑅 = (𝑋,𝑌, 𝑍), and the variables
𝑙𝑥 , 𝑙𝑦 , and 𝑙𝑧 which are set according to the angular momentum 𝑙. For each atom, these basis sets
contain the type of the AO that the basis function 𝜒

gauss
𝑙𝑥 ,𝑙𝑦 ,𝑙𝑧

corresponds to, the exponents 𝜁 and
the contraction coefficients 𝑑. The type of the AO defines the angular momentum. For example,
s-orbitals have 𝑙 = 0, p-orbitals have 𝑙 = 1, and d-orbitals have 𝑙 = 2. Now, the basis functions
𝜒

gauss
𝑙𝑥 ,𝑙𝑦 ,𝑙𝑧

are defined by requiring 𝑙 = 𝑙𝑥 + 𝑙𝑦 + 𝑙𝑧 . While more permutations exist for orbitals with
𝑙 > 1, the number of AOs corresponding to each orbital type can be reduced to 𝑛AO,l = 2𝑙 + 1 since
the remaining functions correspond to different, lower, orbital types. Several naming conventions
have been established for basis sets and the most important ones are mentioned here. The size of the
basis set is typically expressed in how many independent basis functions 𝜒 are used to describe an AO.
Herein, independent basis functions have different exponents "zeta". A minimal basis set or single
zeta (SZ) includes one independent basis function for each AO. To be clear, in the case of p-type AOs,
this single independent basis function is used to create the 𝑝𝑥 , 𝑝𝑦 , and 𝑝𝑧 AOs by varying 𝑙𝑥 , 𝑙𝑦 , and 𝑙𝑧
respectively. Basis sets with twice the number of independent functions per AO are called double zeta
(DZ), with three times as many triple zeta (TZ), and so on. In practice, the corresponding factor is
often just applied for AOs in the valence region of the considered element e.g. valence double zeta
(vDZ). To describe strong polarization effects, it is necessary to include the next higher orbital-type
function in the element’s basis which is commonly indicated with a P. Again, this is often only applied
for the valence region as for the triple zeta valence polarized def2-TZVP basis set.

The most prominent error directly related to the basis set size is the basis set superposition error
(BSSE). The error source becomes apparent when looking at relative energies such as complexation
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energies
Δ𝐸dimer = 𝐸AB − 𝐸A − 𝐸B , (2.38)

calculated from the energy of the complex 𝐸AB formed by molecules A and B and the energies of the
isolated molecules. In the geometry of the complex, it is in general possible for the basis functions
from one molecule to describe the wave function of the other molecule, lowering the total energy
of the system. This is not possible in the isolated systems leading to an artificially lowered (more
negative) complexation energy. In a complete basis set each fragment has the basis functions needed
to model the wave function of the method’s ground state exactly. Thereby, additional flexibility from
the basis functions of other fragments can not lower the energy any further. On the other extreme,
minimal basis sets have a relatively small BSSE since the limited flexibility of the AOs does not allow
significant descriptions of other fragments.129 Of course, the remaining basis set incompleteness error
(BSIE) is often increased for minimal basis sets, especially when the description of polarization is
important. The counterpoise (CP) correction can be used to approximate the BSSE and correct for
it.130,131 The BSIE and the convergence behavior of many common basis sets have been discussed in
the literature.132

2.2.4 Semiempirical Tight-Binding Methods

This section is adapted from Reference [133].
In density functional tight-binding (DFTB) methods, the energy 𝐸 is expanded as a Taylor series

around the reference density 𝜌0 =
∑𝑁atoms
𝑖

𝜌
𝑖
0 which is often built as a superposition of spherical neutral

atomic reference densities:134,135

𝐸 [𝜌] =
∞∑︁
𝑛=0

𝐸
(𝑛) [𝜌0]
𝑛!

(𝜌 − 𝜌0)
𝑛
. (2.39)

This assumes small fluctuations 𝛿𝜌 = 𝜌 − 𝜌0 ≈ 0 of the density from the reference. Typically for
DFTB methods, only the valence electrons are considered for fluctuations in density, while the other
electrons are assumed to be tightly bound to the core.

The extended tight-binding (xTB) methods GFN1-xTB and GFN2-xTB truncate the Taylor expansion
after the third-order term. The overall goal of these methods is to provide accurate geometries,
frequencies and non-covalent interactions (GFN). To this end, GFNn-xTB methods rely on large fit
sets to determine the optimal parameters for the target properties. This parameterization distinguishes
xTB methods from DFTB methods like DFTB3 which use interpolation functions to obtain pairwise
parameters from calculations with first principle methods. Hereafter, special attention is given to the
energy expressions of the GFN1-xTB and GFN2-xTB methods, since they were crucial for many
developments presented in this work. The following zeroth-order, first-order, and second-order terms
are formally equivalent in the two methods. The repulsion energy

𝐸
(0)
rep =

1
2

𝑁pair∑︁
𝑖, 𝑗

𝑍
eff
𝑖 𝑍

eff
𝑗

𝑅𝑖 𝑗
e−

√
𝛼𝑖𝛼𝑗 (𝑅𝑖 𝑗 )

𝑘 𝑓 (2.40)

is calculated for atom pairs with indices 𝑖, 𝑗 and includes the fitted element-specific constants 𝑍eff, the
fitted exponential scaling parameter 𝛼, global parameter 𝑘 𝑓 and the distance of the two atoms 𝑅𝑖 𝑗 .
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The extended Hückel energy

𝐸
(1)
EHT =

𝑀basis∑︁
𝛾𝛿

𝑃𝛾𝛿 𝐻̂
EHT
𝛿𝛾 (2.41)

describes covalent bonding using the valence electron density matrix 𝑃𝛾𝛿 and the EHT matrix
𝐻

EHT
𝛿𝛾 . The EHT matrix includes over half of the method’s parameters to be able to describe various

covalent bonds while avoiding an element pair-specific parameterization. The second-order isotropic
electrostatic (IES) and XC energy

𝐸𝛾 = 𝐸
(2)
IES+IXC =

1
2

𝑁pair∑︁
𝑖, 𝑗

𝑁shell,𝑖∑︁
𝑘

𝑁shell, 𝑗∑︁
𝑙

𝑞𝑘𝑞𝑙√︃
𝑅

2
𝑖 𝑗 + 𝜂

−2
𝑖 𝑗 ,𝑘𝑙

(2.42)

employs partial Mulliken shell charges 𝑞 and the short-range damping term 𝜂. The damping term for
GFN1-xTB

𝜂
GFN1-xTB
𝑖 𝑗 ,𝑘𝑙 = 2

(
1

𝜂𝑖 (1 + 𝜅𝑖,𝑘)
+ 1
𝜂 𝑗 (1 + 𝜅 𝑗 ,𝑙)

)−1

(2.43)

applies the harmonic mean of the effective shell hardness and the damping term for GFN2-xTB

𝜂
GFN2-xTB
𝑖 𝑗 ,𝑘𝑙 =

1
2
((1 + 𝜅𝑖,𝑘)𝜂𝑖 + (1 + 𝜅 𝑗 ,𝑙)𝜂 𝑗) (2.44)

the average of the effective shell hardness. The third-order IES and XC energy are also formally
equivalent for both xTB methods but differ in the treatment of the partial charges and a global
shell-specific parameter 𝐾Γ

𝑙 that is only present in GFN2-xTB.

𝐸
GFN1-xTB
Γ = 𝐸

(3) ,GFN1
IES+IXC =

1
3

𝑁atoms∑︁
𝑖

𝑞
3
𝑖 Γ𝑖 (2.45)

𝐸
GFN2-xTB
Γ = 𝐸

(3) ,GFN2
IES+IXC =

1
3

𝑁atoms∑︁
𝑖

𝑁shell,𝑖∑︁
𝑙

𝑞
3
𝑙𝐾𝑙Γ𝑖 (2.46)

In contrast to the atomic Mulliken partial charges 𝑞𝑖 used in GFN1-xTB, partial shell charges 𝑞𝑙
are employed in GFN2-xTB. In GFN1-xTB, an entirely geometry-dependent halogen bond (XB)
correction is added for XBs involving a halogen atom 𝑋 , its covalently bonded neighbor 𝐵, and the
XB acceptor 𝐴.

𝐸
GFN1
XB =

𝑁XB∑︁
𝑓

damp
𝐴𝑋𝐵

𝑘𝑋

((
𝑘𝑋𝑅𝑅cov,𝐴𝑋

𝑅𝐴𝑋

)12
− 𝑘𝑋2

(
𝑘𝑋𝑅𝑅cov,𝐴𝑋

𝑅𝐴𝑋

)6
) ((

𝑘𝑋𝑅𝑅cov,𝐴𝑋

𝑅𝐴𝑋

)12
+ 1

)−1

(2.47)

Here, 𝑓 damp
𝐴𝑋𝐵

is a damping function depending on the angle between 𝑋 , 𝐵, and 𝐴. The parameters
𝑘𝑋𝑅 = 1.3 and 𝑘𝑋2 = 0.44 are global parameters and 𝑘𝑋 is halogen-specific. Including the D3
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dispersion energy 𝐸D3
disp, the total energy expression for GFN1-xTB is given as

𝐸GFN1-xTB = 𝐸
(0)
rep + 𝐸 (0)

disp + 𝐸
(0)
XB + 𝐸 (1)

EHT + 𝐸 (2)
IES + IXC + 𝐸 (3)

IES+IXC (2.48)

= 𝐸rep + 𝐸
D3
disp + 𝐸XB + 𝐸EHT + 𝐸𝛾 + 𝐸Γ (2.49)

The GFN2-xTB energy is given as

𝐸GFN2-xTB = 𝐸
(0)
rep + 𝐸 (0,1,2)

disp + 𝐸 (1)
EHT + 𝐸 (2)

IES + IXC + 𝐸 (2)
AES+AXC + 𝐸 (3)

IES+IXC (2.50)

= 𝐸rep + 𝐸
D4′
disp + 𝐸EHT + 𝐸𝛾 + 𝐸Γ + 𝐸AES + 𝐸AXC (2.51)

where the anisotropic XC, multipole electrostatics, and charge-dependent dispersion interactions
set it apart from preceding tight-binding methods. Dispersion contributions 𝐸D4′

disp are included as a
self-consistent variant of the D4 model.136,137 The anisotropic electrostatic energy

𝐸AES = 𝐸𝑞𝜇 + 𝐸𝑞Θ + 𝐸𝜇𝜇 (2.52)

=
1
2

𝑁pair∑︁
𝑖 𝑗

(
𝑓3 [𝑅𝑖 𝑗] (𝑞𝑖 ®𝜇

⊺
𝑗
®𝑅 𝑗𝑖 + 𝑞 𝑗 ®𝜇

⊺
𝑖
®𝑅𝑖 𝑗) (2.53)

+ 𝑓5 [𝑅𝑖 𝑗]
(
𝑞𝑖

®𝑅⊺
𝑖 𝑗
𝚯 𝑗

®𝑅𝑖 𝑗 + 𝑞 𝑗 ®𝑅
⊺
𝑖 𝑗
𝚯𝑖 ®𝑅𝑖 𝑗

− 3( ®𝜇⊺
𝑖
®𝑅𝑖 𝑗) ( ®𝜇

⊺
𝑗
®𝑅𝑖 𝑗) + ®𝜇⊺

𝑖
®𝜇 𝑗𝑅

2
𝑖 𝑗

) )
includes the cumulative atomic dipole moment ®𝜇, the difference vector ®𝑅𝑖 𝑗 between atoms 𝑖 and 𝑗 , the
distance 𝑅𝑖 𝑗 between atoms 𝑖 and 𝑗 , and the quadrupole moment 𝚯. In three-dimensional space, ®𝑅𝑖 𝑗
and ®𝜇𝑖 each have three components and 𝚯𝑖 is a three by three tensor. Thus, the cartesian components
(𝛼, 𝛽) of 𝚯𝑖 and ®𝜇𝑖 are calculated as

Θ
𝛼𝛽

𝑖
=

3
2
𝜃
𝛼𝛽

𝑖
−
𝜕𝛼𝛽

2
(𝜃𝑥𝑥𝑖 + 𝜃𝑦𝑦

𝑖
+ 𝜃𝑧𝑧𝑖 ) (2.54)

𝜃
𝛼𝛽

𝑖
=

∑︁
𝛿

∑︁
𝛾

𝑃𝛿𝛾
(
𝛼𝑖𝐷

𝛽

𝛾𝛿
+ 𝛽𝑖𝐷

𝛼
𝛾𝛿 − 𝛼𝑖𝛽𝑖 ⟨𝜙𝛾 |𝜙𝛿⟩ − ⟨𝜙𝛾 |𝛼𝑖𝛽𝑖 |𝜙𝛿⟩

)
(2.55)

𝜇
𝛼
𝑖 =

∑︁
𝛿

∑︁
𝛾

𝑃𝛿𝛾 (𝛼𝑖𝑆𝛾𝛿 − ⟨𝜙𝛾 |𝛼𝑖 |𝜙𝛿⟩) (2.56)

including the overlap 𝑆𝛾𝛿 = ⟨𝜙𝛾 |𝜙𝛿⟩ of the AOs 𝜙, the electric dipole 𝐷𝛼𝛾𝛿 = ⟨𝜙𝛾 |𝛼𝑖 |𝜙𝛿⟩, and the
quadrupole moment 𝑄𝛼𝛽

𝛾𝛿
= ⟨𝜙𝛾 |𝛼𝑖𝛽𝑖 |𝜙𝛿⟩. Notably, the quadrupole moment is traceless (2.54), and

the dipole and quadrupole moment are atom-centred (2.55 and 2.56). The charge

𝑞𝑖 = 𝑍𝑖 −
∑︁∑︁

𝑃𝛿𝛾𝑆𝛾𝛿 (2.57)

is calculated from the charge of the nucleus 𝑍 , the density matrix 𝑃, and the overlap 𝑆𝛾𝛿 .
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2.2 Electronic Structure Theory

The anisotropic XC energy

𝐸AXC =

𝑁atoms∑︁
𝑖

( 𝑓 𝜇𝑖XC | 𝜇𝑖 | + 𝑓
𝚯𝑖

XC | | Θ𝑖 | |
2) (2.58)

uses the cumulative atomic multipole moments defined above and fitted element-specific parameters
𝑓XC. This contribution describes anisotropic deformations of the electron density of an atom. The
anisotropic ES and XC contributions are one of the most important improvements of GFN2-xTB
compared to GFN1-xTB. These improve the description of directional non-covalent bonding such as
pnicogen, hydrogen, or halogen bonding.133,138 Furthermore, the additional s-AO for H atoms is not
necessary anymore in GFN2-xTB making the method slightly faster than its predecessor.

2.2.5 London Dispersion Correction
The accurate treatment of long-range correlation effects, such as London dispersion, remains a challenge
for KS-DFT methods.139–141 London dispersion arises from instantaneous electron correlations in
fluctuating charge densities. These fluctuations in electron density, often described as virtual excitations,
lead to transient dipole moments that induce corresponding dipoles on other fragments.142 Therefore,
the description of this effect requires the inclusion of virtual orbitals as done in MP2 for example.
While double-hybrid functionals do include correlation energy from PT methods, this fixed fraction is
often not sufficient or optimal for describing London dispersion accurately.124,143,144 Addressing this
challenge, dispersion correction schemes have proven effective for including London dispersion effects
in DFT calculations. From the commonly applied correction schemes – D3145, D4136, VV10146,
vdW-DF147,148, TS149, or MBD150,151 – the DFT-D schemes from Grimme are used in this thesis and
therefore the latest model (D4) is described here. In the DFT-D4 model, the total energy

𝐸DFT-D4 = 𝐸KS-DFT + 𝐸D4 (2.59)

is given by the sum of the electronic energy from a KS-DFT method 𝐸KS-DFT and the D4-dispersion
energy 𝐸D4. The latter

𝐸D4 = 𝐸
(6,8)
D4 + 𝐸 (9) ,𝐴𝑇𝑀

D4 (2.60)

includes a two-body term 𝐸
(6,8)
D4 and a three-body term 𝐸

(9) ,ATM
D4 which are given as

𝐸
(6,8)
D4 = −

𝑁pairs∑︁
𝑖, 𝑗

∑︁
𝑛=6,8

𝑠𝑛

𝐶𝑛,𝑖 𝑗

𝑅
𝑛
𝑖 𝑗

𝑓
damp
𝑛 (2.61)

𝐸
(9) ,𝐴𝑇𝑀
D4 =

𝑁ATM∑︁
ijk

𝐶9,𝑖 𝑗𝑘 (3 cos 𝜃𝑖 cos 𝜃 𝑗 cos 𝜃𝑘 + 1)
(𝑅𝑖 𝑗𝑅 𝑗𝑘𝑅𝑖𝑘)

3 𝑓
damp
9 (2.62)

where 𝑠𝑛 are scaling factors of the corresponding multipolar contributions, 𝐶𝑛 are dispersion
coefficients, 𝑓 damp are damping functions, and 𝜃 are internal angles formed by the three atoms. For
the two-body term, the dipole-dipole dispersion coefficients

𝐶6,𝑖 𝑗 =
3
𝜋

∫ ∞

0
𝛼𝑖 [i𝜔]𝛼 𝑗 [i𝜔]𝑑𝜔 (2.63)
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Chapter 2 Theoretical Background

are calculated as the integral over the isotropically averaged atomic dynamic polarizabilities 𝛼
concerning the frequency. A fundamental characteristic of DFT-D approaches is that they rely on
precomputed dynamic polarizabilities, while several other approaches depend on the electron density
directly. The higher-order dispersion coefficients 𝐶8 and 𝐶9 are calculated recursively from the 𝐶6
coefficients.136,145 The Becke-Johnson (BJ) damping function and the zero-damping scheme by Chai
et al.152

𝑓
damp
𝑛,BJ =

𝑅
𝑛
𝑖 𝑗

𝑅
𝑛
𝑖 𝑗 + (𝑎1𝑅0,𝑖 𝑗 + 𝑎2)

𝑛 (2.64)

𝑓
damp
9 =

1
1 + 6(𝑅̄𝑖 𝑗𝑘)

−16 (2.65)

are applied as indicated in Equations 2.61 and 2.62. Apart from the parameterization, D4 improves upon
D3 by including a new charge-dependent scaling function 𝜁𝑞 in the calculation of the polarizabilities
𝛼 and considers three-body interactions 𝐸 (9) ,𝐴𝑇𝑀

D4 by default. While the three-body contributions are
long-ranged compared to the two-body contributions, they mostly only account for 5%-10% of the
total dispersion energy.136

2.3 Force Field Methods

In contrast to the previous methods, FFs directly relate the geometry of a system to its energy and
forces without explicitly considering the electron density or wave function. In most FFs, electrons are
not treated explicitly, and their effects are implicitly captured through parameterized potentials. Herein
the focus lies on atomistic FFs, which consider all atoms as point charges. Faster FFs, e.g. for proteins,
consider functional groups or amino acids as the smallest unit. In the following, common FF terms
are explained, leading up to the total energy of the GFN-FF model. Figure 2.1 illustrates some of the
fundamental interactions and variables in FF methods. This includes the torsion energy 𝐸tors with
dihedral angle 𝜑, the bond stretching energy 𝐸bond with atom distance 𝑅, the bending energy 𝐸bend
based on angle Θ, and the electrostatic energy 𝐸es between point charges 𝑞. Additionally, repulsion
energy 𝐸rep and van der Waals energy 𝐸vdW are central to modeling non-bonded interactions. Many
FFs also incorporate cross potentials 𝐸cross, which account for coupling between different interaction
terms.
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2.3 Force Field Methods

Figure 2.1: Illustration of fundamental FF potentials and corresponding variables on the example of butyric acid.

The bond potential describes the impact of stretching or shortening a bond between two atoms 𝑖 and
𝑗 from a reference bond length 𝑅0. This can be expressed via a Tailor expansion

𝐸bond, ij = 𝐸 (0) +
𝑑𝐸

𝑑𝑅
(𝑅𝑖 𝑗 − 𝑅

0
𝑖 𝑗) +

𝑑
2
𝐸

2𝑑𝑅2 (𝑅𝑖 𝑗 − 𝑅
0
𝑖 𝑗)

2 (2.66)

that depends on the distance 𝑅𝑖 𝑗 of the two atoms. The energy 𝐸 (0) is arbitrary and therefore set to
zero in most cases. The first derivative evaluated at the reference distance should be zero by definition,
since the reference distance should be the one of the equilibrium geometry, thus necessitating the first
derivative of the energy to be zero. Applying these simplifications and summing over all covalent
bonds 𝑁bond, the energy expression becomes

𝐸bond =

𝑁bond∑︁
𝑖 𝑗

𝑘
bond
𝑖 𝑗 (𝑅𝑖 𝑗 − 𝑅

0
𝑖 𝑗)

2
, (2.67)

as expected from Hooke’s law. The factor 𝑘 can vary greatly in complexity depending on the FF
method, e.g. introducing dependencies on the electronegativity difference of the two atoms like in the
GFN-FF model. In this model, the covalent bond energy

𝐸
GFN-FF
bond =

𝑁bond∑︁
𝑖 𝑗

−𝑘1e−𝑘2 (𝑅𝑖 𝑗−𝑅
0
𝑖 𝑗 )

2
(2.68)

is calculated by a Gaussian-type function. Additionally, the GFN-FF calculates the 𝑅0
𝑖 𝑗 based on

precomputed partial charges of the two atoms. Since bonds can not be deduced from the electron
density, many FF require additional input providing the bonding situation of the system. The fully
automated setup of the GFN-FF includes the assignment of covalent bonds between atoms, greatly
increasing the ease of use of the method. Herein, the 𝑅0

𝑖 𝑗 is used the determine whether or not there
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Chapter 2 Theoretical Background

should be a covalent bond between the two atoms.
The potential for the bending of an angle formed by three atoms Θ𝑖 𝑗𝑘 from a reference angle Θ0

𝑖 𝑗𝑘 ,

𝐸bend =

𝑁bend∑︁
𝑖 𝑗𝑘

𝑘
bend
𝑖 𝑗𝑘 (Θ𝑖 𝑗𝑘 − Θ

0
𝑖 𝑗𝑘)

2 (2.69)

is derived analogously to the bond potential. In the GFN-FF model Equation 2.69 is only applied for
linear angles (Θ0

𝑖 𝑗𝑘 ≈ 𝜋) and for all other cases, the angles are replaced with their cosine

𝐸bend =

𝑁bend∑︁
𝑖 𝑗𝑘

𝑘
bend
𝑖 𝑗𝑘

(
cos[Θ𝑖 𝑗𝑘] − cos[Θ0

𝑖 𝑗𝑘]
)2

(2.70)

This function accounts for the symmetry of bond angle distortions by incorporating two minima,
symmetrically positioned around a maximum at Θ𝑖 𝑗𝑘 = 𝜋, within the interval [0, 2𝜋].

The torsion potential captures the energy change associated with a rotation around a central bond
in a four-atom sequence of covalently bonded atoms. The dihedral angle 𝜑 between the two planes
defined by atoms 𝑖, 𝑗 , 𝑘 and 𝑗 , 𝑘, 𝑙 determines the potential. To reflect the periodicity of this rotation,
the potential is written as a Fourier series:

𝐸tors =

𝑁tors∑︁
𝑖 𝑗𝑘𝑙

∑︁
𝑛=1

𝑘
(𝑛)
𝑖 𝑗𝑘𝑙

cos[𝑛𝜑𝑖 𝑗𝑘𝑙] . (2.71)

Here, the number 𝑛 determines the torsion potential’s periodicity and the prefactor’s magnitude 𝑘 (𝑛) .
For example, a rotation around a carbon-carbon double bond should be periodic by 180° and have a
larger barrier than a rotation around a single bond. The GFN-FF model includes damping factors for
long distances in the bending and torsion potential to allow bond dissociation.

The electrostatic interactions are derived from the Coulomb potential

𝐸coul =

𝑁atoms∑︁
𝑖 𝑗

𝑞𝑖𝑞 𝑗

4𝜋𝜖el𝑅𝑖 𝑗
(2.72)

between two point charges 𝑞𝑖 and 𝑞 𝑗 at distance 𝑅𝑖 𝑗 using the electric constant 𝜖el. These interactions
have a large range with 1

𝑅
scaling, which requires special treatment in periodic systems as described in

Section 2.4. The GFN-FF model uses the electronegativity equilibration (EEQ) model to describe
the electrostatic interactions. Applying the Einstein summation convention the electrostatic energy
according to the EEQ model can be written as

𝐸es = 𝑞𝑖 (
1
2
A𝑖 𝑗𝑞 𝑗 − 𝑋𝑖) (2.73)

including the partial charges vector 𝑞, Coulomb matrix A, and the coordination number dependend 𝑋
vector. This model allows the calculation of partial charges while maintaining the total charge of the
system.

Van der Waals interactions play a crucial role in many chemically relevant systems and encompass
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2.3 Force Field Methods

a range of interactions, including dipole-dipole interactions, dipole-induced dipole interactions, and
London dispersion forces. The Lennard-Jones (LJ) 12-6 potential

𝐸LJ = 4𝐸min
©­«
(
𝑅

zero
𝑖 𝑗

𝑅𝑖 𝑗

)12

−
(
𝑅

zero
𝑖 𝑗

𝑅𝑖 𝑗

)6ª®¬ (2.74)

is often used to describe the London dispersion force. Here, 𝐸min is the minimum energy at the
equilibrium distance, and 𝑅zero

𝑖 𝑗 is the distance at which 𝐸LJ is zero. Other potentials applicable in
this context are the Morse potential,153 the Buckingham potential,154, or the Steele potential used
for surfaces.155 The GFN-FF uses a modified version of the D4 dispersion model for the dispersion
potential:

𝐸disp,GFN-FF = −
𝑁atoms∑︁
𝑖 𝑗

(
𝑠6
𝐶6,𝑖 𝑗

𝑅
6
𝑖 𝑗

𝑓
damp
6

)
+

(
𝑠8
𝐶8,𝑖 𝑗

𝑅
8
𝑖 𝑗

𝑓
damp
8

)
. (2.75)

This expression includes the rational Becke-Johnson (BJ) damping function 𝑓
damp
𝑛 , the dispersion

coefficients 𝐶𝑛, and scaling factors 𝑠𝑛, where 𝑛 denotes the order of the dispersion term and takes
values of either six or eight. Due to the high computational costs, the GFN-FF model does not include
three-body dispersion interactions.

In the GFN-FF, the Pauli repulsion is separated into a covalent and a non-covalent part. Both
potentials have the general form

𝐸rep =
∑︁
𝑖 𝑗

𝑘rep,1
𝑍

eff
𝑖 𝑍

eff
𝑗

𝑅𝑖 𝑗
exp

(
−
√︃
𝑘rep,2𝑅

3
𝑖 𝑗

)
, (2.76)

similar to the one proposed by Grimme et al. [156]
The last common potential is a cross-term, typically describing couplings between the bond, bending,

and torsion interactions. For example, the GFN-FF model includes a three-body bond (3bb) correction

𝐸
3bb

=

𝑁𝑖 𝑗𝑘∑︁
𝑖 𝑗𝑘

𝐶𝑖 𝑗𝑘

3 cos[𝜃𝑖] cos[𝜃 𝑗] cos[𝜃𝑘] + 1

(𝑅𝑖 𝑗𝑅 𝑗𝑘𝑅𝑖𝑘)
3 (2.77)

coupling the bond stretching and bending interactions.
In addition to the above-mentioned potentials, the GFN-FF model also describes hydrogen and

halogen bonds. For hydrogen bonds, the potential

𝐸HB = −
𝑁DH A∑︁
𝐷𝐻𝐴

𝑘HB

(
𝜔DA

𝑅
3
DA

+ 𝜔AH

𝑅
3
AH

)
(2.78)

is calculated for each triplet of donor 𝐷, hydrogen 𝐻, and acceptor 𝐴. The prefactor 𝑘HB is rather
involved and includes a case separation between hydrogen bonded to the donor 𝐷 − 𝐻 · · · 𝐴 and
hydrogen not bound to the donor 𝐷 · · ·𝐻 · · · 𝐴. Halogen bonds are assigned a potential similar to
hydrogen bonds.

𝐸XB = −
∑︁
𝐷

𝑋𝐴
𝑁XB𝑘XB

𝜒𝑋𝐴

𝑅
3
𝑋𝐴

(2.79)
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Putting all these interactions together, the GFN-FF potential is given by

𝐸GFN-FF = 𝐸cov + 𝐸NCI (2.80)

= 𝐸
bond
rep + 𝐸bond + 𝐸bend + 𝐸tors + 𝐸

bond
abc

+ 𝐸ES + 𝐸disp + 𝐸HB + 𝐸XB + 𝐸NCI
rep .

Apart from the elaborate interaction potential, the parameterization plays a key role in the accuracy
and robustness of the presented model. In contrast to element-pair-specific parameters, the use of
element-specific parameters in the GFN-FF model reduces the number of parameters, is less prone
to overfitting, and ensures greater robustness. The fitting procedure minimizes the RMSD between
GFN-FF computed data and reference data from PBEh-3c157 and B97-3c,158 including equilibrium
and distorted geometries, harmonic frequencies, and NCI energies from the GMTKN55 database.104

Given that the accuracy and robustness of empirical methods depend heavily on the parameterization,
careful benchmarking is essential to assess their reliability and ensure they perform well across diverse
systems.

2.4 Periodic Boundary Conditions

So far, the chemical systems have been considered to be in the gas phase. Solvation effects in
liquids can be addressed through implicit models or by adding explicit solvent molecules, and various
approaches exist for the efficient modeling of crystalline solids. These models can be categorized into
nonperiodic and periodic, and encompass free clusters, saturated clusters, embedded clusters, cyclic
clusters, and the unit cell approach.13 Here, a cluster refers to a cutout from a periodic structure and
the preceding adjectives describe how the omitted surrounding is approximated. In this work, the unit
cell approach has been implemented for the GFN-FF model and is therefore focused on hereafter.

When transitioning from molecular to periodic systems, the geometry is defined not only by the
atom coordinates and atom types but also by the lattice parameters, which determine the shape of the
repeating unit, or unit cell. Figure 2.2 illustrates a unit cell (highlighted in blue) containing four uracil
molecules and eight repeated images of the unit cell. For FF methods, it is common that periodic
images of the unit cell are generated only up to the cutoff radii specified for NCIs. A useful approach
for handling periodic images is the minimum image convention,16,159 which requires the unit cell
to be at least half the size of the largest interaction cutoff. This ensures that atoms do not interact
with their own periodic image, effectively minimizing finite-size effects. However, the importance of
these effects depends on the investigated problem. For example, in a geometry optimization of the
system shown in Figure 2.2, the result should remain unchanged even if the unit cell encompassed
all nine depicted cells. This is because each atom in a larger unit cell should behave the same as its
counterpart in the original cell. This is not the case for MD simulations, where the periodic images of
atoms have to move the same as the original. Since each atom in the unit cell is initialized with a
random starting velocity, the size of the unit cell makes a difference in the simulation. Looking at
Figure 2.2, it is obvious that the given arrangement of the molecules could not occur in a simulation
with only one uracil in the unit cell. Investigations of defects in solids are another example where the
unit cell size has a crucial impact. Note that the implementation in xtb connected to this thesis, does
not enforce the minimum image convention.
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2.4 Periodic Boundary Conditions

Figure 2.2: Illustration of periodic boundary conditions. The unit cell containing four uracil molecules is
highlighted in blue and dotted red lines mark its repeated images.

To perform geometry optimizations in periodic systems, the stress tensor or more precisely the
gradient of the lattice parameters has to be calculated. It is defined as the derivative of the energy 𝐸
by the infinitesimal strain deformations 𝜖 .

𝜎𝑖 𝑗 =
1
𝑉

𝜕𝐸

𝜕𝜖𝑖 𝑗
| 𝜖=0 (2.81)

Knuth et al.160 provide helpful transformations of Equation 2.81 for practical implementations. By
convention, the first index defines the face of the unit cell that the stress acts on and the second index
defines its direction. Thereby, the stress tensor in three dimensions contains three normal stresses on
the diagonal and six shear stresses.

𝜎 =
©­«
𝜎𝑥𝑥 𝜎𝑥𝑦 𝜎𝑥𝑧
𝜎𝑦𝑥 𝜎𝑦𝑦 𝜎𝑦𝑧
𝜎𝑧𝑥 𝜎𝑧𝑦 𝜎𝑧𝑧

ª®¬ (2.82)

The conservation of the angular momentum leads to a symmetric stress tensor: 𝜎𝑖 𝑗 = 𝜎𝑗𝑖 ∀ 𝑖, 𝑗 ∈
{𝑥, 𝑦, 𝑧}.161

The presented extensions and improvements of the GFN-FF model are intended to model molecular
interactions within a solid such as a molecular crystal or a guest host system with a MOF.

Since periodic systems are infinitely large, the convergence behavior of applied potentials needs
to be considered. The electrostatic interactions are long-ranged interactions scaling with the inverse
distance 1

𝑅
. The sum of these interactions does not converge in real space and different approaches

exist to calculate the electrostatic energy efficiently.162,163 In the Ewald summation, the energy is split
into two parts

𝐸es =
𝑞1𝑞2
4𝜋𝜖0

1
𝑅

∝ 1
𝑅

=
erf[𝜉𝑅]
𝑅

+ (1 − erf[𝜉𝑅])
𝑅

(2.83)

by adding and subtracting the error function erf[𝜉𝑅] with Ewald splitting parameter 𝜉 to the numerator.
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Chapter 2 Theoretical Background

Now, the first part converges in reciprocal space and the second in real space. This means that both
parts can be truncated at finite (inverse) distances, which allows any desired precision. The error
function is typically chosen because it allows for smooth handling of the real space and reciprocal
space contributions via the Ewald splitting parameter.

2.5 Methods for the Exploration of Conformational Space
In real-world reactions, molecules can partake in the form of different conformers, where the relative
portions of present conformers depend on the temperature among other factors. Conformers are defined
as local minima on the potential energy surface and therefore depend on the applied method. For many
molecules, it is not sufficient for property calculations to include only the structure corresponding to
the global energy minimum, but other (nearly degenerate) local minima. An ensemble of conformers
can be generated by sampling configurations during an MD simulation. In these simulations, the
positions and velocities of atoms are propagated over time based on the force acting on them, governed
by Newton’s second law:

𝐹 = 𝑚𝑎 (2.84)

where the force is expressed as the negative gradient of the potential energy:

−𝑑𝐸
𝑑®𝑟 = 𝑚

𝑑
2®𝑟
𝑑𝑡

2 (2.85)

The atom positions ®𝑅 are updated each time step Δ𝑡 for example with the Verlet algorithm:

®𝑅𝑡+Δ𝑡 = (2 ®𝑅𝑡 − ®𝑅𝑡−Δ𝑡 ) + ®𝑎𝑡 (Δ𝑡)
2 (2.86)

where the acceleration 𝑎 is derived from the force as:

®𝑎𝑡 = − 1
𝑚𝑡

𝑑𝐸

𝑑 ®𝑅𝑡
(2.87)

The Taylor expansion of the atom positions at time 𝑡 and the transformation to equation 2.86 is given
in Section 14.2.1 of Reference [85].

In the xtb program NVT simulations are performed by default, which means that the number of
particles (N), the unit cell volume (V), and the temperature are fixed. While fixing the number of
particles and the unit cell volume is trivial, the temperature – which is given by the kinetic energy of
the particles – needs to be regulated. This is often done by coupling the system to a heat bath which
effectively scales the velocities of the atoms by a factor

𝑓velo =

√︄
1 + Δ𝑡

𝜏

(
𝑇target

𝑇current
− 1

)
(2.88)

and depends on the coupling parameter 𝜏. A problem with using MD simulations for sampling the
conformational space is that the barriers of the potential energy surface have to be overcome, to sample
a new conformer. In consequence, a significant amount of computational resources are spent exploring
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2.5 Methods for the Exploration of Conformational Space

the energy wells of the found conformers. This problem has been addressed in meta-dynamics (MTD)
simulations by including coarse-grained dynamics and adaptive bias potentials.164 For example, the
conformer rotamer ensemble search tool (CREST) applies a bias potential based on atomic RMSDs.38

With a complete conformer ensemble, the time dependence can be included indirectly by calculating
chemical properties or reaction properties as a weighted average. For example, the free energy of a
system 𝐺avg can be calculated as the Boltzmann average165

𝐺avg =

CRE∑︁
𝑖

𝐺𝑖
e−𝐺𝛽∑CRE
𝑗 e−𝐺𝛽

(2.89)

over a conformer-rotamer ensemble (CRE). Then, reaction properties can be calculated as relative free
energies as described in Equation 2.5. It should be noted that Monte Carlo (MC) simulations166,167

are a common alternative to MD simulations, employing stochastic sampling techniques to explore the
potential energy surface.
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Chapter 3 mcGFN-FF: an accurate force field for optimization and energetic screening of molecular
crystals

In this work, PBCs have been implemented for the GFN-FF model. In contrast to most FFs and
ML potentials, the presented model applies to almost all elements in the periodic table. This makes
the method valuable for candidate screening, crystal structure prediction (CSP), and investigation of
interaction sites in large complexes such as MOFs. For extended systems, the convergence of the
electrostatic contributions needs to be ensured, which is done with the use of the Ewald summation.
Herein, the optimal Ewald splitting parameter is determined with the golden section search.168 Since
the description of NCIs is a focus of the GFN methods, initial tests of the FF were focused on
molecular crystal benchmark sets such as the X23.169,170 These tests revealed a systematic overbinding
reflected in lattice energies approximately 5 kcal/mol too negative and unit cell volumes approximately
10 % too small. This encouraged the focus of the xtb version of the periodic GFN-FF on these
solids, by introducing a specialized run mode named mcGFN-FF for molecular crystals. In this
optimized version, the non-covalent parts of the dispersion, electrostatic, hydrogen-bond, and repulsion
interactions are scaled according to revised lattice energies on the X23 benchmark. The mcGFN-FF
has been benchmarked against diverse test sets varying in composition and system size. Overall,
it performs comparable to GFN1-xTB but with a larger standard deviation in the errors in energy
and unit cell volume. Previously, Gale et al. have implemented PBC for the FF, named pGFN-FF,
overcoming instabilities of the model for ionic crystals.171 Their implementation features the Wolf
sum for handling electrostatic interactions and includes a damping factor for the three-body bond
correction (dATM). The normal run mode of GFN-FF, without the NCI scaling, performs similarly to
the pGFN-FF without the dATM damping factor. Excluding a small benchmark for ice polymorphs
(ICE10)172, the mean absolute relative deviations (MARD) of mcGFN-FF improve from 33.5 % to
14.1 % for lattice energies and from 11.7 % to 6.4 % for unit cell volumes. The versatility of the
periodic FF is showcased on three crystals with intricate electronic structures. The optimized systems
comprise metallasilylidyne, osmium, and siladodecahedrane. Even for these intricate systems, the
RMSD of the optimized structure from the experimental reference is below 1.0 Å. An off-target
evaluation has been performed for twelve MOFs, showing performance comparable to GFN1-xTB.

A requirement for evaluating any method is the availability of reliable reference data. Although
crystal structures are abundantly published, thermal effects restrict comparisons to a qualitative
level. Thermal expansion typically increases the unit cell volume, for instance up to 10 % for certain
molecular crystals173, but it can also decrease the unit cell volume such as for water near its melting
point.174 Consequently, experimental data must either be back-corrected or reference values need
to be calculated with accurate computational methods. Existing benchmarks for molecular crystals
primarily focus on elements such as hydrogen (H), carbon (C), nitrogen (N), oxygen (O), and chlorine
(Cl).170,175,176 The Benchmark Data Set of Crystalline Organic Semiconductors (BMCOS) includes
many systems with sulfur (S), and a limited number of systems with Cl, fluorine (F), boron (B),
phosphorus (P), or silicon (Si). To extend the compositions in atom types of available benchmarks, the
presented mcVOL22 provides reference geometries and unit cell volumes for 22 molecular crystals
including P and S atoms in addition to H, C, N, O, and Cl. Herein, r2SCAN-D4 is used for optimizing
the geometries.136,177,178 Additionally, a second benchmark set includes lattice energies and unit
cell volumes for eight peptide structures (PEP8). This offers a benchmark with significantly larger
molecules, which is ideal for testing fast computational methods concerning biological applications.

Overall, implementing PBCs for GFN-FF represents a significant step toward enabling the routine
investigation of geometries and energies for larger and more diverse molecular crystals. The
development of mcGFN-FF optimizes the description of NCIs, improving the accuracy of lattice
energies and unit cell volumes while maintaining computational efficiency. Additionally, introducing

30



the mcVOL22 and PEP8 benchmarks broadens the range of test systems, incorporating a wider variety
of atom types and larger molecular structures, which are particularly relevant for biological and
organic materials. Future directions include exploring the model’s capabilities for MD simulations of
MOFs with guest molecules, further integrating the method into CSP workflows to improve candidate
screening, and extending its application to surfaces and localized effects in solids. These areas hold
considerable promise for advancing theoretical chemistry and materials science.
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Chapter 4 Fast and Robust Modeling of Lanthanide and Actinide Complexes, Biomolecules, and
Molecular Crystals with the extended GFN-FF Model

The steady expansion of the synthetically accessible space necessitates computational methods
to keep up with this development. With applications in imaging, tumor treatment, organic light-
emitting diodes, and treatment of radioactive waste, Ln/An chemistry has become of interest in recent
years.179–181 While DFT and tight-binding methods are available to investigate rare-earth elements,
there remains a need for fast and robust methods that can routinely handle molecules and crystals
comprising thousands of atoms. The GFN-FF model is applicable to systems of this size and has been
frequently used since its publication. Applications include conformer generation and screening in the
early stages of different quantum chemistry workflows.182–184 This makes it sensible to parameterize
the FF for An and enhance its performance for Ln. As a starting point, the initial parameters for the
An were adopted from the Ln. The extended version of the GFN-FF includes four improvements that
optimize the model’s performance for 4f and 5f elements. First, the electronegativity equilibration
(EEQ) charge model was revised based on reference Hirshfeld charges. The covalent radii used for
determining covalent bonds between atoms were optimized to improve geometry optimizations. It
should be noted, that there is no distinction between e.g. ionic and covalent bonds, rather all bonds
are treated as covalent bonds defined by an automatically determined neighbor list. Furthermore, a
systematic shift of the bond length to Ln/An atoms was observed for each included halogen in the
LnQM185 and the fit set compiled from the AcQM benchmark set.186 Thus, the element-pair-specific
parameter for the ideal bond length was scaled based on the mean signed deviation of the halogen
f-element bond lengths in the two data sets. Additionally, an assignment of covalent bonds to hydrogen
atoms of ligands coordinated to the Ln/An atom is avoided by introducing a partial charge cutoff. With
this cutoff, the bond assignment for hydrogen atoms is correct for the entire LnQM. The extended
model was tested on the LnQM concerning bond distances and partial charges. The mean absolute
deviation of bond length between the central Ln atom and its neighbors is reduced from 0.18 Å to
0.14 Å. However, the root mean squared deviation of the partial charges increased from 0.17 𝑒 to 0.20 𝑒.
This increase stems from incorporating hydrides and halogen complexes in the fit set, to enhance
the robustness of the EEQ model. Geometric properties for An were tested on four 12-coordinated
An(IV)-ADC187 crystals with Th, U, Np, or Pu as the An atom. Bond distances were reproduced
accurately with absolute deviations below 0.12 Å and the absolute deviations in pore diameters were
below 0.30 Å. Bond angles deviated less than 4.2° from the experimental values and the dihedral
angle between the anthracene and the carboxylate group deviated less than 1.4°. The suitability of the
method for exploring dynamical properties and conformational spaces of Ln/An complexes is tested
by performing MD simulations. The radial distribution functions (RDFs) of the neighboring atoms of
the central Ln/An atoms are a good indicator for correct bond assignment and depict the flexibility
of the assigned bonds. While the extended model performed better than the original method for all
four test complexes, the novel feature that allows the manual assignment of bonds by the user ensured
correct bond topologies for the most difficult complexes. Importantly, the MD simulations remained
robust even without corrections to the neighbor assignments. A particularly relevant application
of the method is the structural investigation of Ln-complexes interacting with biomolecules. This
application was showcased in the example of the radiopharmaceutical Lu-dotatate coordinating with
the somatostatin receptor (SSTR). The optimization of the entire guest host system comprising 7566
atoms was performed on four CPUs with 2.0 GHz in under 20 hours, including relevant solvation
effects via the implicit solvation model ALPB. A second complex with 1671 atoms was optimized in
11 min yielding an RMSD of 1.2 Å. Though geometric properties are the focus of the GFN-FF, a set
of relative isomer energies for Ln/An complexes was compiled to test the accuracy of the energies.
From the 16 energies, 13 deviate from the r2SCAN-3c reference by less than 4.5 kcal/mol and the
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largest deviation is 10.8 kcal/mol. Notably, the FF optimizations each took less than a second, while
the reference calculations took 51 min on average. The timings and the robustness of the method were
tested with a versatile test set comprising 29 different atom types, of which four are the Ln/An Eu, Lu,
Ac, and Th. Optimizations failed for some, but not all systems containing ionic clusters, highlighting
an area for future improvement. Similar to the molecular version, the periodic optimizations scale
quadratic with the system size where the prefactor depends on the number of optimization cycles
needed.

GFN-FF has become a highly versatile computational method that is now capable of handling
molecular and periodic systems with remarkable efficiency. With the inclusion of PBCs and parameters
for elements up to lawrencium, the extended model significantly broadens the scope of systems that
can be studied, from biomolecular complexes to Ln/An-containing materials. This advancement
marks an important step toward the routine investigation of large or periodic systems containing Ln/An
elements, providing a powerful tool for addressing challenges in modern computational chemistry.
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Chapter 5 Charge Transfer and Recombination Pathways through Fullerene Guests in
Porphyrin-based MOFs

Porphyrin-based MOFs are a promising platform for constructing host-guest systems with tunable
conductive properties and extended charge separation lifetimes, depending on the electron acceptor
guest molecules.188,189 In this study, two MOFs were synthesized, each featuring Zr6 clusters connected
by porphyrin-based linkers: PCN-222(H2), containing metal-free porphyrin linkers, and PCN-222(Zn),
with zinc porphyrin linkers. Both structures include large hexagonal pores and smaller triangular
pores, the latter being of particular interest for fullerene guests due to its matching size. These MOFs
were infiltrated with fullerene derivatives C60 and C61BM in 1,4-dioxane and in dimethylformamide
(DMF) to investigate the effects of varying the linker, guest species, and polarity of the solvent on the
properties of the host-guest system. Notably, the infiltration process required approximately 7 days,
indicating substantial energetic barriers for fullerene entry into the triangular pores.

Experimental characterization revealed key differences between the two MOFs. N2 physisorption
measurements showed significant reductions in the triangular pore volume upon fullerene infiltration,
with PCN-222(H2) exhibiting a more pronounced decrease (59%) compared to PCN-222(Zn) (24%),
suggesting stronger binding interactions in the metal-free system. Photoluminescence quenching
experiments further supported this conclusion, as fluorescence was quenched stronger in PCN-222(H2).
Ultrafast transient absorption spectroscopy provided additional insight into the photochemical
properties, revealing sub-picosecond electron transfer and charge recombination lifetimes on the order
of one nanosecond. Moreover, the measured charge transfer state formation and decay lifetimes were
similar for polar DMF solvent and unpolar 1,4-dioxane solvent.

Computational chemistry provided additional context for these experimental findings, with mcGFN-
FF allowing investigations directly on the periodic MOF structures. For higher-level methods, a
large cutout comprising 1002 atoms was created to model the fullerene infiltration of the triangular
pore. A preliminary FF screening of the periodic MOF identified two key positions for C60 within
the triangular pores: P1, located between porphyrin linkers, and P2, positioned between Zr6 clusters.
These positions were confirmed with nudged elastic band190–192 calculations utilizing GFN2-xTB.
Finally, both positions were evaluated with PBEh-3c including solvent effects with the continuum
solvation model SMD.91 The calculated hybrid DFT interaction energies suggest that both positions
can be occupied simultaneously without significant energetic penalty, but do not leave enough space
for solvent molecules directly in between.

Molecular dynamics simulations with mcGFN-FF provided further insight into the stability and
dynamics of the guest molecules and solvents. Simulations showed that C60 molecules did not diffuse
between P1 and P2 within a 550 ps timeframe, consistent with the long infiltration time observed
experimentally. Further, the mobility of the C60 at both positions was quantified by observing the
distance of the center of mass from the optimized starting point of the MD. The maximum distance
was 1.0 Å starting at P1 and 2.5 Å starting at P2, showing significantly higher mobility at the second
position. In additional simulations, solvent molecules were found to be able to move from the trigonal
pore to the hexagonal pore in contrast to C60 molecules. This indicates that the solvent molecules
will likely move to the hexagonal pore while the triangular pore is predominantly occupied by the
fullerene guests. This aligns well with the experimental findings that the photochemical properties are
essentially independent of the solvent polarity.

This study demonstrates how experimental and computational methods complement each other
to provide a comprehensive understanding of host-guest interactions in porphyrin-based MOFs. In
particular, being able to model the host-guest system directly with mcGFN-FF without needing to
build a cutout proved helpful for gathering first insights.

38



CHAPTER 6

Reaction-Free Energies for Complexation of
Carbohydrates by Tweezer Diboronic Acids

Gustavo Adolfo Lara-Cruz1 , Thomas Rose2, Stefan Grimme2, Andres Jaramillo-Botero3

Received: July 18, 2024
Published online: September 16, 2024

Reprinted in Appendix E with permission from4 G. A. Lara-Cruz, T. Rose, S. Grimme, and A.
Jaramillo-Botero, Reaction-Free Energies for Complexation of Carbohydrates by Tweezer Diboronic
Acids. J. Phys. Chem. B 128 (2024) 9213–9223
– Copyright © 2024 American Chemical Society
DOI: https://doi.org/10.1021/acs.jpcb.4c04846

Own contributions

• Contributions to the workflow development

• Discussion of the calculation setup

• Contributions to the interpretation of the results

• Writing and revising parts of the manuscript

1 iOMICAS Research Institute, Pontificia Universidad Javeriana, Calle 17 # 121B-155, Santiago de Cali, Valle del Cauca
760031, Colombia

2 Mulliken Center for Theoretical Chemistry, Clausius-Institut für Physikalische und Theoretische Chemie, Rheinische
Friedrich-Wilhelms Universität Bonn, Beringstraße 4, Bonn 53115, Germany

3 Chemistry and Chemical Engineering, California Institute of Technology, Pasadena, California 91125, United States;
iOMICAS Research Institute, Pontificia Universidad Javeriana, Calle 17 # 121B-155, Santiago de Cali, Valle del Cauca
760031, Colombia

4 Permission requests to reuse material from this chapter should be directed to the American Chemical Society.

39

https://doi.org/10.1021/acs.jpcb.4c04846


Chapter 6 Reaction-Free Energies for Complexation of Carbohydrates by Tweezer Diboronic Acids

Accurately calculating reaction-free energies for reactions involving the covalent bonding of a target
molecule to a tweezer-like molecule is a challenging task. The significant difference in flexibility
between the reactants and the products makes conformational entropy contributions non-negligible,
requiring extensive sampling of the conformational space. Additionally, tweezer-like molecules can
exhibit intramolecular NCIs, such as hydrogen bonding between the tweezer’s ends. The solvent used
in the reaction can significantly affect these interactions, making accurate modeling of solvation effects
essential. This work presents a workflow designed to address these challenges, achieving accuracy and
precision sufficient for screening candidate ligands. The workflow focuses primarily on two ligands
containing diboronic acids (DBA-1 and DBA-2), for which reliable experimental data is available. It
relies on a conformational search with the Conformer-Rotamer Ensemble Sampling Tool (CREST)
followed by an enhancement of the ensemble with the Commandline Energetic SOrting (CENSO) tool.
The Quantum Cluster Growth (QCG) method included in CREST was used to generate ensembles
with explicit water molecules for microsolvation. In contrast to routine investigations, the most
critical parameters of the QCG and CENSO tools have been identified and fine-tuned for efficiency.
A key factor investigated was the choice of methods applied in different workflow stages. Though
the GFN-FF model could be used in principle to sample the conformational space, the conformer
ensemble became unreasonably large due to the larger thresholds required to include all relevant
conformers. Given the challenges and the relatively small system size, semiempirical tight-binding
methods were found to be more efficient for generating the conformer ensemble. An increase in
RMSD concerning the original structure was used to evaluate whether the meta-dynamics sampled
the conformational space sufficiently. Based on this approach, an MTD time of 80 ps was found to
be effective. The introduction of explicit water molecules, alongside the implicit solvation model,
provided the largest improvement in reaction-free energies. However, no clear convergence behavior
for the number of explicit water molecules was observed. Therefore, averaging reaction-free energies
over multiple simulations with different numbers of explicit solvation molecules is recommended to
obtain a final reaction-free energy. Since CREST calculations are not deterministic, three independent
calculations were performed for each reactant and product system to obtain a single reaction-free
energy. In most cases, a single calculation would have sufficed, but performing multiple calculations
helped identify a few outliers. When calculating the reaction-free energies as an average of all possible
permutations of the reactant and product energies, rather than merging the ensembles, outliers resulted
in a multimodal distribution of the reaction-free energies. The CENSO workflow consists of four
parts: part 0 – prescreening, where the FF/SQM ranking from CREST is improved using lightweight
DFT and solvation models; part 1 – screening, which refines the ranking with better DFT methods
and may include thermal contributions; part 2 – optimization, where conformer geometries are
optimized with DFT gradients, and solvation effects and thermal contributions are incorporated;
and part 3 – refinement, where high-level DFT single-point calculations are performed to achieve
highly accurate reaction-free energies. For the refinement with CENSO, the energy thresholds for
sorting out conformers have been investigated for parts zero through two. Respectively, thresholds of
10 kcal/mol, 6 kcal/mol, and 3 kcal/mol were found to be efficient. Different combinations of DFAs
were tested. Using the HF-3c method for all CENSO parts was found unreliable. However, using it for
the optimization step followed by part 3 with r2SCAN-3c (settings F2) was one of the most effective
settings together with B97-D3 followed by r2SCAN-3c for parts 1 and 2 (settings B). With setting
B, the final reaction-free energies including conformational entropy contributions deviated between
2.2 kcal/mol and −3.1 kcal/mol from experimental values. With settings F2, the deviations were
between 2.0 kcal/mol and −3.1 kcal/mol. The contributions of conformational entropy 𝑇Δ𝑆 range
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from −3.3 kcal/mol to −4.8 kcal/mol. This work provides valuable insights into the optimization of
the CREST and CENSO workflow, offering guidance on the selection and tuning of critical parameters.
By thoroughly investigating the effects of different settings, this study enhances the reliability of these
tools for generating accurate reaction-free energies, particularly when handling flexible molecules
and solvation effects. The findings emphasize the importance of incorporating conformational
entropy and a strategy for handling microsolvation that will be valuable to future applications in
computational reaction modeling. These advances contribute to improving the precision and reliability
of computational methods in ligand screening and reaction prediction.
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CHAPTER 7

Summary

Computational chemistry plays a crucial role in the vast and diverse challenges posed by modern
chemical research. The scope of chemical space extends from small organic molecules to large
biomolecular systems, metal-containing macromolecules, and intricate solid-state materials. An
ideal computational tool must handle this diversity while providing different types of functionalities
with high efficiency. These range from geometry optimization and MD simulations to accurately
determining chemical properties. In the early stages of compound design, it is often sufficient to
examine molecular geometries, interatomic distances, or approximate relative energies to make
informed decisions about how to proceed. At this stage, the ease of use, robustness, and speed of a
computational method often outweigh its absolute accuracy. Even if the results are only qualitatively
correct, they can provide critical insights guiding subsequent work. For this reason, having a single
computational approach that can be applied broadly and without elaborate preparation is invaluable.
Such a method streamlines the process, reducing the time and effort required to learn and set up new
methods, especially when diverse chemical systems are under investigation.

The GFN-FF model, with its extensions to PBCs and Ln/An chemistry, effectively addresses
these challenges by offering a broadly applicable, user-friendly tool for diverse chemical systems.
Its implementation in the open-source code xtb, with well-defined defaults and automated setup,
allows the users to run most calculations with a simple command, requiring only a few keywords.
Moreover, xtb can read detailed input files, enabling organized modification of calculation settings.
As introduced in this work, the FF now allows the user to manually introduce or remove covalent
bonds between selected atoms, after the automated setup of these bonds. This feature empowers
expert users to explore systems with unusual or challenging bonding scenarios. The PBC extension
incorporates Ewald summation for efficient treatment of electrostatic contributions, a periodic L-BFGS
optimizer for stable optimizations, and a specialized mcGFN-FF mode that enhances the modeling
of NCIs in molecular crystals. The robustness and accuracy of optimizations with mcGFN-FF are
evident in several key metrics: unit cell volumes of molecular crystals show a MARD of about 7%,
lattice energies for molecular crystals have a MARD of 14.1% on comprehensive benchmark sets,
and geometries of MOFs (bond distances, bite angles, and pore sizes) are mostly within 7% of the
reference values. While the method’s energetic ranking of polymorphs or isomers may not always be
accurate, it provides a useful preliminary screening tool before resorting to more computationally
expensive methods. In practice, mcGFN-FF is particularly valuable for periodic systems where NCIs
play a significant role. A notable application involves simulating C60 guest molecules within a MOF
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Chapter 7 Summary

composed of zirconium-oxide clusters connected by porphyrin linkers.4 Initial locations of the guest
molecules within the MOF’s porous channels were explored using mcGFN-FF and later confirmed
with GFN2-xTB calculations. The two energetically favorable positions were then investigated further
with DFT methods. Additionally, the MD simulations with the FF elucidated the mobility of the C60
molecules at the two positions and revealed solvent diffusion between porous channels of the MOF.
Further analysis of MD trajectories could offer valuable information on interactions, such as average
distances between the MOF and C60 or between neighboring guest molecules. The model has been
enhanced to better handle the challenging 4f and 5f elements through updates to the electronegativity
equilibration (EEQ) charge model, optimized covalent radii, and element-pair-specific bond length
corrections. Example applications demonstrate the model’s effectiveness in MD simulations of
lanthanide-containing compounds. Radial distribution functions obtained from the MD simulations
show a good trade-off between robustness and flexibility for these challenging complexes. The
presented work demonstrates the model’s utility for molecular and periodic systems, including
challenging applications such as metal-organic frameworks (MOFs), Ln/An complexes, molecular
crystals, and biomolecular systems.

When situating GFN-FF within the landscape of computational methods, it offers an intermediate
position between FFs and SQM methods. Its quadratic scaling with the number of atoms makes it more
computationally demanding than conventional FFs. However, this is offset by its general applicability
across most elements of the periodic table, contrasting with the domain-specific specialization of other
FFs. Furthermore, the model performs similarly to the SQM method GFN1-xTB for many tested
systems, concerning geometries and lattice energies. Special purpose FFs such as CHARMM36193,
ff14SB194 and OPLS460 excel in biomolecular simulations due to their finely tuned parameters for
proteins, nucleic acids, and small organic molecules. These FFs offer simulations of proteins with
sizes beyond the capabilities of the GFN-FF model but are mostly limited to the biomolecular field.
In contrast, universal FFs like MMFF,57 UFF,56 and DREIDING55 aim for generality across the
periodic table but lack the precision required for complex electronic systems or challenging geometries.
Tight-binding methods, including GFN1-xTB, GFN2-xTB, and DFTB3195, offer a compelling middle
ground by combining efficiency with good accuracy for medium-sized molecular systems. ML
potentials such as ANI74,196 and packages like DeepMD-kit197,198 bring high accuracy by leveraging
large datasets, often at the DFT level. Despite their promise, these methods require system-specific
training data and are often limited in general applicability, making them less versatile for early-stage
exploratory research. Unlike specialized or highly parameterized methods, GFN-FF balances general
applicability, accuracy, and robustness across a broad spectrum of chemical systems. While not ideal
for high-precision tasks or large proteins, GFN-FF excels in early-stage exploration, particularly for
systems combining diverse atom types and electronic complexities.

Future applications could include testing the method for modeling surfaces. Furthermore, integrating
GFN-FF into automated workflows and screening pipelines will amplify its impact across computational
chemistry, from drug design to advanced material discovery.

In the second part of this thesis, a workflow is developed for screening molecular tweezers in terms of
their affinity for binding to specific sugars. Molecular tweezers are a crucial class of compounds for
molecular recognition and delivery. These tweezers typically feature flexible structures that allow
the binding sites to adjust their conformations to interact with the guest optimally. Depending on the
flexibility of the tweezer, the binding sites may be able to interact with each other. In such cases, solvent
interactions can have a significant impact on reaction-free energies by modulating the free energy of the
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unbound tweezer molecule. This workflow is specifically tailored to calculate reaction-free energies
for systems involving flexible ligands, where conformational entropy, intramolecular interactions, and
solvation effects play a crucial role. In particular, the binding of two diboronic acid (DBA) ligands to
glucose or galactose serves as a case study for this methodology due to the availability of detailed
experimental data for these reactions.

The workflow comprises two key components: The QCG algorithm in CREST is utilized to
create conformer ensembles with a predefined number of explicit solvent molecules added to the
binding sites of the molecular tweezers. Together, this allows for largely automated calculation of
reaction-free energies. However, both tools’ accuracy and efficiency largely depend on the settings
of their parameters, making an in-depth study not only valuable for this kind of screening but for
other workflows as well that utilize these tools. Sampling efficiency largely depends on the length of
the MTDs. In our case, 80 ps was effective for exploring conformational space, as determined by
the convergence of the root-mean-square deviation (RMSD) with respect to the starting structure.
The completeness of the CREST runs is evaluated by performing multiple conformer searches for
each reaction-free energy calculation. Statistical outliers are identified using multimodal Gaussian
distributions derived from multiple calculations of reaction-free energies. The addition of explicit
water molecules to the conformer ensemble was found to be critical for obtaining accurate free
energies. The exact number of solvent molecules to add could not be linked to a geometric indicator,
but averaging over a finite number of calculations with different numbers of solvent molecules was
effective. The CENSO tool refines the generated conformer ensemble by incrementally increasing the
level of theory and incorporating additional contributions. The combination of functionals and the
applied sorting thresholds were the main investigated parameters in the ensemble refinement with the
CENSO tool. Adjusting the energy thresholds for sorting out conformers has a significant impact
on computational efficiency, with optimized settings reducing computational costs by a factor of
22 compared to less stringent thresholds, while still maintaining accuracy. Conformational entropy
emerges as a critical factor in this workflow. The formation of a macrocyclic complex from flexible
molecules results in substantial entropy penalties, which must be considered to accurately predict
reaction-free energies.

This study highlights the challenges posed by microsolvation in the calculation of reaction-free
energies, where CREST and CENSO procedure, often effective in other investigations, fails to deliver
accurate or efficient results with default settings. The presented work provides a practical guideline for
identifying and adjusting key parameters to improve the accuracy and precision of similar investigations.
The optimized workflow achieves reaction-free energy predictions with errors as low as 2 kcal/mol,
making it a powerful tool for designing DBA ligands with high selectivity for specific carbohydrates.
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APPENDIX A

Abbreviations

The abbreviations used throughout this thesis are listed below.

Abbreviation Meaning
AO atomic orbital
ACF adiabatic connection formula
An actinides
BJ Becke-Johnson
BO Born-Oppenheimer
BSIE basis set incompleteness error
BSSE basis set superposition error
CG coarse-grained
CP counterpoise
CSP crystal structure prediction
DBA diboronic acid
DFA density functional approximation
DFT density functional theory
DFTB density functional tight-binding
DH double hybrid
FF force field
GTO Gaussian-type orbitals
GGA generalized gradient approximation
HF Hartree-Fock
HOMO highest occupied molecular orbital
IR infrared
KS Kohn-Sham
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Appendix A Abbreviations

Abbreviation Meaning
LCAO linear combination of atomic orbitals
LDA local density approximation
LJ Lennard-Jones
Ln lanthanides
LSDA local spin density approximation
LUMO lowest unoccupied molecular orbital
MARD mean absolute relative deviation
MC monte carlo
mcGFN-FF molecular crystals GFN-FF
MD molecular dynamics
ML machine learning
MO molecular orbital
MOF metal-organic framework
MSD mean signed deviation
MTD meta-dynamics
NCI non-covalent interaction
PBC periodic boundary condition
PT perturbation theory
QSAR quantitative structure-activity relationship
RDF radial distribution function
RMSD root mean squared deviation
RPA random phase approximation
SCF self-consistent field
SIE self-interaction error
SQM semiempirical quantum mechanical
vdW van der Waals
WFT wave function theory
ZPV zero-point vibrational
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Abstract: This work presents a periodic extension of the
GFN-FF force field for molecular crystals namedmcGFN-FF.
Non-covalent interactions in the force field are adjusted
to reduce the systematic overbinding of the original,
molecular version for molecular crystals. A diverse set of
molecular crystal benchmarks for lattice energies and unit
cell volumes is studied. Themodified force field shows good
results with a mean absolute relative deviation (MARD) of
19.9 % for lattice energies and 10.0 % for unit cell volumes.
In many cases, mcGFN-FF approaches the accuracy of the
GFN1-xTB quantum chemistry method which has an MARD
of 18.7 % for lattice energies and 6.2 % for unit cell volumes.
Further, the newly compiled mcVOL22 benchmark set is
presented which features r2SCAN-D4/900 eV DFT reference
volumes for molecular crystals with phosphorus-, sulfur-,
and chlorine-containing compounds of various sizes.
Overall, the mcGFN-FF poses an efficient tool for the opti-
mization and energetic screening of molecular crystals
containing elements up to radon.

Keywords: benchmark; periodic; molecular solid

Dedicated to Professor Thomas Bredow of the University of Bonn on the
occasion of his 60th birthday.

1 Introduction

Due to the substantial growth of the synthetically accessible
chemical space in recent decades [1–3], experimental
exploration has become more time-consuming and expen-
sive. Computational chemistry assists these efforts by iden-
tifying and ranking energetically favorable candidates.

A prominent application in drug development is the
mandatory screening for polymorphs. Crystal structure
prediction software commonly uses atomistic force fields
(FFs) to generate an initial ensemble of polymorphs.
Therefore, accurate FFmethods are essential to ensure that
all relevant structures are included in the ensemble [4].
This work evaluates the newly developed periodic exten-
sion of the molecular GFN-FF force field [5] for molecular
crystals named mcGFN-FF on lattice energy and unit cell
volume benchmarks.

Early FFs were limited to mostly organic molecules
or specific applications. Examples are DREIDING [6] for
organic and a few inorganic main group elements, and
AMBER [7] or CHARMM [8] for proteins. The first universal
force field, parameterized for almost the entire periodic
table, was introduced with UFF [9]. Being applicable to
systems including elements up to radon, the GFN-FF [5]
found a good balance between generality and accuracy in
addition to its ease of use. These features motivated the
implementation of periodic boundary conditions for the
GFN-FF published by Gale et al. leading to the pGFN-FF [10].
In their publication, the authors present various adjust-
ments needed to accurately describe various forms
of solids. To stay with the original focus of GFN-FF on
non-covalent interactions, the mcGFN-FF is specifically
designed for molecular crystals.

The next chapter explains the theory of the changes
applied in the periodic implementation. Subsequently,
different benchmark studies are presented and discussed
to demonstrate the performance of mcGFN-FF. The
method’s versatility is showcased through optimizations of
three systems with intricate electronic structures. Finally,
limitations are discussed for the energetic screening of
polymorphs and off-target calculations on covalently
bound metal-organic frameworks.

2 Theory

To apply the GFN-FF method to molecular crystals, periodic
boundary conditions are introduced using the supercell
method. In this approach, copies of the unit cell are gener-
ated around it until all interactions within given cutoffs are
considered.
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The mcGFN-FF energy EmcGFN-FF can be split into cova-
lent (cov) and non-covalent interactions (NCI) with a total of
ten additive contributions according to

EmcGFN−FF = Ecov + ENCI (1)

Ecov = Ebond
rep + Ebond + Ebend + Etors + Ebond

abc (2)

ENCI = cESEEwald
ES + Es8

disp + cHBEHB + EXB + cNCIrepE
NCI
rep . (3)

The contributions are the bonded repulsion energy
Ebond
rep , the bond energy Ebond, the bending energy Ebend, the

torsion energy Etors, the three-body bond correction energy
Ebond
abc , the electrostatic energy EES, the London dispersion

energy Edisp, the hydrogen bond energy EHB, the halogen
bond energy EXB, and the non-bonded repulsion energy ENCI

rep .
Adjustments and scaling factors ci for the energies of the
periodic implementation are printed in bold.

Moving from single molecules to periodic boundary
conditions mainly changes the effect of non-covalent
interactions. Therefore, changes to the electrostatic energy,
London dispersion, hydrogen-bond energy, and non-bonded
repulsion have been applied to optimize the performance of
the method for molecular crystals.

The electrostatic energy

Ees = 1
2
q⃗ A ⋅ q⃗ −χ⃗)( (4)

is calculated from the partial charges q⃗, the Coulomb matrix
A and the method specific electronegativity χ⃗. When intro-
ducing periodic boundary conditions, it becomes necessary
to ensure convergence of the electrostatic energy, which
is done via Ewald summation [11]. This method splits the
energy into two parts

Ees
1
R

( ) = Ees
1 − erf(ξR)

R
+ erf(ξR)

R
( ),

where the first term converges in real space and the second
in reciprocal space. This introduces the Ewald splitting
parameter ξ that determines the ratio of the two terms. The
golden section search (GSS) [12] is applied to obtain an
optimal Ewald splitting parameter. This algorithm finds a
localminimumof a strictly unimodal functionwithin a given
interval. Here, the optimal parameter is the argument of the
minimum of

Δf = ∣frec − freal ∣ with (5)

frec = 4π
Vr2rec

exp −r
2
rec

4ξ2
( ) and (6)

freal = −erf(ξrreal)
rreal

+ erf(γrreal)
rreal

, (7)

where Δf is the absolute value of the difference between
estimates of the largest contribution in reciprocal space frec
and the largest contribution in real space freal to the elec-
trostatic energy. The norms of the smallest reciprocal rrec
and real space rreal lattice vector are used to obtain the
largest contributions. The local minimum is searched in the
interval from 10−8 to 2.

The dispersion energy

E(6,8)
disp = −∑

AB
∑
n=6,8

sn
CAB
(n)

RAB
f (n)damp(RAB) (8)

is calculated from the dispersion coefficients CAB
(n), the atomic

distance RAB, the rational Becke-Johnson (BJ) damping
function [13] f (n)damp and the dispersion scaling sn.

The periodic gradient and stress tensor are imple-
mented to obtain equilibrium geometries using the L-BFGS
algorithm [14].

3 Computational details

The optimizations for the mcVOL22 benchmark set were
performed with the Vienna Ab Initio Simulation Package
(VASP) version 6.3.2 [15–18] utilizing the r2SCAN meta-GGA
density functional [19] with added D4 dispersion correction
[20, 21]. The projector-augmented-wave (PAW)method [22] is
applied with POTCAR files taken from the VASP library as
listed in Table S6 in the Supporting Information. The calcu-
lations include plane waves up to 900 eV and use an auto-
matic mesh of k-points as listed in Table S7. Gaussian
smearing with a width of 0.01 eV is applied to aid the
convergence of the electronic self-consistent field equations.
Structures are considered as converged with an energy dif-
ference smaller than 1.2 × 10−4 eV, gradient norm smaller
than 1.3 × 10−2 eV/Å, and stress tensor norm smaller than
5.7 × 10−2 eV/Å3. Converged values are also listed in Table S7.
Final reference volumes were obtained by fitting the Birch-
Murnaghan equation of state [23] to energy-volume data
points. The data points were calculated with single-point
calculations on scaled unit cells with scaling factors ranging
from 0.98 to 1.04 with a step size of 0.02.

All calculations for the GFN-FF and mcGFN-FF were
performed with a development version of xtb [24]. The final
implementation will be freely available on GitHub.

Calculations with the pGFN-FF were performed with
the General Utility Lattice Program (GULP) version 6.1.0 [25,
26]. In their publication, the authors present two extensions
to the force field. First, the use of the Wolf sum (W) to
handle Coulomb interactions and calculate robust charges,
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and second the damping of the three-body bond correction
(dATM). Results for pGFN-FF W + dATM are taken from the
original publication, while results for pGFN-FF W were
calculated with the GULP program. Calculations with
GFN1-xTB [27] and UFFwere performedwith the Amsterdam
Modeling Suite (AMS) [28]. To ensure accurate results for
GFN1-xTB, the k-space sampling quality was set to “very
good” as implemented in the utilized DFTB engine [29].

All energies and unit cell volumes presented in the
results section are calculated through free optimizations. In
the boxplots discussed below, we exclude outliers defined as
deviations that are either larger than the third quartile plus
1.5 times the interquartile range or smaller than the first
quartile minus 1.5 times the interquartile range.

4 Results and discussion

4.1 Studied benchmarks

Herein, the various test sets for evaluating themcGFN-FF are
introduced.

The X23 benchmark [30] comprises a diverse set of 23
small organic molecules with different binding motives. In
the revision of the benchmark [31], lattice energies are
calculated from experimental sublimation enthalpies by
correcting for harmonic vibrational contributions obtained
as an average over four density-functional approximations.
Reference unit cell volumes were calculated by considering
thermal and zero-point energy effects.

The G60 benchmark [32] primarily consists of rigid mo-
lecular crystals and includes multiple compounds containing
chlorine or nitro groups. The original publication mentions
partially low accuracy of the experimental sublimation en-
thalpies, with an estimated standard deviation of 10%. A
revision of the benchmark [33] provides a constant correction
of 2RT for the experimental values. Here, the revised values are
taken as reference values. Since theoretical lattice energies
allow a direct comparison of methods, results with sHF-3c [34]
reference lattice energies and unit cell volumes as calculated in
the revision are presented in the Supporting Information.

To gauge the performance of the force field on larger
biological systems, lattice energies and unit cell volumes are
evaluated for a set of eight peptide structures (PEP8) each
consisting of six or seven amino acids. The initial geometries
were taken from Schmitz et al. [35] and optimized with
r2SCAN-3c [36].

The ICE10 [37] benchmark provides reference lattice
energies and unit cell volumes for ten ice polymorphs.

Ionic liquids (ILs) have become popular in the chemi-
cal industry, among other things, due to being good

reaction solvents with a low vapor pressure [38]. To test the
accuracy of the mcGFN-FF on these difficult systems, back-
corrected unit cell volumes of five IL crystals (IL5) were
extracted from C̆ervinka [39]. The reference values were
calculated from the experimental unit cell volumes by
approximating the thermal expansion with the quasi-
harmonic approximation using B3LYP-D3 [40, 41]/pob-
TZVP-rev2 [42].

4.2 Results for the fit set

To optimize the performance of mcGFN-FF for molecular
crystals, the s8 dispersion scaling factor for interactions
between atoms belonging to different molecules (inter-
molecular) is adjusted as well as the newly introduced
scaling factors ci for the electrostatic energy, the hydrogen-
bond energy, and the non-bonded repulsion energy. These
four scaling factors were fitted simultaneously on the
revised energies of the X23 benchmark [31]. In the fitting
procedure, the lattice energies are obtained from single-
point calculations on structures optimized with the orig-
inal parameterized periodic implementation of the
GFN-FF. The final optimum scaling factors are cES = 0.800,

sfrag8 = 2.859, cHB = 0.727, and cNCIrep = 1.343 for electrostatic,
London dispersion, hydrogen-bond, and non-covalent
repulsion interactions respectively. Figure 1 depicts de-
viations from the reference lattice energies for the tested
FFs and GFN1-xTB. Overall the methods perform best on
the non-polar Van der Waals (VdW) subset and worst on
the mixed or hydrogen-bonded subset. The mean absolute
deviations (MAD) and mean deviations (MD) for each sub-
set can be found in the Supporting Information in Table S1.
The effect of the adjusted parameterization of GFN-FF is
seen as a shift towards less stable crystals, with an excep-
tion for systems dominated by non-polar Van der Waals
(VdW) interactions. This effectively reduces the MAD from
4.8 kcal/mol to 2.0 kcal/mol and reduces the systematic
overbinding, reflected in the MD of −4.7 kcal/mol, to zero.
The pGFN-FF W + dATM shows a similar progression as
GFN-FF with an also similar MAD of 5.0 kcal/mol. After the
fit, mcGFN-FF performs even better than GFN1-xTB which
has an MAD of 2.4 kcal/mol and an MD of 0.7 kcal/mol. The
timings for this benchmark are provided in the Supporting
Information.

As a first validation of the fit, the deviations from back-
corrected experimental unit cell volumes are depicted in
Figure 2 as percentage values. Even though the volumes
were not used in the reparameterization of the periodic
GFN-FF, the MARD is substantially reduced from 10.2 % to
4.7 %. The underestimation of unit cell volumes is reduced
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from −9.7 % to −2.1 %. With an MARD of 12.0 % pGFN-FF
W + dATM provides slightly worse volumes than GFN-FF.
Similar to the lattice energies, GFN1-xTB performs slightly
worse than mcGFN-FF with an MARD of 5.5%.

4.3 Molecular crystal volumes benchmark
set

In order to cover a wider variety of atom types and struc-
tural properties we present the mcVOL22 benchmark set.
The set provides r2SCAN-D4 reference volumes for 22
molecular crystals that contain phosphorus, sulfur, and
chlorine atoms. Illustrations of representative systems are
shown in Figure 3 and the whole set is depicted in the
Supporting Information. The deviations from the reference

volumes are depicted in Figure 4 for the tested methods.
The slight overbinding of the crystals with a mean relative
deviation (MRD) of −4.4 % for GFN1-xTB is consistent with
the results on the X23 benchmark. The higher-level method
only shows one larger deviation for mcv14. With an MRD
of −7.7 % too small cell volumes, mcGFN-FF is the best-
performing force field on this benchmark, followed by UFF
with 8.0 %. All GFN-FF type methods show the largest de-
viation for mcv02, a small rigid system including phos-
phorus. The universal force field has the largest deviation
of 22 % for mcv01 which contains Cl− counter ions.

4.4 Statistical evaluation

The results for the presented benchmarks are depicted in
Figure 5. TheMARD for the energies does not include the X23
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Figure 2: Deviation from back-corrected exper-
imental unit cell volumes of the revised X23
benchmark. The deviations are given as per-
centage values relative to the reference.
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benchmark since it was used to fit the mcGFN-FF. Due to
small values for lattice energies and unit cell volumes, the
ICE10 benchmark has a high impact on the MARD and
therefore values without this benchmark are provided as
indicated. The boxplots show that the adjustments in the
mcGFN-FF consistently reduce the systematic overbinding
present in an unmodified periodic implementation of
GFN-FF. Overall, our reparameterization improves the
results significantly, with an exception for the ICE10 bench-
mark. In this case, the original method already provides
accurate results, leading to larger errors in the adjusted
variant due to the reduced stabilization of the crystals. As
indicated by the MARD, mcGFN-FF performs comparable to
GFN1-xTB, while GFN-FF shows similar results as pGFN-FF.
Though the UFF provides accurate cell volumes, it shows the
largest standard deviation overall.

4.5 Showcases

In order to demonstrate the versatility of the mcGFN-FF we
present three systems with intricate electronic structures,
including a system with a molybdenum-silicon triple bond
[43], an osmium system with BF−4 counter ion [44, 45], and a

siladodecahedrane system [46]. Optimized structures are
illustrated in Figure 6 with an overlay of the experimental
structure to show the changes in geometry. In order to
ensure a robust optimization of these systems, the applied
coordinate displacement in the L-BFGS optimizer is damped
with a factor

f (i)damp = 1
1 + 3000i−3

(9)

that scales with the optimization step i.
The structures were downloaded from the Cambridge

Structural Database (CSD) with identifiers LIDWED, DIX-
RIN, and AXOBAT respectively. The metallasylidyne sys-
tem (a) shows the smallest structural deviation with a root
mean squared deviation (RMSD) of 0.53 Å from the
experimental crystal structure and a −8.2 % smaller unit
cell. After optimization, the silicon-molybdenum triple
bond is 0.18 Å longer with a length of 2.47 Å and the silicon-
molybdenum single bond becomes 0.15 Å longer with a
length of 2.6 Å. The osmium system (b) has slightly larger
deviations with an RMSD of 0.55 Å and a −12.2 % smaller
unit cell. Finally, the siladodecahedrane system (c) has an
RMSD of 0.91 Å and a −20.3 % smaller unit cell. For systems
b and c the inclusion of chloroform molecules in the
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4.8 Off-target evaluation on 12 metal-
organic frameworks (MOF12)

Though mcGFN-FF was specifically designed for molecular
crystals it is evaluated for 12 covalently boundmetal-organic
frameworks (MOFs) using PBE-D3 reference cell volumes
[56]. Note that some optimizations with GFN-FF had to be
restarted after deleting the topology file or needed the con-
struction of supercells to ensure convergence. The frame-
works each include one of the following elements: silver,
cadmium, cobalt, copper, dysprosium, iron, lithium, zinc, or
samarium. Figure 8 shows boxplots of the relative deviations
from PBE-D3 unit cell volumes for the tested methods. Even
though mcGFN-FF is not developed for these systems, it
performs comparable to GFN1-xTB.

5 Conclusions

A periodic extension of the GFN-FF for molecular crystals,
namedmcGFN-FF has been presented. To introduce periodic

boundary conditions into the existing implementation, the
Ewald summation is applied to converge the electrostatic
energy. Herein, the Ewald splitting parameter is determined
via the golden section search algorithm. In mcGFN-FF the
intermolecular non-covalent energy contributions are
adjusted, to reduce the systematic overbinding of molecular
crystals observed in the original method.

While the original periodic implementation already
shows good and robust results across the diversified
benchmarks, mcGFN-FF provides significantly more accu-
rate lattice energies and unit cell volumes in almost all
cases. The only exception is the ICE10 benchmark. Here, the
unmodified implementation already yields accurate results
and the reduced non-covalent binding in mcGFN-FF leads
to larger errors.

In principle, themcGFN-FF can be applied to any periodic
system, but the focus onmolecular crystals mandates treating
other systems with caution. Showing comparable results as
low-cost QMmethods for polymorph ranking, we suggest the
use of mcGFN-FF in the first steps of crystal structure pre-
diction workflows. With promising results on the transition
metal showcases, themethod poses a useful tool for gathering
first insights on intriguing chemical problems.

To this end, precompiled binaries as well as the source
code will be freely available on the corresponding Github
website (https://github.com/grimme-lab/xtb).

6 Supporting Information

Detailed Benchmark results, illustrations of the mcVOL22
systems, and used POTCAR files for VASP calculations are
given as supplementary material and are available online
(https://doi.org/10.1515/znb-2023-0088). Furthermore, geometry
files, used fit data, and reference values for the mcVOL22 and
PEP8 benchmarks are available as a ZIP file.

Table : Rank of the energetically lowest polymorph for the five sets according to different methods. The score (∑) for each method is calculated as the
sum over the different set ranks. For set  there are  “lowest” polymorphs α − ϵ. The average energy range from the energetically lowest to the highest
polymorph ΔEavgrange is given to measure how similar the potential energy surface is to TPSS-D. The results in brackets are obtained from free
optimizations. Values for non-force field methods are from the POLY publication, where the value in the α column is the sum of the entire set.

Rank  α β γ δ ϵ    Score ∑ ΔEavgrange½kcalmol�
mcGFN-FF           () . (.)
GFN-FF           () . (.)
pGFN-FF W           () . (.)
UFF           () . (.)
HF-c   – – – –     – . –

DFTB-D   – – – –     – . –

ML   – – – –     – . –
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ABSTRACT: Lanthanides (Ln) and actinides (An) have recently
become important tools in biomedical and materials science. However,
the development of computational methods able to describe such
elements in various environments has not kept up with the pace of the
field. Addressing this challenge, this work introduces and showcases an
extension of the GFN-FF to An alongside a reparameterization for Ln.
This development fills a gap for fast computational methods that are
out-of-the-box applicable to large f-element-containing systems with
thousands of atoms. We discuss the reparameterization of the charge
model and the covalent topology setup and showcase the model
through various applications: Molecular dynamics simulations,
optimization of Ln-containing biomolecules, and optimizations of
several periodic structures. With the presented improvements, GFN-
FF is a powerful method that routinely delivers robust and accurate geometries for large Ln/An systems with thousands of atoms.

■ INTRODUCTION
Lanthanides (Ln) and actinides (An) are of significant interest
in biomedical research, having applications, e.g., in imaging and
targeted therapy using radiopharmaceuticals.1,2 Important tools
for researching Ln- and An-containing molecules are methods
that can optimize and simulate large biomolecules at an
atomistic level. Although numerous force fields (FFs) exist that
accurately describe proteins,3−10 to the best of our knowledge,
only the MMFF11 and UFF12 include a rudimentary
parametrization for all Ln/An elements. Additionally, we
found isolated parameters for certain elements (e.g., Th(IV),
Lu(III), and La(III)).13 Other FF are specially designed for
molecular dynamics (MD) simulations of Ln/An-cations or
systems in an aqueous environment and cover a wider number
of actinides or lanthanides.14−19 Although quantum chemical
tight binding methods are available and valuable tools for
theoretical investigations of Ln complexes,20,21 their applica-
tion is limited to systems with hundreds of atoms, excluding
many biologically relevant molecules. For MD simulations, a
density functional tight-binding method has been developed
for uranium.22 Ln/An also play crucial roles in other fields,
such as in developing organic light-emitting diodes,23 and in
processing radioactive waste.24,25 Fast force field methods are
valuable tools for screening conformational space in these
areas. Providing a method that can elucidate the structures of
large molecules or crystals that include Ln/An is essential for
advancing both medical and technological applications
involving these elements.

However, defining the nature of the chemical bonding with
Ln/An atoms is challenging even with DFT methods26 due to
complex electronic configurations and significant relativistic
effects.27 Thus, modeling every aspect of this chemistry with a
FF is not feasible. While it is possible to address uncommon
bonding motifs as special cases within the method, doing so
requires a substantial amount of reference data and can
compromise the robustness of the method, e.g., if numerous
geometrical constraints are introduced to fix the structure of an
Ln/An complex. To ensure maintainability and robustness,
new parameters or interaction potentials should be introduced
thoughtfully. Consequently, modeling such systems effectively
with a limited number of interaction types and parameters
necessitates a focus on relevant target properties. Since the
focus of the GFN-FF is on geometries, frequencies, and
noncovalent interactions (GFN), a reasonable aim is to
provide good structural properties. Addressing this challenge,
this work presents an extension of the GFN-FF28 method to
An and a reparameterization for Ln that applies to molecular
and periodic structures. The method is generic or generally
applicable in the sense that it can be applied for systems
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including any element up to lawrencium, and enables robust
optimizations, energy calculations, and MD simulations of
molecular and periodic systems. The implementation of
periodic boundary conditions was recently published with
the introduction of a specialized run mode for molecular
crystals called mcGFN-FF.29 The widespread application of the
original FF, reflected in over 200 citations within about four
years, underscores its robustness across a wide array of
applications, thereby highlighting the promising potential of
this extension. Selected literature discussing the application
and performance of the original method is given in refs 28−33.
This paper is structured as follows: The Theory section

covers the automatic FF setup and the interaction potentials
that have been reparameterized. In the Methods section, we
detail the applied algorithms, density functionals as references,
and procedures used to enhance and extend the GFN-FF. The
Results and Discussion section presents the reparameterization
alongside notable test sets that showcase the method’s
effectiveness for optimizations, energy calculations, and MD
simulations. Finally, the conclusion summarizes the key
findings that make the method appealing for use in Ln/An
computational chemistry.

■ THEORY
The GFN-FF energy EGFN‑FF consists of covalent (cov) and
noncovalent interactions (NCI) with a total of ten additive
contributions according to

= +E E EGFN FF cov NCI (1)

= + + + +E E E E E Ecov rep
bond

bond bend tors abc
bond

(2)

= + + + +E E E E E ENCI ES disp HB XB rep
NCI

(3)

These interaction potentials are the bonded repulsion energy
Erepbond, the bond energy Ebond, the bending energy Ebend, the
torsion energy Etors, the three-body bond energy Eabcbond, the
electrostatic energy EES, the London dispersion energy Edisp,
the hydrogen bond energy EHB, the halogen bond energy EXB,
and the nonbonded repulsion energy ErepNCI. The mainly
element-specific parametrization enables selective adjustments
for lanthanides and the introduction of new parameters for
actinides, without affecting the potentials that do not include
these elements. Many of the interactions in the FF are scaled
with the partial charges of the atoms, making the underlying
electronegativity equilibration (EEQ) model34 one of the most
vital parts. Herein, the partial charges q⃗ are determined by
solving a set of linear equations

=
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which includes the Coulomb matrix A, the Lagrange multiplier
λ, the X⃗ vector, and the total charge of the system qtot. The
Coulomb matrix
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includes the two empirical parameters: Gamma Γ and the
atomic radii α in =

+ij
1

i j
2 2

. Another two empirical

parameters are included in the X vector
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calculated from the modified D3 coordination number mCN
and the maximum coordination number CNmax. These
parameters are the coordination number scaling factor κ and
the fitted atomic electronegativities χ. Thus, the four empirical
parameters adjusted for Ln/An in this work are chi χ, gamma
Γ, kappa κ, and alpha α. For the setup of the FF parameters, a
second set of topological EEQ partial charges is calculated.
Herein, the distances are determined by the shortest covalent
path between two atoms. To obtain the distances, the covalent
radii of all atom pairs on this path are summed up.
The topology setup, specifically the assignment of covalent

bonds is essential to most FF. Since the setup is completely
automated, it demands additional attention when handling
highly coordinated elements such as Ln/An. In GFN-FF, a
covalent bond is assigned between two atoms i and j if the
distance between the two atoms Rij (in the initial structure) is
smaller than the atom-pair-specific threshold Rij0 that depends
on the empirical element-specific covalent radii r0NB and is
scaled with a charge-dependent scaling factor f R(q). The
inequality for this assignment can be written as

<R f q q R r r( , ) ( , )ij R i j ij i j
0

0,
NB

0,
NB

(7)

and can be solved for the r0NB of one of the two atoms. Note
that in GFN-FF the neighbor list only contains bonded
neighbors (NB).
For the interactions between Ln/An atoms and the

coordinated ligands, the orbital overlap, Pauli repulsion, and
electrostatic interactions vary in importance for different
elements.35,36 Modeling these interactions accurately within
the framework of a FF is not a straightforward task, and thus
demands a trade-off between computational cost, accuracy, and
robustness. A crucial requirement in this regard is that Ln- or
An-complexes should not dissociate any ligands during
optimizations or MD. Therefore, we choose to assign covalent
bonds even for those Ln- or An-bonds dominated by
electrostatic interactions as an efficient means to achieve this
goal. Specifically, the bond potential

=E k k R Rexp( ( ) )ij ij ijbond, bond,1 bond,2
0 2

(8)

is applied for these bonds. It includes prefactors kbond,1 and
kbond,2 and depends on the distance of the two atoms Rij which
is compared to the reference bond distance Rij0. Other attractive
potentials still apply as before. A detailed explanation of the
automated setup of the FF parameters and further details on
the contents of the energies are given in the Supporting
Information of the original publication.28

■ METHODS
The reparameterization and parametrization of the EEQ parameters
for Ln/An elements are carried out with the NLOPT python package
utilizing the local derivative-free BOBYQA optimizer.37,38 The fit uses
the root-mean-square deviation (rmsd) of partial charges of all atoms
regarding DFT reference values and is considered converged if the
change in fit parameters is smaller than 1.0 × 10−7. The fit set for the
actinides is derived from the actinides quantum mechanics (AcQM)
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data set presented by Wittmann et al.39 This data set comprises 2537
actinide complexes with diverse ligands and coordination numbers
ranging from four to 10. The data set features PBE0-NL optimized
geometries and ωB97M-V/ma-def-TZVP Hirshfeld partial charges.
To obtain new EEQ parameters for the lanthanides, all actinide atoms
in the AcQM set were replaced by the corresponding lanthanide, and
the systems were reoptimized using ωB97M-V/def2-TZVPP40,41 with
def2-ECP effective core potentials42 and ma-def2-SVP basis set43 for
the lanthanides. The reference Hirshfeld charges are evaluated on the
electron densities of the optimized systems. The EEQ parameters are
fitted using a quadratic interpolation between La, Gd, and Lu for the
lanthanides and between Ac, Cm, and Lr for the actinides. For both fit
sets, only reference charges between −1 and 2 are included and
systems are excluded as outliers if the deviation of the Ln/An partial
charges obtained with the initial GFN-FF from the reference is larger
than 1.5e. To ensure some robustness of the model, it has been
important to include hydrides and halogens in the fit sets in addition
to the already diverse ligands. Both fit sets, the input geometries for
the MDs, the optimized biomolecular structures, and the isomer
structures are available on our GitHub in the repository dedicated to
this work.44

The covalent radii for the neighbor setup r0NB are optimized for Ln/
An using a semiautomated procedure: First, all r0NB for Ln/An atoms
are calculated using all surrounding atoms within a given distance d.
Then the atom corresponding to the maximum r0NB is inspected
manually and, if the atom should be a neighbor to the Ln/An atom,
the r0NB is adopted in the implementation. If this is not the case, the
distance d is reduced by 0.01 ua, and the procedure is repeated until
an optimal r0NB is found for each Ln/An. This procedure utilized the
PBE0-D4/def2-SVP geometries from the LnQM data set45 for the
lanthanides and the PBE0-NL geometries in the fit set derived from
the AcQM for the actinides. The obtained covalent radii are always
rounded up to the second decimal place to ensure that the
corresponding neighbor is identified as such. Since the threshold for
determining neighbor assignment depends on the atomic charges, the
optimal r0NB are calculated using the reparameterized EEQ model.
The initial parameters for the actinides as well as for francium and

radium are taken from the corresponding element of the sixth period.
Three exceptions are the global hardness parameter c, Pauling
electronegativities en, and covalent radii rtopo used to determine
distances for the calculation of topological partial charges. The values
for the actinides are taken from the same source as the other elements’
parameters but from a later edition.46−49
Bond lengths in Ln/An complexes can vary greatly depending on

the oxidation state, charges, and surrounding ligands. To tackle even
the most challenging systems, we allow the user to manually define
the covalent bond neighbors of atoms via a detailed input file that is
read by xtb. Further information on how to use this feature is given
in the Supporting Information and the xTB documentation. The
oxidation state itself is not recognized by the method, and it only
affects the FF indirectly through the change in total system charge and
the input geometry.
In many complexes, hydrogen atoms will be close to the Ln/An

center while being covalently bonded only to the ligand atoms. In
such cases, the partial charge of the hydrogen atom is slightly positive,
based on the electronegativity of common ligand atoms (C, N, and
O). In hydride complexes, where the hydrogen is directly bound to an
Ln/An atom, the hydrogen has a slightly negative partial charge for
the same reason.50 This allows a distinction between hydridic
hydrogen atoms and hydrogen atoms coordinated only to ligand
atoms based on the partial charge of the hydrogen. Therefore, to
avoid wrong topologies concerning Ln/An-H bonds, the FF removes
hydrogen atoms as neighbors to Ln/An, if the topology-based charge
of the hydrogen is greater than −0.0281e.
The isomers for relative isomer energies have been generated

manually, starting from systems of the LnQM data set. All systems
have been optimized with r2SCAN-3c51 and subsequent single-point
calculations with ωB97X-V/def2-mTZVPP51,52 are performed for
validation. The r2SCAN-3c energies are used as reference values

because they proved to be more robust. The relative isomer energies
and further discussion are provided in the Supporting Information.
Throughout the manuscript, the FF version including an EEQ

reparameterization, optimized covalent radii, shifted bond length
parameters for halogens, and a charge-based neighbor threshold for
hydrogen atoms is called the extended version.

■ RESULTS AND DISCUSSION
EEQ Parametrization. The performance with the original

lanthanide EEQ parameters is shown in Figure 1a and the

results with the extended FF are shown in Figure 1b. Even
though the new parameters reduce the rmsd of the partial
charges by 23%, the large standard deviation of the Ln-partial
charges remains, especially for those below 0.0e and above 1.5e.
The results for the actinides are depicted in Figure 1c, d. The
fit improves the rmsd by 7% and shows a similar progression in
the standard deviation as observed for the lanthanides. The
fitted parameters for Ln/An are listed in the Supporting
Information in Tables S1 and S2 respectively.
Optimal Covalent Radii for Lanthanides and Acti-

nides. A central challenge in modeling Ln/An complexes
using FF with a (mostly) fixed covalent topology is the elusive
nature of the bonds to heteroatoms. These bonds are often
predominantly electrostatic with minimal covalent contribu-
tions. However, any FF requires a topology and preliminary
work shows that purely electrostatic models for these bonds
have major shortcomings. Hence, we decided to model Ln/An-
heteroatom bonds as having covalent character.
The optimal covalent radii are listed in Table 1 for each Ln/

An. The parameters for the lanthanides decrease from
lanthanum to lutetium in agreement with the lanthanide
contraction. This is not the case for the actinides, where the
covalent radii decrease from actinium to lawrencium but show
a local maximum for berkelium. In this regard, the
surroundings of the An-atom have a different effect on
actinides than they have on lanthanides. This has also been
observed by Serezhkin et al.53 for AnX crystals with Th, U, Np,
Pu, Am, Cm for An and S, Se, and Te for X.

Figure 1. Comparison of Ln/An partial charges from Hirshfeld
analysis with EEQ partial charges from (a) the initial parametrization
of the GFN-FF on the Ln fit set, (b) the extended GFN-FF on the Ln
fit set, (c) the initial parametrization of the GFN-FF on the An fit set,
and (d) the extended GFN-FF on the An fit set. The rmsd between
the FF charges and the Hirshfeld charges is given for each panel. All
partial charges are given in elementary charges.
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LnQM. The LnQM is a large data set including PBE0-D4/
def2-SVP optimized structures and Hirshfeld charges on
ωB97M-V/def2-SVPD densities for a diverse set of Ln-
complexes. With hundreds of accurate geometries for each
lanthanide, this set is ideal for testing and improving the
performance of GFN-FF.
The Ln-neighbor bond lengths d(Ln-NB) are analyzed

separately for each atom type of the neighboring atom as listed
in Table 2. This evaluation showed an overall improvement in
the extended version and a systematic shift for halogen atoms
toward shorter bond distances, excluding Fluorine which is
shifted to larger bond distances, with the initial version. In this
evaluation, neighbors are defined by the applied FF version.
Therefore, the number of neighbors evaluated NNB differs due
to the improved covalent radii in the extended version. Since
halogen atoms are only included as direct neighbors to the
lanthanides in the LnQM, the mean signed deviation (MSD)
being close to the mean absolute deviation (MAD) allows for
improving their bond length parameters by shifting them
according to the MSD. This reduces the bond length MSD and
MAD substantially for the extended version. The scaling
introduces a pairwise factor exclusively for halogen-actinide
bonds and halogen-lanthanide bonds. For the actinides, the
halogen bond lengths have been improved based on the
actinide fit set, where the total MAD in d(Ln-NB) is reduced

from 0.14 to 0.12 Å and the MSD from 0.05 to 0.03 Å. Unlike
the initial version, the extended model does not assign any
covalent bonds between the central lanthanide atom and
hydrogen atoms, which is expected since the LnQM does not
include any hydride complexes. The substantial increase in
neighbors for carbon atoms is linked to ligands such as
carboxylate ligands where the carbon atom is next to the atom
that coordinates with the lanthanide. Since the overall bond
length varies greatly between different ligands, it can not be
avoided that such atoms are bound to the lanthanide in some
cases. Excluding specific Ln/An-C bonds is not as simple as the
treatment of Ln/An-H bonds and might cause more harm than
it does good. This issue was less pronounced for nitrogen
atoms in for example nitrate ligands with the initial version. In
this case, the problem has been fixed by the new covalent radii
in the extended version leading to a reduced number of
neighbors, MSD, and MAD. The MADs for the Ln-neighbor
bond lengths are listed in Table 3. With the extended FF, the
MAD of the bond lengths is reduced from 0.18 to 0.14 Å
averaged over all lanthanides.
Finally, the MADs of partial charges of the lanthanide atoms

in the LnQM have been evaluated. The rmsd increases from
0.17e to 0.20e since the fit set also considers halogens and
hydrides in addition to the already diverse ligands in the
LnQM. The MADs are listed in Table 3 for each lanthanide.
The charges are plotted against the reference charges in Figure
S1 in the Supporting Information. Even though the MAD
worsens with the extended version, there is no clear correlation
between EEQ and Hirshfeld charges in either version. Hence,
the further use of the FF charges for Ln/An complexes is not
recommended and resulting dipole moments should be treated
with caution.
12-Coordinate Actinide MOFs. Metal−organic frame-

works (MOFs) are promising candidates in radioactive waste
management.24 To test the applicability of the FF in this area,
porous MOFs (An(IV)-ADC) with 12-coordinated actinides54

are optimized with the periodic mcGFN-FF and compared to
experimental results. The deviations in structural measures for
the MOFs containing thorium, uranium, neptunium, or
plutonium are listed in Table 4. Absolute deviations in
actinide−oxygen bond distances are below 0.12 Å. The
rectangular pores of the MOFs are preserved with absolute
deviations in pore diameters below 0.31 Å. The bite angles
obtained with the FF are accurate with deviations up to 4.2°.
The dihedral angles between the anthracene and the carbonyl

Table 1. Optimal Covalent Radii Parameter r0NB for Ln/An
Given in Å

Ln r0NB An r0NB

La 1.79 Ac 1.82
Ce 1.70 Th 1.65
Pr 1.69 Pa 1.46
Nd 1.68 U 1.42
Pm 1.70 Np 1.57
Sm 1.61 Pu 1.51
Eu 1.63 Am 1.51
Gd 1.63 Cm 1.59
Tb 1.62 Bk 1.68
Dy 1.55 Cf 1.65
Ho 1.58 Es 1.39
Er 1.59 Fm 1.41
Tm 1.54 Md 1.41
Yb 1.55 No 1.46
Lu 1.46 Lr 1.39

Table 2. MSD and MAD of Ln−NB Bond Distances for All Ln Neighbors in the LnQM Sorted by Atom Type of the Neighbora

initial version extended version

NNB ref dist. MSD MAD NNB ref dist. MSD MAD

H 93 3.08 −0.77 0.77 0
C 6767 2.64 −0.27 0.28 8018 2.68 −0.26 0.27
N 49,487 2.54 −0.12 0.20 48,922 2.53 −0.02 0.16
O 48,079 2.37 −0.10 0.15 48,425 2.36 −0.02 0.12
F 2851 2.07 0.07 0.09 2850 2.07 −0.01 0.07
P 3918 3.03 −0.24 0.24 4404 3.05 −0.15 0.15
S 1409 2.96 −0.35 0.35 1485 2.97 −0.26 0.26
Cl 2575 2.63 −0.14 0.15 2575 2.63 0.01 0.07
Br 2524 2.82 −0.19 0.20 2529 2.82 0.01 0.08
I 2489 3.07 −0.23 0.23 2521 3.08 −0.00 0.10

aOnly atoms identified as neighbors by the used GFN-FF were evaluated and the number of neighbors is given in column NNB. Distances are given
in Å.
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deviate by up to 1.4° from the experiment. Overall, the FF
could be an interesting method to test for prescreening of
MOFs in this research area. Since the FF does not apply any
symmetry, the distances and angles could differ between the
eight actinide centers in the unit cell. However, apart from the
anthracene-plane twisting dihedral angle Θtwist, the standard
deviation for the reported measures is zero for the given
number of decimal points. To capture the range of twisting
dihedral angles in the FF geometries, the deviations are
reported for the minimum and maximum angles. The
calculated values and the unit cell are illustrated in Figure 2.
The experimental values, calculated structural properties,
timings, and optimization cycles for the optimizations are
reported in Table S3 in the Supporting Information.
MD Simulations. A common use case of GFN-FF would

be the simulation of a Ln-containing protein or MOF structure.
To illustrate the performance and applicability of our improved
model, MD simulations (MDs) were conducted for a hierarchy
of systems, ranging from small prototypical Ln ligands DOTA
and MACROPA to entire Ln-coordinating proteins. The
neighbor list is especially important for MDs since missing
covalent bonds lead to undesired flexibility. Therefore, the
input structure that the topology is based on should be chosen
carefully. The Ln-complexes were preoptimized with GFN2-
xTB and the Ac−macropa complex is optimized with TPSSh/
SCPP as published by Kovaćs.55

Figure 3 depicts the radial distribution function (RDF) of
neighbors to central Ln/An atoms in prototypical complexes.
The RDFs are obtained from 50 ps MDs with different GFN-
FF versions. For each system, the distances from all
neighboring atoms to the central Ln- or An-atoms are
evaluated indifferent to the neighbor assignment by the FF.
For example, the original parametrization of the FF (gray)

only assigns two neighbors to the europium atom in the
sterically demanding NMe6−Eu(II) complex of Allen and co-
workers,56 leading to a dissociation of the other atoms during
the MD. The improved parametrization (yellow) assigns six
out of eight neighbors correctly, preventing dissociation, while
the hill in the RDF at 4.8 Å corresponds to the unbound
neighbors. Finally, assigning all neighbors correctly via user
input (blue) ensures a stable structure during the entire MD
with distances between 2.4 and 3.0 Å. Note that the two
unbound iodide counterions have been omitted for clarity.

Table 3. MAD of Bond Distances for All Ln-Neighbor
Bonds d(Ln-NB) in the LnQM for the Initial Version and
the Extended Version of the FF, as Well as MADs from
Hirshfeld Chargesa

d(Ln-NB) q

MADs initial extended initial extended

La 0.19 0.16 0.18 0.23
Ce 0.23 0.16 0.17 0.31
Pr 0.22 0.16 0.16 0.29
Nd 0.21 0.15 0.17 0.25
Pm 0.20 0.14 0.16 0.23
Sm 0.19 0.15 0.16 0.19
Eu 0.19 0.14 0.16 0.17
Gd 0.18 0.14 0.17 0.20
Tb 0.18 0.15 0.18 0.15
Dy 0.18 0.15 0.16 0.14
Ho 0.16 0.13 0.15 0.15
Er 0.16 0.13 0.15 0.15
Tm 0.15 0.14 0.14 0.13
Yb 0.15 0.13 0.15 0.12
Lu 0.14 0.14 0.27 0.18

aHere, neighbors are defined by the topology of the FF. The
deviations in bond distances are given in Å and the MADs for the
partial charges q are given in e.

Table 4. Evaluation of the mcGFN-FF on Four An(IV)-ADC
Crystalsa

An(IV)-ADC Th U Np Pu

ΔdAn−O [Å] −0.09 −0.12 −0.06 −0.07
Δdvert [Å] 0.28 0.17 0.24 0.19
Δdhor [Å] −0.29 −0.31 −0.21 −0.21
Δαbite [deg] 3.42 4.17 3.12 3.17
ΔΘtwist,min [deg] −1.08 −1.16 −1.30 −1.37
ΔΘtwist,max [deg] −0.70 −0.74 −1.14 −1.18

aDeviations between the FF and experimental values are given for
actinide oxygen distance dAn−O, vertical pore diameter dvert, horizontal
pore diameter dhor, carboxylate bite angle αbite, and anthracene plane
twisting dihedral angle Θtwist. For the dihedral angle, the minimum
and maximum values observed in the optimized structure are
compared to the experiment.

Figure 2. Illustration of the An-ADC crystal. Hydrogen atoms are omitted for clarity. (a) Unit cell with horizontal pore diameter dhor and vertical
pore diameter dvert. (b) Illustration of bite angle αbite, twist angle Θtwist, and actinide-oxygen distance dAn−O.
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Since the original parametrization of the GFN-FF does not
include actinides, the Ac−macropa complex is only evaluated
for the extended version and the extended version with manual
neighbor setup. The extended version already assigns all
neighbors correctly, giving a similar RDF compared to the FF
with a manual neighbor setup.
For the Eu−dota complex, the original parametrization only

assigns seven out of eight neighbors correctly leading to a small
hill around 3.2 Å. The new parametrization (yellow) and the
manual neighbor setup (blue) qualitatively provide the same
results with two peaks around 2.2 Å for oxygen neighbors and
around 2.6 Å for nitrogen neighbors.
With 256 atoms, the La-tag is by far the largest and most

flexible complex simulated. The input structure was generated
from RCSB PDB57 structure with ID 7CCO by adding
hydrogen atoms with chimera58 at physiological pH.

Furthermore, solvation effects are included with the implicit
solvation model ALPB for water.59 For this realistic use case,
the original and extended version assign the carbon atoms of
carboxylate groups as additional neighbors leading to very
short distances for some of the oxygen atoms. This effect is less
pronounced in the extended version. Again, the correct
neighbor assignment leads to a robust MD with neighbor
distances between 2.0 and 2.7 Å.
The entire MD calculation with the manual neighbor list

setup took 32.6 s for the Eu−NMe6 complex, 54.3 s for the
Ac−macropa complex, 13.9 s for the Eu−dota complex, and
7.1 min for the La-tag. All calculations were performed on four
CPUs at 4.2 GHz. Overall, these examples demonstrate that
the extended GFN-FF together with the possibility to manually
define the neighbor list enables routine investigation of the
conformational space of Ln/An systems via MD simulations.

Figure 3. Radial distribution of neighbors to central Ln/An atoms summed up over a 50 ps MD. The systems are depicted on the right side of the
plots. In each system, the central atom should be coordinated with eight neighboring atoms.
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Especially for systems where the oxidation state has a large
impact on the structure, such as NMe6−Eu(II) and dota−
Eu(III), the detailed input proves to be vital for obtaining good
results.
Optimization of Lanthanide-Containing Biomole-

cules. The somatostatin receptor (SSTR) is a target for the
treatment of multiple tumors,60 e.g., with Radiopharmaceuti-
cals such as Lu−dotatate.61 To showcase an important
application of the FF, the Lu−dotatate complex was manually
added to the crystal structure of somatostatin receptor 2
(SSTR2) after removing the peptide antagonist. The original
protein structure was downloaded from RCSB PDB57 with
Entry ID 7XNA. The 2D structure of Lu−dotatate was
downloaded from DrugBank62 and converted into a 3D
structure with GFN-FF and manual adjustments. The
optimization was performed on four CPUs with 2.0 GHz. In
the start structure, the Lu−dotatate complex had a minimum
distance of 3.4 Å to the protein. Figure 4 shows an overlay of

the original protein (brown) and removed peptide (red) with
the optimized protein (blue) and Lu-complex (colored by
atom type). To approximate important solvation effects, the
implicit solvation model ALPB was included in the FF
optimization with GFN-FF. The optimization closes the cavity
left by the peptide and partially encloses the Lu-complex in the
protein. On the unaltered side of the structure, the deviations
from the experimental structure are reasonable, with the largest
deviations for random coils.
A second Ln−biomolecule complex, proposed as a

sustainable tool for extracting rare-earth elements, was
optimized using the extended FF to validate the accuracy of
the optimized structures. An overlay of the optimized structure
with the experimental structure (transparent blue) is shown in
Figure 5. The integrity of the molecular structure is
maintained, which is reflected in the relatively small rmsd of
1.1 Å. The entire calculation was completed in 10 min and 48 s
on four CPUs with 4.2 GHz. Of this time, the 541
optimization cycles required 10 min and 27 s, while the
setup of the FF parameters took 21 s. For both biomolecules,
the Ln-complex remains intact during the optimization and no
topological changes occur, making the GFN-FF a vital tool for

elucidating large complex structures including elements up to
lawrencium.
Isomerization Energies. Although the primary focus of

GFN-FF and the presented extension is on structural
properties, it is pertinent to briefly discuss chemical energies.
For this purpose, isomerization energies of Ln/An complexes
provide an application-oriented test case. To calculate
meaningful relative isomer energies, it is crucial to ensure
that the GFN-FF neighbor lists of all the isomers are identical.
This can be checked with the --wrtopo nb keyword, which
causes the neighbor list to be printed into a JSON file. If
necessary, the neighbor list should be modified through the
detailed input file as mentioned previously. Users should be
aware that the topology is highly dependent on the input
structure, and therefore the FF can only provide reasonable
results if the input is reasonable. Figure 6 presents the relative
isomer energies calculated with r2SCAN-3c and GFN-FF. The
system names start with the central atom, followed by a unique
identifier for the surrounding ligands. The first three systems
differ only in the central atom, displaying similar results with
r2SCAN-3c for the same isomers. Here, GFN-FF shows the
largest deviations for the square isomer, with up to 10.8 kcal/
mol difference for the Lu_ff6372 system. Considering the
relative ranking of all the isomers, the FF is only off by 2 kcal/
mol or less, which aligns closely with the reference value’s
accuracy. For the other systems with only two isomers, GFN-
FF predicts the relative energies well, with absolute deviations
between 0.2 and 3.8 kcal/mol. Only the Nd_c5f44a system is
qualitatively wrong. Across the studied systems, except for
Eu_ff6372, the FF predicts consistently too low relative isomer
energies. However, GFN-FF shows a very reasonable error
range and good robustness, with only two deviations larger
than 6 kcal/mol. Further testing of the method for screening of
isomers seems promising but requires a detailed study of the
threshold for sorting out unfavorable isomers.
It should be noted, that even DFT calculations can give

larger deviations for such systems. The accuracy of the
reference values is discussed in the Supporting Information
alongside the calculated energies given in Table S4.
Timings and Limitations for Periodic Systems. To

evaluate the timings and limitations of the FF, optimizations
are performed on crystal structures including Eu, Lu, Ac, or Th
as well as alkali metals, alkaline earth metals, transition metals,

Figure 4. Overlay between the experimental SSTR2 structure (PDB
code 7XNA) in blue and red and the optimized structures of the
protein (brown) and the Lu−dotatate complex in ball and stick
representation. The peptide inhibitor colored in red was removed
before the optimization. The FF optimization closes the vacancy and
partially encloses the Lu−dotatate molecule in the protein.

Figure 5. Overlay between the experimental structure of La−
Hansschlegelia with La(III) and the structure optimized with the
extended GFN-FF and ALPB solvation model. The structure contains
three lanthanum atoms and one iodine atom. Hydrogen atoms are
omitted for clarity.
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post-transition metals, halogens, and metalloids. A total of 29
different atom types are included in the 53 optimized systems.
The specific elements and the Crystallography Open Database
(COD)63−65 IDs are listed in the Supporting Information
alongside further optimization details in Tables S5 and S6.
Timings plotted against the initial unit cell volumes are given
in Figure 7 together with the deviation of the optimized cell

volume from the experimental cell volume. The number of
optimization cycles is given next to the data points for selected
systems. The fastest optimization with 17 cycles in 0.17 s is for
a cubic closest packed actinium crystal with four atoms in the
unit cell (ID:9008458). The longest optimization with 1863
cycles in 304.0 min is for a system with 889 atoms in the unit
cell, including tetraphenylborate anions and a Th-complex
(ID:1548031). Overall, the FF optimizations of the periodic
systems show quadratic scaling with a prefactor depending on
how quickly the optimization converges.
During the optimizations, the following limitations of the FF

were encountered. Optimizations on systems including silver−
iodine or copper−iodine clusters, similar to the system with ID
7704645, became unstable and led to a disintegration of the

crystal structure. Furthermore, when two or three cyclo-
pentadienyl derivatives (Cp′) coordinate to a central atom, as
in the system with ID 7701390, bond breaking in the Cp-
ligand occurs in some cases. If calculations on strongly ionic
crystals fail, we recommend testing the pGFN-FF by Gale et
al.66 which now also provides a library for generating
parameters via GitHub. Further timings on two systems
including francium or radium are included in the Supporting
Information.

■ CONCLUSION
Addressing a lack of fast methods specifically parametrized for
lanthanides and actinides, we presented an extension of the
GFN-FF to include parameters for these 4f and 5f elements.
The extended version comprises a reparameterized EEQ
model, optimized neighbor assignment, improved bond length
parameters for halogens, and a charge-based neighbor
threshold for hydrogen atoms. These modifications are
selectively applied only if the atom or its neighboring atom
is a Ln/An, ensuring that the performance of systems without
these elements is not affected. Parameters for francium and
radium are included for consistency, and a proof of principle
was demonstrated for these elements. Additionally, the
extended FF features a new manual setup for the neighbor
list, facilitating robust calculations for otherwise challenging
systems.
We validated our extension through MD simulations and

geometry optimizations on a diverse set of systems varying in
size and composition. Our results show that Ln-ligand bond
lengths are accurately described with an MAD of 0.14 Å
compared to the LnQM (DFT) geometries. Other structural
parameters, such as bite angles or pore sizes in MOFs, exhibit
errors below 7% when compared to experimental values. MD
simulations on four pivotal ligands used in radiochemistry
further underline the robustness of our model. With an MAD
of 3.4 kcal/mol for relative isomer energies compared to
r2SCAN-3c, the screening for isomers is an additional
application of the method. Another interesting application is
the calculation of binding free energies for anion sensors.67

Timings on highly diverse systems varying in composition and
system size show quadratic scaling of the computational costs
with the system size. Throughout this study, we tested highly

Figure 6. Relative isomer energies of Ln/An complexes concerning the lowest lying isomer according to the r2SCAN-3c reference energies. GFN-
FF results are depicted next to the DFT reference. For each system, corresponding isomers are identified by the shape of the marker. All systems are
optimized with the given method.

Figure 7. Total wall-time in minutes for the entire optimization of
periodic structures including Eu, Lu, Ac, or Th plotted against the
initial volume of the unit cell. All calculations were performed on one
CPU at 4.2 GHz. The depicted boxplot shows the statistics for the
deviation of the unit cell volume before and after the optimization.
The box depicts the interquartile range and the median, while the
fliers show the minimum and maximum values excluding the outliers
which are given as circles.
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charged species (+2 or +3 system charges), including the La-
tag, Ce_1d271a, Nd_c5f44a, and various systems in the
LnQM. No specific issues were observed with these systems.
These findings demonstrate that the FF can be used

effectively to model large systems and to explore the
conformational space in Ln/An chemistry. This advancement
opens new possibilities for computational studies in radioactive
waste treatment, radiopharmaceuticals, and photochemistry,
which are challenging yet crucial areas of research.
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Pantano, S. The SIRAH 2.0 force field: altius, fortius, citius. J. Chem.
Theory Comput. 2019, 15, 2719−2733.
(11) Halgren, T. A. Merck molecular force field. I. Basis, form,
scope, parameterization, and performance of MMFF94. J. Comput.
Chem. 1996, 17, 490−519.
(12) Rappe, A. K.; Casewit, C. J.; Colwell, K. S.; Goddard, W. A.;
Skiff, W. M. UFF, a full periodic table force field for molecular
mechanics and molecular dynamics simulations. J. Am. Chem. Soc.
1992, 114, 10024−10035.
(13) Marjolin, A.; Gourlaouen, C.; Clavaguéra, C.; Ren, P. Y.; Wu, J.
C.; Gresh, N.; Dognon, J.-P.; Piquemal, J.-P. Toward accurate
solvation dynamics of lanthanides and actinides in water using
polarizable force fields: from gas-phase energetics to hydration free
energies. Theor. Chem. Acc. 2012, 131, 1198.
(14) Duvail, M.; Souaille, M.; Spezia, R.; Cartailler, T.; Vitorge, P.
Pair interaction potentials with explicit polarization for molecular
dynamics simulations of La3+ in bulk water. J. Chem. Phys. 2007, 127,
034503.
(15) Duvail, M.; Vitorge, P.; Spezia, R. Building a polarizable pair
interaction potential for lanthanoids(III) in liquid water: A molecular
dynamics study of structure and dynamics of the whole series. J. Chem.
Phys. 2009, 130, 104501.
(16) Duvail, M.; Martelli, F.; Vitorge, P.; Spezia, R. Polarizable
interaction potential for molecular dynamics simulations of actinoids-
(III) in liquid water. J. Chem. Phys. 2011, 135, 044503.
(17) Acher, E.; Masella, M.; Vallet, V.; Réal, F. Properties of the
tetravalent actinide series in aqueous phase from a microscopic
simulation self-consistent engine. Phys. Chem. Chem. Phys. 2020, 22,
2343−2350.
(18) Moreno Martinez, D.; Guillaumont, D.; Guilbaud, P. Force
Field Parameterization of Actinyl Molecular Cations Using the 12−6-
4 Model. J. Chem. Inf. Model. 2022, 62, 2432−2445.
(19) Duvail, M.; Moreno Martinez, D.; Žiberna, L.; Guillam, E.;
Dufreĉhe, J. F.; Guilbaud, P. Modeling Lanthanide Ions in Solution: A
Versatile Force Field in Aqueous and Organic Solvents. J. Chem.
Theory Comput. 2024, 20, 1282−1292.

Inorganic Chemistry pubs.acs.org/IC Article

https://doi.org/10.1021/acs.inorgchem.4c03215
Inorg. Chem. 2024, 63, 19364−19374

19372



(20) Bursch, M.; Hansen, A.; Grimme, S. Fast and Reasonable
Geometry Optimization of Lanthanoid Complexes with an Extended
Tight Binding Quantum Chemical Method. Inorg. Chem. 2017, 56,
12485−12491.
(21) Liu, C.; Aguirre, N. F.; Cawkwell, M. J.; Batista, E. R.; Yang, P.
Efficient Parameterization of Density Functional Tight-Binding for 5f-
Elements: A Th-O Case Study. J. Chem. Theory Comput. 2024, 20,
5923−5936.
(22) Carlson, R. K.; Cawkwell, M. J.; Batista, E. R.; Yang, P. Tight-
Binding Modeling of Uranium in an Aqueous Environment. J. Chem.
Theory Comput. 2020, 16, 3073−3083.
(23) Wang, L.; Fang, P.; Zhao, Z.; Huang, Y.; Liu, Z.; Bian, Z. Rare
Earth Complexes with 5d−4f Transition: New Emitters in Organic
Light-Emitting Diodes. J. Phys. Chem. Lett. 2022, 13, 2686−2694.
(24) Patra, K.; Ansari, S. A.; Mohapatra, P. K. Metal-organic
frameworks as superior porous adsorbents for radionuclide sequestra-
tion: Current status and perspectives. J. Chromatogr. A 2021, 1655,
462491.
(25) Niu, K.; Yang, F.; Gaudin, T.; Ma, H.; Fang, W. Theoretical
Study of Effects of Solvents, Ligands, and Anions on Separation of
Trivalent Lanthanides and Actinides. Inorg. Chem. 2021, 60, 9552−
9562.
(26) Dognon, J.-P. Theoretical insights into the chemical bonding in
actinide complexes. Coord. Chem. Rev. 2014, 266−267, 110−122.
(27) Das, A.; Das, U.; Das, A. K. Relativistic effects on the chemical
bonding properties of the heavier elements and their compounds.
Coord. Chem. Rev. 2023, 479, 215000.
(28) Spicher, S.; Grimme, S. Robust Atomistic Modeling of
Materials, Organometallic, and Biochemical Systems. Angew. Chem.,
Int. Ed. 2020, 59, 15665−15673.
(29) Grimme, S.; Rose, T. mcGFN-FF: an accurate force field for
optimization and energetic screening of molecular crystals. Z.
Naturforsch., B: J. Chem. Sci. 2024, 79, 191−200.
(30) Plett, C.; Grimme, S.; Hansen, A. Conformational energies of
biomolecules in solution: Extending the MPCONF196 benchmark
with explicit water molecules. J. Comput. Chem. 2024, 45, 419−429.
(31) Pracht, P.; Grimme, S.; Bannwarth, C.; Bohle, F.; Ehlert, S.;
Feldmann, G.; Gorges, J.; Müller, M.; Neudecker, T.; Plett, C.;
Spicher, S.; Steinbach, P.; Wesołowski, P. A.; Zeller, F. CREST-A
Program for the Exploration of Low-Energy Molecular Chemical
Space. J. Chem. Phys. 2024, 160, 114110.
(32) Chen, Y.-q.; Sheng, Y.-j.; Ma, Y.-q.; Ding, H.-m. Efficient
Calculation of Protein−Ligand Binding Free Energy Using GFN
Methods: The Power of the Cluster Model. Phys. Chem. Chem. Phys.
2022, 24, 14339−14347.
(33) Gorges, J.; Bädorf, B.; Grimme, S.; Hansen, A. Efficient
Computation of the Interaction Energies of Very Large Non-
covalently Bound Complexes. Synlett 2023, 34, 1135−1146.
(34) Mortier, W. J.; Ghosh, S. K.; Shankar, S. Electronegativity-
Equalization Method for the Calculation of Atomic Charges in
Molecules. J. Am. Chem. Soc. 1986, 108, 4315−4320.
(35) Chandrasekar, A.; Ghanty, T. K. Uncovering Heavy Actinide
Covalency: Implications for Minor Actinide Partitioning. Inorg. Chem.
2019, 58, 3744−3753.
(36) Varathan, E.; Gao, Y.; Schreckenbach, G. Computational Study
of Actinyl Ion Complexation with Dipyriamethyrin Macrocyclic
Ligands. J. Phys. Chem. A 2021, 125, 920−932.
(37) Johnson, S. G. The NLopt nonlinear-optimization package,
version 2.7.1. https://github.com/stevengj/nlopt, 2007 (accessed Jan
25, 2024).
(38) Powell, M. J. The BOBYQA algorithm for bound constrained
optimization without derivatives. In Cambridge NA Report NA2009/
06; University of Cambridge: Cambridge, 2009; Vol. 26, pp 26−46.
(39) Wittmann, L.; Gordiy, I.; Friede, M.; Helmich-Paris, B.;
Grimme, S.; Hansen, A.; Bursch, M. Extension of the D3 and D4
London Dispersion Corrections to the full Actinides Series. Phys.
Chem. Chem. Phys. 2024, 26, 21379−21394.

(40) Mardirossian, N.; Head-Gordon, M. ωB97M-V. A combinato-
rially optimized, range-separated hybrid, meta-GGA density functional
with VV10 nonlocal correlation. J. Chem. Phys. 2016, 144, 214110.
(41) Weigend, F.; Ahlrichs, R. Balanced basis sets of split valence,
triple zeta valence and quadruple zeta valence quality for H to Rn:
Design and assessment of accuracy. Phys. Chem. Chem. Phys. 2005, 7,
3297−3305.
(42) Dolg, M.; Stoll, H.; Preuss, H. Energy-adjusted ab initio
pseudopotentials for the rare earth elements. J. Chem. Phys. 1989, 90,
1730−1734.
(43) Zheng, J.; Xu, X.; Truhlar, D. G. Minimally augmented
Karlsruhe basis sets. Theor. Chem. Acc. 2011, 128, 295−305.
(44) Rose, T. GFN-FF for Lanthanides and Actinides; GitHub
Repository, 2024. https://github.com/grimme-lab/GFN-FF_Ln_An.
(45) Hölzer, C.; Gordiy, I.; Grimme, S.; Bursch, M. Hybrid DFT
Geometries and Properties for 17k Lanthanoid Complexes - The
LnQM Data Set. J. Chem. Inf. Model. 2024, 64, 825−836.
(46) Allred, A. Electronegativity values from thermochemical data. J.
Inorg. Nucl. Chem. 1961, 17, 215−221.
(47) Pauling, L. The nature of the chemical bond. IV. The energy of
single bonds and the relative electronegativity of atoms. J. Am. Chem.
Soc. 1932, 54, 3570−3582.
(48) Haynes, W. M. CRC Handbook of Chemistry and Physics, 95th
ed.; CRC Press, OCLC, 2014; p 908078665.
(49) Ghosh, D. C.; Islam, N. Semiempirical evaluation of the global
hardness of the atoms of 103 elements of the periodic table using the
most probable radii as their size descriptors. Int. J. Quantum Chem.
2010, 110, 1206−1213.
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ABSTRACT: Porphyrin-based metal−organic frameworks
(MOFs) offer a unique platform for building porous donor−
acceptor networks that exhibit long-lived charge separation and
transport upon incorporation of electron acceptor guest species.
Here, porphyrin-based MOFs, PCN-222(H2) and PCN-222(Zn),
synthesized as nanoparticle suspensions, are successfully infiltrated
with fullerene acceptor molecules, C60 or PC61BM, in both polar
and nonpolar solvent environments. The location and relative
binding strength of these guest species are evaluated through a
combination of N2 physisorption measurements, photolumines-
cence quenching, and UV−vis absorption titration experiments.
Semiempirical tight binding calculations are used to screen
potential locations of the fullerene guest within the MOF pores,
and hybrid density functional theory (DFT)-computed interaction energies confirm the energetically favorable positions. The
fundamental photophysics of these donor−acceptor host−guest combinations are probed using ultrafast transient absorption
spectroscopy. Sub-picosecond electron transfer involving initial exciplex population is observed, with slow charge recombination
lifetimes on the order of τ ∼1 ns for all systems in both dimethylformamide and 1,4-dioxane. Charge recombination occurs through
population of fullerene and/or framework porphyrin triplet states depending on the porphyrin metalation status. The photophysics
of the fullerene-loaded MOFs are discussed in the context of relevant porphyrin−fullerene donor−acceptor molecules to highlight
the unique role of the framework environment in dictating photoinduced electron transfer and decay pathways.

■ INTRODUCTION
Metal−organic frameworks (MOFs) present both technolog-
ical promise in a wide array of applications and a fruitful
platform for fundamental studies of host−guest chemistry,
electron transfer, and photophysics in three-dimensional (3D)
coordination space.1−6 Composed of metal ions or clusters
connected through coordination bonds with organic or
organometallic linkers, MOFs self-assemble under controlled
solvothermal conditions to yield a variety of microporous
environments and precise chemical tunability not found in
other solid-state hybrid materials.7,8 The retention of
crystallinity upon solvent removal or exchange renders the
porous frameworks accessible to other potential guest species
during subsequent postsynthetic modification (PSM) treat-
ment. This provides another handle to further alter the
framework composition and electronic structure. The resulting
diversity in chemical makeup and tunable, permanent porosity
make MOFs attractive candidates for potential adsorption-
based applications. While initial targets focused on gas
separation and storage,9−12 and catalysis,13−15 more recent
efforts to impart and study electron transfer and transport
properties in these materials pave the way for applications that
rely on MOF conductivity and/or long-lived charge separation
such as resistive sensors, electrochromic devices, and electro-

or photocatalysis.16−26 In one approach, introducing redox-
active guest species via PSM can yield MOF host−guest
donor−acceptor (D−A) systems with the desired charge
transfer (CT) and transport properties. Leveraging established
molecular D−A combinations, focusing solely here on
archetypal electron-rich porphyrins and electron-deficient
fullerenes, organized D−A arrangements within the porous
structures can be achieved through host−guest interaction.
Supramolecular porphyrin−fullerene D−A complexes, which
have been studied extensively,27−30 typically rely on self-
assembly methods to build extended arrays to reach longer
length scales needed for device fabrication.31,32 In MOF-based
systems, the introduction of fullerene acceptor guest molecules
via postsynthetic modification into preformed MOF structures
containing porphyrin donor linkers can promote these D−A
interactions upon confinement within the porous structure
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while avoiding additional self-assembly steps. The ideal
framework for most applications, and in particular photo-
(electro)catalysis, would promote selective infiltration of these
fullerene guests to foster the D−A host−guest interactions yet
possess a pore structure that remains accessible to other guest
molecules. PCN-222 is a MOF structure predicted to exhibit
such behavior.

The PCN-222 framework contains nodes of Zr6 clusters
connected by tetracarboxyphenylporphyrin linkers to form a
3D architecture with two types of one-dimensional (1D)
channel pores that are considerably different in size and
shape.33 The smaller of the two channels is ideally suited for
housing electron-deficient molecules such as C60 and other
fullerene derivatives. Preferential confinement within these
triangular pores would likely facilitate their D−A interactions
with the host framework linkers, triggering directional charge
transport. The much larger hexagonal porous channels,
however, would not likely have this confinement effect on
fullerene, leaving them effectively available for other guest
species. The isostructural framework, NU-1000 (with
tetracarboxyphenyl pyrene in place of the porphyrin linkers)34

provides precedent for this host−guest arrangement and D−A
behavior. Introducing metal(IV) bis(dicarbollide) complexes
as electron-deficient guests to this framework leads to
preferential confinement within the smaller channels, and the
composite host−guest material shows increased electrical
conductivity.35 Furthermore, photoconductive behavior is
predicted for this guest molecule as well as C60 incorporated
in metal-free or zinc porphyrin versions of PCN-222.36 The
photophysics and electrochemistry of similar porphyrin units,
along with the precedent for noncovalent D−A interaction
with electron acceptor molecules in cage complexes and other
frameworks,29,30,37−39 suggests their likely participation as
electron donors upon visible light irradiation in these PCN-222
host−guest systems. An additional advantage of MOFs with
multiple pore types is the unique chemical environments that
they might exhibit due to steric effects, mass transport
limitations, or pore surface chemistry that is distinct in
different pores.

In this investigation, we examine a series of PCN-222
frameworks loaded with fullerene guest molecules to
experimentally confirm the predicted confinement within the
porous structure and accompanying D−A interaction with the
porphyrin linkers. While charge transport is expected to be an
important property of these materials for some applications,
this study focuses on understanding the initial photoinduced
CT process and associated decay pathway of these systems. C60
or fullerene derivative, [6,6]phenyl-C61-butyric acid methyl
ester (PC61BM), guest species are incorporated in either the
metal-free or zinc porphyrin version of this MOF, PCN-
222(H2,Zn), to probe the steric effects of guest functionaliza-
tion and influence of porphyrin metalation status on the host−
guest cofacial binding strength and resulting D−A excited state
decay pathways. Both N′,N-dimethylformamide (DMF) and
1,4-dioxane solvent environments are employed to determine
the influence of the solvent polarity on these excited state
dynamics. Steady state electronic spectroscopy combined with
N2 gas physisorption measurements are used to establish the
location and relative binding strength of the fullerene guests
within the frameworks, while ultrafast optical transient
absorption (TA) spectroscopy studies reveal their excited
state landscapes and associated dynamics. Optical spectro-
scopic measurements of MOF materials, in general, can be

challenging because of light scattering interference. Here, we
use a modified MOF synthesis method that generates
extremely stable nanoparticle suspensions of PCN-222 to
allow for in-depth steady state and time-resolved optical
spectroscopy characterization. The photophysics of the
porphyrin and fullerene components in other D−A contexts
are well established,40−44 and therefore provide a useful
benchmark to help interpret the TA results of the MOF host−
guest systems and the observed trends. By tracking the spectral
signatures of the charge transfer and triplet excited states
following porphyrin photoexcitation, we observe subtle
differences in both the rate of electron transfer and the
recombination pathways depending on the fullerene guest/
porphyrin linker combination. Furthermore, global fitting and
target analysis of these TA data reveal that exciplex formation
likely precedes the CT state population along the decay path.
These results are discussed in the context of related D−A
molecular systems and their established photoinduced electron
transfer pathways. The comparisons highlight how the pore
structure of the MOF uniquely promotes confinement of the
acceptor species along the rigid framework channels, which in
turn influences the charge transfer and recombination behavior
toward specific triplet state populations.

■ EXPERIMENTAL METHODS
Materials. meso-Tetracarboxyphenylporphyrin (TCPP),

tetraphenylporphyrin (TPP), and zinc tetraphenylporphyrin
(ZnTPP) were synthesized using literature precedent.45−47

Zirconyl chloride octahydrate (99% purity) was purchased
from Sigma-Aldrich. N′,N-Dimethylformamide (DMF), tol-
uene, and 1,2-orthodichlorobenzene (ODCB) were purchased
from Millipore Sigma. Dichloroacetic acid (DCA) (97%) was
purchased from TCI Chemicals. Buckminsterfullerene (C60)
(99.9% purity) was obtained from Thermo Fisher Scientific,
and [6,6]-phenyl-C61-butyric acid methyl ester (PC61BM) was
obtained from Nano-C.

Synthesis. PCN-222 nanoparticles were synthesized
following literature precedent48 with some procedure mod-
ifications. 24 mg of TCPP was added to a 100 mL pressure
vessel containing 60 mL of DMF and ultrasonicated until
dissolved. 180 mg of ZrOCl2·8H2O and 1 mL of DCA were
subsequently added, and the reaction flask was ultrasonicated
for another 10 min. Finally, the reaction flask was placed in a
135 °C oven for 24 h. After cooling to room temperature,
solutions were centrifuged in 40 mL of DMF at 10,000 rpm for
10 min. Subsequently, the supernatant was decanted, 40 mL of
fresh DMF was added, and the nanoparticles were resuspended
through ultrasonication for 30 min. This process was repeated
two times. To ensure the removal of ZrOCl2·8H2O and TCPP
starting material, the nanoparticles were resuspended in 20 mL
of a 1 M HCl/DMF mixture using ultrasonication and left in a
120 °C oven for 18 h. Next, 20 mL of DMF was added to the
suspension, which was then centrifuged for 10 min at 10,000
rpm. Finally, the supernatant was decanted and 40 mL of DMF
was added to resuspend the nanoparticles. PCN-222(Zn)
nanoparticles were synthesized by postmetalation of PCN-
222(H2) using a previously reported procedure49 with slight
modification. 100 mg of ZnCl2 was added to 40 mg of PCN-
222(H2) suspended in 20 mL DMF. The mixture was heated
to 90 °C for 24 h. After cooling to room temperature, the
PCN-222(Zn) suspension was centrifuged at 10,000 rpm for
10 min, decanted, and resuspended in 20 mL 0.5 M HCl/
DMF. Subsequently, the 0.5 M HCl/DMF suspension was
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centrifuged at 10,000 rpm for 10 min, decanted, and
resuspended in 40 mL fresh DMF. After the centrifugation
step in fresh DMF was repeated two more times, the PCN-
222(Zn) nanoparticles were resuspended a final time in DMF.
To generate these MOF suspensions in 1,4-dioxane, solvent
exchange was performed by centrifuging the DMF nanoparticle
suspension at 10,000 rpm for 10 min followed by decantation
and resuspension of the solid in 40 mL of 1,4-dioxane. This
process was repeated five times.
C60⊂PCN-222(H2,Zn) and PC61BM⊂PCN-222(H2,Zn). For

powder X-ray diffraction and N2 physisorption measurements,
40 mg of washed PCN-222(H2) or PCN-222(Zn) nano-
particles suspended in 10 mL of DMF were combined with
100 mg of C60 or PC61BM dissolved in 10 mL of ODCB and
allowed to soak for 7 days. This 8:1 fullerene/porphyrin ratio
PCN-222(H2,Zn) nanoparticle suspension was then centri-
fuged at 10,000 rpm for 10 min. After the supernatant was
decanted, the nanoparticles were subsequently washed and
centrifuged in 40 mL of toluene two times to achieve solvent
exchange and remove unbound C60. Following the final
decantation step, the sample was allowed to air-dry overnight.
For transient absorption spectroscopy, PCN-222(H2) or PCN-
222(Zn) nanoparticle suspensions in ∼10 mL of DMF (or 1,4-
dioxane) were concentration adjusted to achieve an optical
density of ∼0.2 at 400 nm absorption wavelength (resulting
porphyrin concentration is ∼6.7 × 10−6 M). Subsequently, a
200 μL aliquot of C60 in toluene was added to achieve a final
molar ratio in a solution of 8:1 C60 guest to porphyrin linker.
The samples were allowed to soak for 7 days.

Characterization. The zinc content in PCN-222(Zn) was
evaluated using atomic absorption spectroscopy (AAS)
(Thermo Scientific iCE 3500 with a Zn hollow cathode
lamp). 10 mg of PCN-222(Zn) was activated in a vacuum oven
at 130 °C for 24 h. Then, 7 mg was added to 10 mL of
saturated NaOH and allowed to digest overnight prior to the
AAS measurement. PCN-222(H2,Zn) nanoparticles were
characterized by scanning electron microscopy (SEM) and
dynamic light scattering (DLS). SEM images were captured on
a Hitachi S-4800 field emission scanning electron microscope
using a secondary electron detector with an accelerating
voltage of 15 kV and a probe current of 10 mA. SEM samples
were prepared on a fixed aluminum stub, carbon conductive
tape, and 1 mm of iridium sputter treatment. DLS measure-
ments of the PCN-222(H2,Zn) nanoparticle suspensions in
DMF were obtained using a Malvern Zetasizer Nano-ZS
instrument equipped with a 4 mW, 633 nm He−Ne laser and
an Avalanche photodiode detector at an angle of 173°. Powder
X-ray diffraction (PXRD) measurements were completed on a
Rigaku MiniFlex 6G from 2 to 60° 2θ running at 40 kV and 15
mA (600 W). UV−visible absorption spectra were collected on
a Cary 5000 UV−vis spectrophotometer in a quartz cell with a
1 cm optical path. The fluorescence data were collected on a
Horiba Fluorolog-3 spectrofluorometer using λ = 421 or 430
nm excitation wavelength for the metal-free porphyrin- and Zn
porphyrin-containing frameworks, respectively. Emission life-
time measurements were collected using a Light Conversion
Harpia ultrafast spectroscopy system equipped with time-
correlated single-photon counting (TCSPC) capability. λ =
421 or 430 nm excitation pump pulses were generated using a
Yb:KGW pumped femtosecond laser source run at 10 kHz
with noncollinear optical parametric amplification.

N2 Physisorption. The samples were degassed against
vacuum (1 × 10−5 Torr) at room temperature for 15 h, heated

to 120 °C in 30 min, and held at 120 °C for 2.5 h prior to
surface area and pore size distribution measurements. This
procedure was performed in a home-built temperature-
programmed desorption setup equipped with a residual gas
analyzer (RGA) able to monitor mass-to-charge ratios up from
1 to 200 amu. Using RGA, this degassing procedure was
determined to be sufficient to remove remaining solvents and
water potentially obstructing N2 binding sites. N2 physisorp-
tion isotherms at 77 K performed in a Micromeritics ASAP
2020 were collected with 45 s equilibration time in the p/p0
range of 0−0.001 decreased to 10 s for p/p0 > 0.001. From
these isotherms, the specific surface area was extracted through
the Brunauer−Emmett−Teller (BET) model in the range of p/
p0 from 10−5 to 0.1 and respecting the Rouquerol criterion.50

The pore size distribution and pore volume of the samples
were modeled in the range of 5 × 10−5 < p/p0 < 0.8 using the
commercially available DFT model for cylindrical geometries
called “N2@77 K�oxide cylindrical pores Tarazona” available
in the Micromeritics software.

Optical Titration Measurements. For UV−vis titration
measurements and photoluminescence (PL) quenching
studies, C60⊂PCN-222(H2,Zn) and PC61BM⊂PCN-222-
(H2,Zn) suspension samples with a range of C60 or PC61BM
concentration were prepared by adding 200 mL total volume
aliquots of toluene containing 0.1−8 mol equiv of C60 or 0.1−
16 mol equiv PC61BM per porphyrin linker to 10 mL PCN-
222(H2,Zn) suspensions in DMF. The final porphyrin linker
concentration in each sample is 1.67 × 10−6 M. Samples were
allowed to soak for 7 days to ensure diffusion of guest into
pores prior to UV−vis and photoluminescence spectroscopy
measurements.

Transient Absorption Spectroscopy. MOF suspension
samples were measured in a 2 mm optical path quartz cuvette.
Transient absorption data sets were acquired using a Coherent
Libra Ti:sapphire laser, with an output of 800 nm at 1 kHz. A
Light Conversion TOPAS-C OPA was used to generate the
∼150 fs pump pulse tuned to 400 nm for these studies to
excite near the peak of the porphyrin Soret band. The pump
pulse energy was typically 100 nJ, and the pump spot size was
found to be ∼300 μm through the use of a beam profiler
(ThorLabs). In an Ultrafast Systems Helios Spectrometer, a
small amount of 800 nm light was used to pump a 1 mm
sapphire crystal to generate 450−800 nm probe light for UV−
vis TA. NIR supercontinuum was generated in a 10-mm-thick
sapphire crystal. A delay up to 5 ns can be achieved with the
Helios. Two-dimensional (2D) maps were processed averaging
three spectra for background and scattering light subtraction,
chirp correction, and single-wavelength kinetic slices using
Surface Xplorer. Data were then imported into MATLAB
software to extract decay and species-associated spectra (SAS)
using a custom global fitting routine.

■ COMPUTATIONAL METHODS
Nudged elastic band (NEB)51−53 calculations are performed
using the GFN2-xTB54 method in the ORCA55,56 program
package. The previously reported C60 position36 centered
within the triangularly arranged porphyrin linkers (P1) is taken
as the start structure, and the position in between adjacent
porphyrin trimers along the c-axis of the framework is taken as
the final position (P2) of the NEB search. Due to the
symmetry of the MOF along the c-axis, this search for the
energetically lowest path from P1 to P2 covers all possible
positions of the fullerene guest species along this pore. The
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calculation is performed with a cutout of the MOF as
illustrated in Figures 4 and S9. The resulting energy curve
(Figure S10) does not show any local minima between P1 and
P2, allowing further investigations to focus on these two
positions. Interaction energies between the C60 guest and the
framework are calculated with PBEh-3c57 on GFN2-xTB
geometries. For structures in which both P1 and P2 are
occupied, interaction energies are calculated with and without
a single explicit solvent molecule (DMF or 1,4-dioxane)
located between the two C60 molecules, along with an implicit
solvation model using SMD58 for the respective solvent.

Molecular dynamics (MD) simulations with mcGFN-FF59 and
NEB calculations with GFN2-xTB are performed to model the
diffusion of these solvent or C60 guests from the small to large
pores of the framework.

■ RESULTS AND DISCUSSION
Synthesis and Characterization. PCN-222 nanoparticles

were characterized by PXRD, SEM, and DLS (Figures S1 and
S2). While diffraction measurements confirmed the crystal-
linity and phase of the framework, SEM revealed particle sizes
of ∼120 nm. DLS characterization showed similar results,

Figure 1. (Left) Pore volume of PCN-222(H2,Zn) (solid) and C60⊂PCN-222(H2,Zn) (patterned) in the hexagonal and triangular pores
determined through fitting N2 physisorption isotherms. Arrow labels indicate the percent pore volume reduction upon introduction of C60 in PCN-
222(H2,Zn). (Right) Hexagonal (red) and triangular (blue) pores of the PCN-222 structure are illustrated, where the proposed location of C60 is
graphically depicted and the weak interaction of C60 in the hexagonal pores is highlighted by using parentheses.

Figure 2. Fluorescence titration measurements of (a) C60⊂PCN-222(H2), (b) C60⊂PCN-222(Zn), (c) PC61BM⊂PCN-222(H2), and (d)
PC61BM⊂PCN-222(Zn) in DMF. Insets: Stern−Volmer plots of I0/I as a function of the C60 or PC61BM concentration (mM).
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yielding an average particle size of ∼140 nm. The PCN-222
DMF suspensions display UV−vis absorption spectra typical of
porphyrins like tetraphenylporphyrin (TPP) in solution
(Figure S3). Notably, the Soret band for PCN-222 is red-
shifted compared to that of analogous complex TPP in DMF.
Postsynthetic metalation of the free base porphyrin linker sites
of PCN-222 with Zn was first indicated by the distinct color
change of the MOF nanoparticle suspension from magenta to
violet and then confirmed by UV−vis absorption spectroscopy
as revealed by the characteristic change in the Q-band region
(Figure S3). Elemental analysis by AAS characterization is
consistent with complete metalation of the porphyrin linkers
(5.7 wt % Zn measured compared to the theoretical 5.2 wt %).
Upon introduction of the fullerene guests (C60 or PC61BM),
PXRD characterization confirmed the retention of crystallinity
and phase of the PCN-222 hosts in each case (Figure S1).

Characterization of Pore Volume Changes by N2
Physisorption. N2 physisorption measurements provide
some insight into the location and distribution of the fullerene
guest species in the MOFs. N2 physisorption isotherms and the
results of pore size distribution analyses for PCN-222(H2,Zn),
C60⊂PCN-222(H2,Zn), and PC61BM⊂PCN-222(H2,Zn) are
shown in Figure S4 and summarized in Table S1. Figure 1
summarizes the pore volume changes derived from these
adsorption data when C60 is infiltrated in either the metal-free
or Zn porphyrin versions of PCN-222. Similar results are
found for PC61BM guests. The surface area and pore volume of

the C60- and PC61BM-infiltrated MOFs are lower than those of
the parent PCN-222 material, confirming the incorporation of
these guest species within the porous frameworks. The pore
size distribution analysis of these data reveals two different
pore sizes consistent with the ∼1.2 nm-wide triangular porous
channels and 3.7 nm-wide hexagonal porous channels of the
PCN-222 framework. Notably, in the metal-free MOFs, the
triangular pore volume decreased by nearly 59% while the
hexagonal pore volume decreased by only 16% upon
incorporation of C60. For PCN-222(Zn), both the small and
large pore volumes decreased by similar amounts, 24% for the
triangular pores and 34% for the hexagonal pores, upon
introduction of C60. The same volume reduction trends are
observed for the PC61BM-loaded MOFs. The significantly
larger reduction in small pore volume in PCN-222(H2) upon
incorporation of fullerene guests indicates higher loading of
C60 or PC61BM in the triangular channels of this MOF
compared to PCN-222(Zn). This preferential adsorption may
be a consequence of stronger binding affinity of the metal-free
porphyrin linker sites for fullerene guests, as will be explored
below.

Optical Electronic Spectroscopy Evidence of Full-
erene−Porphyrin Linker Interaction. Photoluminescence
Quenching. While the N2 physisorption characterization
revealed the relative loading of the fullerene within the small
triangular and large hexagonal pores of the framework, it does
not offer direct evidence of interaction between the framework

Figure 3. UV−vis titration measurements for (a) C60⊂PCN-222(H2), (b) C60⊂PCN-222(Zn), (c) PC61BM⊂PCN-222(H2), and (d)
PC61BM⊂PCN-222(Zn) in DMF. Inset: binding isotherm generated by monitoring absorbance at λ = 421 nm (metal-free versions) and λ = 430
nm (Zn versions) as a function of relative fullerene/porphyrin concentration, expressed as fullerene to porphyrin trimer ratio, (e.g., [C60]/[P]3) in
line with a triangular pore location.
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porphyrin linkers and fullerene guests. Photoluminescence
quenching titration measurements provide initial confirmation
of these binding interactions and insight into their relative
strengths for the two MOFs and two fullerenes. Figure 2
illustrates the characteristic porphyrin linker emission of PCN-
222(H2) and PCN-222(Zn), along with the quenching
observed upon the introduction of C60 or PC61BM in each
case. Compared to the analogous fluorescence titration
measurements of TPP or ZnTPP in solution, which show
negligible quenching upon fullerene titration (Figure S5), the
fluorescence quenching behavior observed for the MOF
systems indicates linker−guest interaction and implicates the
unique confinement effect of the framework as its primary
driving force. The PCN-222(H2) framework exhibits more
pronounced fluorescence quenching compared to PCN-
222(Zn) upon introduction of either C60 or PC61BM,
indicating a greater association of the fullerene guests with
the metal-free porphyrin linker sites compared with the Zn
porphyrin analogues.

The inset graphs of Figure 2 show Stern−Volmer plots
derived from the titration measurements. The plots further
illustrate the marked difference in fluorescence quenching
between the metal-free and Zn porphyrin-based MOFs upon
introduction of fullerene guests. Notable deviations from
linearity are observed in the higher fullerene concentration
range in each case. Interpreting these deviations, however, is
complicated by the multiple factors likely influencing
fluorescence quenching behavior in these materials. While
combined static and dynamic quenching processes as well as
sphere-of-action quenching are marked by upward curving
Stern−Volmer plots, fractional accessibility of fluorophores
yields the opposite trend, producing downward curvature of
the plot with higher quencher concentration.60 In fluorescent
MOFs such as PCN-222, all of these factors may be influencing
the observed trends. Pore confinement, coupled with different
fullerene−porphyrin ground state binding strengths that
depend on the porphyrin metalation status, would likely
influence the relative contribution of static, dynamic, and
sphere-of-action fluorescence quenching by the fullerene
guests, whereas incomplete diffusion of the fullerene guest
molecules within the porous structure would render some
framework porphyrin fluorophore linker sites effectively
inaccessible to the fullerene guests. The net downward trend
for the PCN-222(H2) Stern−Volmer plot suggests that the
latter factor dominates at higher C60 and PC61BM concen-

trations. However, the near-complete fluorescence quenching
observed even at modest fullerene concentrations suggests that
this population of inaccessible fluorophores is quite small. The
overall upward curvature of the PCN-222(Zn) Stern−Volmer
plot at higher C60 concentration indicates the dominant effects
of increased contribution of collision and/or sphere-of-action
quenching between excited porphyrin linkers and weakly/
nonbound, yet confined, fullerene guests. Evidence for this
behavior can be found in a changing fluorescence lifetime with
increased C60 loading (Figures S6 and S7). Interestingly, this
upward curvature trend is not observed for PC61BM in PCN-
222(Zn). Its downward curving Stern−Volmer plot suggests
that the added steric bulk of this fullerene guest may inhibit its
diffusion, outweighing any collision or sphere-of-action
quenching contributions.
UV−Vis Titration Measurements. UV−vis absorption

spectroscopy characterization provides evidence for a ground
state interaction between the fullerene guest and porphyrin
linkers in PCN-222(H2,Zn) through the observed red shift and
absorbance decrease of the Soret band (Figure 3). These
spectral changes occur when electron density is withdrawn
from the porphyrin units by cofacial van der Waals interactions
with the fullerene molecules within the porous framework.61

Note, no porphyrin-based Soret or Q-band spectral changes
are observed upon addition of PC61BM or C60 to TPP or
ZnTPP in DMF solutions (Figure S8), confirming the unique
confinement effect of the porphyrin-based frameworks on the
fullerene guests.

UV−vis titration experiments (Figure 3) are used to
establish association constants Kassoc for each fullerene-loaded
MOF system. Titration isotherms are generated from the Soret
band changes measured for the MOF suspensions upon
introduction of the fullerene guests. On the basis of this
analysis,62,63 the Kassoc values were evaluated to be 1.69 × 106

M−1 for C60⊂PCN-222(H2), 2.88 × 106 M−1 for
PC61BM⊂PCN-222(H2), 1.66 × 105 M−1 for C60⊂PCN-
222(Zn), and 3.26 × 105 M−1 for PC61BM⊂PCN-222(Zn).
These results show that C60 and PC61BM have similar binding
strengths within PCN-222. However, the metal-free porphyrin
framework exhibits higher binding affinities for these fullerene
species compared with the zinc analogue. While this trend
contradicts the reported computational studies of C60 binding
strength on this system,36 analogous titration studies of related
metal-free and zinc porphyrin complexes with cofacial C60
interaction also showed stronger binding for the metal-free

Figure 4. Illustration of C60 positions in the PCN-222 model system. (a) Top view along the triangular porous channel including a C60 molecule at
position 1 in between the porphyrin linkers. (b) Side view of the model system with two C60 molecules located at positions 1 and 2. (c) Side view
of the model system with a single DMF molecule between the two C60 at positions 1 and 2.

The Journal of Physical Chemistry C pubs.acs.org/JPCC Article

https://doi.org/10.1021/acs.jpcc.5c00161
J. Phys. Chem. C XXXX, XXX, XXX−XXX

F



porphyrin versions.64 Notably, those studies similarly predicted
a higher affinity for the Zn porphyrin version as well. The
single inflection point in these titration data suggests that only
one axial coordination site involves significant binding
interaction. Based on the appropriately sized small triangular
pores of the PCN-222 structure, we hypothesize that this is the
location of the bound fullerene guest species. This binding
location is both theoretically predicted36 and in line with
reported cyclic porphyrin trimer supramolecular cage systems
with similar dimensions that form analogous complexes with
fullerenes.65 UV−vis titration measurements of that supra-
molecular system yielded association constants on the order of
104−106 M−1 depending on the solvent.

Computational Investigation of Fullerene Locations
and Solvation Environment. Computational modeling
further elucidates the likely locations of the fullerene guest
species within the triangular pore volume of the framework. In
previous computational studies,36 only the position of the
guest species that are cofacially associated with the porphyrin
linkers in the small triangular pore has been considered.
However, other positions along this channel might be occupied
and could affect the properties of the MOF. To this extent,
possible locations of the C60 molecule along the triangular
porous channel of the PCN-222 structure were investigated by
using the NEB reaction path exploration algorithm. Two
minima were identified: one associated with the C60 interacting
with the triangularly arranged porphyrin linkers (P1) and the
other for the C60 located at the position between adjacent
porphyrin sites along the triangular channel (P2) (see Figure
4).

Calculated interaction energies, listed in Table 1, show that
both positions can be occupied simultaneously without an

energetic penalty. Specifically, the interaction energy with both
positions occupied is 1.7−1.8 kcal/mol lower than the sum of
the interaction energies of only P1 or P2 occupied depending
on the implicit solvent. To investigate whether a solvation shell
around the C60 molecules at P1 and P2 is feasible, we
additionally calculated interaction energies with a single
explicit solvent molecule between the two C60 molecules
along with implicit solvation contributions. The energies
reported in Table 1 show that with the addition of a DMF
molecule, the interaction energy is reduced by 82%, and for
1,4-dioxane it is reduced by 108%. This indicates that
occupying both positions in the small triangular pore with
C60 molecules does not leave enough space for solvent

molecules. Furthermore, molecular dynamics (MD) simu-
lations showed that both solvent molecules can move from the
small pore to the large pore through the gap between the two
linkers in PCN-222, while the C60 molecules are unable to
move through this gap. This suggests that upon fullerene
loading, the small triangular pores are mostly occupied by the
C60 molecules and the solvent molecules are displaced into the
larger voids of the hexagonal pores. The results of the MD
simulation are presented in Figures S11−S13 of the Supporting
Information. The geometries for all calculations and the
reaction equations for the interaction energies are given in the
Supporting Information.

Characterization of Charge Transfer and Recombina-
tion by Ultrafast Transient Absorption Spectroscopy.
To analyze the excited state dynamics of these fullerene-loaded
MOF systems, we turned to femtosecond transient absorption
(TA) spectroscopy. TA data collected for C60⊂PCN-222(H2)
and C60⊂PCN-222(Zn) are presented in Figure 5. The top
panels (Figure 5a,b) contain spectral slices extracted at
different time delays over the 5 ns window and kinetic traces
(inset graphs) collected at diagnostic probe wavelengths
associated with different transient species. The bottom panels
(Figure 5c,d) show the species-associated spectra (SAS) of
these two systems derived through the TA data global fitting
analyses (vide infra). The TA results for the PC61BM-loaded
MOFs are found in Figure S14, and those of the MOF
nanoparticle suspensions without fullerene guests are shown in
Figure S15. Upon photoexcitation, each MOF system displays
characteristic porphyrin excited state absorption (ESA) at
∼480 nm along with Soret and Q-band ground state bleach
(GSB) features, reflecting the immediate population of the S1
excited state of the porphyrin moiety (following fast internal
conversion from S2 that occurs within the instrument response
time). While PCN-222(H2) and PCN-222(Zn) in the absence
of fullerene exhibit a decay of these features that indicates
direct return to the ground state, the presence of the acceptor
guest species in these MOFs yields TA spectral signatures that
reflect CT excited state population along their decay path in
each case. Following well-established literature precedent, the
broad absorption band between 600 and 800 nm arises from
the porphyrin radical cation,42 and the 1080 and 1020 nm ESA
bands are due to the C60 and PC61BM radical anion66 species,
respectively. By 5 ns, the broad visible ESA band converges
into a feature centered around ∼740 nm, while the broad ESA
in the NIR region beyond 900 nm decays to zero. This spectral
evolution at longer delay times suggests charge recombination
to the fullerene triplet excited state67 based on similar
observations of electron transfer pathways in molecular
porphyrin-C60 systems.42 At this long delay time, TA spectra
for the metal-free porphyrin frameworks with fullerene guests
also display residual absorption at ∼475 nm, accompanied by
the GSB features, which is the hallmark of porphyrin locally
excited triplet state population68 and has been documented in
molecular porphyrin-C60 analogues.37,42 The persistence of
both ESA features along with the GSB at long time delays in
this case indicates that charge recombination occurs via both
porphyrin and fullerene triplet excited state decay paths. In
contrast, TA spectra for the Zn-metalated porphyrins in PCN-
222(Zn) with fullerene guests only show absorption around
740 nm by 5 ns, with all other features decaying to zero,
indicating that the reverse charge transfer (RCT) event decays
primarily to the C60 triplet state.

Table 1. Calculated Interaction Energies for C60 Molecules
at the PBEh-3c Composite DFT Level on Optimized GFN2-
xTB Geometries Located at Local Minima P1 and P2 within
the One-Dimensional Triangular Pore of PCN-222 Modela

solvent
C60

location
energy (kcal/mol)
(implicit solvent)

energy (kcal/mol) (implicit
+ explicit solvent)b

DMF P1 −22.5
P2 −25.2
P1 + P2 −45.9 −8.5

1,4-
dioxane

P1 −25.3
P2 −24.9
P1 + P2 −48.5 +3.7

aThe energies include solvation contributions from the SMD model
as indicated. bA single solvent molecule located between the two C60
molecules as described in the text.
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The global fits of the TA data provide further insight into
the excited state decay pathways and kinetics for these
fullerene guest-containing MOFs. Target analyses (see SI for
more details) reveal four intermediate state components for
both C60⊂PCN-222(H2) and PC61BM⊂PCN-222(H2) and
five components for C60⊂PCN-222(Zn) and PC61BM⊂PCN-
222(Zn). The SAS with the fastest lifetime component for
both C60⊂PCN-222(H2) and C60⊂PCN-222(Zn) is assigned
to the singlet excited state of the porphyrin donor linkers, 1P*-

C60 or 1ZnP*-C60 with lifetimes τ = ∼0.3 and ∼0.2 ps,
respectively. In C60⊂PCN-222(H2), this initial porphyrin
excited state decays to subsequent intermediate species, one
with τ = ∼55 ps and another with τ = ∼1110 ps. These SAS
components each display absorption features at ∼625 and
∼1080 nm (i.e., porphyrin cation and C60 anion spectroscopic
signatures, respectively), indicating population of excited states
with CT character. Notably, the τ = ∼55 ps SAS component
displays broader spectral features that become slightly more

Figure 5. TA spectral overlays of (a) C60⊂PCN-222(H2) and (b) C60⊂PCN-222(Zn); the insets show kinetic slices obtained from the
corresponding spectra at 475, 740, and 1080 nm. Species-associated spectra of (c) C60⊂PCN-222(H2) and (d) C60⊂PCN-222(Zn). Samples were
measured as nanoparticle suspensions in DMF with λ = 400 nm excitation.

Figure 6. (a) Illustration of photoinduced electron transfer pathway as it relates to the proposed encapsulated location of the fullerene guests within
the small triangular pores of the MOF. (b) Proposed excited state decay pathway of C60⊂PCN-222(H2) (top) and C60⊂PCN-222(Zn) (bottom).
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resolved by the third component. These global fit results align
with those reported for related porphyrin−fullerene molecular
dyads that involve through-space electron transfer.69−71 In
these systems, exciplex formation is invoked to explain the
shorter lifetime component, indicating that its population
precedes that of the formal charge transfer excited states along
the decay pathway. The exciplex species in this molecular dyad,
characterized by broader spectral features compared to the
pure CT state, is a geometrical rearrangement of the donor and
acceptor in the excited state that delocalizes the initial
excitation of the donor with the possibility of some CT
character. Thus, we assign the shorter and longer lifetime
intermediate SAS components in C60⊂PCN-222(H2) to the
exciplex (PC60)* and P+C60

− CT state decay pathways,
respectively. The C60⊂PCN-222(Zn) excited state deactivation
pathway also involves exciplex (ZnPC60)* and CT excited
state, ZnP+C60

− populations; however, the exciplex involves
two decay components (with τexciplex = 6.6 and 145 ps). These
observed kinetics may be attributed to weaker fullerene
binding affinities of the Zn porphyrin linkers (Figure 3),
which allow multiple relaxation steps toward the optimal
exciplex geometry. The formal CT excited state, with
population similarly confirmed by the sharpened spectral
features, has a lifetime of τRCT = 986 ps. The final “infinite”
SAS component for C60⊂PCN-222(H2) that persists beyond
the 5 ns time window of the TA experiment, displays
absorption features at ∼475 and ∼740 nm, corresponding to
the triplet states of the porphyrin68 and C60,

67 respectively.
The final SAS component for C60⊂PCN-222(Zn) only
displays the ∼740 nm feature confirming exclusive decay via
the C60 triplet excited state as previously discussed. A summary
of the proposed excited state deactivation pathways derived
from these TA analyses for the two MOF systems is depicted
in Figure 6b.

Aside from the differences in exciplex and triplet decay
pathways, both metal-free and zinc porphyrin frameworks
loaded with C60 acceptor guests exhibit similar excited state
dynamics with respect to charge transfer behavior and reverse
charge transfer lifetimes (∼1 ns). The deviation in triplet decay
pathways between C60⊂PCN-222(H2) and C60⊂PCN-
222(Zn) can be rationalized based on the established triplet
state energy levels of relevant porphyrin and zinc porphyrin
complexes relative to that of C60. While the triplet energies
reported for metal-free and zinc tetraphenylporphyrin
complexes are 1.43 and 1.61 eV, respectively,72 that of the
fullerene triplet state 3C60* is 1.55 eV.73 Assuming similar
triplet state energies of these moieties in the MOF-C60 donor−
acceptor systems, dual population of the lower-energy metal-
free porphyrin triplet state along with 3C60* upon charge
recombination is plausible, while the analogous population of
the Zn porphyrin triplet state may be fleeting or energetically
inaccessible. Furthermore, the significantly enhanced binding
interaction and greater pore volume reduction for the
fullerene-loaded PCN-222(H2) framework compared to
those of PCN-222(Zn) are a potential source of divergent
behavior. If the triplet energy migrates to more weakly bound
fullerene in the large pore of PCN-222(Zn), the proposed
equilibrium between 3P* and 3C60* could be interrupted by
subsequent fullerene diffusion that renders triplet energy
transfer irreversible to 3P*. The global fit analyses of the
PC61BM⊂PCN-222(H2) and PC61BM⊂PCN-222(Zn) TA
results (Figures S19 and S20) reveal similar decay pathways
and kinetics as the C60-loaded MOFs, including exciplex state

formation, RCT lifetimes, and triplet state populations,
indicating minimal impact of the butyric-methyl ester
appendage on the electron transfer photophysics in this
host−guest arrangement. This similar excited state behavior for
the two fullerene intercalants, despite the apparent absence of a
dynamic quenching channel for free or weakly bound PC61BM,
suggests that energy offsets in the triplet manifolds may be the
primary factor that dictates the product of reverse charge
transfer.

The TA results presented thus far were obtained using DMF
as the solvent environment for the fullerene-loaded framework
suspensions. TA measurements were also collected for these
MOF systems upon 1,4-dioxane solvent exchange to probe the
influence of solvent polarity on their photophysical responses
following the C60 introduction. Charge-separated excited state
energies in most D−A systems are heavily influenced by
solvent polarity, which can lead to drastic changes in observed
photoinduced electron transfer and recombination path-
ways.44,69,74−79 While polar or moderately polar solvents
such as DMF can facilitate charge separation by stabilizing
the CT state, nonpolar media can hinder photoinduced charge
separation by rendering the CT state less energetically
favorable, or even inaccessible. The TA data collected in 1,4-
dioxane are shown in Figure S16 with the results of the global
fitting analysis depicted in Figures S21 and S22. Using the
same sequence models applied to these systems measured in
DMF, global fitting yielded analogous intermediate SAS
components associated with singlet porphyrin-localized excited
state, exciplex, and CT excited state populations. Furthermore,
the TA analyses reveal comparable charge recombination
pathways dominated by C60 triplet excited state population for
C60⊂PCN-222(Zn) or a dual population of both porphyrin
and C60 triplet excited states for C60⊂PCN-222(H2). Notably,
despite the significant difference in solvent polarity between
DMF (ε = 36.7) and 1,4-dioxane (ε = 2.20) environments, the
TA results revealed similar CT state formation and decay
lifetimes for these fullerene-loaded MOF materials in both
solvents. This suggests that the C60 acceptor species are
sufficiently shielded when confined within the small triangular
channels of the framework, such that the resulting D−A CT
excited state energies are essentially impervious to the
surrounding solvent environment. As a result, only the
electrostatic interaction between the framework porphyrin
linkers and fullerene guest species influences their electron
transfer behavior and kinetics. The expulsion of solvent from
the small triangular channels upon introduction of the fullerene
guests is further supported by the computational results
presented above, which reveal that the C60-loaded MOF in the
absence of solvent is more thermodynamically favorable than
this system in the presence of interstitial DMF or 1,4-dioxane
solvent molecules.

Comparison with Molecular Porphyrin−Fullerene D−
A Systems. Comparing electronic structure and excited state
dynamics derived from the observed photophysics of these
fullerene-loaded MOF materials with those of relevant
molecular porphyrin−fullerene D−A systems highlights the
unique role of the framework in dictating photoinduced
electron transfer and decay pathways. It is well established that
covalently linked C60-porphyrin(Zn,H2) dyads undergo D−A
electron transfer following local porphyrin donor excitation,
with charge separation and recombination pathways and
kinetics determined by the linker distance between the
porphyrin donor and fullerene acceptor moieties as well as
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the solvation environment.44,69,74,75 In these molecular
examples, however, the fullerene and porphyrin moieties are
connected via a single linker, which leads to substantial
conformational flexibility and negligible direct π−π interaction
between the porphyrin plane and the convex π surface of the
fullerene. Cyclophane-like C60-porphyrin dyads, with two
separate linkers symmetrically connecting the porphyrin and
fullerene components, yield face-to-face π-stacked struc-
tures,61,70 while cage complexes such as the covalent organic
polyhedron, COP-5, possess a fixed cofacial orientation of two
porphyrin sites for encapsulation of fullerene (C70 in the
reported system).37 These molecular analogues display
through-space π−π interactions that in some ways resemble
those of the fullerene-loaded porphyrin-based MOFs. In each
molecular case, direct interchromophore interaction, with
similar fixed edge-to-edge donor−acceptor distances, REE∼2.8 Å, is evinced by absorption spectra perturbations like
those observed in C60⊂ and PC61BM⊂PCN-222(H2,Zn).
Unlike the MOF systems, however, the molecular analogues
exhibit additional NIR absorption and emission features (at
least in nonpolar solvents). The appearance of the new
absorption band indicates a direct excitation to the CT excited
state, while the emission band is attributed to its radiative
decay.37,61 For the cyclophane-like dyads, despite the lack of
this CT emission in polar solvents, exciplex formation is
assigned as a precursor to the fully charge-separated state, as
mentioned above. In the C70@COP-5 system, however, the
charge transfer state forms from the COP-5 porphyrin singlet
excited state without evidence of an intervening exciplex,
regardless of solvent polarity. While the PCN-222 framework
rigidity and cage-like encapsulation of the fullerene guest
molecules might predict similar behavior, exciplex intermediate
is nonetheless detected in this system in both polar and
nonpolar solvent environments. The different pathways may be
attributed to the fullerene triangular pore location and
subsequent electronic coupling with three porphyrin moieties
in PCN-222 (rather than two in the case of COP-5) as well as
the different fullerene species encapsulated in each case (C60 vs
C70). Regardless of the participation of exciplex states, the
electron transfer process occurs on the ultrafast time scale in
each case.

The reverse charge transfer lifetime trends observed for the
C60⊂ and PC61BM⊂PCN-222(H2,Zn) series resemble the
behavior reported for the fullerene-loaded COP-5 system.
Namely, electron transfer occurs for the cage complex in both
polar and nonpolar solvents with similar charge recombination
lifetimes, despite a large difference in solvent dielectric
constant. The prolonged CR lifetimes are attributed to the
rigidity of the porphyrin cage in COP-5 and very small
reorganization energy upon photoinduced electron transfer.
Framework rigidity in the PCN-222 series likely plays a similar
role along with the solvent-excluded pore location of the
acceptor species, which essentially eliminates the solvent
reorganization effects on the energetics of the CT state and,
therefore, the rate of charge recombination. Notably, the
lifetime is even longer than the 300−600 ps range reported for
the COP-5 system, and more impervious to solvent polarity
with τRCT ∼1 ns for all MOF systems in both polar and
nonpolar solvents. The deviation in charge recombination
pathways further highlights how the unique arrangement,
rigidity, and solvent exposure of the fullerene and porphyrin
moieties in each case influence the relative energy of the CT
excited state. The cofacial C60-porphyrin molecular systems

that form charge-separated excited states in polar solvents
decay via direct recombination to the ground state, bypassing
any triplet excited state population. Only in the C70@COP-5
system with a nonpolar solvent environment is a porphyrin
triplet state invoked as the dominant charge recombination
pathway. The dual triplet decay pathway observed upon charge
recombination within the fullerene-loaded PCN-222(H2)
framework suggests near-energetic resonance between the
CT state and both porphyrin and fullerene triplets.

■ CONCLUSIONS
The framework-imposed arrangement of porphyrin linkers in
PCN-222 is responsible for the unique donor−acceptor
interactions with encapsulated fullerene guests. The distinct
occupation, binding strength, and solvent accessibility of
acceptors in different pore types of these tailored MOFs lead
to electronic structure perturbations that are unmatched in
molecular analogues. Although in all cases fast charge transfer
occurs from porphyrin to fullerene, the subsequent flow of
energy and charge is redirected by the tunable energy
landscape�most notably, through varying excimer relaxation
pathways and an eventual exclusive formation of fullerene
triplet in the Zn-metalated MOF. Employing this energy flow
strategically in a photochemical or catalytic reaction is a future
goal that may require additional structural optimization and
the inclusion of catalytic metal species.
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ABSTRACT: The accurate calculation of reaction-free energies (ΔrG°)
for diboronic acids and carbohydrates is challenging due to reactant
flexibility and strong solute−solvent interactions. In this study, these
challenges are addressed with a semiautomatic workflow based on
quantum chemistry methods to calculate conformational free energies,
generate microsolvated solute structural ensembles, and compute ΔrG°.
Workflow parameters were optimized for accuracy and precision while
controlling computational costs. We assessed the accuracy by studying
three reactions of diboronic acids with glucose and galactose, finding
that the conformational entropy contributes significantly (by 3−5 kcal/
mol at room temperature). Explicit solvent molecules improve the
computed ΔrG° accuracy by about 4 kcal/mol compared to
experimental data, though using 13 or more water molecules reduced precision and increased computational overhead. After
fine-tuning, the workflow demonstrated remarkable accuracy, with an absolute error of about 2 kcal/mol compared to experimental
ΔrG° and an average interquartile range of 2.4 kcal/mol. These results highlight the workflow’s potential for designing and screening
tweezer-like ligands with tailored selectivity for various carbohydrates.

■ INTRODUCTION
In plants, carbohydrates play key roles, serving as the primary
energy source for metabolic processes,1 acting as signaling
molecules that initiate cascades of response reactions,1,2 and
providing carbon atoms essential for synthesizing polysacchar-
ides needed for tissue regeneration.1 For these reasons, there is
a need for the development of sensors with the capability to
selectively detect and quantify carbohydrates under in vivo
conditions. These sensors could play a crucial role in breeding
new agricultural plant varieties more resilient to the increasing
stress conditions due to climate change and global warming. In
this context, the reactions involving phenylboronic acids
(PBA) and carbohydrates to produce boron diester com-
pounds align well with several prerequisites for creating sensors
to quantify carbohydrates in living systems.2−5 These reactions
are reversible under normal physiological conditions, PBA
compounds are biocompatible,4,5 and the binding process is
detectable through a wide diversity of signal transduction
methods,6 making PBA highly attractive candidates for
designing sensors capable of specifically detecting carbohy-
drates in aqueous environments.
Diboronic acids (DBA), as shown in Figure 1, are examples

of PBA-based molecules successfully designed for selective
detection and quantification of glucose (Glc) and galactose
(Gal). Depending on the structural details of the DBA, these
molecules bind to glucose and galactose via four B−O−C
bonds with the hydroxyl groups in 1,2 and 1,3 positions,
forming cyclic boron diesters of five and six members,

respectively.7−10 In this way, the DBA molecules behave as
tweezer-like ligands reacting preferentially with glucose and
galactose, despite the higher reactivity of PBA toward
fructose.4,8 The relative distance and orientation of boronic
groups (R−B−(OH)3) and the rigidity of the DBA-tweezer
ligand are crucial factors in achieving high selectivity toward
glucose.4,8,11 Although optimal control of these factors is
limited by synthetic accessibility and chemical intuition for the
design of the DBA ligands, computational chemistry is a
valuable tool to alleviate these limitations, as demonstrated by
Yang and co-workers,11 who found the optimal positioning of
the two PBA molecules to bind glucose by means of geometry
optimizations, designing one of the best performing DBA for
glucose.11 Even so, Yang’s design11 only used a “structure-
based” methodology, which does not guarantee the covalent
binding between the reactant molecules, if applied to the
design of DBAs for other carbohydrates. Therefore, additional
descriptors for the covalent binding processes, such as the
reaction-free energy (ΔrG°),12 are required to complement the
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“structure-based” methodologies for the computational design
of DBA ligands for carbohydrates.
Carbohydrates are highly solvated and flexible molecules in

solution,13 and DBAs reported in the literature are mostly
flexible molecules as well.4,8 Thus, several conformations, for
reactants and products, are needed for accurate calculations of
the reaction-free energies ΔrG° in these systems.14,15 Accurate
calculation of the solvation contribution becomes difficult
when explicit solute molecules lead to a significant change in
the investigated property, as commonly used implicit models
are no longer viable. Furthermore, modern workflows for
reactions where two flexible molecules covalently bond to a
single molecule demand the investigation of the change in
entropy.16,17

In this work, we selected the reactions DBA-1−2 + Glc,
DBA-1−2 + Gal, and DBA-2 + Glc as example systems to
present a state-of-the-art workflow for the calculation of
reaction-free energies. The systems studied in this work show
all these aforementioned challenges, and the well-established
experimental information about these reactions like the
structures of reactants and products, alongside reported
equilibrium constants (K(T)),7−10 allow us to perform a
rigorous evaluation of the workflow here presented.
This work is organized as follows: The Theory section

explains the general approach to calculate free energies of
conformer ensembles. In the section Computational Details
and Experimental Data, we present the methodology for the
construction of the microsolvated systems, the calculation of
the reaction-free energies, the sampling of the conformational
space, and the generation of the final conformer ensemble. In
the Results and Discussion section, reaction-free energies of
representative test systems are reported and parameters that
affect the results are discussed. Finally, the Conclusion
summarize key findings on how to efficiently calculate
reaction-free energies of flexible systems that require micro-
solvation.

■ THEORY
For a reaction in solution with a standard state “°” of 1 M, the
experimental ΔrG° is calculated from the observed equilibrium
reaction constant Kobs

G RT K RT
C D
A B

ln( ) lnr obs° = = [ ][ ]
[ ][ ]

i
k
jjjj

y
{
zzzz (1)

where R is the gas constant, and T is the absolute temperature
of the system at equilibrium. For the chemical reaction A + B
⇌ C + D, the equilibrium constant can be expressed with the
molar concentrations [A], [B], [C], and [D]. Theoretically, the
reaction-free energy can be computed according to

G G C G D G A G B( ) ( ) ( ) ( )r ° = ° + ° ° ° (2)

from the respective absolute free energies G° of the products
and reactants. For a given molecule X, the free energy

G X E X G X G X( ) ( ) ( ) ( )gas trv solv° = + ° + (3)

is calculated from the electronic energy in the gas phase
Egas(X), the free energy from the translational, rotational, and
vibrational motions Gtrv° (X) (including the zero point energy)
accessible for the molecule X at temperature T, and the
solvation free energy δGsolv(X). Hence, accurate computations
by this brute force approach require high accuracy for all the
individually computed (free) energy components. Moreover,
for flexible molecules, the calculation of G°(X) requires
considering the thermodynamic average over the (at best)
complete conformer ensemble (CE). If the flexibility of any of
the reactants is likely to change due to the reaction, the
conformational entropy contribution −TSconf° should be
included in the molecular Gibbs free energy for the CE18
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where the weight for conformation i

p
e

ei

G X kT

j
N G X kT

( )/

( )/

i

jconf
=

°
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is calculated with the corresponding molecular free energy
Gi°(X), the Boltzmann constant k and temperature T. j is an
index that runs over the conformers (Nconf) used to calculate
the weights pi. By substituting eq 3 into eq 4, the molecular
free energy for a CE

G X E X G X G X TS X( ) ( ) ( ) ( ) ( )CE gas trv solv conf° = + ° + °
(6)

is obtained. Finally, the reaction-free energy (eq 2) considering
the CE for reactants and products is calculated by the equation

G G T Sr CE conf° = ° ° (7)

where ΔSconf° accounts for the conformational entropy changes
in the reaction. The GCE° (X) equations used to calculate ΔrGCE°
for the case of microsolvated reactions are presented in eqs
S2−S6 in the Supporting Information.

■ COMPUTATIONAL DETAILS AND EXPERIMENTAL
DATA

Methods and Workflow. The conformational space of
reactants and products for the reactions are sampled with the
Conformer-Rotamer Ensemble Sampling Tool (CREST)19

(version 2.11.2) while using the included Quantum Cluster

Figure 1. Structures of the diboronic acids (DBAs) 1 and 2 and the monosaccharides glucose and galactose used in this work for the ab initio
calculation of reaction-free energies ΔrG°.
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Growing method20 (QCG) for microsolvation with water. The
meta-dynamics length was set to 80 ps for all calculations to
ensure a well-converged sampling of the conformational space
for these complicated systems. Subsequently, a refined
energetic sorting of the obtained ensemble is calculated with
the Commandline Energetic SOrting (CENSO) tool18

(version 1.2.0). Here, the refinement can be divided into
parts 0−3, where all parts allow the individual setup of the
used density-functional approximation (DFA) for the elec-
tronic energy and the threshold for sorting out the high-lying
conformers. In part 0, a cheap prescreening is performed based
on the electronic energy from a single-point (SP) calculation.
Further prescreening in part 1 uses free energies by including
thermostatistical contributions21 with the GFN2-xTB[ALPB]
method, which is an extended semiempirical tight binding
approach that includes anisotropic second-order density
fluctuation effects via short-range damped interactions of
cumulative atomic multipole moments and an analytical
linearized Poisson−Boltzmann (ALPB) model to account for
solvation effects. In part 2, the remaining structures are
optimized at the chosen level of theory. Finally, part 3
performs single-point calculations on the previously optimized
structures. The choice of functional and sorting thresholds for
the different parts will be discussed in the results section. While
implicit solvation is included in part 0 via the generalized Born
model augmented with the hydrophobic solvent accessible
surface area (GBSA),22−24 the succeeding parts use the SMD
solvation model.25 Both, explicit and implicit water models are
used in the conformer ensemble generation with QCG.

Since the calculation of molecular free energies for flexible
systems based on meta-dynamics involves randomness,
multiple trials (N) are needed to adequately sample the
value distribution of GCE° (X). With GCE,i° (X) being one of the
sampled molecular free energies, for a particular permutation
of the group {i, j, k, l} (corresponding to the index x ∈ {1, 2, 3,
..., N4}) among the N-sampled molecular free energies for the
reactants and products, the eq 2 turns into

G G C G D G A G B( ) ( ) ( ) ( )x k l i jr CE, CE, CE, CE, CE,° = ° + ° ° °
(8)

with i, j, k, l ∈ {1, 2, 3, ..., N}. As the choice of {i, j, k, l} indices
is arbitrary, we defined the reaction-free energy

G Gmed( )r r xCE CE,° = { ° } (9)

as the median of the distribution of the set of values ΔrGCE,x° ,
ordered from smallest to greatest and calculated for all possible
combinations of {i, j, k, l} indices. Now, the precision of the
workflow can be defined as the interquartile range (IQR) of
this distribution.
The thermostatistical contributions Gtrv° (X) are calculated

with semiempirical GFNn-xTB methods, and the implicit
solvation method ALPB26 is used for calculation of solvation
free energy δGsolv(X). While E̅gas, G̅trv° , and δG̅solv from eq 6 are
automatically calculated by CENSO with the given settings.
The conformational entropy Sconf° is determined by the
ensemble entropy calculation from CREST based on GFN2-
xTB generated ensembles with the GBSA implicit solvent
model for water.

Figure 2. Reaction of DBA-1 with glucose in aqueous alkaline solution at pH = 11.3.27

Figure 3. Reaction of DBA-2 with glucose in aqueous solution at pH = 7.4.9

Figure 4. Proposed structures for the reaction of DBA-1−2 with galactose at the conditions reported in reference in 27 (aqueous solution at pH =
11.3).
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Experimental Reference Data. To assess the accuracy of
our workflow, we selected the reactions DBA-1−2 + Glc
(Figure 2), DBA-2 + Glc (Figure 3), and DBA-1−2 + Gal
(Figure 4) because the structure of reactants and products has
been correctly characterized. Furthermore, the structures of the
products in the reactions DBA-1−2 + Glc and DBA-2 + Glc
have been elucidated by analyzing the NMR spectra of proton
(1H) and carbon (13C) nuclei, and by determining dipolar
couplings (JC−C and JH−H) to accurately identify the hydroxyl
groups of glucose bonded to the boron atoms in the DBAs.9,27

In all our calculations we used the α-glucopyranose and α-
galactopyranose isomers because the 1,2-hydroxyls in cis
position (see Figure 1) make these isomers the most reactive
toward DBA-1−2 and DBA-2. Meanwhile, in the β-isomer, the
1,2-diols are in trans positions which do not form a stable five-
member diboron ester ring.8

The reactions DBA-1−2 + Glc, DBA-2 + Glc, and DBA-1−2

+ Gal were performed at conditions where the solution’s pH >
pKas of the DBAs (see Table 1). In the Supporting
Information, we show that the equilibrium side reactions for
reactants and products are unimportant at the corresponding
reaction’s pH. Then, the equilibrium reaction constants Kobs
and the experimental reaction-free energies ΔrGExp° can be
safely assigned to the chemical processes shown in Figures
2−4. Consequently, the reference reaction-free energies ΔrGExp°
are calculated directly from the corresponding experimental
Kobs using eq 1 and are presented in Table 1. Hereafter, we will
also use the symbols ΔrGCD° , ΔrGPT° , and ΔrGNMR° to refer to the
experimental reaction-free energies (ΔrGExp° ) calculated from
the equilibrium constants (Kobs) from circular dichroism (CD),
potentiometric titrations (PT), and nuclear magnetic reso-
nance (NMR) experiments, respectively.
Despite the reported value30,31 of the equilibrium constant

Kobs for the reaction of DBA-1−2 + Gal (Figure 4), the
structure of the product DBA-1.Gal−2 has not yet been
characterized. Nevertheless, the structural and chemical
similarities between glucose and galactose allow us to propose

a reasonable structure for DBA-1.Gal−2, as shown in Figure 4,
for our calculations of the reaction-free energy. Additionally,
the reaction conditions for DBA-1−2 + Gal (pH = 11.3) allow
us to discard the side equilibrium reactions and use similar
speciation fractions α as in the case of DBA-1−2 + Glc reaction,
as shown in Table 1.
Finally, the Kobs were calculated with diluted solutions. For

the DBA-1−2 + Glc and DBA-1−2 + Gal reactions,30,31 the
initial molar fractions of the reactants range from 4.5 × 10−5 to
7.2 × 10−5. In the case of DBA-2 + Glc reaction,9 the initial
molar fractions range from 4.5 × 10−7 to 4.5 × 10−3. At
equilibrium, these molar fractions decrease further due to the
production of four water molecules in the reaction. Thus, the
systems studied in this work (Figures 2−4) can be closely
represented by our computational workflow. Therefore,
solute−solute interactions are expected to have minimal
weight in the discrepancies between our calculated reaction-
free energies (ΔrGCE° ) and experimental results (ΔrGExp° ).

Systematic Screening of Computational Parameters.
The technical parameters of the methods used in this work
(QCG, CREST, and CENSO) form a vast space, hence
identifying the optimal combination for calculating the
reaction-free energies ΔrGCE° is a complex endeavor. Addition-
ally, the determination of the number of water molecules
required to refine the representation of solute−solvent
interactions poses another parameter to optimize. Never-
theless, the computational cost increases and the conforma-
tional sampling becomes more complicated with the addition
of explicit water molecules for microsolvation. Hence, we
performed a parameter optimization step for the calculation of
the reaction-free energies ΔrGCE° for the reactions of DBA-1−2

+ Glc (Figure 2), DBA-2 + Glc (Figure 3), and DBA-1−2 + Gal
(Figure 4).
The parameter search comprised two phases. The first phase

involved optimizing the CENSO parameters to compute the
energy thresholds needed to sort out energetically unfavorable
conformers. Table 2 tabulates the combinations of theory

Table 1. Acidity Constants (pKa) and the Corresponding Solution’s pH Reported for the Calculation of the Observed
Equilibrium Constants Kobs (L mol−1) for the Reactions of DBA-1−2 + Glc, DBA-2 + Glc, and DBA-1−2 + Gala

pKa1 pKa2 reaction pH αSugar αDBA Kobs ΔrGExp°
DBA-1−2 8.5b 9.5b DBA-1−1 + Glc 11.3 0.89 0.98 19,000c −5.8
DBA-2 3.79 4.79 DBA-2 + Glc 7.4 1.0 1.0 2510 ± 1.2d − 4.6 ± 0.1
Glc28,29 12.1 13.9 10,000e −5.5
Gal ∼12.0 DBA-1−1 + Gal 11.3 ∼0.90 0.98 2200c −4.2

aα is the speciation fraction of the corresponding reactant at the given reaction pH’s. The experimental reaction-free energies ΔrGExp° (kcal/mol)
were calculated with eq 1. bSee the Supporting Information for the calculation of these values. cKobs calculated with circular dichroism spectroscopy
using the Benesi−Hildebrand method, and assuming a reaction yield of 100% for the products DBA-1.Glc−2 and DBA-1.Gal−2 in references 30 and
31. dKobs from potentiometric and fluorescence titrations.9 eKobs from NMR spectroscopy.9

Table 2. Settings for CENSO Calculations with Assigned Letters for Referencinga

set. part 0 part 1 part 2 part 3 G0
thr [kcal/mol] G1

thr [kcal/mol] G2
thr [kcal/mol]

A B97-D3 r2SCAN-3c r2SCAN-3c 6 4 2.5
B B97-D3 r2SCAN-3c r2SCAN-3c 10 6 3
C B97-D3 r2SCAN-3c r2SCAN-3c 15 10 6
D HF-3c HF-3c HF-3c 15 10 6
E HF-3c B97-D3 B97-D3 15 10 6
F B97-D3 HF-3c HF-3c r2SCAN-3c 15 10 6
G B97-D3 B97-D3 B97-D3 15 10 6

aColumns part 0−3 show the functional used in the cheap prescreening, prescreening, optimization, and refinement parts of the CENSO program.
The energy windows used for screening out are given by Gi

thr with the index corresponding to the different parts.
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levels and the corresponding energy thresholds (Gi
thr) used in

the first phase of the parameter search. Each combination was
selected taking into account that the computational cost
increases when moving forward in the CE refinement with
CENSO. That excludes settings D where we were interested in
the performance of the HF-3c method for optimization. For
the first phase of the parameter search, we only use the
reaction of the smaller DBA-1−2 with glucose (Figure 2) to
reduce computational costs during the parameter search.
The 3c methods were chosen due to their good cost-

performance ratio, needed for screening a large amount of
highly flexible systems32−35 while using a noncomposite
functional like B97-D3 allows increasing the basis set size
with the CENSO parts. The B97-D3 functional is used with
the AO basis set def2-SV(P) in part 0, and the def2-TZVP(-f)
AO basis in parts 1 and 2. Concerning this, the 3c methods
have been designed to accurately calculate noncovalent
interactions using a tailor-made basis set. The accurate
description of noncovalent interactions is especially important
when microsolvation is considered. For these reasons, different
combinations of the methods HF-3c, B97-D3, and r2SCAN-3c
are evaluated.
The second phase of the parameter search screens the

number of water molecules necessary to achieve accurate free
energies ΔrGCE° for the reactions of DBA-1−2 and DBA-2 with
glucose, using the best-performing combination of DFA
methods from the first phase. The number of water molecules
for microsolvation was gradually increased in all the reactants
and products, to assess the precision, accuracy, and robustness
of the DFA methods in CENSO for calculating ΔrGCE° .
Although most of the QCG and CREST parameters were left
as default, all the meta-dynamics simulations for conforma-
tional sampling were conducted for 80 ps. To avoid any bias in
the conformational sampling, a new CE was generated for all
the reactants and products for each calculation of the reaction-
free energy.

■ RESULTS AND DISCUSSION
Conformational Entropy Contribution. Given the

substantial reduction in molecular flexibility from the reactants
(DBA-1−2, DBA-2, Glc, and Gal) to the bound complexes
(DBA-1.Glc−2, DBA-2.Glc, and DBA-1.Gal−2), the contribu-
tion of conformational entropy to the reaction-free energy is
likely to be significant and should be taken into account. To
investigate the impact of entropic penalties in our specific set
of systems, the entropic contribution − TΔSconf° is calculated
from the change in entropy ΔSconf° from reactants to products
at 298.15 K. The statistical noise in the ensemble generation
with CREST is taken into account by averaging over three
calculations for each system.
The entropic contribution to the free energy for the DBA-

1−2 + Glc, DBA-2 + Glc, and for DBA-1−2 + Gal reaction are
presented in Table 3. The negative TΔSconf° values qualitatively
agree with the closure of two rings via the formation of four
boronate ester (B−O−C) bonds, depicted in the Figures 2−4,
and the locks of the dihedral rotations of the PBA groups.
Additionally, the reduction in conformational entropy TΔSconf°
is comparatively lower for DBA-2 + Glc than for DBA-1−2 +
Glc and DBA-1−2 + Gal reactions. These differences arise
because, in DBA-2, the rotations of the PBA groups are
dampened by the anthracene ring, lowering the Sconf° for DBA-2
compared with DBA-1−2, in which the PBA groups are freer to
rotate.

These TΔSconf° values introduce a shift of the reaction-free
energies ΔrGCE° , significantly improving the accuracy (see
below). Generally, it is advisable to analyze how the number of
relevant conformers changes between the reactants and the
products. Practically, the number of conformers needed to
recover 90% of the Boltzmann weight can be used as a measure
of flexibility and can be obtained from a CREST calculation. If
this measure changes significantly during the reaction, the
conformational entropy should be considered in the free
energy calculation, as is exemplified by the reactions reported
in this work. Comparing the number of relevant conformers for
the Boltzmann average after the CENSO refinement, the
product conformers decrease by approximately a factor of ∼12
compared with the reactant conformers, no matter the level of
theory used for the final refinement with CENSO. These
results are reported in the first rows ((H2O)0) of Tables S4
and S6 in the Supporting Information. Hereafter, the reported
reaction-free energies ΔrGCE° (including those in the Support-
ing Information) incorporate the corresponding conforma-
tional entropy changes TΔSconf° from Table 3, as given by eq 7.

Reaction-Free Energies (ΔrG°) with the Implicit
Solvation Model. Implicit solvation models offer an efficient
means of capturing the interactions between solute and solvent
molecules, making them a preferred choice for calculating the
physicochemical properties of molecules and reactions in
solvent environments. In Table 4, we present the free energies

ΔrGCE° for the reactions of DBA-1−2 + Glc and DBA-2 + Glc
employing the SMD implicit solvent model and different levels
of theory. Irrespective of the level of theory, the computed
ΔrGCE° values for both reactions significantly overestimate the
corresponding experimental references, by approximately a
factor of 2 for DBA-1 + Glc and a factor of 3 for DBA-2 + Glc.
This discrepancy suggests a systematic error source in the
computation of the reaction-free energies ΔrGCE° .

Table 3. Calculated Conformational Entropy Contribution
for the Reaction Leading to the Given Complexa

reaction TΔSconf° [kcal/mol]

DBA-1−2 + Glc ⇌ DBA-1.Glc−2 −4.82
DBA-2 + Glc ⇌ DBA-2.Glc −3.31
DBA-1−2 + Gal ⇌ DBA-1.Gal−2 −4.11

aThe four water molecules produced after the reaction were removed
from the reaction equations because they did not contribute to the
conformational entropy change.

Table 4. Reaction-Free Energies (kcal/mol) for the
Reactions DBA-1−2 + Glc and DBA-2 + Glc Calculated with
the SMD Model and Different Levels of Theorya

level of theory DBA-1−2 + Glc DBA-2 + Glc

B97-D3 − 12.6 ± 0.1 − 17.0 ± 0.2
r2SCAN-3c − 9.2 ± 0.1 − 13.3 ± 0.2
PW6B95-D4/def2-TZVPDb − 12.5 ± 0.4 − 16.0 ± 0.1
ωB97X-D4/def2-TZVPDb − 11.0 ± 0.1 − 15.0 ± 0.1
experiment −5.830,31 − 4.6 ± 0.19

−5.59

aThe energies are calculated from the median (eq 9) of a distribution
of reaction-free energies {ΔrGCE,x° } generated with three trials (N = 3)
values of molecular free energies GCE,i° (X). bThe molecular free
energies GCE° (X) were calculated over one of the CE optimized at level
of theory r2SCAN-3c.
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Figure 5 depicts representative structures of the energetically
most favorable conformers of DBA-1−2 and DBA-2, as

obtained from CENSO refinement of the CE with setting B,
and the implicit solvation SMD. Both molecules exhibit
intramolecular hydrogen bonds. In DBA-1−2, these form
between the B−O−H and methoxy groups (see Figure 5a)
and are present in an energy range of, approximately, 0.5 kcal/
mol relative to the lowest conformer. In DBA-2, the
intramolecular hydrogen bonds are located between the B−
O−H groups, as shown in Figure 5b, and are present in an
energy range of 2.0 kcal/mol relative to the lowest conformer.
We attribute the overstabilization of the given conformers to
the inability of implicit solvent models to accurately represent
the strong interactions between the solute and solvent
molecules,20,36−39 particularly when molecules feature highly
polarized groups such as the boronic groups in the DBA
reactants. Forming these hydrogen bonds may also induce
molecular stress in the geometry of the reactants DBA-1−2 and
DBA-2, increasing their molecular energies GCE° (X). Addition-
ally, implicit solvation models struggle to calculate the
solvation free energy for anionic molecules40,41 because
estimating the solvent accessible surface (SAS) is difficult
due to the potentially incorrect radii used for the cavity
construction. The poor radii are discussed as a reason for the
poor performance of implicit solvation models for negatively
charged molecules.40,42 This problem has recently been
addressed by the dynamic radii adjustment for continuum
solvation (DRACO).41

A visual inspection of the CE for glucose does not reveal any
of the above-mentioned problems for DBA-1−2 and DBA-2.
Moreover, Feng et al.43 showed that HF/6-31+G(d) level of
theory with the implicit solvation model CPCM is already
accurate enough for the calculation of acidity constants pKa
and proton affinities (PA) for glucose.
To improve the representation of the aqueous media in our

calculations, we decided to add explicit water molecules
around the solute molecules in a cluster-continuum approach.
The results of the first phase of the parameter search are
presented in the next section.

Screening of CENSO Parameters for Microsolvation.
In the previous section, the average computation time per
conformer for the calculation of CENSO’s part 2 of a CE of
DBA-1−2.Glc is half of the time compared to DBA-2.Glc.
Therefore, we have selected the reaction DBA-1−2 + Glc for
the calculations in this section to save computation time. The
number of water molecules for microsolvation was set
arbitrarily to seven water molecules for the free ligand DBA-
1−2 and glucose respectively, to provide a first insight into the
impact of microsolvation. The complex DBA-1.Glc−2 is

calculated with six water molecules even though four hydroxyl
groups are part of the boron ester bonds, to avoid big
differences in the number of explicit solvent molecules
compared to the reactants. As the distributions sampled in
the three trials might not follow a normal distribution, we
report median values and interquartile ranges (IQR) hereafter.
Histograms of the sampled energy distributions {ΔrGCE,x° } are
reported in Figure S6 in the Supporting Information.
The results in Table 5 demonstrate that incorporating

explicit water molecules for all the reactants and products, in a

microsolvation approach with the QCG workflow, enables
more accurate calculations of free energies for the reaction

DBA-1−2 + Glc
K
F DBA-1.Glc−2 + 4 H2O. The systematic

error in ΔrGCE° is reduced from around 6 kcal/mol (with only
the implicit solvation model) to approximately 3 kcal/mol. The
only exceptions are settings A and D, which still show
significant deviations from the experimental reference.
Calculations with settings A, B, and C were performed to

evaluate the influence of energy thresholds Gi
thr used to sort out

the high-lying energy conformers with CENSO on the free
energies G°. The Kruskal−Wallis test44 and Dunn’s test
indicate significant differences between settings A, B, and C
concerning the calculated reaction-free energies. Further
details are provided in the Supporting Information in Table
S1. These results imply an important influence of the CENSO
energy thresholds Gi

thr in the distribution of the values
{ΔrGCE,x° }. Nevertheless, the difference in median values
between settings B and C is less than 1.0 kcal/mol meaning
that, with settings B, the differences in the PES between
GFN2-xTB (used for the CE sampling) and the DFA methods
used in the CENSO parts are already taken into account to an
acceptable amount. However, setting B is, on average, 22 times
faster than setting C for refining a CE of DBA-1−2.Glc,
highlighting the significant impact of proper tuning of Gi

thr on
the computational efficiency of the workflow. Meanwhile, the
difference in median values of settings A and B highlights the
importance of CENSO energy thresholds Gi

thr as crucial
parameters for the accuracy of ΔrGCE° . The current default
thresholds of G0

thr = 4.0 kcal/mol, G1
thr = 3.5 kcal/mol, and G2

thr

= 2.5 kcal/mol recommend a careful evaluation of the optimal
values for these parameters before performing a large-scale
calculation for molecular free energies GCE° (X) of similar

Figure 5. Stable conformers of DBA-1−2 (a) and DBA-2 (b)
molecules in implicit solvent. The dashed lines are a visual aid for the
intramolecular hydrogen bond interactions.

Table 5. Reaction-Free Energies ΔrGCE° , Interquartile Range
(IQR), and Deviation of from Experiment ΔΔrGCE‑CD° for
the Reaction DBA-1−2 + Glc with the CENSO Settings
Listed in Table 2a,b

set. ΔrGCE° IQR ΔΔrGCE‑CD°
E −6.7 2.6 −0.9
F −2.9 1.6 2.9
C −2.7 4.1 3.1
G −2.2 2.3 3.6
B −2.0 1.7 3.8
A 0.1 7.0 5.9
D −19.3 2.0 −13.5
experiment −5.8

aAll values are reported in kcal/mol. bThe sets of {ΔrGCE,x° } and the
IQRs for the DBA-1−2 + Glc reaction were calculated with the eqs 9,
S5, and S6, using three trials for both {GCE,α° (X(H2O)n)} and
{GCE,β° ((H2O)n)}.
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systems that require microsolvation due to strong solute−
solvent interactions.
Settings C, D, E, F, and G from Table 2 were selected to test

the accuracy of different combinations of DFA methods for
calculating ΔrGCE° . While setting F gives similar results
compared with settings C and G (|ΔΔrGCE‑CD° | ∼ 3 kcal/
mol), setting D gives the worst results among the settings
tested (|ΔΔrGCE‑CD° | > 10 kcal/mol). The lack of accuracy in
setting D likely stems from the electronic energy E̅gas(X) and
solvation free energy δG̅solv(X) with the HF-3c/MINIX
method, which, due to the minimal basis set, fails to accurately
capture polarization effects,45 crucial for representing solute−
solvent interactions and B−O bond polarization in DBA
molecules. Therefore, setting D was excluded from further
analysis.
For settings C, E, F, and G, Dunn’s test showed significant

differences (p < 0.05) between the medians values for Δr GCE° .
However, the median values for settings C, F, and G are in
close agreement within a range of less than 1 kcal/mol, with an
absolute error of around 3 kcal/mol to the experimental
reference ΔrGCD° for the reaction of reaction DBA-1−2 + Glc.
Moreover, setting E gives the most accurate result with an
absolute error of 0.9 kcal/mol compared with the experimental
value. For all these settings, the final molecular free energy GCE°
is calculated with a TZ basis set, which, along with
microsolvation, explains the agreement with the experimental
reaction-free energy. Nevertheless, in the case of setting E, we
do not discard a fortuitous (passive) error cancellation as the
main reason for the improved accuracy because the only
difference between settings E and G is the level of theory used
in part 0 (cheap prescreening) which, according to the results
with the other settings, should not considerably improve the
calculated ΔrGCE° .
When the given workflows are applied for screening

purposes, a small IQR becomes more important, since the
ranking of the target property is ideally not influenced by the
accuracy of the method but by its precision. In this regard,
settings B and F are the most favorable with an IQR of 1.7 and
1.6 kcal/mol respectively. Furthermore, a robust or precise
workflow, with the optimal tuning of energy threshold Gi

thr,
allows the use of fewer trials, thus saving valuable computa-
tional costs. When comparing IQRs to define the precision in
this way, it is important to ensure that the underlying
distributions are unimodal and free of outliers. Considering the
accuracy, precision, and computational costs of the workflows
discussed in this section, the best-performers are settings B, E,
F, and G.

Screening for the Optimal Number of Explicit Water
Molecules. Since microsolvation is imperative to obtain
accurate reaction-free energies for the DBAs, the number of
explicit water molecules (H2O)n is screened using the best-
performing settings from the previous section (B, E, F, and G).
To save computational time, the energy thresholds Gi

thr are
reduced for all workflows to those used in setting B. All
reactants and products were microsolvated with the same
number of water molecules (H2O)n, and the energy
distributions {ΔrGCE,x° } were calculated using the molecular
free energies GCE,i° (X) from three trials. To avoid confusion
with the previous configurations, in this section we renamed
the settings E, F, and G as E2, F2, and G2, respectively.
Figures 6 and 7 show the energy distributions as boxplots for

the reactions DBA-1−2 + Glc and DBA-2 + Glc, respectively.
Tables S3 and S5 show the ΔrGCE° , IQR, and signed error

ΔΔrGCE‑Exp° for Figures 6 and 7, respectively. Introducing
explicit water molecules improves the representation of
solute−solvent interactions, but also increases the IQR of
ΔrGCE° from less than 0.5 kcal/mol to over 3 kcal/mol, highly
reducing the precision in some cases. Furthermore, using
CENSO’s part 2 of the DBA-1−2.Glc product as a case
example, the computational time per conformer for setting B
increases proportionally with the number of water molecules
used in microsolvation compared to the implicit solvent model
(n = 0). The decrease in precision and the rise in
computational cost are both expected, as the system’s degrees
of freedom increase with the number of explicit solvent
molecules, necessitating more extensive conformational space
sampling. Overall, the fluctuations of the reaction-free energies
concerning the number of explicit water molecules lie around 8
kcal/mol irrespective of the DBA or applied method. Although
there is a number of solvent molecules for each setting that
reproduces the experimental reaction-free energies with high
accuracy, there are no clear criteria in the literature to define
when a system is correctly microsolvated. Matching the
calculated ΔrGCE° and experimental ΔrGExp° is not feasible for
predictive workflows where experimental data is unavailable.
Furthermore, different numbers of explicit solvation molecules
can lead to matches in reaction-free energies, as observed for
DBA-1−2 with setting G2.

Figure 6. BoxPlot diagrams for the reaction-free energies (ΔrGCE° ) of
DBA-1−2 and glucose, with different numbers of water molecules for
microsolvation. The dashed red line serves as a visual guide for the
experimental reaction-free energy (ΔrGCD° ) calculated from circular
dichroism (CD) experiments.30,31

Figure 7. BoxPlot diagrams for the reaction-free energies (ΔrGCE° ) of
DBA-2 and glucose, with different numbers of water molecules for
microsolvation. The dashed red and green lines serves as a visual
guide for the experimental reaction-free energies (ΔrGPT° and
ΔrGNMR° ) calculated from potentiometric tritiations (PT) and nuclear
magnetic resonance (NMR) experiments, respectively.9
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In principle, the double zwitterionic nature of DBA-2 and
DBA-2.Glc at pH 7.4 makes these molecules more polar,
necessitating a greater number of explicit water molecules to
accurately represent the solute−solvent interactions.
Other criteria for considering a solute to be correctly

microsolvated may be related to structural features. Ideally, the
optimal number of solvent molecules would correlate with a
relaxation of a bond angle or dihedral angle in the reactants.
However, based on the investigated angles given in Tables S4
and S6 it is not possible to decide on one specific number of
solvent molecules in our case. The main problem is that the
fluctuations in the bond angle when looking at different
conformers, changing the number of solvent molecules, or
changing the applied method are as large as the observed
relaxation. In the absence of a universal criterion, we propose
to use the median of all reaction-free energies that include
microsolvation ΔrGAll° for each of the settings, to provide a
single value for each setting. For DBA-1−2 + Glc the final
energy values deviate from the experimental values ΔrGCD° by
2.2, − 3.5 × 10−2, 2.0, and 0.9 kcal/mol for settings B, E2, F2,
and G2, respectively. For DBA-2 + Glc, the calculated energies
for settings B, E2, F2, and G2 deviate by −3.1, −4.6, −3.1, and
−4.3 kcal/mol from the experimental value ΔrGPT° , and by
−2.2, −3.7, −2.2, and −3.4 kcal/mol from the experimental
value ΔrGNMR° . With the given precision and accuracy, our
workflow can be used for screening candidate DBAs when
using a reasonably large threshold.
In the following, further findings on the application of

microsolvation are discussed. The Root Mean Square
Deviation (RMSD) from the initial configuration (Figures
S2, S4, S8, S10, and S13) decreases when increasing the
number of water molecules for microsolvation, while the time
constants (Tx) for the RMSD’s autocorrelation functions
(Figures S3, S5, S9, S11, and S14) become greater. This
indicates that a strong network of hydrogen bonds formed by
the water molecules38 reduces the conformational changes of
the solutes during the 80 ps of meta-dynamics sampling with
CREST. As a consequence, the number of relevant conformers
in the Boltzmann average for GCE° (X) also decreases when
adding water molecules to the solute, as reported in Tables S4,
S6, and S7. Simm et al. also reported a decrease in relevant
conformers as the number of water molecules increased in the
microsolvation of acetonitrile with water.38 Therefore, this
trend is not related to any numerical artifact in our workflow.
Additionally, it has been shown that random error propagation
increases when few microstates (or conformers) are used in the
calculation of statistical-derived thermodynamic properties46

(like the molecular free energies GCE° (X) and reaction-free
energies ΔrGCE° ), which overall agrees with the trend of the
IQR trends in Figures 6 and 7, and Tables S3 and S5.
Considering the above-mentioned arguments, we can not
discard the matching between the calculated ΔrGCE° and
experimental ΔrGExp° , as a consequence of poor sampling of the
configuration space or incorrect selection of the DFA methods
for the CE refinement, being an example of “get the correct
answer by the wrong reasons”. We conducted pairwise Dunn’s
tests to assess the convergence of calculated reaction-free
energies depending on the number of water molecules used for
microsolvation. Heatmaps for the pairwise Dunn’s tests are
reported in Figures S7 and S12 for reactions the reactions
DBA-1−2+ Glc and DBA-2 + Glc, respectively. In general, for
DBA-1−2 + Glc reaction, the optimal number of water
molecules for microsolvation is in a range between 5 and 10

molecules because Dunn’s test does not show significant
differences between the ΔrGCE° in this range. In the case of
DBA-2 + Glc reaction, Dunn’s test does not show significant
differences for ΔrGCE° in two ranges, a first range of 4−6 water
molecules where the calculated amount of energy released by
the reaction is overestimated compared to the experimental
values, and a second range from 10 to 16 water molecules
where the reaction-free energy for DBA-2 + Glc match with
experimental references ΔrGPT° and ΔrGNMR° in most of the
settings. However, pairwise Dunn’s tests may require more
trials N for GCE° (X) to achieve conclusive results regarding the
convergence of ΔrGCE° , with the number of water molecules for
microsolvation. Due to the computational cost, it may be
worth exploring this criterion in other systems with smaller
conformational space for the solute.
The reliability of the results presented in Figures 6 and 7,

and the optimal parameters for microsolvation, are validated in
the next section, by using more trials for the calculation of
reaction-free energies.

Workflow Accuracy. All the previous calculations of the
reaction-free energy ΔrGCE° were performed with three trials.
To test the accuracy of our workflow, we increased the number
of samples for GCE,i° (X) up to ten trials (N = 10) for the
calculation of the energy distributions {ΔrGCE,x° }. In this
section, we also calculated the free energy for the DBA-1−2 +
Gal reaction. Increasing the number of trials N reduces the
statistical noise for sampling the free energies GCE° (X).
Tables 6−8 show the results of ΔrGCE° , IQR, and the signed

error ΔΔrGCE‑Exp° with respect to the experimental reference

(CD or PT). For the reactions DBA-1−2 + Glc and DBA-2 +
Glc, the statistical values fluctuate in an energy range less than
1 kcal/mol with the number of trials N, coinciding with a
shape convergence to a monomodal distribution, as shown in
the Figure S15a,b. For the DBA-1−2 + Gal reaction, Figure
S15c shows an initial bimodal shape for {ΔrGCE,x° }, converging

Table 6. Free Energies for the Reaction DBA-1−2 + Glc
K
F

DBA-1.Glc−2 + 4 H2O, Calculated Using the Setting B for
CE Refinement, Seven Water Molecules for Microsolvation
(H2O)7, and Increasing Number of Trials N for the
Molecular Free Energies GCE,i° (X)a

N ΔrGCE° IQR ΔΔrGCE‑CD°
3 −2.5 1.4 3.3
5 −2.1 1.6 3.7
7 −2.6 1.9 3.2
10 −2.4 1.9 3.4

aΔrGCE° , IQR, and ΔΔrGCE‑CD° reported in kcal/mol.

Table 7. Free Energies for the Reaction DBA-2 + Glc
K
F

DBA-2.Glc + 4 H2O, Calculated Using the Setting B for CE
Refinement, Seven Water Molecules for Microsolvation
(H2O)7, and Increasing Number of Trials N for the
Molecular Free Energies GCE,i° (X)a

N ΔrGCE° IQR ΔΔrGCE‑PT° ΔΔrGCE‑NMR°
3 −6.6 2.3 −2.0 −1.1
5 −6.2 2.3 −1.6 −0.7
7 −6.4 2.0 −1.8 −0.9
10 −6.4 2.0 −1.8 −0.9

aΔrGCE° , IQR, and ΔΔrGCE‑CD° reported in kcal/mol.
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to a monomodal distribution with increasing the samples N,
and showing variations of less than 1 kcal/mol for the
statistical values when N ≥ 5. The initial bimodal distribution
of {ΔrGCE,x° } is due to outliers in the sampled GCE,i° (X).
Microsolvated configurations with outlier energy values have
also been reported for the SN2 reaction CH3Cl + NH3 in
aqueous media, where some configurations may even eliminate
the reaction energy barrier of 23.5 kcal/mol.47 However, in our
approach, the impact of energy outliers diminishes as the
number of samples (N) increases, leading to an improvement
in accuracy, as shown in Table 8.
Finally, for the set of three reactions in this section, we

report for our workflow an average absolute error ⟨|
ΔΔrGCE‑Exp° |⟩ = 2.2 kcal/mol respect the experimental
references, and average ⟨IQR⟩ = 2.4 kcal/mol, when using
ten trials (N = 10) of molecular free energies GCE° (X), setting
B, and seven water molecules for microsolvation of all the
solutes. With the above-mentioned settings, the performance
of our workflow is remarkable considering that, in general,
experimental setups hardly achieve measurement precision of
1−2 kcal/mol.17 Most importantly, the number of trials can
significantly impact the accuracy and it is critical to ensure that
the distribution of reaction-free energies is approximately
monomodal, especially if experimental data is unavailable.

■ CONCLUSIONS
In this work, we performed accurate calculations of reaction-
free energies ΔrGCE° for reactions of diboronic acids (DBA)
with the monosaccharides glucose (Glc) and galactose (Gal) in
aqueous solvent. Specifically, the reactions studied are DBA-
1−2 + Glc, DBA-2 + Glc, and DBA-1−2 + Gal. To account for
the high molecular flexibility of reactants and products,
significant structural changes after the reaction, strong
solute−solvent interactions, and the complicated electronic
structure around the R-B(OH)3−1 groups, the molecular free
energies of the reactants and products are calculated (GCE° (X))
in a workflow composed of the CREST19 and CENSO18

programs.
The conformational entropy change plays a crucial role in

accurately calculating the reaction-free energies accounting for
an energy penalty of approximately 3−5 kcal/mol. In general,
conformational entropy should be considered when the
flexibility of the reactants changes significantly due to the
reaction, for example by the formation of rings in the products.
To this end, the CREST program can be used to identify the
number of relevant conformers for the reactants and products
and to calculate the conformational entropy.
The reaction-free energy is systematically overestimated with

the SMD implicit solvent, compared with experimental

reference data, indicating the need for microsolvation to
improve the description of the solute−solvent interactions. We
conducted a systematic screening to choose the most
significant parameters that affect the accuracy, precision, and
computational cost of the workflow. These parameters include
DFA combinations and energy thresholds (Gi

thr) for the sorting
of conformers with CENSO, the number of water molecules
for microsolvation, and the number of trials (N) of calculating
molecular free energies GCE,i° (X). After conducting a parameter
screening, we found that using tight energy windows Gi

thr

decreases the accuracy of the calculations. We recommend
carefully tuning these windows before large-scale free energy
calculations to avoid computational overhead. In general, the
use of HF-3c, B97-D3, and r2SCAN-3c DFAs are suitable for
CENSO parts in the CE refinement. When sorting the
conformers for GCE° (X), it is important to use a basis set of TZ
quality. The methods B97-D3 and r2SCAN-3c are both
suitable for this step, but r2SCAN-3c provided more consistent
results for ΔrGCE° with an increasing number of water
molecules for microsolvation.
The number of water molecules required for microsolvation

depends on the system being studied. Instead of a definitive
number, we find a range that improves the accuracy of ΔrGCE° .
However, increasing the number of water molecules decreases
the accuracy due to the increased complexity of sampling the
conformational space. Moreover, a strong network of hydrogen
bonds formed by the water molecules decreases the number of
conformers in the CE for GCE° (X), also increasing the aleatory
error. Therefore, the selection of the optimal number of water
molecules for the calculation of ΔrGCE° is a trade-off between
accuracy, precision, and computational cost.
Finally, the workflow accuracy is tested by calculating the

ΔrGCE for the reactions DBA-1−2 + Glc, DBA-2 + Glc, and
DBA-1−2 + Gal, increasing the number of trials up to ten
samples (N = 10) of GCE,i° (X), using seven water molecules for
microsolvation, and the setting B for sorting the CE of
reactants and products. The median and IQR values for
reaction-free energy {ΔrGCE,x° } with monomodal distribution
fluctuate in an energy range of less than 1 kcal/mol. In the case
of bimodal distribution, a small fluctuation of the statistical
values is achieved with five or more trials (N ≥ 5). The high
accuracy and precision of our workflow are demonstrated by
the average absolute error ⟨|ΔΔrGCE‑Exp° |⟩ = 2.2 kcal/mol with
respect to the experimental references, and average ⟨IQR⟩ =
2.4 kcal/mol for the reaction-free energies of the three set of
reactions DBA-1−2 + Glc, DBA-2 + Glc, and DBA-1−2 + Gal.
With properly tuned parameters and an increased number of

trials, our workflow achieves an accuracy of approximately 1−2
kcal/mol for the reaction-free energies, as shown in Tables 7
and 8. The precision, given through the IQR of 2−3.5 kcal/
mol, is comparable to the uncertainty in experimental values.
This makes the workflow appealing for the computational
design of new diboronic acid ligands tailored for selective
reactions with carbohydrates. For large-scale screening
applications, however, simplified schemes with reduced
computational cost have to be developed in the future.

■ ASSOCIATED CONTENT
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The Supporting Information is available free of charge at
https://pubs.acs.org/doi/10.1021/acs.jpcb.4c04846.

Table 8. Free Energies for the Reaction DBA-1−2 + Gal
K
F

DBA-1.Gal−2 + 4 H2O, Calculated Using the Setting B for
CE Refinement, Seven Water Molecules for Microsolvation
(H2O)7, and Increasing Number of Trials N for the
Molecular Free Energies GCE,i° (X)a

N ΔrGCE° IQR ΔΔrGCE‑CD°
3 −9.3 4.3 −5.1
5 −6.5 4.0 −2.3
7 −6.7 3.9 −2.5
10 −6.1 3.5 −1.9

aΔrGCE° , IQR, and ΔΔrGCE‑CD° reported in kcal/mol.
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Equations for calculation of reaction-free energies with
cluster-continuum solvation; equilibrium reactions for all
solutes; comparison test results between CENSO’s
setups; detailed information for the reactions DBA-1−2

+ Glc and DBA-2 + Glc; distribution of reaction-free
energies relative to the number of trials GCE,i° (X) (PDF)
XYZ files for conformational ensembles of microsolvated
reactants and products (ZIP)
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