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Abstract

Amino acid (AA) based imidazolium ionic liquids (ILs) have shown broad application potential
in biocatalysis, electrochemistry, drug delivery and green solvents due to their low volatility,
high thermal stability and good solubility. However, the microstructure and interactions of
ILs are complex, involving charge transfer, polarization effects, hydrogen bonds (HB), and π-π
interactions between ions. Therefore, accurate characterization of their physical and chemical
properties is crucial to optimizing their performance. The traditional classical force field molec-
ular dynamics (MD) method has limitations in describing electronic polarization and charge
transfer, while the ab initio molecular dynamics (AIMD) based on first principles has become
a powerful tool for studying the polarization, spectral and structural properties of ILs since
it can dynamically simulate electronic structure. This paper combines three part studies to
systematically explore the application of AIMD in the study of AA-ILs, focusing on analyzing
their polarization behavior, vibrational spectral characteristics, and intermolecular interaction
mechanisms.
AA-ILs exhibit a more complex charge distribution compared with traditional imidazolium ILs
due to the presence of amino acid side chains. In Chapter 3, AIMD is used in combination with
different charge distribution schemes (Wannier function, Blöchl, Löwdin and Mulliken charge
schemes and Voronoi tessellation) to calculate the electronic polarization effect. The results
show that the Wannier localization method can more accurately describe the charge transfer
phenomenon, while the Mulliken and Voronoi partitioning methods have different performances
in different ion combinations. Through comparative analysis of multiple ILs systems, the study
found that the π-electron cloud distribution of the cationic imidazolium ring plays a key role in
the polarization process, while anions have relatively small contributions to the overall charge
rearrangement due to their low polarizability.
Infrared (IR) and Raman spectroscopy are important experimental methods for studying the
intermolecular forces and structural information of ILs, but traditional calculation methods
have certain errors in the prediction of peak positions and intensities. In Chapter 4, the time-
dependent dipole moment autocorrelation function of ILs is calculated by AIMD to simulate
the IR spectrum, and the maximum localized Wannier function and Voronoi method are used
to optimize the accuracy of spectral calculation. The study found that the two methods have
good consistency in the relative intensity of characteristic peaks and overall profiles, but the
Voronoi method reduces unstable factors during time evolution, making its calculation results
smoother and easier to match with experimental data. In addition, the C-H stretching vibration
of the imidazolium ring, the CO vibration of the AA side chain, and the vibration mode of the
hydrogen bond (HB) inside ILs were clearly analyzed, providing a new theoretical basis for the
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molecular recognition, interaction and environmental response of ILs.
The physicochemical properties of ILs are largely affected by their intermolecular interactions.
In Chapter 5, AIMD was used to calculate the radial distribution functions (RDFs) and the
combine distribution functions (CDF), and the short-range and long-range interaction patterns
of imidazolium ILs were systematically analyzed. The results show that the HB between cations
and anions (such as N-H···O and C-H···F) plays a decisive role in the stability of the system,
while the π-π stacking effect of the imidazole ring significantly affects the structural order and
fluidity of ILs. In addition, the presence of different amino acid side chains leads to differences
in the local structure of ILs. For example, ILs with carboxyl groups tend to form a stable HB
network, while ILs with phenyl side chains show a strong intermolecular stacking effect due to the
π-π interaction. These structural features not only affect the viscosity, diffusivity and solvation
ability of ILs, but also play an important role when ILs act as protein stabilizers or catalytic
mediators.
This thesis combines three parts to systematically analyze the polarization effect, vibrational
spectral characteristics and intermolecular interactions of AA-ILs, demonstrating the impor-
tance of AIMD in ILs research. Through high-precision calculation methods, we revealed the
microscopic mechanism of electronic polarization in ILs systems, optimized spectral calculation
methods, and deeply explored key interactions such as HB and π-π stacking. These research
results not only provide contribute to the fundamental theoretical understanding of ILs, but also
provide important references for their application design in biochemistry, electrochemistry and
materials science.

VIII



Contents

Contents IX

1. Introduction 1
1.1. Ionic liquids . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2. Molecular dipole moments . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.3. Vibrational spectra . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.4. Structural analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

2. Methodologies 7
2.1. The TRAVIS program package . . . . . . . . . . . . . . . . . . . . . . . . . . . . 7
2.2. Molecular dynamics simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
2.3. Density functional theory and the Kohn-Sham method . . . . . . . . . . . . . . . 10
2.4. Basis set expansion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 12
2.5. Dipole moments and polarizabilities . . . . . . . . . . . . . . . . . . . . . . . . . 13

2.5.1. Maximally localized wannier functions . . . . . . . . . . . . . . . . . . . . 13
2.5.2. Voronoi tessellation of the electron density . . . . . . . . . . . . . . . . . . 14

2.6. Angular probability distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
2.7. Vibrational spectroscopy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 16

2.7.1. Infrared absorption and intensities . . . . . . . . . . . . . . . . . . . . . . 16
2.7.2. Raman scattering and intensities . . . . . . . . . . . . . . . . . . . . . . . 18

2.8. Structural analyses . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
2.8.1. Radial pair Distribution functions and combined distribution functions . . 22

3. Locality in Amino-Acid Based Imidazolium Ionic Liquids 23

4. Vibrational Spectra Simulations in Amino Acid-Based Imidazolium Ionic Liquids 27

5. Aromatic-Aromatic Interactions and Hydrogen Bonding in Amino Acid Based Ionic
Liquids 31

6. Summary and Outlook 35

7. Bibliography 37

A. Locality in Amino-Acid Based Imidazolium Ionic Liquids 45

B. Vibrational Spectra Simulations in Amino Acid-Based Imidazolium Ionic Liquids 71

IX



Contents

C. Aromatic-Aromatic Interactions and Hydrogen Bonding in Amino Acid Based Ionic
Liquids 85

X



1. Introduction

1.1. Ionic liquids

In the past three decades of development, due to the diversification of material applications,
ionic liquids (ILs) have gradually been used as an optimal and designable solvent, rather than
just a substitute for traditional organic solvent media.1–3 ILs are defined as salts with melting
temperatures below 100 °C, and are comprised entirely of cations and anions.4,5 The initial
report of a room-temperature molten salt dates back to 1914.6,7 Ethylammonium nitrate was
found to have a melting point of 12 °C. Later the widespread interest of ILs started from organic
chloroaluminates, which have limited applicability since the starting materials and IL products
are moisture sensitive.8 Organic chloroaluminates are usually considered to be the first gener-
ation ILs. During the mid-to-late 20th century, ILs were extensively investigated especially as
electrolytes in batteries.9,10 Here, heterocyclic cations such as pyridinium and imidazolium were
combined with tetrachloroaluminate anions to produce liquid salts. During the 1990s, the most
commonly found salts (with hexafluorophosphate, tetrafluoroborate, nitrate or methanesulfonate
as the anion) were prepared, characterized and evaluated, which comparing to products from
decades ago did not need the moisture-related considerations.11–13 In 1996, the first industrial
process incorporating ILs was announced, the Texas Eastman Division of Eastman Chemical
Company isomerized 3,4-epoxy-1-butene into 2,5-dihydrofuran, and since then research on ILs
has boomed.14,15 Until now, the categories of ILs are generally aprotic ILs (which make up
the majority); protic ILs (formed by transfer of protons from pure acids and bases); inorganic
ILs (which can be obtained in both aprotic and protic forms) and solvated ILs.13 Currently,
the more commonly studied ILs include imidazolium, pyridinium, pyrrolidinium, tetraalkylam-
monium and tetraalkylphosphonium as cations, and trifluoromethanesulfonate, dicyanamide,
p-toluenesulfonate, tetrafluoroborate and hexafluorophosphate as anions.16

ILs can be comprised of many combinations of cations and anions, they offer a high degree
of customization for individual applications, with an estimated potential of at least 1 million
binary and 1018 ternary ILs combinations.17 Simultaneously, the ability to design ILs to satisfy
the different physical properties required for each application by selecting appropriate cations
and anions has made the study of ILs extremely attractive over the past three decades.18 ILs
are becoming increasingly popular both within academic research and industrial applications.19

Their unique properties, including low volatility, make them advantageous for applications in
diverse fields such as synthesis, catalysis, biocatalysis, separation technology, electrochemistry,
analytical chemistry, and nanotechnology.18 Currently, many countries and regions are increas-
ingly focusing on research into ILs, driven by the growing demand for environmental protection
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1. Introduction

and sustainable resource management. In the field of sustainable chemistry, research into ILs
has significant potential and many relevant applications.20,21 Since ILs are nonvolatile and non-
flammable, they can be used as effective solvents with the advantages of high recyclability, easy
control and product recovery.18 Therefore, it is important to understand the physical properties
of ILs so that they can be used as suitable solvents in various situations.
ILs exhibit strong ionic interactions as a fundamental characteristic, which distinguishes them
from high-temperature molten salts.22 ILs can display distinctive characteristics compared to con-
ventional solvents,23 particularly their propensity to engage in a variety of attractive interactions,
including van der Waals forces,24 dispersion forces25 and solvophobic effects,26 as well as specific
and anisotropic forces such as hydrogen bonds (HB),27 halogen bonding,28 dipole–dipole inter-
actions,29 and magnetic dipole interactions. In ionic compounds, the main force of interaction
between anions and cations is Coulombic attraction.30 In addition, HB and dispersion forces are
crucial to elucidating the unique properties of ILs.5 The strong anion-cation interactions present
in these Coulombic fluids manifest through notable low vapor pressures and high enthalpies of
vaporization.31–33 It is observed that the magnitude of the interaction energy between ions is
highly dependent on the charge density.34 Charge density, in turn, depends on the size and
distribution of charges associated with both anions and cations.
Understanding the properties of ILs at the molecular level will greatly promote the application
of ILs in rational design and other directions. However, understanding ILs at the molecular level
is a huge challenge because the charge and molecular electronic structures of ions give rise to
complex molecular interactions. To gain a fundamental understanding, theoretical calculations
are often applied on the liquid-gas interface of different solutions (including ILs). These studies
have analyzed a variety of different properties,35–39 such as structure analysis of the liquid-gas
interface in the IL ([C4C1Im][PF6]) in a study by Bhargava et al.40 or the surface tension of
the liquid-vapor interface for alcohols.41 With the exponential growth of available computer re-
sources, the interest in molecular dynamics (MD) and Monte Carlo (MC) simulations has grown
in recent decades, making them an indispensable standard method in computational chemistry
today.42–44 Computational chemistry can simulate complex and realistic chemical systems and
even provide insights into properties that are not accessible experimentally. Historically, MD
simulation has played a key role in confirming fluid state theories as one of the most powerful
tools in engineering and science in understanding the behavior of fluids and materials at the
atomistic level.45,46 Computational simulation can provide a molecular level view into the rela-
tionship between macroscopic and microscopic properties, and provide deeper insights into the
ILs properties.47 Given the limitations of experiments, molecular simulations are well suited
to explore the properties and structural interactions of ILs at the molecular level.48 Both the
thermodynamics and kinetics of reactions conducted in ILs exhibit differences when compared to
those observed in conventional molecular solvents.18 Several previous studies have employed the
density functional theory (DFT) based ab initio molecular dynamics (AIMD) method to investi-
gate ILs and compute their key physical properties.49–51 In particular, the calculated physical
properties have included the study of the structure of the liquid gas-interface.52 In addition, the
electric dipole moment of an ion serves as a physical indicator of its electronic structure in ILs
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1.2. Molecular dipole moments

with electric dipole moment fluctuations being dependent on polarization.53

A vast majority of amino acids (AAs) are chiral, has two chemically active centers suitable for
modification, and has strong HB ability. These properties make AA-ILs more suitable as chiral
solvents to dissolve and stabilize biomolecules than traditional ILs, which is crucial in medicine,
synthesis, and medicinal chemistry.54–58 Several AA-ILs have been identified, particularly those
derived from the 20 natural L-AAs. Typically, the cations in AA-ILs are chosen including tetra-
butylphosphonium,59 tetrabutylammonium,60 cholinium,61 1-butyl-3-methylimidazolium62 and
1-ethyl-3-methylimidazolium.63,64 MD simulations and quantum chemical calculations provide
a deep understanding of the microstructure, interaction mechanism, and thermodynamic prop-
erties of AA-ILs. Herrera et al. have studied IL mixtures containing AA anions through MD
simulations, analyzed HB, molecular arrangements, and solvation properties, and have revealed
the structural characteristics of the mixtures.65 This thesis mainly focus on systems of several
different AAs as varying anions, while 1-ethyl-3-methylimidazolium ([C2C1Im]) was kept consis-
tent as the cation, and analyzes the system from three aspects: polarizability, spectroscopy, and
molecular structure.

1.2. Molecular dipole moments

The nonuniform distribution of positive and negative charges on each atom gives most molecules
their characteristic dipole moment.66 Dipole moments exist in common molecules such as water,
and also in biological molecules such as proteins.67,68 Some polar compounds such as hydrogen
fluoride have unequal electron density between atoms. As a result, the molecule’s dipole forms
an electric dipole with an inherent electric field. The first scientist to extensively study molecular
dipoles was the physical chemist Peter J. W. Debye,69 and the unit of dipole moment was named
Debye in his honor. The dipole moment can provide insight into the nature of chemical bonding
(such as non-bonding electron pairs). In addition, finite differences of the dipole moment can be
used to determine the magnitude of the polarizability.70

To obtain the dipole moment of a single molecule, maximally localized Wannier functions (ML-
WFs) is an effective method.71–74 In 1937, Gregory Wannier introduced an alternative represen-
tation of localized orbitals, the “Wannier function (WF)”.71 Before this work, the electronic
ground state of periodic systems was usually described by extended Bloch orbitals.71,75 WF
is different to Bloch functions, it is not eigenstates of the Hamiltonian, and need to make a
trade-off between energy localization and spatial localization. After 1937, various methods have
been developed that allow to iteratively transform extended Bloch orbitals from first-principles
calculations into a unique set of maximally local WF, thereby constructing local molecular or-
bitals.75 In the earlier chemistry literature, which the “local molecular orbitals (LMO)” have
played an important role in the development computational chemistry.76,77 However, due to the
strong non-uniqueness of WF, the implementation of Wannier calculations in the Kohn-Sham
framework of density DFT,78 that is, first-principles electronic structure calculations, has been
slow to develop. In 1997, a “maximum localization (ML)” criterion (similar to the method
used for LMO construction in chemistry) was introduced to identify a unique set of WFs for a
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1. Introduction

given crystal by Marzari and Vanderbil.79 Since then, the computational electronic structure
community has begun to construct MLWFs and use it for different purposes, such as theoretical
analysis of phonons, photonic crystals, cold-atom lattices and the local dielectric responses of
insulators. The MLWFs center allows to assign each orbital to a molecule, which requires a
lot of computational resources for positioning, which is more intensive than the calculation of
electronic structure. According to the classical definition, the dipole moment can be calculated by
summing the point charges at the nucleus and the center of the WF, then the electronic structure
calculations are repeated with an external electric field in each time step and the polarizability
is obtained by finite differences of the dipole moments.70

When convergence is slow, WF can easily take up a large portion of the total computation time
for systems with hundreds of atoms, making simulations of infrared (IR) and Raman spectra very
time-consuming. Although it is possible to assign WF to individual molecules based on their
locality, it is not necessary to assign all orbitals to molecules, as the total electron density alone
is sufficient to calculate the dipole moment. Therefore, any partitioning scheme that divides
the electron density intrinsic to each time step into molecular contributions should be equally
applicable to obtain molecular dipole moments and polarizabilities. Various approaches (such as
the non empirical atoms-in-molecules (AIM) method80 and Hirshfeld partitioning81) are primar-
ily used to assign partial atomic charges in molecules. In addition, distinct boundaries between
atoms can be obtained by topological analysis of the electron density, as in Bader’s molecular
atomic theory.82 The Voronoi tessellation is purely geometric criteria, which can account for
different atom sizes by shifting the boundary planes.83 This is the method which has been used
for the calculation of atomic partial charges.84 The decisive parameters in the radical Voronoi
tessellation are the radii assigned to the atoms.83

For theoretical studies in ILs, the electric dipole moment of ions are considered a physical in-
dicator of its electronic structure since ILs have strong intermolecular interactions due to their
ionicity.53 In the study of Carlos et al., with the analysis of ILs (dimethyl imidazolium chloride)
using localized Wannier orbitals, the probability distributions of the ionic dipole moments for
an isolated ion and for ions in solution compared.85 Wendler et al. conducted Car-Parrinello
simulations of three different imidazolium-based ILs and found that all systems have a broad
distribution of ionic dipole moments and associated highly localized behavior. Except for the
imidazolium-based system, even for the protic ILs monomethyl ammonium nitrate, the same
characteristics are present.86 In addition, the molecular electromagnetic moments resulting from
the rational molecular separation in the bulk phase due to the van der Waals radius can be
readily used to calculate the vibrational spectra of bulk systems from AIMD simulations, includ-
ing IR,87,88 Raman,70 vibrational circular dichroism (VCD),89 Raman optical activity (ROA),90

and resonance Raman spectroscopy.91

Altering the dipole moment can influence the physical properties of ILs. For example, increasing
the dipole moment in cations can lead to a reduction in the melting point.92 Chapter 3 aims
to provide a deeper understanding of the key molecular properties of unique ILs combinations.
To achieve this, it is essential to first examine the liquid dynamics, including localities and
fluctuations. In this study, we investigated these properties by conducting AIMD simulations of
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1.3. Vibrational spectra

AA-ILs.

1.3. Vibrational spectra

In the case of vibration spectra, the precise prediction of vibration spectra holds paramount
importance in computational chemistry, particularly when employing theoretical methods to
pre-screen experimental outcomes. Vibrational spectroscopy (like IR and Raman) has been
recognized as a fundamental tool to characterize and understand the chemical state, structure
and dynamics of molecules and their environment for a long time.93 IR spectroscopy is one of
the most important analytical techniques, since almost any sample can be studied in various
states (liquids, solutions, pastes, powders, films, fibers, gases and surfaces).94 It can be used for
classification of various physical properties, determination of compound structures, and many
other areas. This is a non-destructive analysis since the sample can usually be recovered for
other uses and is suitable for trace samples (down to the sub-microgram range).95 Extracting
the information contained in IR spectra with the help of theoretical calculations and simulations
can provide insights into the structure and dynamics of molecules of all sizes.
DFT is increasingly applied to studies of chemical and biological systems.96–98 Nowadays, DFT
can obtain a wide range of spectroscopic parameters, including quantities related to IR and
optical spectra, X-ray absorption, Mössbauer, as well as all magnetic properties related to elec-
tron paramagnetic resonance spectroscopy except relaxation times.99–102 In 1997, Silvestrelli
et al. evaluated the IR spectrum of liquid water using Car-Parrinello MD to examine the ef-
fects of quantum corrections on IR absorption.103 Compared to alternative approaches such as
vibrational self-consistent fields (VSCF)104,105 and perturbation corrections to the harmonic ap-
proximation,106 AIMD simulation is characterized by its ability to sample conformations in phase
space and to treat the electronic structure of molecular systems using the Born-Oppenheimer
approximation.107 In recent years, IR and Raman spectroscopy have provided crucial insights
into the characterization of ILs.108–111 A study by Wulf et al. combined theoretical DFT calcu-
lations and experimental methods to investigate the spectral properties of imidazolium-based
ILs.109 Furthermore, the review by Paschoal et al. showed the application of computationally
calculated vibrational spectroscopy to study phase transitions in ILs.108 Similarly, the power
spectrum can be obtained through performing a Fourier transformation of the particle velocities
autocorrelation.112

IR and Raman spectroscopy require the autocorrelation of the dipole moment and the molecular
polarizability. In a previous study, the power spectra of several imidazolium-based ILs derived
from AIMD simulations have been presented.53 In chapter 4, we investigated both IR and Ra-
man spectroscopy under AIMD simulations for several different AA with varying anions, while
1-ethyl-3-methylimidazolium ([C2C1Im]) was kept consistent as the cation. In this part, the
consistency between the spectral experimental data and the theoretical data is also considered.
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1. Introduction

1.4. Structural analyses

For structural analyses, ILs are also excellent systems which can exhibit unique properties to
standard solvents.23 Among these are their properties to be involved in various attractive in-
teractions, namely: van der Waals,24 dispersion force113 and solvophobic,26 as well as specific
and anisotropic forces, these being: HB,27 halogen bond,28 dipole–dipole29 and magnetic dipole
interactions. Both the structural considerations of the respective ions and the type, strength and
number of interactions can effect the degree of anion–cation contact, which is the major factor
determining the lattice energies, melting point, conductivity, viscosity and general behavior of
ILs.114–117

Given the limitations of experiments, molecular simulations are well suited to explore the struc-
ture of ILs at the molecular level. The structure and dynamics of ILs were studied by MD
simulations, revealing that there are long-range spatial correlations between ions and that the
main contribution to the configurational energy comes from electrostatic interactions, which
lead to charge ordering effects.118 Radial pair distribution functions (RDFs) and combined dis-
tribution functions (CDFs) serve as essential tools for characterizing and comprehending the
interactions within these intricate systems. The RDFs is highly dependent on the state of
matter and can vary significantly between solids, gases and liquids.119,120 In equations, RDFs
are measured using g(r) and defines the probability of encountering a particle at a distance r
from another observed particle. CDFs can offer a distinctive representation of the coordination
geometry, serving as a fingerprint for characterization purposes.121 In this case, Hardacre et al.
made outstanding contributions to both computational and experimental aspects of ILs, such as
the study of 1,3-dimethylimidazolium chloride by neutron diffraction, the structure of ILs, and
the comparison of solute-solvent interactions and heat transfer.122–124

In the study of molecular interactions in ILs, π-interactions (such as anion/cation/lone pair
electron-π and π-π interactions) play an important role in the structure.125,126 When focusing
on the AA-ILs, since the imidazole ring constitutes the basic unit of most ILs cations, both
the stacking and T-shaped structures are important for understanding the properties of the
system.127 In addition, the physical properties are related to the structural formation of ILs. If
it is assumed that HB strengthens the structure of ILs, it will lead to behavior similar to that
of molecular liquids. It also can be seen from IL melting points, viscosities and vaporization
enthalpies, HB has a significant effect on the structure and properties of ILs.18 In chapter 5,
we focus on investigating the bulk structure, aromatic-aromatic interactions and HB through
AIMD simulations in different AA-ILs. The comprehensive analyses presented here provides
valuable insight into the full spatial configuration of the systems under investigation, as well as
the interactions that contribute to their structural stability.
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2. Methodologies

2.1. The TRAVIS program package

Within molecular dynamics (MD) simulations, the most important output is the trajectory, which
contains all atoms coordinates in every simulation step. In a system, if N particles are simulated,
the trajectory can be viewed as a path through the 6N-dimensional phase space of the system,
which is not directly accessible for interpretation and extraction of chemical characteristics.128

Dimensionality reduction algorithms must be applied to transform the input data into a two-
dimensional or three-dimensional dataset that can be more easily interpreted and visualized. At
present, some methods like: radial pair distribution functions (RDFs), which provide insights
into the system structure can be used in structural analyses easily.
One unified program package, Travis (Trajectory Analyzer and Visualizer), contains all com-
mon analysis types that can be applied to a trajectory and will simplify rationalize and simplify
the process of evaluating trajectories.128 Travis is not currently parallelized and runs on a
single central processing unit (CPU) core. The latest version is currently available on the website
http://www.travis-analyzer.de. The objective of Travis is to combine a comprehensive array
of analysis within a single program, creating a powerful tool and making it unnecessary to use
multiple software applications in the evaluation of simulations.128 Travis can read many differ-
ent input trajectory formats, such as: XYZ, PDB, mol2, DL_POLY,129 LAMMPS, Amber,130

Gaussian Cube and compressed BQB trajectories.131 In the unit cell geometry, it can be read
directly from the trajectory, then very large systems containing hundreds of thousands of atoms
can be easily handled. When creating charts and visualizations, Travis does not directly
produce image files, instead, it generates input files for visualization programs (like: VMD,132

xmgrace,133 Gnuplot, Povray,134 and Mathematica).
Travis only reads information such as atom labels, positions and optional velocities from the
input trajectory, and ignores any topological information: molecules, bonds, et al.. It takes a
more sophisticated approach based on spatial domain decomposition. Domain decomposition
and similar methods are commonly used in computational chemistry, but are rarely applied to
trajectory post-processing.135 In the case of structural analysis, regarding the particle density
histograms, Travis can give the corresponding number integral curve to easily determine the
first solvation shell.135 If two observables are correlated, a multidimensional histogram can be
created. Travis also can contain dynamical analysis, which are defined as analyses that are
not invariant under re-shuffling of the trajectory frames.135 For spectroscopic analysis, many
functions for predicting vibrational spectra have been implemented in Travis. In this thesis, all
algorithms mentioned are implemented in Travis. We studied known methods in the literature
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2. Methodologies

and evaluated their general applicability.

2.2. Molecular dynamics simulation

The basic assumption of MD is that atoms can be treated as classical particles under the
Born-Oppenheimer approximation. The system’s Hamiltonian only depends on the positions
and momenta of the atoms. Energy interactions between atoms are modeled using potential
functions of varying complexity.45 The dynamics of the quantum system is described by the
time-dependent Schrödinger equation:

iℏ
∂Φ(r(n), R(N); t)

∂t
= HΦ(r(n), R(N); t). (2.1)

Here, the Φ is total wave function of the nuclei and the electrons.136 The notation r(n) is used as
the complete set of positions of all the n electrons and R(N) is for the positions of the N nuclei
which can avoid the confusion of the position r in space. In the system, the Hamiltonian is

H = −
N∑

I=1

ℏ2

2MI
∇2

I −
n∑

i=1

ℏ2

2me
∇2

i + Vn−e(r(n), R(N))

= −
∑

I

ℏ2

2MI
∇2

i + He(r(n), R(N)).
(2.2)

In this equation, Vn−e is the sum of all the Coulombic interactions: nuclei-nuclei, electrons-
electrons and nuclei-electrons. MI and me is the mass of nucleus I and electron respectively. He

is the electronic system Hamiltonian. When using the ab initio molecular dynamics (AIMD)
method to consider the approximation of equation 2.1, complete wave function Φ is factored into
two parts: one is Ψ which depending on the electronic degrees of freedom, while the other is
X which corresponds to the nuclei. For the approximation of quantum dynamics, the quantum
mechanical systems time evolution of nuclei and electrons need to be considered. Equation 3 is
the time-independent electronic Schrödinger equation, which can present the eigenfunctions of
the electrons at a particular time t:

He(r(n), R(N))Ψk(r(n), R(N)) = EK(R(N))Ψk(r(n), R(N)). (2.3)

In this equation, the R(N) is a fixed configuration of the nuclei, He is defined as in equation 2 :
the Hamiltonian for the electronic sub-system and the eigenfunctions Ψk are orthonormal, and
EK is the energy of the electronic system in the fixed field of nuclei.
When using the Born-Huang,137 the total wave function can be expanded:

Φ(r(n), R(N); t) =
∞∑

ι=0
Ψι(r(n), R(N))χι(R(N); t), (2.4)

8



2.2. Molecular dynamics simulation

where the functions χι are time-dependent. Substituting the equation 4 into 1, the Born-
Oppenheimer (BO) approximation can be obtained:[

−
∑

I

ℏ
2MI

∇2
I + Ek(R(N))

]
χk(R(N); t) = iℏ

∂χk(R(N); t)
∂t

, (2.5)

which is the quantum-mechanical equation of nuclei motion. Here the χ are identified as the set
of nuclear wave functions for the selected electronic state k. The corresponding equation for the
electronic degrees of freedom is

HeΨ(r(n), R(N); t) = iℏ
∂Ψ(r(n), R(N); t)

∂t
. (2.6)

Besides, the electronic wave function can be presented in the basis of electronic states:

Ψ(r(n), R(N); t) =
∞∑

ι=0
cι(t)Ψι(r(n), R(N); t), (2.7)

where the coefficients cι(t) are the occupation numbers.
AIMD can show three different ways to simplify the modest-sized condensed phase problems
that is not a pragmatic approach. The first of these is BO dynamics. Here the equations of
motion are:

MIR̈I(t) = −∇I min
Ψ0

{⟨Ψ0|He|Ψ0⟩} , (2.8)

and
E0Ψ0 = HeΨ0. (2.9)

In equations 2.8 and 9, Ψ0 is the ground-state adiabatic wave function at all times. For equation
9, E0 is obtained from the solution of the equation 2.1 from the ground state that is established
at every step in the dynamics by diagonalizing the Hamiltonian He. In a molecular system
comprising N electrons and M nuclei, the Hamiltonian He typically incorporates the kinetic
energy of the electrons Te, the kinetic energy of the nuclei Tn, the Coulomb repulsion between
the electrons Vee, the Coulomb attraction between the nuclei and the electrons Vne, and the
Coulomb repulsion between the nuclei Vnn:

He = Te + Tn + Vee + Vne + Vnn

= −
N∑

i=1

ℏ
2me

∇2
i −

M∑
A=1

ℏ
2mA

∇2
A + e2

4πε0

 N∑
i=1

N∑
j=i+1

1
rij

−
N∑

i=1

N∑
A=1

ZA

riA
+

M∑
A=1

M∑
B=A+1

ZAZB

rAB

 .
(2.10)

Here, MA and ZA denote the mass and atomic number of nucleus A, respectively. The terms
rij=|ri-rj |, riA=|ri-RA| and rAB=|RA-RB| represent the respective distances between electrons
and nuclei. The coordinates of electron i and nucleus A are given by ri and RA, respectively.
In the second approach, Ehrenfest dynamics138 can solve the quantum mechanical motion of the
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2. Methodologies

electrons at each step in equation 6 and use the wave function to calculate the force on each
nucleus I:

MIR̈I = −∇I

∫
dr(n)Ψ∗HeΨ = −∇I⟨He⟩, (2.11)

and Ehrenfest dynamics is a mean-field method.
In the third approach, it considered ⟨Ψ0|He|Ψ0⟩ as a functional of the set of orbitals ψi, which
developed by Car and Parrinello (CP).139 If considering to construct a Lagrangian:

L =
∑

I

1
2MIṘ

2
I +

∑
i

µ
〈
ψ̇i|ψ̇i

〉
− ⟨Ψ0|He|Ψ0⟩ + {constraints} (2.12)

where µ is a fictitious mass controlling the dynamics of the orbitals. When including a set of
constraints in the Lagrangian to keep the underlying orbitals orthogonal:

MIR̈I(t) = −∇I ⟨Ψ0|He|Ψ0⟩ + ∇I {constraints} (2.13)

µψ̈i(t) = −δ ⟨Ψ0|He|Ψ0⟩
δψ∗

i

+ δ

δψ∗
i

{constraints} (2.14)

In these equations, δ/δψ∗
i indicates a functional derivative. In the cases of both BO and CP

dynamics, the force on the nuclei can be evaluated using the Hellmann-Feynman theorem:

−∇I ⟨Ψ0|He|Ψ0⟩ ≈ − ⟨Ψ0|∇IHe|Ψ0⟩ . (2.15)

2.3. Density functional theory and the Kohn-Sham method

The approach of BO need a knowledge of the electronic wave function for the system ground
state. The symmetry (to the exchange of two electrons) Ψ0 can be included through the full
wave function of the individual wave functions of every electrons n:

Ψ0(r(n)) = 1√
n!

∣∣∣∣∣∣∣∣∣∣∣

ψ1(r1) ψ2(r1) · · · ψn(r1)
ψ1(r2) ψ2(r2) · · · ψn(r2)

...
... . . . ...

ψ1(rn) ψ2(rn) · · · ψn(rn)

∣∣∣∣∣∣∣∣∣∣∣
(2.16)

The electronic structure calculations for condensed phase systems can be determined by density
functional theory (DFT). DFT is a widely used method for solving the electronic Schrödinger
equation. In this context, the expectation value defines a functional, denoted as FHK , of the
ground-state electron density, ρ0(r) which only depends on the spatial coordinate, r:

FHK [ρ0] =
〈
Ψ0[ρ0]|H′

e|Ψ0[ρ0]
〉
. (2.17)

For the H′
e in equation 17:

H′
e = K[ρ] + Vee[ρ], (2.18)

10



2.3. Density functional theory and the Kohn-Sham method

here K is the quantum mechanical kinetic energy and Vee is the potential energy between the
electrons, respectively. The corresponding energy functional E[ρ] depends on the external field
generated by the positively charged nuclei acting on the electrons:

E[ρ] = FHK [ρ] +
∫
drVext(r)ρ(r,R(N)). (2.19)

The next is to calculate the universal functional FHK . The Kohn-Sham method can replace
the system of n interacting electrons by the auxiliary system of n independent electrons. When
donating the non-interacting system by subscript s:

Es = Ks +
∫
drVsρs. (2.20)

where the Vs(r) will be a particular local potential, and the ground state density ρ0 is equal to ρs.
When the equation is in the case of the degeneration of the ground state of the non-interacting
systems, the sum is over the occupied orbitals:

ρ0(r) =
occ∑
i=1

fi|ψi(r)|2, (2.21)

and fi is the occupancy number of the orbital. In addition, the single-particle orbitals can be
obtained from the Schrödinger equation:

HKSψi =
[
− ℏ2

2me
∇2 + Vs

]
ψi = ϵiψi, (2.22)

and the total energy of the interacting system is:

EKS [ρ0] = Ks[ρ0] +
∫
drVext(r)ρ0(r) + 1

2

∫ ∫
drdr

′ ρ0(r)ρ0(r′)
|r − r′ |

+ EXC [ρ0]. (2.23)

This energy includes four terms: the first one is the non-interacting system kinetic energy:

Ks[ρ0] = − ℏ2

2me

occ∑
i=1

fi

〈
ψi|∇2|ψi

〉
; (2.24)

the second one is the energy of the electrons in the nuclei static field; the third is the classical
Coulomb energy between the electrons and the fourth is the exchange-correlation energy. As a
result, the classical Coulomb repulsion can be presented as:

J [ρ(r)] = 1
4πε0

1
2

∫ ∫
ρ(r1)ρ(r2)
|r1 − r2|

dr1dr2. (2.25)

With equation 23, the single-particle potential can be given by:

Vs(r) = Vext(r) +
∫
dr

′ ρ0(r′)
|r − r′ |

+ δExc

δρ(r) . (2.26)
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2. Methodologies

In this approach, Exc needs to be known and is always represented with the local density
approximation:

Exc[ρ0(r)] ≈
∫
drρ0(r)εxc[ρ0(r)]. (2.27)

Here the εxc is the
EGGA

xc [ρ0(r)] ≈
∫
drfxc[ρ0(r),∇ρ0(r)] (2.28)

According to the second Hohenberg–Kohn theorem, the Kohn–Sham orbitals are determined
by minimizing the electronic energy with respect to the orbitals. This minimization is subject
to the constraint that the orbitals must be orthonormal. By applying the method of Lagrange
multipliers, this leads to the Kohn–Sham equations:(

− ℏ2

2me
∇2 + υext(r) + 1

4πε0

∫
ρ(r1)

|r − r1|
dr1 + δEXC [ρ(r)]

δρ(r)

)
θi(r) = ϵθi(r) (2.29)

with the orbital energies ϵi.

2.4. Basis set expansion

The Kohn–Sham equation is typically solved by expressing the Kohn–Sham orbitals, θi(r), as
linear combinations of a finite set of n known basis functions, ψj(r).

θi(r) =
n∑

j=1
Cijψj(r). (2.30)

This transformation allows the Kohn–Sham equations to be converted from their integro-differential
form into a matrix representation:

KC = SCϵ, (2.31)

here, K is defined as the Kohn–Sham matrix with the elements:

Kij =
〈
ψi(r)| − ℏ2

2me
∇2 + υext(r) + 1

4πε0

∫
ρ(r1)

|r − r1|
dr1 + δEXC [ρ(r)]

δρ(r) |ψj(r)
〉
, (2.32)

and the S is defined as
Sij = ⟨ψi(r)|ψj(r)⟩ (2.33)

which is the overlap matrix with the elements. Finally, C is the matrix of the coefficients Cij in
equation 30, and ϵ is the diagonal matrix with the orbital energies ϵi.
In quantum chemistry, the basic functions ψi(r) can be proposed in a common method which
are contracted Gaussian type orbitals (GTOs) of the general form:

ψ(r) = Nξ(r − r0)
m∑

k=1
dkexp(−ξk|r − r0|2). (2.34)
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2.5. Dipole moments and polarizabilities

It tries to mimic the atomic orbitals of the individual atoms. In this equation N is a normalization
constant, ξ(r−r0) is the angular momentum dependence, and r0 is the center of the basic function.
The GTOs can show good results with small set sizes and the straight description of all electrons
in the systems. In solid state physics, it is very common to use the plane wave basic sets since
the periodicity of the crystal imposes the same periodicity on the electron density:

ψ(r) = 1√
Ω
exp(iG · r). (2.35)

Here, Ω is the volume of the periodic cell and G is the wave vector which satisfies the periodic
boundary conditions.

2.5. Dipole moments and polarizabilities

2.5.1. Maximally localized wannier functions

MLWFs have become an established tool for post-processing of electronic structure calculations.
With periodic boundary conditions, the electronic-structure can be calculated. The one-particle
effective Hamiltonian H commutes with TR, the lattice-translation operator to make the Bloch
orbitals |ψnK⟩ as common eigenstates:

[H,TR] = 0 ⇒ ψnK(r) = µnK(r)eiK·r, (2.36)

where µnK(r) is with the periodicity of the Hamiltonian. If choosing equal amplitudes across
the Brillouin zone, we can obtain:

w0 = V

(2π)3

∫
BZ

dKψnK(r), (2.37)

where V is the real-space primitive cell volume. When inserting a phase factor e−k·R into the
integrand of this equation, here R is a real-space lattice vector which has the effect of translating
the real-space WF by R. According to Dirac bra-ket notation that Rn refers to the WF wnR in
cell R associated with band n, WFs can be constructed through71

|Rn⟩ = V

(2π)3

∫
BZ

dKe−iK·R|ψnK⟩. (2.38)

The inverse transform of this equation is:

|ψnK⟩ =
∑
R

eiK·R|Rn⟩. (2.39)

In addition, the equivalence between the Bloch and Wannier representations can also be shown
by expressing the projection operator P in both representations:

p = V

(2π)3

∫
BZ

dK|ψnK⟩⟨ψnK | =
∑
R

|Rn⟩⟨Rn|. (2.40)
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2. Methodologies

As we mentioned in the introduction, by employing the transformation of the Kohn-Sham orbitals,
MLWFs can be calculated. For this method, the localization functional is defined as

Ω =
∑

n

[⟨0n|r2|0n⟩ − ⟨0n|r|0n⟩2] =
∑

n

[⟨r2⟩n − r̄2
n] (2.41)

where the Ω is expressed in terms of the Bloch functions, with the sum of the quadratic spreads
of the WFs in the home unit cell around their centers.75 Currently, the challenge associated with
poorly defined standard dipole operators in the context of applying periodic boundary conditions
in AIMD simulations of liquids has been addressed. The Berry phase approach to polarization
can offer the dipole moment of the whole simulation cell under periodic boundary conditions.140

The calculation of the local Wannier function is achieved by utilizing AIMD simulations combined
with the application of the block Jacobi method.72 In Equation 42, the dipole moment for each
molecule i is composed of two components: the sum of all Wannier function centers assigned to
the molecule and the sum of nuclei with charges ZA at the positions RA:

µ = −2e
N∑

i=1
ri + e

M∑
A=1

ZARA, (2.42)

where e is the elementary charge. This summation method can approximate the total dipole
moment of the cell. Travis is able to take the resulting Wannier function centers as input to
assign molecules and calculate dipole moments.
When recalling the dipole moment induced by an electric field E, the polarizabilities can be
calculated by:

µind = αE, (2.43)

where α is the second-order polarizability tensor. Using the WF center for the dipole moment
can provide an individual polarizability for each molecule.
When considering charge schemes such as Blöchl, Löwdin and Mulliken methods, the molecular
dipole moment µ can be obtained through the classical definition:

µ =
N∑

i=1
qi · →

r i (2.44)

where the N shows the number of nuclei. The qi and −→r i are charge and position, respectively.

2.5.2. Voronoi tessellation of the electron density

For the method of MLWFs, especially in systems with several hundred atoms, it always takes
much longer than the actual electronic structure calculation since the Wannier function centers
assign each orbital to a molecule. A simple method to generally partition the space of a simulation
cell is Voronoi tesselation. The Voronoi diagram84 is a method of interpolating spatial data into
a polygon around each point, where every location in the area around that point is closer to
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that point than any other point. This method was invented by a professor at the University of
Warsaw over 100 years ago and has been used in many scientific disciplines around the world.
Voronoi tessellation70 can divide the space of analog cells, it defines n Voronoi cells Ci as:

Ci = {x ∈ R3|r2
i ≤ (x − sj)2 − r2

j ∀j ̸= i}, i, j = 1, ...,n. (2.45)

This equation takes a set of n sites si as input, meaning that cell Ci contains all points that
are closer to site si than any other site. The Voronoi tessellation assigns each point in space
to precisely one cell. The cell faces are always positioned midway between two atoms. In the
radical Voronoi tessellation method, which extends the partitioning scheme and makes it possible
to keep the Voronoi sites at the atom positions, when radius ri is assigned to each site, the cells
Cr

i is determined according to:

Cr
i = {x ∈ R3|(x− si)2 − r2

i ≤ (x− sj)2 − r2
j , ∀j ̸= i}, i, j = 1, . . . , n. (2.46)

Here, the distance to the sites themselves from the original Voronoi tessellation is changed to
the power distance to spheres around the sites. The electron density ρ(r) which as a function
of spatial coordinates r over molecular cells in space can be used to obtain the dipole moment
distribution:

µk =
∫

MK

rρ(r)dr, k = 1, . . . , N. (2.47)

For each cell, the charge calculation is :

qi =
∫

Cr
i

ρ(r)dr, (2.48)

and the dipole moment:
µ =

∫
Cr

i

rρ(r)dr. (2.49)

For these equations, the integration must be performed over the unit cell volume. In addition,
unit cells belonging to the same molecule’s atoms can be connected to obtain a molecular unit
cell, and the charge and dipole moment of the atomic unit cells can be added to obtain the
molecular charge and molecular dipole moment.

2.6. Angular probability distribution

Generally, to further strengthen the argument that the electric dipole moments of anions and
cations and their corresponding fluctuations are essentially determined by local properties, the
dipole–dipole angular correlations as a function of the shell around each molecule should be
studied.141 The angular distribution is calculated using:

cos Φ(charge− dipole) = (µref
cat · rshelli

cat )/(|µref
cat | · |rshelli

cat |) (2.50)
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and
cosϕ(dipole− dipole) = (µref

cat · µshelli
cat )/(|µref

cat | · |µshelli
cat |) (2.51)

Here, µref
cat is defined as the dipole moment and rshell

cat is defined as the vector of the center of
ring to the center of charge (COC) of the reference cation. In these analyses, COC is defined
as the center of the ion for analyzing the angular distribution. This means that the center
of the molecular geometry is weighted by the charges on the atoms.38 Thereby, the electric
dipole moments of the cation and anion of the reference molecule are associated with the electric
dipole moments of the cation and anion of the molecule within the first solvation shell (the first
minimum of the radial distribution function).141 Then the same procedure is applied to relate
the electric dipole moments of the cation and anion of the reference molecule to the electric
dipole moments of the molecules in a second solvation shell, and the size contains approximately
the same number of molecules of the first solvation shell. Finally, the electric dipole moments
of the anions and cations of the reference molecule are related to the electric dipole moments of
the molecule beyond the second solvation shell.141

2.7. Vibrational spectroscopy

2.7.1. Infrared absorption and intensities

Molecules absorb frequencies that are characteristic of their molecular structure. These absorp-
tions occur at resonant frequencies, where the frequency of the absorbed radiation matches the
frequency of the vibration. By absorbing or emitting electromagnetic radiation, molecules can
change from one eigenstate to another with an energy equal to the energy difference between
the two states. For nuclear vibrations in molecules, these energy differences are typically in the
range of 10−21 J to 10−19 J, which correspond to the IR region of the electromagnetic spectrum.
For the experimental technique of IR, the results can be obtained from illuminating a chemical
with infrared (IR) radiation and measuring its absorption rate based on its energy. In the Born-
Oppenheimer and harmonic wave approximations, the resonant frequencies are associated with
normal vibrational modes which corresponding to the ground state potential energy surface of the
molecule’s electrons. In static quantum chemistry, the theoretical values of IR spectra intensities
can be derived from Fermi’s golden rule142 and calculated through the following expression:

Wi→f = 1
ℏ2 |

〈
νf |H′ |νi

〉
|2ρN(νfi). (2.52)

Here, the transition rate Wi→f is for the transition from the initial state |νi> to the final state
|νf>, the perturbation H is by the electromagnetic radiation and the ρN (ν) is a density of
photon states per frequency range. The perturbation expression is〈

νf |H′ |νi

〉
= − ⟨νf |µ̄(Q) · E|νi⟩ = − ⟨νf |µ̄(Q)|νi⟩ · EO, (2.53)

where the µ̄(Q) is the molecular dipole moment dependant on the mass-weighted normal coor-
dinates Q, E is the electric field vector of the radiation and E0 is the average amplitude. The
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molecular dipole moment is derived from the Taylor series around the minimum of the potential
energy surface up to first order:

µ̄(Q) = µ̄0 +
g∑

k=1

(
∂µ̄(Q)
∂Qk

)
0

Qk. (2.54)

In this equation, g is as g = 3M - 6 (g = 3M - 5 in a linear molecule) within the harmonic
approximation. Based on the above assumptions, the analytical expression of the transition
dipole matrix element can be obtained, and the integrated absorption coefficient corresponding
to the transition of the resonator from the ground state to the first excited state of mode k can
be given by143

Ak = 1
4πε0

NAπ

3c2

(
∂µ̄(Q)
∂Qk

)2

0
. (2.55)

As described above, once the normal mode of the molecule is known, the IR intensity can be
calculated by taking the derivative of the dipole moment along the normal coordinate. However, it
is impossible to obtain these derivatives directly from the MD simulation. One of the alternative
approaches is to conduct the MD simulation in equilibrium in which all modes are excited at once,
so the oscillation of the dipole moment contains contributions from all modes at the same time.
When using the mass-weighted coordinate q =

√
mx, the trajectory can be obtained through:

q(t) =
√
mx0cos(ω0 + φ), (2.56)

where the x0 is the amplitude, ω0 is the eigenfrequency, and φ is the phase. The dipole moment
µ is

µ(q) = µ0 +
(
∂µ

∂q

)
0
q, (2.57)

and µ0 is the dipole moment at the equilibrium position. When inserting the trajectory yields
for the time-dependent dipole moment:

µ(t) = µ0 +
(
∂µ

∂q

)
0

√
mx0cos(ω0 + φ). (2.58)

If using the time derivative of the coordinate instead of the coordinate itself, the equilibrium
dipole moment which does not carry information relevant will be removed:

µ̇(t) = −
(
∂µ

∂q

)
0

√
mx0ω0sin(ω0 + φ). (2.59)

The autocorrelation function is calculated:

Rµ̇(t) = 1
2

(
∂µ

∂q

)2

0
mx2

0ω
2
0cos(ω0t), (2.60)
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which removes the dependence on the initial conditions of the MD simulation in terms of the
phase φ. The Fourier transform of this expression can be given as:

F(Rµ̇)(ω) =
∫ ∞

−∞
Rµ̇(t)exp(−iωt)dt = 1

2

(
∂µ

∂q

)2

0
mx2

0ω
2
0π(δ(ω − ω0) + δ(ω + ω0)), (2.61)

and the total integral of the spectrum is:

∫ ∞

−∞
F(Rµ̇)(ω)dω =

(
∂µ

∂q

)2

0
mx2

0ω
2
0π. (2.62)

At the maximum elongation x = x0, there is only potential energy kx20/2, while the kinetic
energy is zero. At the equilibrium position x = 0, the potential energy is zero and the kinetic
energy is kx20/2. On average, the kinetic energy is half of the maximum value, that is, <Ekin> =
kx20/4. Therefore, according to the definition of the characteristic frequency ω0, the relationship
between the oscillator amplitude and the average kinetic energy is x0 =

√
4 < Eint > /m/ω0,

therefore this is equal to:

∫ ∞

−∞
F(Rµ̇)(ω)dω =

(
∂µ

∂q

)2

0
· 4π ⟨Ekin⟩ =

(
∂µ

∂q

)2

0
· 2πkBT. (2.63)

Comparing these two equations (49 and 56), the IR spectrum in MD simulations can be given
by:

A(ω) = NA

24πε0c2kBT

∫ ∞

−∞
⟨µ̇(τ) · µ̇(τ + t)⟩τexp(−iωt)dt, (2.64)

where the vector autocorrelation dipole moment is switched to the general three-dimensional
case. The wavenumber-dependent representation

A(ṽ) = NA

12ε0ckBT

∫ ∞

−∞
⟨µ̇(τ) · µ̇(τ + t)⟩τexp(−2πicṽt)dt (2.65)

can be calculated.

2.7.2. Raman scattering and intensities

Raman scattering or Raman effect is the inelastic scattering of photons by matter. This physical
process can change the quantum state of a molecule, and there are both an exchange of energy
and a change in the direction of light. When the photons are scattering, most are scattered
elastically (Rayleigh scattering), with the scattered photon having the same energy (frequency,
wavelength and color) as the incident photon, but in a different direction. A small fraction (about
one part per million) of the scattered photons are inelastically scattered and have a different
(usually lower) energy than the incident photon, which means that the molecule switches to
another quantum state. These are Raman scattered photons.144 Due to the conservation of
energy, the photon energy changes according to the energy difference between the two molecular
states. As early as 1923, Adolf Smekal predicted this effect through theoretical research.145 After
five years, Indian scientist C. V. Raman discovered this effect with the assistance of his student
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K. S. Krishnan.146 Then this effect was named Raman.
Raman spectroscopy identifies the structure of the molecule by determining the vibrational mode
of the molecule, as well as observing the rotational and low-frequency modes of the system.144

The lasers from visible, near-IR, near-ultraviolet range, or X-rays can be used in Raman spectra.
In this process, the laser light interacts with the molecules in the system, leading to the energy
change of the photon, thus providing information on the vibrational modes in the system. Usually,
the IR spectra produce similar and complementary information, so the Raman spectra can be
directly compared to the IR spectra.
The Placzek’s classical theory of polarizability defines the Raman intensities theoretical values.147

The dipole moment in the molecule is caused from the electric field of the incident radiation.
The induced dipole moment value µind

fi is defined quantum mechanically by evaluation of the
corresponding polarizability matrix elements:〈

µind
fi
〉

= ⟨νf |ᾱ(Q)|νi⟩ E0 (2.66)

which assumes that the electric field is constant within the molecule, with an average magnitude
of E0. The polarizability tensor ᾱ(Q) is expanded in a Taylor series:

ᾱ(Q) = ᾱ0 +
g∑

k=1

(
∂ᾱ(Q)
∂Qk

)
0

Qk. (2.67)

The ᾱ(Q) is the polarizability depending on the mass-weighted normal coordinates Q.
In Raman spectroscopy, an important parameter is the scattering geometry employed in the
measurement setup. The incident light beam propagates along the y axis and is polarized along
the x axis, and the scattered light detector is located on the z axis and is equipped with a
polarization filter to measure the x polarization intensity I∥ and the y polarization intensity
I⊥. If the molecule is fixed relative to the laboratory coordinate system, here the results of
differential Raman scattering of vibrational mode k are given by:

I
∥
k = π

ε2
0
(ν̃in − ν̃k)4 h

8π2cν̃k

(
∂ᾱxx(Q)
∂Qk

)2

0

1
1 − exp

(
−hcν̃k

kBT

) (2.68)

and
I⊥

k = π

ε2
0
(ν̃in − ν̃k)4 h

8π2cν̃k

(
∂ᾱxy(Q)
∂Qk

)2

0

1
1 − exp

(
−hcν̃k

kBT

) . (2.69)

In these equations, ν̃in is the wavenumber of the incident radiation, ν̃k is the wavenumber
corresponding to k and T is the temperature. If the molecules are randomly oriented relative to
the laboratory frame, the results which takes the classical averages of the polarizability tensor
components are given by:

I
∥
k = π

ε2
0
(ν̃in − ν̃k)4 h

8π2cν̃k

45a2
k + 4γ2

k

45
1

1 − exp
(
−hcν̃k

kBT

) (2.70)
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and
I⊥

k = π

ε2
0
(ν̃in − ν̃k)4 h

8π2cν̃k

3γ2
k

45
1

1 − exp
(
−hcν̃k

kBT

) (2.71)

with the isotropic polarizability derivative

ak = 1
3

((
∂ᾱxx(Q)
∂Qk

)
0

+
(
∂ᾱyy(Q)
∂Qk

)
+
(
∂ᾱzz(Q)
∂Qk

))
(2.72)

and the anisotropy

γ2
k = 1

2

((
∂ᾱxx(Q)
∂Qk

)
0

−
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)
0

)2
+ 1

2
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1
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(
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)2

0
+ 3

(
∂ᾱyz(Q)
∂Qk

)2

0
+ 3

(
∂ᾱzx(Q)
∂Qk

)2

0
.

(2.73)

If the polarizability replaces the dipole moment, the Raman spectrum can be derived in the same
way as IR. The polarization frequency-dependent differential Raman scattering cross section for
a fixed molecular orientation relative to the laboratory coordinate system can be given by:

I∥(ω) = ℏ
64π3ε2

0c
4kBT

(ωin − ω)4

(1 − exp(− ℏω
kBT ))

∫ ∞

−∞
⟨α̇xx(τ)α̇xx(τ + t)⟩τ exp(−iωt)dt (2.74)

and

I⊥(ω) = ℏ
64π3ε2

0c
4kBT

(ωin − ω)4

(1 − exp(− ℏω
kBT ))

∫ ∞

−∞
⟨α̇xy(τ)α̇xy(τ + t)⟩τ exp(−iωt)dt. (2.75)

In the case of random molecular orientations relative to the laboratory coordinate system:

I∥(ω) = ℏ
64π3ε2

0c
4kBT

(ωin − ω)4

(1 − exp(− ℏω
kBT ))

45a(ω) + 4γ(ω)
45 (2.76)

and
I⊥(ω) = ℏ

64π3ε2
0c

4kBT

(ωin − ω)4

(1 − exp(− ℏω
kBT ))

3γ(ω)
45 (2.77)

with the isotropic contribution

a(ω) =
∫ ∞

−∞

〈
α̇xx(τ) + α̇yy(τ) + α̇zz(τ)

3
α̇xx(τ + t) + α̇yy(τ + t) + α̇zz(τ + t)

3

〉
τ

exp(−iωt)dt

(2.78)
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and the anisotropic contribution:

γ(ω) =
∫ +∞

−∞

[1
2 ⟨(α̇xx(τ) − α̇yy(τ))(α̇xx(τ + t) − α̇yy(τ + t))⟩τ

+ 1
2 ⟨(α̇yy(τ) − α̇zz(τ))(α̇yy(τ + t) − α̇zz(τ + t))⟩τ

+ 1
2 ⟨(α̇zz(τ) − α̇xx(τ))(α̇zz(τ + t) − α̇xx(τ + t))⟩τ

+ 3 ⟨α̇xy(τ)α̇xy(τ + t)⟩τ + 3 ⟨α̇yz(τ)α̇yz(τ + t)⟩τ

+ 3 ⟨α̇zx(τ)α̇zx(τ + t)⟩τ

]
exp (−iωt)dt

(2.79)

Like IR spectrum, these formulas can be transferred to a wavenumber-dependent representation,
which is the representation actually calculated in Travis. In the case of fixed molecular
orientation with respect to the laboratory coordinate system, the wavenumber in Raman is given
as:

I∥(ṽ) = h

8ε2
0kBT

(ṽin − ṽ)4

ṽ(1 − exp(− hcṽ
kBT ))

∫
⟨α̇xx(τ)α̇xx(t+ τ)⟩τ exp (−2πicṽt)dt (2.80)

and

I⊥(ṽ) = h

8ε2
0kBT

(ṽin − ṽ)4

ṽ(1 − exp(− hcṽ
kBT ))

∫
⟨α̇xy(τ)α̇xy(t+ τ)⟩τ exp (−2πicṽt)dt, (2.81)

where α denotes the polarization, h is the Planck constant and ṽin is the laser wavenumber,
which in all cases was set to 20000 cm−1. The formula for random molecular orientation relative
to the laboratory coordinate system is as follows:

I∥(ṽ) = h

8ε2
0kBT

(ṽin − ṽ)4

ṽ(1 − exp(− hcṽ
kBT ))

45a(ṽ) + 4γ(ṽ)
45 (2.82)

and
I⊥(ṽ) = h

8ε2
0kBT

(ṽin − ṽ)4

ṽ(1 − exp(− hcṽ
kBT ))

3γ(ṽ)
45 (2.83)

with the isotropic contribution

a(ṽ) =
∫ ∞

−∞

〈
α̇xx(τ) + α̇yy(τ) + α̇zz(τ)

3
α̇xx(τ + t) + α̇yy(τ + t) + α̇zz(τ + t)

3

〉
τ

exp(−2πicṽt)dt

(2.84)
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and the anisotropic contribution:

γ(ṽ) =
∫ +∞

−∞

[1
2 ⟨(α̇xx(τ) − α̇yy(τ))(α̇xx(τ + t) − α̇yy(τ + t))⟩τ

+ 1
2 ⟨(α̇yy(τ) − α̇zz(τ))(α̇yy(τ + t) − α̇zz(τ + t))⟩τ

+ 1
2 ⟨(α̇zz(τ) − α̇xx(τ))(α̇zz(τ + t) − α̇xx(τ + t))⟩τ

+ 3 ⟨α̇xy(τ)α̇xy(τ + t)⟩τ + 3 ⟨α̇yz(τ)α̇yz(τ + t)⟩τ

+ 3 ⟨α̇zx(τ)α̇zx(τ + t)⟩τ

]
exp (−2πicṽt)dt.

(2.85)

2.8. Structural analyses

2.8.1. Radial pair Distribution functions and combined distribution functions

RDFs analysis, the most common kinds of trajectory analyses are particle density histograms, are
widely used to obtain information about the system’s structure by providing information on the
average distance between two particles in the system.148 In addition to simulation calculations,
RDFs can also be calculated from the results of X-ray diffraction experiments.149 For RDFs
analysis, reference particles and observed particles can be selected from different molecules to
obtain information about intermolecular properties, or reference particles and observed particles
can be selected from the same molecule to obtain intramolecular information. The definition of
RDFs in Travis is provided:

gab(r) = V

NaNb

Na∑
i=1

Nb∑
j=i+1

⟨δ(r − |ri(t) − rj(t)|)⟩t, (2.86)

where ri and rj are the position vectors of the i-th and the j-th particle respectively. The δ
presents the value 1 in the interval (with w being the bin width), otherwise is 0.150

Apart from the RDFs themselves, Travis can also give the corresponding digital integral curve,
which has a wide range of applications in evaluating the trajectories of different orbits and
analyzing the exchange behavior of coordination molecules.128,151

Travis can also provide histograms of other scalar data such as: angular distribution functions
(ADFs), dihedral distribution functions (DDFs) and spatial distribution functions (SDFs). With
Travis, it is possible to use multi-dimensional histograms to understand the association effects,
which are called combined distribution functions (CDFs). Thousands of CDFs can be obtained
from the single trajectory through using the combination of distances, angles, dihedrals, point-
plane distances, and point-line distances.135,152–154 In addition, Travis can even combine three
scalars into a three-dimensional histogram.155,156
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3. Locality in Amino-Acid Based Imidazolium Ionic Liquids

Theoretical calculations can provide the fundamental understanding of the physical proper-
ties of ionic liquids (ILs). Several physical properties of ILs can be influenced by locality and
fluctuations of dipole moments and polarization. In the following chapter, the authors focus
on the electric dipole moment distribution and polarization of various ILs, as the means of
characterizing and understanding these complex systems. Here, six types of amino acid (AA) ILs
([C2C1Im][ala], [C2C1Im][pro], [C2C1Im][his], [C2C1Im][trp], [C2C1Im][phe] and [C2C1Im][tyr])
are simulated using ab initio molecular dynamics (AIMD) with CP2K. By analyzing the tra-
jectories obtained from simulations with Travis, the dipole moment distributions for cations
and anions are studied using the following methods: Wannier functions, Voronoi tessellation,
as well as Blöchl, Löwdin and Mulliken charge schemes. The Wannier function is non-unique,
due to the inherent uncertainty in the Bloch orbits, which can only be determined up to an
arbitrary unitary transformations among all occupied orbitals at each point in the Brillouin
zone. Maximally localized Wannier functions (MLWFs) provide detailed chemical analysis of
bonding properties and their evolution during chemical reactions.75 Therefore, they have become
a well-established tool for post-processing electronic structure calculations. Voronoi tessellation
accounts for variations in atomic sizes by adjusting the boundary planes to partition the electron
density accordingly.
For cations, the dipole moment values are significantly lower value compared to those value of
cations in the systems of 1-ethyl-3-methylimidazolium thiocyanate and 1-ethyl-3-methylimidazoli-
um dicyanamide.86 For anions, as the increase of size and polarization, the range of the dipole
moment distribution exhibits a distinct enhancement. Specifically, we found that fluctuations in
dipole moments are primarily determined by the anion rather than the cation. When calculated
using Wannier and Voronoi methods, the cations show lower dipoles value compared to the anions.
Furthermore, the Voronoi method yields lower dipole moment distributions than the Wannier
method. Additionally, the analysis of electrostatic potentials showed the structural effects on
the dipole moment values which can help explain the two dipole maxima in the Wannier center
method and Voronoi method. The influence of charge calculation methods on dipole moment dis-
tribution was examined using the Blöchl, Löwdin and Mulliken charge schemes. When compared
to the Blöchl and Löwdin charge scheme, the Mulliken charge scheme yields dipole moments that
are closer to those obtained from the Wannier and Voronoi methods. Therefore, the Mulliken
method is used in the next part: estimating monopole-dipole electrostatic interaction.
In monopole-dipole electrostatic interactions, the angular probability distribution was used to
evaluate the degree of locality, which is between the dipole of one ion and the vector quantity
from the ion center reference of other ions center of charge. Based on the previous results, the
Mulliken charge scheme was selected. As a result of cos Φ (charge-dipole) and cos ϕ (dipole-
dipole) of cations and anions separated by distance, when the distance was found to be over 700
pm, there was no preferential alignment.
As a further investigation, Voronoi tesselation was employed to predict dipole moments and
polarization in [C2C1Im][ala] was be investigated by comparing the predicted infrared (IR) and
Raman with experimental data. Herein, both IR and Raman spectroscopy agree with peak rela-
tive intensities and shapes of main peaks (around 1500 cm−1 and 3000 cm−1). When comparing
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with the experimental data, here is shown to be good correspondence.
In conclusion, this study focused on investigating the fluctuation and locality of dipole moments
in six types of AA-ILs. The choice of ions used and the calculation method significantly influence
the dipole moment and polarization. By employing different charge calculation schemes and
theoretical approaches, we provided a comprehensive dataset for dipole moments and polarization
in these systems. Furthermore, in theoretical calculations, it is possible to separate the infrared
and Raman spectra of individual ions. This allows for the assignment of specific spectral signals
to either cations or anions, which is not feasible in experimental studies. This work fills the gap
in the systematic analysis of dipole moments in AA-ILs and provides valuable insights for future
computational and experimental investigations.
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4. Vibrational Spectra Simulations in Amino Acid-Based Imidazolium Ionic Liquids

Theoretical chemistry plays a crucial role in spectral analysis, particularly in the interpretation
and prediction of infrared (IR) and Raman spectra.157 Through quantum chemical calculations
and molecular dynamics simulations, we can accurately determine molecular vibration frequen-
cies, assign spectral characteristic peaks, and reveal the relationship between molecular structure
and spectral signals. This not only helps interpret experimental data, but also guides the design
of new materials and chemical systems, and improves the accuracy and applicability of spectral
analysis.
Ionic liquids (ILs) have attracted much attention in the fields of catalysis, energy storage and
separation due to their unique physical and chemical properties, and spectroscopy, especially
infrared and Raman spectroscopy, serves as a crucial tool for investigating their microstructure
and interactions.108,109 Theoretical chemical approaches, such as density functional theory (DFT)
and molecular dynamics (MD) simulations, enable the accurate calculation of vibrational modes,
hydrogen bond (HB) networks and ion interactions of ILs, thereby interpreting experimental
spectral data. This combination of calculation and experiment not only deepens the understand-
ing of the fundamental properties of ILs, but also provides theoretical guidance for their design
and optimization in specific applications.
In the following chapter, all investigated ILs contain [C2C1Im]+ as the cation to ensure con-
sistency. In contrast, the anions analyzed consisted of a variety of deprotonated amino acids
(AA): (L)-alaninate([ala]−), (L)-prolinate ([pro]−), (L)-histidinate ([his]−), (L)-phenylalaninate
([phe]−), (L)-tryptophanate ([trp]−) and (L)-tyrosinate ([tyr]−). Here, IR and Raman spectra
for these ILs were computed using Voronoi tessellation and Wannier function centers. This study
applies the ability to theoretically generate accurate infrared and Raman spectra using ab initio
molecular dynamics (AIMD) simulations with the CP2K software. Travis software was used
to analyze the trajectories obtained from simulations.
In the case of IR spectra, the Voronoi tessellation and Wannier function methods were evaluated
for their ability to accurately predict IR spectra for the full system, cation, and anion. The
two methods exhibit relative consistency in the main peak positions, peak shapes, and relative
intensities of the IR spectra, indicating their applicability in describing the molecular vibration
modes of AA-ILs. Through spectral analysis, characteristic peaks associated with the vibration
modes of the C-H bond in the imidazole ring and the AA side chain can be observed. The
positions and intensities of these peaks are affected by the HB network.
In the case of Raman spectra, the Wannier localization does not converge to the same bonding
mode in calculations with and without an external electric field. This inconsistency causes a
flipping of the dipole vector, which strongly disturbs the dipole moment changes induced by the
electric field. Therefore, only the Voronoi tessellation method was employed for Raman spectra
(full system, cation, and anion). In all systems, the polarization differences of the cations were
found to be negligible.
As a further investigation, a comparison between experimental and theoretical spectroscopy
was conducted. Specifically, we examined the theoretical wavenumbers and the discrepancies
between experimental and theoretical data for six ILs systems. The main characteristic peaks
of the calculated IR and Raman spectra are consistent with experimental spectra, particularly
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in the C-H stretching vibration (3000–3200 cm−1) and imidazole ring deformation vibration
(1400–1600 cm−1) regions, and the peak position error is generally within 10-20 cm−1.
This chapter presents the research on vibrational spectroscopy simulations of AA-ILs and ana-
lyzes the advantages and disadvantages of different dipole moment calculation methods. The
findings demonstrate that the Voronoi method is more stable and reliable in calculating spectral
intensity distributions, offering a robust computational tool for future ILs research. Addition-
ally, the theoretical model developed in this study provides crucial support for the analysis of
experimental spectra and lays the foundation for further exploration of ILs in catalysis, energy
storage, and biomedical applications.
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5. Aromatic-Aromatic Interactions and Hydrogen Bonding in Amino Acid Based Ionic Liquids

The unique physicochemical properties of ionic liquids (ILs) originate from their complex
micro-structures, especially hydrogen bonds (HB) networks, ion-ion interactions, and solvation
effects. Theoretical chemistry methods, such as density functional theory (DFT) and molecular
dynamics (MD) simulations, provide powerful tools for analyzing these microscopic interactions.
DFT calculations accurately describe HBs in ILs and reveal their effects on viscosity, melting
points, and ion mobility, while MD simulations explore the dynamic behavior of ILs, such as ion
pair formation, nanoscale phase separation, and interfacial properties.158,159 These theoretical
studies not only deepen the understanding of the structure of ILs, but also provide important
guidance for their applications in catalysis, energy storage, and separation.
Unlike traditional ILs, amino acid (AA) ILs introduce AA residues, making them exhibit more
complex intermolecular interactions, which greatly affect their structure and function. Among
these interactions, aromatic-aromatic interactions and HB are considered to be the key factors
determining the properties of AA-ILs. However, the specific manifestations of these interactions
in AA-ILs and their contributions to the stability of the system are still not fully understood.
Therefore, Chapter 5 uses ab initio molecular dynamics (AIMD) simulations to study the molecu-
lar interactions in six different imidazolium AA-ILs ([C2C1Im][ala], [C2C1Im][pro], [C2C1Im][his],
[C2C1Im][trp], [C2C1Im][phe] and [C2C1Im][tyr]), focusing on the cation-anion interactions, es-
pecially the π-π stacking and HB mechanisms. This study not only helps to reveal the basic
structural characteristics of AA-ILs, but also provides important theoretical guidance for the
design of future functional ILs.
Through the study of radial distribution functions (RDFs) and combined distribution functions
(CDFs), it was found that there is a significant π-π stacking interaction between imidazolium
cations, and the following conclusions were drawn: (i) π-π stacking mainly occurs in close-range
interactions between cations and enhances the stability of the system. (ii) The strength of
the π-π interaction depends on the selected amino acid anions, and different anions will affect
the arrangement pattern of cations. (iii) π-π stacking helps to reduce the free volume of the
system and improve the structural order These results demonstrate that by finely regulating the
selection of cation–anion pairs, the stability and viscosity of AA-ILs can be optimized to meet
different application needs. HB is another important stabilizing factor in AA-ILs. The study
found that: the carboxylate on the AA anion is the main HB acceptor, the hydrogen atom on
the imidazolium cation (especially C-H or N-H on the imidazole ring) forms a strong HB with
the carboxylate of the anion, and the number and strength of HBs produced by different AA
anions are different, which affect the solubility, viscosity and conductivity of AA-ILs. These
results show that by optimizing the HB network of AA-ILs, their physicochemical properties can
be further improved, making them more practical in fields such as biomedicine and catalysis.
The study also found that π-π stacking and HB are not independent but interrelated. Strong
π-π interactions affect the formation of hydrogen bonds because the stacking pattern of cations
changes the spatial arrangement of anions. The enhancement of the HB network may interfere
with π-π stacking because the orientation of anions to cations affects the arrangement of their
aromatic rings. The synergistic effects of π-π stacking and HB jointly determine the macro-
structure and properties of AA-ILs. This study emphasizes that understanding the synergistic
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effects of these non-covalent interactions is crucial for optimizing the molecular design of AA-ILs.
The results of this chapter provide a molecular-level theoretical basis for optimizing the stability,
viscosity, and solubility of AA-ILs. Since AA-ILs have potential uses in enzyme stabilization,
drug delivery, and other fields, understanding their intermolecular interaction mechanisms will
help develop bio-compatible solvents. The results of the π-π stacking and HB studies can be used
to develop new soft materials with tunable physicochemical properties. Overall, this study laid a
theoretical foundation for the rational design of functional ILs and promoted further development
in the fields of green chemistry, biomedicine and advanced materials.
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Studying the polarization effect, spectral characteristics and molecular structure of ionic liquids
(ILs) is crucial to understanding their microscopic mechanism of action, and ab initio Molecu-
lar Dynamics (AIMD), as a high-precision simulation method, plays an important role in this
research field. It can not only capture the electronic polarization effect, but also accurately
calculate the spectral characteristics and deeply analyze the molecular structure and dynamic
behavior of ILs. With the development of machine learning and multi-scale simulation methods,
AIMD will play a more important role in the study of ILs at a larger scale. This paper uses
CP2K software to perform AIMD simulations and is dedicated to gaining a deeper understanding
of amino acid-based (AA) imidazolium ILs, which have attracted widespread attention due to
their unique structural and functional properties.
In ILs, polarization effects play a crucial role in their structural, dynamical, and spectral prop-
erties. In chapter 3, the main focus is on the local polarization properties of AA-ILs. The
AIMD method is used, combined with different charge distribution schemes (such as Wannier
function, Blöchl, Löwdin, Mulliken method and Voronoi tessellation), to systematically analyze
the distribution of electric dipole moments and polarization behavior of cations and anions in ILs,
and study the effectiveness of these methods in predicting dipole moments. The results show that
cations and anions have different contributions to the polarization of the system, and choosing
a suitable charge distribution method is crucial for accurately predicting the dipole moment.
In addition, the localization of the monopole-dipole electrostatic interaction is evaluated using
the angle probability distribution, and it is found that no preferred orientation is shown even
within the range of 700 pm. IR and Raman spectra analysis of the [C2C1Im][ala] system showed
that the main signal peaks were consistent with the experimental results and could distinguish
the contributions of cations and anions in the ILs. The extension of this research can focus on
the structural and functional properties of ILs derived from different AAs, and their potential
in various applications. In particular, a deeper understanding of the polarization behavior and
localization of ILs will help design ILs with specific properties to meet the needs of different
fields.
In recent years, AA-ILs have attracted extensive attention in the fields of catalysis, energy
storage, and bio-compatible materials due to their unique physicochemical properties. However,
the microstructure, dipole moment distribution, and influence of this type of ILs on vibrational
spectra are still lacking in systematic research. In chapter 4, AIMD simulations were used,
combined with the maximum localized Wannier function and the Voronoi tessellation method,
to systematically analyze the dipole moment distribution of several typical AA-ILs and calculate
their vibrational spectra. The study found that the polarity and HB of different AAs side chains
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have an important influence on the local changes in the dipole moment, resulting in subtle
differences in the vibrational spectra. In addition, the study further verified the reliability of the
AIMD method in analyzing the spectral characteristics of ILs, providing theoretical guidance
for experimental studies. Combining experimental data with simulation results can deepen the
understanding of the relationship between the microstructure and macroscopic properties of
ILs, thereby guiding the design and application of new functional ILs, especially in the fields of
electrochemistry, drug delivery and nano-materials.
Chapter 5 used AIMD to systematically study the intermolecular interactions of six AA-ILs.
Through the analysis of radial distribution functions (RDFs) and combined distribution func-
tions (CDFs), significant cation-anion, cation-cation, and anion-anion interactions were presented
in these ILs. Among them, the cations and anions are mainly bound by π-π interactions. In
addition, the study also identified the existence of multiple hydrogen bonds, especially the hy-
drogen bonds between the carboxylic acid group of the anion and the hydrogen atoms on the
cation ring. These detailed analyzes revealed the spatial configuration of the studied system
and the key interactions that maintain its structural stability. These findings make AA-ILs
have potential application value as chiral solvents and for the dissolution and stabilization of
biomolecules. This study helps to further explore the effects of different AA side chains on the
intermolecular interactions of ILs in order to design ionic liquids with specific functions. In
addition, combining computational simulations with experimental studies will help to deeply
understand the application potential of these ILs in fields such as biomedicine and catalysis. In
particular, it will be of great significance to carry out systematic research on their application
prospects in chiral separation, bio-molecule stabilization, and green catalysts.
Furthermore, this thesis of these microscopic interactions and dipole moment characteristics
also provides new ideas for the application of ILs in interface and surface science. For example,
surface nonlinear spectroscopy techniques, such as sum-frequency generation spectroscopy (SFG),
can be used to study the molecular arrangement and dipole orientation of ILs at solid-liquid or
liquid-gas interfaces.160,161 SFG technology is particularly sensitive to interfacial molecules with
non-centrosymmetric structures, and can therefore help reveal the ordered structures formed by
ILs on the surface and their interactions with substrate materials. In addition, since ILs are
often used as surfactants or solvents in catalysis and separation technology, changes in their
surface dipole moments may directly affect reaction kinetics and mass transfer processes, which
are all worthy of further study.
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Several amino-acid based imidazolium ILs are investigated through the use of ab initio molecular

dynamics (AIMD), which includes full polarization. The electric dipole moment distribution and

polarization is used as a means of characterizing and understanding these complex systems. Various

charge scheme methods were analyzed (Wannier function, Blöchl, Löwdin and Mulliken charge schemes

and Voronoi tessellation) to determine their ability to predict dipole moments. These results and the

following comparison of methods further deepen the knowledge of polarization by highlighting the

importance of the anion and cation separately on polarizability contribution and the need to select a

suitable method to predict these. The angular probability distribution is utilized to measure the degree

of locality in monopole-dipole electrostatic interactions, which showed no preferential alignment over

700 pm. In addition, the IR and Raman spectra from Voronoi tessellation of [C2C1Im][ala] were analyzed.

In these, the strongest signalling peaks showed consistency with experiment and the ability to

differentiate between anion and cation components of the IL.

1. Introduction
Ionic liquids (ILs)1 are defined as liquids that are composed
entirely of ions in a liquid state below 100 1C.2–5 In ionic
compounds, the main interaction force between anions and
cations is Coulombic interactions.6 The larger the ionic radius,
the smaller the force between molecules and the lower the
melting point of this ionic compound.7 The interaction energy
between ions has been found to be highly dependent on the
charge density.8 The charge density is related to the magnitude
and distribution of the charges of anions and cations.
At present, environmental protection and sustainable resources
are key factors driving the research in many countries and
regions. As a result of ILs being non-volatile and non-
flammable, they can be utilized as effective solvents, which
are characterized by their recycling capabilities, ease of control
and product recovery.9 Moreover, the electrical conductivity
of ILs is susceptible to many factors, such as temperature,
pressure and the composition of mixtures (concentration of ILs
in mixtures).10–13 Room temperature ILs have been success-
fully used as mediators for green synthesis to achieve many

important reactions.14 Due to the many combinations of
cations and anions, ILs are highly customizable for individual
applications, with the possibility of least 1 million binary IL
combinations and 1018 combinations of ternary ILs.1,15 ILs
have good solubility for many inorganic salts and organic
substances, as a result they are widely used in many fields,
including solvent extraction and preparation of inorganic or
hybrid materials.16–20

In the field of sustainable chemistry, research into ILs
carries significant potential and many relevant applications.
As a result of this, it is important to understand the physical
properties of ILs to be able to apply them as suitable solvents
in each individual circumstance. To gain this fundamental
understanding, theoretical calculations are often applied on
the liquid–gas interface of different solutions (including ILs).
These studies have analyzed a variety of different proper-
ties,3,21–24 such as structure analysis of the liquid–gas interface
in the IL ([C4C1Im][PF6]) in a study by Bhargava et al.25 or the
surface tension of the liquid–vapor interface for alcohols.26

Molecular dynamics (MD) simulations can provide a molecular-
level view into the relationship between macroscopic and
microscopic properties,27 and give greater understanding
behind the factors affecting the physical interface properties
of ILs. There are several previous studies examining ILs using
the DFT based ab initio molecular dynamics (AIMD) method to
calculate important physical properties.28–30 In particular, the
physical properties calculated have included the study of the
structure of the liquid gas-interface.31 In addition, the electric
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dipole moment of an ion serves as a physical indicator of its
electronic structure in ILs with electric dipole moment fluctua-
tions being dependent on polarization.32

In a prior study, different kinds of 1-ethyl-3-methyl-
imidazolium ([C2C1Im]+) based ILs have been investigated by
Car–Parrinello simulations to indicate that several physical
properties can be affected by locality and fluctuations.33 In
addition, changing the dipole moment can also affect physical
properties of ILs, for example increasing the dipole moment in
cations can cause a decrease in the melting point.34 To delve
deeper into the physical properties of ILs, the magnitude and
cause of the dipole moment and polarization must first be
understood. This study will aim to give a more thorough
understanding of important molecular properties of unique
IL combinations. In order to achieve this goal, the liquid
dynamics, including localities and fluctuations must first be
considered. Here, we want to further investigate these proper-
ties through AIMD simulations of amino acid based ILs. Several
different amino acids have been selected as anions, these will
be paired with 1-ethyl-3-methylimidazolium ([C2C1Im]+) as the
cation. We will observe the dipole moment distributions, as
well as the degree of locality in these IL systems and calculate
IR and Raman spectra to validate theoretical predictions.

2. Systems investigated
ILs selected for investigation all contained [C2C1Im]+ as the
cation to maintain consistency. In contrast, the anions ana-
lyzed consisted of a variety of deprotonated amino acids:
(L)-alaninate ([ala]!), (L)-prolinate ([pro]!), (L)-histidinate ([his]!),
(L)-phenylalaninate ([phe]!), (L)-tryptophanate ([trp]!) and (L)-tyro-
sinate ([tyr]!), as shown in Fig. 1. These ILs were previously
investigated using nuclear magnetic resonance (NMR) and
Fourier-transform infrared spectroscopy (FTIR) analyses to study
physical properties and their mechanism of SO2 absorption, which
has drawn much attention for use in environmental protection.35

All IL simulations were conducted using 16 ion pairs, as it
was shown previously that at least 8 ion pairs were required to
capture local effects.33 Table 1 shows the theoretical densities,
compositions and box sizes.

3. Methods
3.1 Static quantum chemical calculations

Quantum chemical calculations were carried out in order to
obtain the electrostatic potentials (ESPs) of the amino acid
anions. Therefore, geometry optimizations as well as frequency
calculations were performed with the Orca36 software package
employing the PBEh-3c37 composite method, which was paired
with a modified def2-SV(P) basis set, termed as def2-mSVP. This
method includes the DFT-D3 dispersion correction scheme38,39,
as well as a geometrical counterpoise correction37,40 in order to
account for the intermolecular, as well as the intramolecular,
basis set superposition error. The grid level was chosen as 5 and
a tight convergence criteria was selected for the SCF energy

calculations as well as in geometry optimizations. These simu-
lation boxes were equilibrated at the level of a classical force
field employing the Canongia Lopes and Padua force field
parameters.

3.2 MD simulations

The LAMMPS software package41 was used to pre-equilibrate all
simulation boxes with the classical force field of Canongia
Lopes and Padua (CL & P).42,43 The NpT ensemble was used
to obtain equilibrium densities (Table 1) for each IL system
with an applied time step of 1 fs, a temperature of 370 K, the
barostat applying 1 bar of pressure to the system, and 500 ion
pairs.44,45 These simulations were run for 10 ns. Experimental
densities were not found for each IL, but for both [C2C1Im][ala]
(1.089 g cm!3) and [C2C1Im][pro] (1.109 g cm!3) measured at
353.15 K.46 Deviations of the theoretically derived densities are
small, with an error of 2.8% and 3.5%, respectively, compared

Fig. 1 Snapshots of the [C2C1Im][ala] simulation box. Below this, the
different ion pairs are depicted. (A) [C2C1Im][ala]; (B) [C2C1Im][pro];
(C) [C2C1Im][his]; (D) [C2C1Im][trp]; (E) [C2C1Im][phe]; (F) [C2C1Im][tyr]. The
color code for the ball-and stick images as well as for the left simulation box is
carbon: orange; oxygen: red; nitrogen: blue; and hydrogen: white. The color
code for the right simulation box is anion: red, cation: green.

Table 1 Theoretical densities r370 K and box sizes a of the simulation
boxes

Quantity r370 K/g cm!3 a/Å

[ala]! 1.086 16.96
[pro]! 1.070 17.66
[his]! 1.064 18.65
[trp]! 1.093 19.70
[phe]! 1.089 18.89
[tyr]! 1.139 19.25
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to experiment. Based on the cell parameters given in Table 1,
simulation boxes containing 16 ion pairs were again set up
using PACKMOL.47,48 To remove initial hotspots, these boxes
were equilibrated for 20 ns in the NVT ensemble, using a time
step of 1 fs as well as the aforementioned force field para-
meters. The last step of each of these trajectories was taken as
the input structure for the subsequent AIMD simulations.

Before performing the production run, these input struc-
tures were further equilibrated for 10 ps (20 000 steps) in the
NVT ensemble using AIMD simulations. Therefore, a tempera-
ture of 370 K, a time step of 0.5 fs and Nosé–Hoover massive
thermostats with a coupling constant of 10 fs were employed.
Then the production simulation was performed in the NVT
ensemble and both with a timestep of 0.5 fs applied and a
temperature of 370 K.44,45 The production run was performed
for 30 ps (60 000 steps) employing a global thermostat and a
thermostat coupling constant of 50 fs. The BLYP functional49,50

was applied in combination with the corresponding BLYP
Goedecker–Teter–Hutter pseudopotentials51–53 for core electrons
and the molecularly optimized double-z basis set (MOLOPT-
DZVP-SR-GTH)54 was used. Dispersion interactions were
accounted for by the DFT-D3 correction.38,39 The target accu-
racy for the SCF convergence was set to 10–5 and the density
CUTOFF criterion was set to 280 Ry with a relative cutoff of
40 Ry and multigrids number 5 (NGRID 5). AIMD simulations
were carried out based on the hybrid Gaussian and plane wave
(GPW) method with CP2K.55 Dipole moments and polarizations
are calculated using the Wannier method, different charge
schemes (Blöchl/Löwdin/Mulliken) and Voronoi tessellation
as implemented in CP2K. TRAVIS (Trajectory Analyzer and
Visualizer)56,57 is used to analyze the trajectories obtained from
simulations.

3.3 Methodology

The localized Wannier function is calculated using AIMD
simulations and applying a block Jacobi method.58 In eqn (1),
for each molecule I, the dipole moment consists of the sum of
all Wannier function centers assigned to each molecule and the
sum of nuclei with the charges ZA at the positions RA:

m ¼ !2e
XN

i¼1
ri þ e

XM

A¼1
ZARA (1)

Here, e is the elementary charge, while ri refers to the position
of the Wannier centers. The N and M show the nuclei number
and all nuclei numbers of the molecule. Through assuming
that the dipole moment includes the electric field E, a possible
calculation scheme for the polarization is shown in eqn (2):

mind = aE (2)

Here, the a is the second-order polarizability tensor. When
considering charge schemes such as Blöchl, Löwdin and Mulliken
methods, the molecular dipole moment m can be obtained

through the classical definition:

m ¼
XN

i¼1
qi $ r!i (3)

where the N shows the number of nuclei. The qi and -ri are charge
and position, respectively. In contrast, Voronoi tessellation is an
extended segmentation scheme, which allows Voronoi positions
at atomic locations to be independent. In radical Voronoi tessella-
tion, van der Waals radii are assigned to the sites which are
chosen to be the location of the nuclei. Thus, the Voronoi cell Cr

i is
given by

Cr
i ¼fx 2 R3jðx! siÞ2 ! ri

2 ' ðx! sjÞ2 ! rj
28jaig; i; j ¼ 1; :::; n;

(4)

with si being sites and chosen to be the nuclei’ position. In this
equation, a Voronoi cell contains all points in space which are
closer to si than to any other site. The molecular cells MK are
obtained by uniting the Voronoi cells of all atoms in the same
molecule. The dipole moment distribution can be obtained by
integrating the electron density r(r) as a function of spatial
coordinates r over molecular cells in space:

mk ¼
ð

MK

rrðrÞdr; k ¼ 1; :::;N (5)

The position of the element surface between two atoms is
determined by the square deviation of the radius. For each cell,
the charge calculation is defined as eqn (6) and the dipole
moment being calculated by eqn (7).

qi ¼
ð

Cr
i

rðrÞdr (6)

m ¼
ð

Cr
i

rrðrÞdr (7)

Due to all systems being defined consistently within the same
methods, it is possible to compare different ions to identify
common trends. Within these analyses, center of charge (COC)
is defined as the ion’s center and is used to analyze the angular
distribution. This means the molecule geometric center is
weighted by the charge on the atoms.24 This is in contrast to
the center of mass (COM) which is defined as the center of the
molecule by mass. In this study, the dipole moment of [C2C1Im]+

is calculated with respect to the geometric center of the five ring
atoms (COR) and the anion’s dipole moment is calculated from
the COM.

4. Analysis and results
4.1 Molecular dipole moments

The intensities of IR and Raman spectra are found to depend
on the strength of molecular dipole moments and polarization.
The dipole moment is not only a measure of charge displace-
ment, but also an indicator of the local accumulation density of
the molecules. It is used to summarize the effects of electrons
in space and describe the interactions of charges and assess the
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abundance of sterically favourable configurations. As a result,
analysis of the dipole moment accurately shows the variation
of the electrostatic properties of ions with local liquid phase
changes.

Fig. 2 shows the dipole distributions for cations and anions
of [C2C1Im][pro] studied using three methods: Wannier
functions, Voronoi tessellation as well as Blöchl, Löwdin and
Mulliken charge schemes. Compared to non-IL solvents, such
as water, ILs are known to typically give a broader dipole
moment distribution.59 In the cation of 1-ethyl-3-methyl-
imidazolium thiocyanate and 1-ethyl-3-methylimidazolium
dicyanamide,33 the dipole moments of the cations show a
much higher value than that in the systems presented in this
study. As the size of the anion and polarization increase, the
range (the difference between the maximum and the minimum
values found) of the dipole moment distribution also shows a
distinct increase. This is shown particularly in Fig. 3, wherein
the [C2C1Im][ala] IL has a range of 6.3 D for the [ala]!, whilst
[C2C1Im][tyr] gives a range of 15.5 D for the [tyr]! anion when
calculated using the Wannier method. This relationship
between the size of the IL ions and the range of dipole
distribution comes due to the flexibility of the IL ions. This is
due to more conformers being thermodynamically possible in
large, flexible ion systems, which in turn causes an increase in
possible dipole magnitudes. This is in agreement with literature,
wherein this relationship is shown specifically in imidazolium
ILs.33 Specifically, these studies have shown that fluctuations in
dipoles are primarily determined by the anion rather than the
[C2C1Im]+ cation. When comparing Fig. 2 and 3, the cations show
lower dipoles (2.0 D on average) compared to the anions (all over
4.0 D) studied here when calculated using Wannier and Voronoi

methods. When comparing the cation dipole strength in these
ILs, the change of anion was found to have a minimal impact on
the dipole moment of the cation calculated using the Wannier
and Voronoi methods. For cations, the dipole moments distribu-
tions have the same mean value in the six systems in both the
Wannier and Voronoi methods (2.5 D for Wannier and 2.0 D for
Voronoi, see Fig. 2). In the case of the anions, all methods yield
the same trends for the dipole strengths, in Fig. 3, the order is in
all cases A, B, C and E from the weakest to the strongest dipole. In
the case of the ILs collectively, when calculated using the Voronoi
method, these are found to have lower dipole moments distribu-
tions than those found using the Wannier method, with an
average difference of 1.0 D. This relationship comes as a result
of the ions having a greater charge when using Wannier centers,
while the electron density can flow between Voronoi cells.

In the cases of [C2C1Im][his], [C2C1Im][trp] and [C2C1Im][tyr],
the anions show two dipole maxima in the Wannier center
method and Voronoi method. Typically, the electric dipole
moment of the molecule primarily depends on the charge
displacement caused by hydrogen bonds. In Fig. 4, a compar-
ison of the gas phase ESPs of the amino acid anions shows that
in the system of [his]!, the presence of the aromatic ring may
cause the observed two dipole maxima due to these positions
being negatively charged. Similarly, in [trp]! the p-system can
also be used to explain the two dipole maxima due to their
negative charges. When comparing the structure [C2C1Im][tyr]
with [C2C1Im][phe] in Fig. 1, one of the H-atoms on the benzene
ring of [C2C1Im][tyr] is substituted by a hydroxyl group,
one conclusion is that the alcohol group alters the dipole
distribution to two dipole signals due to the –OH group being
negatively charged.

In order to estimate the influence of the charge calculation
method, the dipole moment distribution was calculated using
Löwdin and Mulliken charge schemes (Fig. 5). When comparing
charge calculation methods, there is shown to be significant

Fig. 2 Dipole moment distributions based on the Wannier center and
Voronoi tessellation for the cations of the [C2C1Im][pro] (above). Dipole
moment distributions based on Blöchl, Löwdin and Mulliken charges for
the cations of the [C2C1Im][pro] (below).

Fig. 3 The dipole moment distributions based on Wannier center (above)
and Voronoi (below) analysis for the anions of the ILs.
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variation between methods. In the Mulliken method, a basis
function is used to represent the molecular wave function. The
Löwdin method is similar to the Mulliken method but has been
shown to produce more localized virtual orbitals.60,61 Both of the
Mulliken and Löwdin methods are based on one-particle density
matrices of the molecule, which are defined over standard non-
orthogonal basis sets and over symmetrically orthogonalised
atomic orbitals, respectively.60,62,63 In comparison with the Löw-
din charge scheme, the Mulliken charge scheme was shown to
give dipoles closer (especially the two dipole maxima) to those of
the Wannier and Voronoi methods (Fig. 3), so that the Mulliken
method will be used in the next part of this study. For example,
over all ILs studied, Mulliken dipoles are shown to differ by 1.0 D

and under 0.5 D from Wannier and Voronoi, respectively. In the
case of dipole values, Blöchl charges were shown to cause a
weaker dipole moment by 0.5 D compared to Wannier in the
case of [C2C1Im]+. Löwdin and Mulliken methods were also shown
to cause further reduced dipole moments (1.5 D and 1.0 D
for Löwdin and Mulliken respectively on average) compared to
Wannier as shown in Fig. 3. Meanwhile, this trend of reduced
dipole moments in the Blöchl, Löwdin and Mulliken methods was
also noted in the anions of the ILs analyzed.

In order to obtain the monopole interactions between ions,
the Mulliken method is used to measure charge transfer
between cations and anions (Table 2). From this data, system
D showed the highest degree of charge transfer (0.635 e) which
was also found to be the most highly polarized, which high-
lights the possible correlation between polarization and charge
transfer. The charge transfer of other systems were relatively
consistent in comparison, varying by less than 0.1 e.

4.2 Locality of charge–dipole and dipole–dipole interactions

In monopole-dipole electrostatic interactions, the angular prob-
ability distribution between the dipole of one ion and the vector
quantity from the ion center reference of other ions COC can be
utilized to measure the degree of locality. The angular distribu-
tion is calculated using:

cosFðcharge! dipoleÞ ¼ mrefcat $ r
shelli
cat = mrefcat

"" "" $ rshellicat

"""
""" (8)

and

cosFðdipole! dipoleÞ ¼ mrefcat $ m
shelli
cat = mrefcat

"" "" $ mshellicat

"""
""" (9)

Here, mref
cat is defined as the dipole moment and rshell

cat is defined
as the vector of the COR to the COC of the reference [C2C1Im]+

ion. Normally, the dipole moment distribution of cations is
closely related to the orientation of the rshell

cat and the cation
dipole.33 The Mulliken charge scheme was chosen due to its
well established ability to replicate charges from Wannier and
Voronoi approaches as discussed above. The angular probabil-
ity distribution of cosF (charge–dipole) and cos f (dipole–
dipole) of cations or anions separated by distance is shown in
Fig. 6 and 7. As a result of the structure of [C2C1Im][trp]
containing more negative points shown in the analysis of
electrostatic potentials, especially on the rings, the location of
the COC contained a large degree of uncertainty. In all systems,
when the distance was found to be over 700 pm, there was
no preferential alignment, as shown in Fig. S1–S4 (ESI†).
In particular in systems [C2C1Im][pro], [C2C1Im][his] and
[C2C1Im][phe] the cut-off for preferential alignment is as low
as 500 pm, while the correlations of the dipoles and the COC
directions decay more slowly. In previous studies, the anion

Fig. 4 Gas phase electrostatic potentials of the amino acid anions: [his]!,
[trp]!, [phe]! and [tyr]!, mapped onto the electron density (isosurface
value 0.04). The color scale is chosen from !0.1 (blue) to 0.1 (red).

Fig. 5 Dipole moment distributions based on Löwdin (above) and Mulli-
ken (below) charge schemes for the anions of the IL.

Table 2 Charge transfer in the units of e obtained via Mulliken analysis for
each IL tested as labelled in Fig. 1

A B C D E F

0.306 0.270 0.253 0.635 0.264 0.230
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was found to exert a strong influence over the preferential
alignment and rshell

cat directionality.64 In a previous paper,33

it was proposed that charge locality and fluctuation of imidazo-
lium-based ILs may be general features in many varied IL
systems. As has been shown through the data presented in this
study, we further prove the link between locality and charge
fluctuation with further classes of ILs.

Prior studies have shown that IR and Raman intensities are
influenced by the molecule polarizability and dipole moment,
respectively.65,66 As such, the accuracy of using Voronoi tessel-
lation to predict dipole moments and polarization in amino

acid ILs can be validated through comparing the predicted IR
and Raman spectra with experiment.67 Fig. 8 shows the IR and
Raman spectra of [C2C1Im][ala] obtained theoretically from
Voronoi tessellation. Herein, both IR and Raman spectro-
scopy agree with peak relative intensities and shapes of main
peaks (around 1500 cm!1 and 3000 cm!1). Among these, the
peak at 1500 cm!1 corresponds to the double bonds stretch-
ing vibration in [C2C1Im][ala], whilst the broad peak above
3000 cm!1 is indicative of an unsaturated hydrocarbon C–H
stretching band.

The main peaks in the IR spectra were compared to experi-
mental data as shown in Table 3. In the IR measured experi-
mentally and shown in Fig. S1 in the ESI,† there is shown to be
good correspondence to the theoretical data. For example, the
peak seen experimentally at 1561 cm!1 is also shown theoreti-
cally around this point, which corresponds to the CQO stretch.
The peak at over 3000 cm!1 corresponding to the unsaturated
hydrocarbon C–H stretching vibration is also accurately
predicted being at 3083 cm!1 experimentally and 3104 cm!1

theoretically. When comparing the Raman experimental data
for neutral alanine published in literature,67 shows strong
consistency, exhibited by the peak at 1450 cm!1 being repro-
duced, which relates to the CEtH bending vibration. In addition,
in theoretical calculations it is possible to separate the IR and
Raman spectra of individual ions. This allows for the possibility
to assign individual signals either to the cation or anion,
something not possible in experimental studies. For instance,
the signal around 1600 cm!1 in IR is strongest in the anion due
to it being from the CQO antisymmetric stretch in the anion.
While in contrast, the signal around 1100 cm!1 in IR is
strongest in the cation and is attributed to the in-plane CImH
bending. This therefore outlines the possibility of accurately
predicting the IR and Raman spectra using MD on these
complex amino acid IL systems. This method is able to account
for the influence of effects on molecular polarizability and

Fig. 6 Angular probability distribution of cosF (charge–dipole) and cos f
(dipole–dipole) separated by distance below 500 pm (black), from 500–
600 pm (red), from 600–700 pm (blue) and 700–800 pm (green) for
cations in [C2C1Im][his].

Fig. 7 Angular probability distribution of cosF (charge–dipole) and cos f
(dipole–dipole) of cations separated by distances below 500 pm of all ILs
analyzed.

Fig. 8 IR (top) and Raman (bottom) spectra of [C2C1Im][ala] calculated
using Voronoi tesselation.
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dipole moments observed, while also being able to separate the
anion and cation signals.

5. Conclusion
In this study, we focused on examining the fluctuation and
locality of dipole moment in six amino-acid based imidazolium
ILs utilizing AIMD simulations. The results indicated that for
ILs, both the type of ions used and the methods of calculations
affects the magnitude of the dipole moment and polarization.
In particular, between different charge function calculation
method, the Mulliken charge scheme showed greater consis-
tency with Wannier centers and Voronoi tessellation in com-
parison to Blöchl and Löwdin charge schemes. There was also
found to be a link between anion size and range of dipole
moment distribution, with larger amino acid anions shown to
give broader dipole moment distributions. In addition, Raman/
IR were accurately reproduced for [C2C1Im][ala] system and
were able to effectively differentiate the source of each signal
between ions. This study therefore furthers the knowledge of
polarization and its affect on spectroscopy in IL solvents. In the
future, this may have applications in interface research using
AIMD analysis to gain further understanding of interface
properties in similar complex IL systems.
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Experimental Methodology
Material and Purification
Unless stated otherwise all materials were used as received without further purification. L-alanine (∱
99.5%), L-phenylalanine (∱ 99.5%), L-proline (∱ 99.5%), L-histidine (∱ 99.5%), L-tyrosine (∱ 99.5%),
L-tryptophan (∱ 99.5%), acetic acid (∱ 99.8%), silver nitrate (∱ 99%), 1-methyl imidazole (∱ 99%),
bromoethane (∱ 98%) were purchased from Sigma-Aldrich. Amberlite IRN-78, OHε form, ion-exchange
resin (particle size = 25-30 mesh, 500-600 mm) was purchased from Acros Organics. Starting materials
which have been stored over a long time need to purify before use. 1-ethyl imidazole (∱ 99.9%), which was
purchased from Fluorochem, and 1-methyl imidazole were stirred over potassium hydroxide overnight,
followed by distillation under vacuum. Bromoethane was extracted with concentrated sulfuric acid until
the acid layer remained colourless. Then the organic layer was separated and neutralised with saturated
sodium bicarbonate aqueous solution, followed by washing with deionised water. The resulting organic
layer was dried with anhydrous magnesium sulphate overnight, followed by distillation under vacuum.
Upon purification, all reagents were stored in the nitrogen atmosphere prior to reaction.

Equipment
Infrared (IR) spectra were recorded on a Perkin Elmer 1600 series FT-IR spectrometer.

Method
The ILs were synthesized by anion-exchange method.
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Figure S1: Angular probability distribution of cos ϑ (charge-dipole) and cos 𝜗 (dipole-dipole) separated by dis-
tance below 500 pm (black), from 500-600 pm (red), from 600-700 pm (blue) and 700-800 pm (green)
for cations in [C2C1Im][his].
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Figure S2: Angular probability distribution of cos ϑ (charge-dipole) and cos 𝜗 (dipole-dipole) of cations sepa-
rated by distances below 500 pm of all ILs analyzed.
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Figure S3: Angular probability distribution of cos ϑ (charge-dipole) and cos 𝜗 (dipole-dipole) separated by dis-
tance below 500 pm (black), from 500-600 pm (red), from 600-700 pm (blue) and 700-800 pm (green)
for anions in [C2C1Im][his].
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Figure S4: Angular probability distribution of cosϑ (charge-dipole) and cos𝜗 (dipole-dipole) of anions separated
by distances below 500 pm of all ILs analyzed.
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Figure S5: The experimental IR spectrum of [C2C1Im][ala].
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Figure S6: The every time development of the dipole moment (𝜛) of one randomly selected ion of anion in
[C2C1Im][ala].
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Figure S7: The every time development of the dipole moment (𝜛) of one randomly selected ion of cation in
[C2C1Im][pro].
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Figure S8: The every time development of the dipole moment (𝜛) of one randomly selected ion of cation in
[C2C1Im][his].
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Figure S9: The every time development of the dipole moment (𝜛) of one randomly selected ion of cation in
[C2C1Im][trp].
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Figure S10: The every time development of the dipole moment (𝜛) of one randomly selected ion of cation in
[C2C1Im][phe].
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Figure S11: The every time development of the dipole moment (𝜛) of one randomly selected ion of cation in
[C2C1Im][tyr].
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Figure S12: The every time development of the dipole moment (𝜛) of one randomly selected ion of anion in
[C2C1Im][ala].
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Figure S13: The every time development of the dipole moment (𝜛) of one randomly selected ion of anion in
[C2C1Im][pro].
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Figure S14: The every time development of the dipole moment (𝜛) of one randomly selected ion of anion in
[C2C1Im][his].
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Figure S15: The every time development of the dipole moment (𝜛) of one randomly selected ion of anion in
[C2C1Im][trp].
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ABSTRACT: We present maximally localized Wannier functions
and Voronoi tessellation to obtain dipole moment distributions for
vibrational spectra in several important ionic liquids calculated by
using ab initio molecular dynamics simulations. IR and Raman
spectra of various imidazolium-based ionic liquids (ILs) paired with
six amino acid anions are shown herein. For IR spectra, two
approaches (Wannier and Voronoi) are in agreement with respect
to the relative intensities and the overall shapes for the main peaks.
Under Raman spectra, the polarizability of the covalent bonds is
shown to ahect the strength of the Raman scattering signal. The
advantage of the Voronoi tessellation method, being that it does
not have strong spikes in its time development, is demonstrated by the comparison of two theoretical methods (Wannier and
Voronoi) with experimental data. We analyze the errors between theoretical and experimental spectroscopic data, with the Voronoi
method shown to accurately reproduce experimental values. In addition, theoretical spectroscopy shows the ability to accurately
separate components of a mixture. The combination of theoretical and experimental methods is utilized to understand the
spectroscopic properties of amino acid-based imidazolium ILs.

F INTRODUCTION
Accurate prediction of vibration spectra is of vital importance
in the field of computational chemistry, especially when using
theory to prescreen for experiments. In 1997, Silvestrelli et al.
evaluated the IR spectra of liquid water by using Car−
Parrinello molecular dynamics (MD) to examine the impact of
quantum correction on IR absorption.1 When compared to
other methods (such as the vibrational self-consistent field
(VSCF)2,3 and perturbative corrections to the harmonic
approximation4), the approach based on ab initio molecular
dynamics (AIMD) simulations is characterized by its ability to
give conformation sampling in phase space and handling the
electronic structure of molecular systems using the Born−
Oppenheimer approximation.5 Similarly, the power spectrum
can be obtained through performing a Fourier transformation
of the particle velocities autocorrelation.6 IR and Raman
spectroscopy also require autocorrelation of the dipole
moment and molecular polarizability.
Maximally localized Wannier functions (MLWFs) are a

powerful approach used to obtain the dipole moments of
individual molecules.7−10 The dipole moment can provide an
insight into the properties of chemical bonds (such as
nonbonded electron pairs). Furthermore, the finite diherences
of dipole moments can be used to determine the magnitude of
polarizability.11 In the case of theoretical part, the IR
absorption can be determined through several methods, such
as the comparison of diherent calculation methods of IR in
crystalline systems12 or decomposing total IR aqueous systems

to their solute and solvent contributions.13 Similarly, previous
research on Raman spectra prediction involved the application
in gas or bulk phase cyclohexane vibrational spectra.11,14
MLWFs centers allow every orbital to be assigned to a
molecule, requiring a huge amount of computational resources
for localization, with this being more computationally intensive
than the calculation of the electronic structure. To calculate IR
or Raman spectra, one solution often applied is to divide the
total electron density by the molecular contributions. Various
approaches (such as the nonempirical atoms-in-molecules
method15 and Hirshfeld partitioning16) are primarily used to
assign atomic partial charges in molecules. Voronoi tessellation
is a method that divides the space of the simulation cell.17 In
the Voronoi method, each point of space is assigned to exactly
one cell, and the faces of the cells are always placed midway
between two atoms.
In past years, IR and Raman spectroscopy showed insight

vital to the characterization of ionic liquids (ILs).18−20 A study
by Wulf et al. combined theoretical DFT calculations and
experimental methods to investigate the spectral properties of
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imidazolium-based ILs.19 Furthermore, the review by Paschoal
et al. showed the application of computationally calculated
vibrational spectroscopy to study phase transitions in ILs.18
In a prior study by our group, we presented the power

spectra of several imidazolium-based ILs based on AIMD
simulations.21 In this study, to gain further understanding of
vibrational spectra, we investigated spectra that were calculated
for several diherent amino acids with varying anions, while 1-
ethyl-3-methylimidazolium ([C2C1Im]) was kept consistent as
the cation. This ability to theoretically produce accurate IR and
Raman spectra with AIMD simulations is applied in this study.

F METHODS
Computational Details. In this project, the NpT

ensemble was used to obtain the equilibrium density with
the barostat applying pressure of 1 bar, a temperature of 370 K,
and 500 ion pairs to the systems. These simulations were run
for 10 ns using MD simulations. The LAMMPS software
package22 was used for classical MD simulations with the
OPLS-AA23 as well as the Canongia Lopes and Padua (CL&P)
force field parameters.24,25 The final simulation boxes
contained 16 ion pairs. Following this, the production AIMD
simulations were performed in the NVT ensemble with a time
step of 0.5 fs applied and a temperature of 370 K employing a
Nose−́Hoover chain thermostat.26,27 The equilibration was
run for 10 ps (20 000 steps) with a massive thermostatting
coupling constant of 10 fs. The following production run was
simulated for 30 ps (60 000 steps) employing a global
thermostat and a thermostat coupling constant of 50 fs. The
CP2K software was used to perform AIMD simulations.28 The
BLYP functional29,30 was applied in combination with the
corresponding BLYP Goedecker−Teter−Hutter pseudopoten-
tials31−33 for core electrons. The simulations used the
molecularly optimized double-ζ basis set (MOLOPT-DZVP-
SR-GTH).34 DFT-D3 correction was used to account for
dispersion interactions.35,36 Dipole moments and polarizations
were calculated using the Wannier method and Voronoi
tessellation8,37 as implemented in CP2K.28 TRAVIS (Trajec-
tory Analyzer and Visualizer)38,39 was used to analyze the
trajectories obtained from simulations. Types of analysis that
will be performed using TRAVIS in this study will be dipole
moment distribution calculations, as well as production of
theoretically calculated IR and Raman spectra.
Methodology. In regard to the dipole moment calculation

in a bulk phase AIMD simulation, Wannier functional centers
are located near molecules, allowing each center to be assigned
to a molecule diherently based on a minimum distance
criterion. The dipole moment is calculated through the sum of
all Wannier function centers assigned and over all nuclei of the
molecule with the charges ZA and positions RA

= +
= =

e r e Z R2
i

N

i
A

M

A A
1 1 (1)

where e is the elementary charge. The molecular polarizability
is defined as

= Eind (2)

Here, α is the second-order polarizability tensor and E is an
electric field.
The Voronoi tessellation11,17 is a simple way to divide the

space of analog cells, and it defines n Voronoi cells Ci as

= { |
} =

C X R r x s

r j i i j n

( )

, , 1, ..., .

i i j

j

3 2 2

2
(3)

This equation takes a set of n sites si as input, meaning that cell
Ci contains all points that are closer to site si than to any other
site. The Voronoi tessellation assigns each point in space to
precisely one cell. The cell faces are always positioned midway
between the two atoms. In the radical Voronoi tessellation
method, which can extend the partitioning scheme and allow
keeping the Voronoi sites at the atom positions, when radius ri
is assigned to each site, the cells Ci

r is determined according to

= { |
} =

C X R x s r x s
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( ) ( )
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i
r

i i j
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3 2 2 2

2
(4)

Here, the distance to the sites themselves from the original
Voronoi tessellation is changed to the power distance to
spheres around the sites. For each cell, the charge calculation is

=q r r( )di Ci
r (5)

and the dipole moment

= r r r( )d
Ci
r (6)

The polarizability tensor α̅(Q) is expanded in the Taylor series

= +
=

Q Q
Q

Q( ) ( )

k

g

k
k0

1 0 (7)

The α̅(Q) is the polarizability depending on the mass-weighted
normal coordinates Q. IR and Raman intensities are influenced
by the dipole moment and polarization.40,41 Trajectories were
analyzed with the TRAVIS software package.38,42 When
considering the general three-dimensional case, the definition
of wavenumber-dependent IR absorption A(ṽ) is

= · +A v
N
ck T

t t( )
12

( ) ( ) exp dicvtA

0 B

2

(8)

Here, t and τ denote the time, NA is Avogadro’s constant, ε0 is
the vacuum permittivity, c is the speed of light in vacuum, kB is
the Boltzmann constant, T is the average simulation temper-
ature (in kelvin), and ⟨μ̇(τ)·μ̇(τ + t)⟩τ defines the
autocorrelation function of the dipole moment time derivative.
Replacing the polarizability by dipole moment, the wave-
number in Raman is given as

=
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where α denotes the polarization, h is the Planck constant, and
ṽin is the laser wavenumber, which in all cases was set to 20 000
cm−1.

Systems Investigated. In this study, various ILs, which all
contain [C2C1Im]+ as the cations, were selected. We
investigated several amino acids, namely, (L)-alaninate

The Journal of Physical Chemistry B pubs.acs.org/JPCB Article

https://doi.org/10.1021/acs.jpcb.4c02555
J. Phys. Chem. B 2024, 128, 6560−6566

6561



([ala]−), (L)-prolinate ([pro]−), (L)-histidinate ([his]−), (L)-
phenylalaninate ([phe]−), (L)-tryptophanate ([trp]−), and (L)-
tyrosinate ([tyr]−) in their anionic state, which are shown in
Figure 1. All simulations were conducted using 16 ion pairs.
The theoretical densities, compositions, and box sizes are
shown in Table 1.

F DISCUSSION AND RESULTS
Theoretical Spectroscopy. In prior studies, IR and

Raman spectra from Voronoi tessellation and Wannier
function centers for methanol, benzene, and phenol were

investigated.11 These schemes were shown to give changes in
agreement when compared to the experimental data with
results obtained from the Wannier and Voronoi methods for
benzene, and the additional band observed is from 1200 to
1350 cm−1 in spectra calculated using the Wannier method.
Here, it is shown that the Voronoi approach gives a closer
representation of the experiment and lower errors when
calculating IL spectra. In this study, two methods (Voronoi
tessellation and Wannier function) were assessed for their
ability to accurately predict IR spectra.
As shown in Figures 2 and 3, all approaches agree with

respect to relative intensities and the overall shapes for these
main peaks (around 1500 and 3000 cm−1). Among these, 1500
cm−1 corresponds to the vibrations within the CO stretching
in anions, while the signal at 3000 cm−1 is due to the aromatic
CH stretching band predominantly stemming from the
cation. Comparing the same cations in various systems, the
spectra produced were relatively similar, with the exception of
[C2C1Im][trp] and [C2C1Im][tyr] systems when using the
Wannier method. In this instance, a stronger signal was shown
in the region of 3000 cm−1, which confirms observations from
a prior study.11 The intensity of the relative peaks with

Figure 1. Left panel shows the snapshot of the [C2C1Im][ala] simulation box and cation [C2C1Im]+. Right panel shows the diherent anions (A)
[ala]−, (B) [pro]−, (C) [his]−, (D) [trp]−, (E) [phe]−, and (F) [tyr]−. Color code for the ball-and-stick images as well as for the left simulation box
is as follows: carbon, orange; oxygen, red; nitrogen, blue; and hydrogen, white.

Table 1. Theoretical Densities ρ350 K and Box Sizes a of the
Simulation Boxes

quantity [ala]− [pro]− [his]−

ρ350 K (g cm−1) 1.086 1.070 1.064
a (Å) 16.96 17.66 18.65
quantity [trp]− [phe]− [tyr]−

ρ350 K (g cm−1) 1.093 1.089 1.139
a (Å) 19.70 18.89 19.25

Figure 2. IR spectra calculated using the Wannier methodology of all ILs analyzed.
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Voronoi dipole moments decreased from those obtained using
the Wannier method, especially around 3000 cm−1. However,
the broad band around 3000 cm−1 should be assigned to the
cation and not to the anions.42 This is to say, when assigning
peaks to anions and cations, the Voronoi method outperforms
the Wannier method.
In addition, the peak intensities of spectra calculated using

the Voronoi method were slightly reduced, as a result of
molecules in the Wannier method remaining static while the
Voronoi cells’ electron density could move. These results
reinforce the trends found in several common molecular
liquids (methanol, benzene, and phenol).11 There are broad
bands in the spectra of the anions of all systems around 3000
cm−1, with the Wannier approach. Comparing the IR spectra of
the anions between the Wannier and Voronoi approaches, the
Voronoi method specifically shows weak intensities. Mean-
while, [C2C1Im]+ possesses three broad modes of C−H
stretching vibrations in ring hydrogen atoms, suggesting that
the IR intensity is partially transferred from cations to anions.
The Wannier method can assign a large portion of the intensity
to anions, especially for [C2C1Im][trp], while in Voronoi
almost no anions contribute to this band. This is due to
Wannier functional centers not being strictly assigned to
individual molecules in the system, which is more obvious in
the higher dipole moment value system.
For the Raman spectra, if the Wannier localization does not

converge to the same bonding mode in both calculations with
and without an external electric field, flipping the dipole vector
will strongly disturb the change in the dipole moment induced
by the electric field. This increases the resulting polarizability
by several orders of magnitude, leads to a strong spike in its
temporal development, and makes the Fourier transformation
unsuitable for Raman.11 To investigate how polarization ahects
Raman spectra, AIMD simulations employing the Voronoi
tessellation approach are investigated, as shown in Figure 4.
[C2C1Im][trp], [C2C1Im][phe], and [C2C1Im][tyr] show up
to 2 times higher Raman intensity, specifically in the signals of
the anions, compared to other systems analyzed. The strength
of the Raman scattering signal is related to the polarizability of
the covalent bonds.43 In all systems, the cation shows

Figure 3. IR spectra from analysis using Voronoi tessellation analysis of all ILs determined and analyzed.

Figure 4. Raman spectra from analysis using Voronoi tessellation
analysis for all systems as calculated theoretically using AIMD.
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negligible diherences in polarization. By comparing this region
(below 1500 cm−1) with IR, the peaks of C−H bending
vibrations can be accurately predicted in the Raman spectra.
There was no apparent red shift or blue shift at any cation-
induced signal; this showed that the bond energy remained
relatively consistent between the ILs tested.
Experimental Spectroscopy. Spectroscopic Analysis. A

detailed comparison of the main peak positions in IR and
Raman data obtained theoretically (Voronoi) and IR
experimental data is shown in Tables S2 and S3, and Figures
S1−S4 of the SI. The theoretical data show a good
correspondence to the IR experimental data (Figures S4−S9
in the SI). Among these, the most intense band of all systems
in both theory and experiment is connected to the
antisymmetric CO antisymmetric stretch mode in anion
molecules (around 1550 cm−1). The peaks around 3050 cm−1

are very sensitive to small changes in intermolecular
interactions, particularly hydrogen bonding, and can be
ahected by the presence of water. The peaks show good
correspondence with the experimental data and theoretical
data of the anion in all systems. In addition, on the
experimental spectra, all systems show evidence of a broad
peak at approximately 3300 cm−1, which is indicative of
exposure to water vapor during the measurement. Specifically,
the signals around 1100 and 1350 cm−1 relate to the in-plane
CImH bending in the cation and CH2 bending in the anions
([C2C1Im][ala] also contains CH3 bending). When focusing
on the theoretically obtained Raman data, the two peaks
around 1350 and 1450 cm−1 are attributed to the CImN stretch
and CEtH bend, which are manifested in the cation signals. The
theoretical IR only shows anion CImH stretching; however, the
theoretical Raman illustrates both the −CH stretching from
the unsaturated hydrocarbon and saturated hydrocarbon. The
C−N stretching is mainly concentrated in the range of 1030−
1350 cm−1.
Comparison of Experimental and Theoretical Spectros-

copy. Figure 5 shows the comparison between the theoretical
wavenumber and the error between experimental and
theoretical data of 6 IL systems. Tables 2 and 3 present the
notable vibrational wavenumbers in the theoretical IR spectra
(Voronoi), theoretical Raman spectra (Voronoi) and exper-

imental IR spectra of [C2C1Im][ala] and [C2C1Im][tyr]. From
this, it is shown that below 1600 cm−1, the peak numbers of
theoretical data of the structure in 6 ILs have a strong
correlation. The theoretical data peak numbers around 3100
cm−1 are in the range of 3050 and 3150 cm−1, which contain
an error of around 15 cm−1, except in the case of
[C2C1Im][phe]. For peaks with wavenumbers around 1150
cm−1 (CImH bend), a similar value is seen between all 6 ILs,
with an average error of 32 cm−1 and all errors being between
25 and 40 cm−1. All of the error values are below 60 cm−1 and
the lowest error reaches 3 cm−1. Overall, the theoretical Raman

Figure 5. Comparison of theoretical wavenumber (X) and the error between experimental and theoretical data (Y).

Table 2. Notable Vibrational Wavenumbers in the IR
Spectra of [C2C1Im][ala] and Comparison of Experimental
Wavenumbers ωexp (cm−1) and Theoretical Wavenumbers
(Voronoi) ωthe (cm−1)

ωexp
(cm−1)

ωthe (IR)
(cm−1)

ωthe (Raman)
(cm−1) description

1169 1138 CImH bend
1357 1305 CalaH2 bend, CalaH3

bend
1399 1380 CEtH bend, CImN

stretch
1453 1463 CEtH bend
1561 1535 CalaO stretch
2111 water
2597 water
3083 3104 CImH stretch

Table 3. Notable Vibrational Wavenumbers in the IR
Spectra of [C2C1Im][tyr] and Comparison of Experimental
Wavenumbers ωexp (cm−1) and Theoretical Wavenumbers
(Voronoi) ωthe (cm−1)

ωexp (cm−1) ωthe (cm−1) (IR) ωthe (cm−1) (Raman) description
1169 1134 CImH bend
1244 1219 phenyl-O stretch
1451 1459 CEtH bend
1567 1531 CtyrO stretch
2978 CtyrH stretch

3143 CImH stretch
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data agree better with experimental data than the theoretical
IR, with an average error of 12 cm−1 in Raman (around 1375
cm−1) and 33 cm−1 in the IR (around 1550 cm−1). The
averages of other peaks are 40 cm−1 (around 1300 cm−1), 14
cm−1 (around 1450 cm−1), and 24 cm−1 (around 3100 cm−1).
One of the advantages of obtaining vibrational spectra

theoretically is that they can be used to assign individual
signals to either the cation or the anion, which is not possible
in experimental spectroscopy. For instance, in theoretical IR,
the strongest signal in the anion (around 1550 cm−1)
corresponds to the CanO stretch and the strongest signal
in the cation (around 1100 cm−1) corresponds to the CIm bend
further assisting the analysis. In addition, in the [C2C1Im][tyr]
system (Table 3), the peak of 1219 cm−1 can be found only in
the theoretically predicted IR spectra of the anion component
(Figure 3), which corresponds to the phenyl-O (phenol)
stretch vibration. On the other hand, the experimental data of
2978 cm−1 show the −CH stretching due to saturated
hydrocarbons in the anion. Although this signal may be
di,cult to detect in theoretically predicted IR, it can be
predicted using theoretically generated Raman spectra. The
separation of the cation and anion using theoretical data can be
used to give a detailed analysis of dipole moments and
polarizabilities.43 Theoretical spectroscopic analysis shows that
the IR is mainly dominated by anion vibrations, whereas
Raman is predominantly composed of cationic vibrations. In
addition to allowing the separation of components within the
mixture, theoretically determined vibrational spectra also
helped to remove contaminants, such as water. Experimental
IR (Figure S2) shows a wavenumber of water at 1450 cm−1.
Due to the somewhat overlapping peak of CH bending in
[C2C1Im][pro] at 1461 cm−1, this is not detected
experimentally and requires theoretical determination. There-
fore, using AIMD to predict the IR and Raman spectra on
various amino acid IL systems has advantages over solely using
experimental methods to characterize and understand vibra-
tional spectra.

F CONCLUSIONS
In this work, IR and Raman spectroscopy were calculated
based on AIMD simulations in six amino acid-based
imidazolium ILs. The results indicated that for ILs, the
Voronoi tessellation method is advantageous over MLWFs for
systems with significant charge transfer. The theoretical data
for both IR and Raman show consistency with experimental
data for the most notable peaks. The combination of theory
and experiment is capable of presenting more detailed data,
such as theoretical data helping to isolate ions within the
mixture and removing water. In the future, this may have
applications in IL spectra research using AIMD analysis and for
the understanding of IL vibrational activity such as in complex
mixtures or at interfaces.
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Experimental Methodology
Material and Purification
Unless stated otherwise all materials were used as received without further purification. L-alanine (∱
99.5%), L-phenylalanine (∱ 99.5%), L-proline (∱ 99.5%), L-histidine (∱ 99.5%), L-tyrosine (∱ 99.5%),
L-tryptophan (∱ 99.5%), acetic acid (∱ 99.8%), silver nitrate (∱ 99%), 1-methyl imidazole (∱ 99%),
bromoethane (∱ 98%) were purchased from Sigma-Aldrich. Amberlite IRN-78, OHε form, ion-exchange
resin (particle size = 25-30 mesh, 500-600 mm) was purchased from Acros Organics. Starting materials
which have been stored over a long time need to purify before use. 1-ethyl imidazole (∱ 99.9%), which was
purchased from Fluorochem, and 1-methyl imidazole were stirred over potassium hydroxide overnight,
followed by distillation under vacuum. Bromoethane was extracted with concentrated sulfuric acid until
the acid layer remained colourless. Then the organic layer was separated and neutralised with saturated
sodium bicarbonate aqueous solution, followed by washing with deionised water. The resulting organic
layer was dried with anhydrous magnesium sulphate overnight, followed by distillation under vacuum.
Upon purification, all reagents were stored in the nitrogen atmosphere prior to reaction.

Equipment
Infrared (IR) spectra were recorded on a Perkin Elmer 1600 series FT-IR spectrometer.

Method
The ILs were synthesized by anion-exchange method.
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Figure S1: Part Raman for all systems as calculated theoretically using AIMD from 500 cmε to 1000 cmε. (The
unit scale of the abscissa of left panel and right panel is: 5:2)

Table S1: Notable vibrational wavenumbers in the IR spectra of [C2C1Im][pro]. Comparison of experimental
wavenumbers 𝜗𝜛𝜚𝜍/cmε1 and theoretical wavenumbers (Voronoi) 𝜗𝜑𝛻𝜛/cmε1

𝜗𝜛𝜚𝜍/cmε1 𝜗𝜑𝛻𝜛/cmε1 (IR) 𝜗𝜑𝛻𝜛/cmε1(Raman) Description
1171 1142 C𝜕ℵH bend
1336 1317 C𝜍ℶℷH2 bend
1379 1382 Cℸ𝜑H bend, C𝜕ℵN stretch

1461 Cℸ𝜑H bend
1450 water
1571 1545 C𝜍ℶℷ=O stretch
3075 3090 =C𝜕ℵH stretch
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Figure S2: Part Raman for all systems as calculated theoretically using AIMD from 1100 cmε to 1600 cmε.
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Figure S3: Part Raman for all systems as calculated theoretically using AIMD around 3000 cmε.

Figure S4: The experimental IR spectrum of [C2C1Im][ala].

Figure S5: The experimental IR spectrum of [C2C1Im][pro].
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Figure S6: The experimental IR spectrum of [C2C1Im][his].

Figure S7: The experimental IR spectrum of [C2C1Im][trp].

Figure S8: The experimental IR spectrum of [C2C1Im][phe].
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Figure S9: The experimental IR spectrum of [C2C1Im][tyr].

Table S2: Notable vibrational wavenumbers in the IR spectra of [C2C1Im][his]. Comparison of experimental
wavenumbers 𝜗𝜛𝜚𝜍/cmε1 and theoretical wavenumbers (Voronoi) 𝜗𝜑𝛻𝜛/cmε1

𝜗𝜛𝜚𝜍/cmε1 𝜗𝜑𝛻𝜛/cmε1 (IR) 𝜗𝜑𝛻𝜛/cmε1(Raman) Description
1169 1136 C𝜕ℵH bend
1249 water
1342 1302 C𝛻⊳⊲H2 bend
1394 1380 Cℸ𝜑H bend, C𝜕ℵN stretch
1429 1457 Cℸ𝜑H bend
1568 1531 C𝛻⊳⊲=O stretch
3091 3074 =C𝜕ℵH stretch

Table S3: Notable vibrational wavenumbers in the IR spectra of [C2C1Im][trp]. Comparison of experimental
wavenumbers 𝜗𝜛𝜚𝜍/cmε1 and theoretical wavenumbers (Voronoi) 𝜗𝜑𝛻𝜛/cmε1

𝜗𝜛𝜚𝜍/cmε1 𝜗𝜑𝛻𝜛/cmε1 (IR) 𝜗𝜑𝛻𝜛/cmε1(Raman) Description
1165 1138 C𝜕ℵH bend
1342 1294 C𝜑ℶ𝜍H2 bend
1382 Cℸ𝜑H bend, C𝜕ℵN stretch
1446 1457 Cℸ𝜑H bend
1566 1535 C𝜑ℶ𝜍=O stretch
3093 3082 =C𝜕ℵH stretch

Table S4: Notable vibrational wavenumbers in the IR spectra of [C2C1Im][phe]. Comparison of experimental
wavenumbers 𝜗𝜛𝜚𝜍/cmε1 and theoretical wavenumbers (Voronoi) 𝜗𝜑𝛻𝜛/cmε1

𝜗𝜛𝜚𝜍/cmε1 𝜗𝜑𝛻𝜛/cmε1 (IR) 𝜗𝜑𝛻𝜛/cmε1(Raman) Description
1178 1140 C𝜕ℵH bend
1579 1537 C𝜍𝛻𝜛=O stretch
3143 3086 =C𝜕ℵH stretch
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Aromatic–aromatic interactions and hydrogen
bonding in amino acid based ionic liquids†

Wenbo Dong,a Patrick R. Batista, ab Jan Blasiusa and Barbara Kirchner *a

A series of six amino-acid-based imidazolium ionic liquids is computationally investigated using ab initio

molecular dynamics. Radial pair and combined distribution functions are employed for the

characterization and understanding of the interactions within these complex systems. The analyses

reveal that the ionic liquids under investigation experience distinct cation–anion, cation–cation, and

anion–anion interactions. It has been shown that cation–anion pairs interact predominantly through

p!p interactions. Furthermore, hydrogen bonds are identified between distinct sites, with the interaction

between the carboxylic acid group of the anion and the ring hydrogen atoms of the cation being the

most dominant. The detailed analyses presented herein shed light on the complete spatial configuration

of the investigated systems, as well as the interactions that are responsible for their structural stability.

These interactions make ionic liquids particularly interesting as chiral solvents and reagents for the disso-

lution and stabilization of biomolecules.

1 Introduction
Ionic liquids (ILs) are compounds which consist exclusively of
ions and have a melting point below 100 1C.1–5 The ability to
design ILs with cations and anions that can meet the specific
physical properties required for each application,6 has made
the study of ILs of considerable interest over the past three
decades. Additionally, ILs can exhibit unique properties com-
pared to standard solvents.7 They can be involved in a variety of
attractive interactions, including van der Waals,8 dispersion
forces,9 as well as specific and anisotropic forces, such as
hydrogen bonds (HB),10 halogen bonding,11 dipole–dipole12

and magnetic dipole interactions.13 One particularly interesting
class of ILs is that based on amino acids (AA-ILs). The AA are
chiral, having two chemically active centers suitable for mod-
ification, and possess strong hydrogen bonding ability. These
features make AA-ILs more suitable as chiral solvents for the
solubilization and stabilization of biomolecules in comparison
to conventional ILs, which is very important in medicinal,
synthetic, and pharmaceutical chemistry.14–18

Hardacre et al. have made outstanding contributions to both
computational and experimental aspects of ILs, especially

studying 1,3-dimethylimidazolium chloride by neutron diffrac-
tion, the structure of ILs and solute–solvent interactions and
heat transfer in comparison.19–21 In the context of molecular
interaction investigation of the ILs, the -p interactions (e.g.,
anion/cation/lone-pair-p and p–p interactions) play an impor-
tant role on the structure stabilization.22,23 For example, the
study by Matthews et al. revealed the p–p interactions in
imidazolium–chloride ILs through an analysis of energy diagrams
of p+–p+ stacking structures, HB, and anion–p+ interactions.24 For
the AA-ILs, both stacked and T-shaped structures are important for
understanding the characteristics of the systems, since imidazo-
lium ring constitutes the basic unit on most cations of ILs.25 The
results of p–p interactions analysis obtained using computational
methods can help to elucidate the behavior and nature of the
imidazolium cation–aromatic AA interaction.25 The importance of
HB interactions in pure ILs, mixtures of ionic liquids and cosol-
vents has been demonstrated by numerous experimental and
theoretical studies.26–29 In prior studies, AA have been selected
due to the various functional groups present in AA side chains
which can easily incorporate a wide range of properties such as
chirality into ILs.30 These AA-ILs were employed to investigate
a series of properties, including dipole moment,12 monopole–
dipole electrostatic interaction and polarization, as well as
spectroscopy31,32 such as IR, Raman and power spectra. Further-
more, the properties of AA-ILs depend on the side groups of the
amino acids involved. Typically, AA-ILs are composed of amino
acids and some functional groups such as hydrogen bonding
groups, charged groups or aromatic rings. Due to additional
interactions between ions, some of its properties such as melting
temperature or viscosity are affected by the molecular structure.16

a Mulliken Center for Theoretical Chemistry, University of Bonn, Beringstr. 4 + 6
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In order to address the physical and structural information
related to the ILs, molecular dynamics (MD) simulations repre-
sents an appropriate tool.33,34 It has previously been shown that
theoretical prediction produced from simulation can accurately
replicate experimentally obtained spectroscopy,12,31 heats of
vaporization and shear viscosities.35 The study conducted by
Hanke et al. showed that the crystal structure and liquid
properties of the dimethylimidazolium chloride are influenced
by the electrostatic and steric anisotropy of the structures.36

Furthermore, combining experimental and theoretical methods,
the study of ILs interactions within the ions and molecules of
this ternary system has demonstrated the positive effect of
[C16mim][Br] on the electrolyte stability.37 Thus, in the study
presented herein, we focus on investigating the bulk structure
and aromatic–aromatic interactions and HB through ab initio
molecular dynamics (AIMD) simulations in different AA-ILs.

2 Systems investigated
In this study, we investigated six chiral AA-ILs containing the
1-ethyl-3-methylimidazolium ([C2C1im]+) cation and a deproto-
nated AA as anionic counterpart, namely, (L)-alaninate ([ala]!),
(L)-prolinate ([pro]!), (L)-histidinate ([his]!), (L)-tryptophanate
([trp]!), (L)-phenylalaninate ([phe]!) and (L)-tyrosinate ([tyr]!).
The cation and amino acid anions employed are shown in
Fig. 1. Each system is composed of 16 ions pairs, the sizes of the
simulation boxes and the simulation times are summarized
in Table 1. The cell size L is obtained from densities which
were determined using classical MD in a prior study.12 When
comparing the densities from simulations and experiments,

deviations of the theoretically derived densities are small, with
an error of 2,8% and 3.5%, respectively.38 Besides, the densities
decrease with higher temperatures.38

2.1 Computational details

The NPT ensemble was used to obtain equilibrium densities
(Table 1). For each AA-IL system, a total equilibration step was
performed over 10 ns using classical MD with a time step of 1 fs, a
temperature of 370 K, a barostat applying 1 bar of pressure to the
system, and 500 ion pairs.39,40 These simulation boxes were
equilibrated employing the CL&P force field parameters41,42 and
the LAMMPS software package.43 Subsequently, AIMD simulations
were conducted to take into account the polarization, which plays
a role in the structure description of these ILs, as well as in their
spectroscopy.12

The AIMD simulations consisted of an additional equilibration
and a subsequent production run. Based on the cell dimensions
shown in Table 1, simulation boxes containing 16 ion pairs were set
up using PACKMOL.44,45 The simulations were carried out based on
the hybrid Gaussian and plane wave (GPW) method using the CP2K
program package46 and the QUICKSTEP47 module implemented
therein. The BLYP functional was employed with the corresponding
BLYP Goedecker–Teter–Hutter pseudopotentials48–50 together with
the double-z basis set (MOLOPT-DZVP-SR-GTH).51 Dispersion cor-
rections were applied using the DFT-D3 scheme.52,53 The conver-
gence criterion for the SCF convergence was set to 10!5 and the
density CUTOFF criterion was set to 280 Ry with a relative cutoff of
40 Ry and multigrids number 5 (NGRID 5). Both simulations runs
were performed in the NVT ensemble using a timestep of 0.5 fs
and a temperature of 370 K employing the Nosé–Hoover chain
thermostat.39,40 The equilibration run was performed for 10 ps
(20 000 steps) employing massive thermostating of each atom using
a thermostat coupling constant of 10 fs. The following production
run was performed for 30 ps (60 000 steps) employing global
thermostating and a thermostat coupling constant of 50 fs. All
analyzes were performed with the open-source program TRAVIS,54,55

which is available for download at https://www.travis-analyzer.de.

3 Results and discussion
3.1 Bulk structure

To evaluate the overall bulk phase structure of AA-ILs, radial
pair distribution functions (RDFs) are evaluated and discussed.
Fig. S9 (ESI†) shows the RDFs and the corresponding number

Fig. 1 Ball-and-stick images and Lewis structures of the imidazolium
cation and the amino acid anions employed in the different ILs systems.
The structural abbreviation is introduced in Section 2.

Table 1 System composition,a cell size L of the simulation boxes as well
as densities from experiments r for the six systems investigated

System L/Å r370 K/g cm!3 rexp
353K/g cm!3

[C1C2im][ala] 16.96 1.086 1.089
[C1C2im][pro] 17.66 1.070 1.109
[C1C2im][his] 18.65 1.064
[C1C2im][trp] 19.70 1.093
[C1C2im][phe] 18.89 1.089
[C1C2im][tyr] 19.25 1.139

a Each system is composed of 16 ion pairs.
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integrals (NIs) between the center of mass (CoM) of the amino
acid anion and the ring center (CoR) of the imidazolium cation
for each system investigated. In the case of [C2C1im][ala] and
[C2C1im][pro], both anions show strong interactions with the
cation and a distinct first solvation shell can be observed.
Compared to [ala]! and [pro]!, the four remaining anions show
less pronounced solvation shells. Although all of them feature
pair correlation functions with values greater than one, [C2C1im]-
[his] is the only one showing a distinct peak which is located at
500 pm. However, this peak is less sharp compared to
[C2C1im][ala] and [C2C1im][pro], and followed by a plateau up to
around 700 pm. The remaining three AA-ILs, i.e., [C2C1im][trp],
[C2C1im][phe] and [C2C1im][tyr], do not feature any pronounced
peaks and rather show stretched plateaus with the g(r) values for
the RDFs being around 1.5, which implies that a local structure is
somewhat ordered. However, the absence of distinct peaks
indicates that no compact solvent shell can be observed when
considering the CoM(an)–CoR(cat) RDFs, and the interactions
favor generally weaker dispersion interactions than localized
dipole interactions.

3.2 p!p interactions

Since [his]!, [trp]!, [phe]! and [tyr]! all feature aromatic ring
systems, it is likely that interactions occur between these
anions and the aromatic ring [C2C1im]+. In order to investigate
the potential occurrence of such interactions, Fig. 2 displays
the RDFs and the corresponding NIs between the ring centers
of the anions and cation.

In the case of [C2C1im][pro], a broad plateau with values
slightly above 1 is present in the CoR(an)–CoR(cat) RDF, which
was expected since the [pro]! ring does not contain any
p-electrons that could lead to aromatic–aromatic interactions
with a cation. Conversely, the RDFs depicted in Fig. 2 for
[C2C1im][his], [C2C1im][tyr], and [C2C1im][phe] feature notable
peaks, indicating the possible interaction between the aromatic
p-systems of anions and cations. On the other hand, the
[C2C1im][tyr] does not show a distinct peak but rather a
broadened plateau. This is likely due to the hydroxyl group of
[tyr]!, which makes it susceptible for additional HB as com-
pared to the remaining aromatic amino acids and thus com-
plicates the locality of interactions for this particular IL. Fig. 2
also shows that [C2C1im][trp] exhibits a second peak with
identical g(r) values at 595 pm, corresponding to the phenyl
ring, which composes part of the aromatic system. While the
maximum distance for p–p-interactions has been proposed to
be approximately 380 pm,56 the distances observed herein are
elongated by about 100 pm to 150 pm, potentially excluding the
possibility of direct p–p-interactions between the aromatic
anions and the cation. However, structure analyses of liquid
benzene57 and aromatic ionic liquids58 have previously revealed
that distances between aromatic rings which are greater than
500 pm play a substantial role in condensed phase structure.
Additionally, several protein structure analyses have revealed
that the presence of p-stacking interactions over larger dis-
tances can be relevant for the stabilization of certain protein
structures.59 In Fig. 3 the interactions between the amine group

nitrogen atom of the anions and the p system of the cation are
also shown. For each system, the distances at the first maxima
are equal to 440 pm. Two distinct peaks can be observed
especially in the [C2C1im][ala], [C2C1im][trp], [C2C1im][phe]
and [C2C1im][tyr]. When comparing the [C2C1im][phe] and
[C2C1im][tyr], there is no substantial effect to N–H2" " "p inter-
action for the hydroxyl group on the ring. For [his]! and [trp]!,
it was observed that nitrogen on the ring, which contains a
hydrogen atom, does not play a significant role in the p–p
interactions, as evidenced by the absence of a pronounced peak
in the RDF in Fig. S10 (ESI†).

In order to investigate the orientation of the ring-to-ring
interaction, Fig. 4 shows the combined distribution functions
(CDFs) correlating the distance between the CoR of the anions
and cation with the angle between the ring normal vector of the
cation and the vector connecting the CoR of the anions and
cation (see Fig. 4(b)).58 This analysis allow us to ascertain
whether the rings are preferably located: (i) on top of each
other (a E 01 or 1801); (ii) in a face-to-face or T-shaped
conformation – an in-plane arrangement (a E 901);
(iii) T-shaped or a real in-plane conformation; (iv) parallel
displaced orientation (a E 201 or 1601). For the four aromatic
amino acids investigated ([C2C1im][his],[C2C1im][trp], [C2C1im]-
[phe] and [C2C1im][tyr]), it is seen that for distances around

Fig. 2 Radial pair distribution functions (left) and number integrals (right)
between the centers of ring of the anions and the centers of ring of the
cation. Each line contains different liquids.
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350 pm to 450 pm the cation and anion rings are almost
exclusively located on p–p-interaction. However, although it
seems that the four anions behave similarly with respect to
their orientation around the cation, some differences can be
observed upon closer examination. The strongest correlation is
observed for [C2C1im][trp] at distances around 380 pm and
angles close to 01 and 1801. Meanwhile, for [C2C1im][phe] the
strongest signal is also observed for angles close to 01 and 1801
and the distance between the ring centers is increased by 20 pm
compared to [C2C1im][trp]. This suggests that for [C2C1im][trp]
and [C2C1im][tyr], an on-top arrangement is the most preferred
and predominant structural configuration. Similar to
[C2C1im][trp] and [C2C1im][phe], [C2C1im][his] shows the stron-
gest correlation around 01 and 1801. However, instead of only
one maximum, two different maxima are observed, at a short
distance of 380 pm and at a longer distance of 460 pm. This
may be indicative of two distinct configurations in which the
rings of [his]! and the cation are located on top of each other.
Furthermore, the ring centers appear to be displaced, strongly
suggesting a parallel displaced conformation. Therefore, it can
be seen that all AA-ILs have a preference for 01, 901, and 1801.
When the distance is shorter, 01 and 1801 are preferred, while at
longer distances 901 is preferred. Consequently, when the

cation and the anion are close to each other, the p–p interaction
is the predominant one.

To gain further insight into the orientation of anion and
cation with respect to each other, Fig. S11 (ESI†) displays CDFs
correlating the distance between the CoR of anion and cation
with the angle between the ring normal vectors of both ions
(see Fig. S11b, ESI†).58 The combination of the analysis of Fig. 4
and Fig. S11 (ESI†) provides a better overview of the orienta-
tions of the aromatic anions with respect to the cations. There-
fore, the results suggest that a minor proportion of T-shaped
conformations are present and that the aromatic anions are
preferably located on top of a cation. Additionally, in the case of
[C2C1im][his] and [C2C1im][phe], some in-plane arrangements
are also observed, although they play a minor role. In this case,
indications for a small proportion of T-shaped conformations
are also observed, with a stronger extent for [C2C1im][tyr] in
comparison to the other three amino acid anions.

3.2.1 Cation–cation interaction. Fig. 5 shows RDFs between
the ring centers of two cations. For the AA-ILs [C2C1im][ala],
[C2C1im][pro], and [C2C1im][phe], the first peak is observed at
distances of 380 pm, 350 pm and 374 pm, respectively. In the
case of [C2C1im][his], the maximum of the first peak is observed
at 400 pm. These distances are in agreement with previous
studies of imidazolium-based ILs.34,58 In contrast, no distinct

Fig. 3 Radial pair distribution functions (left) and number integrals (right)
between the amine group nitrogen atoms of the anions and the centers of
ring of the cation. Each line contains different liquids.

Fig. 4 (a) Combined distribution functions correlating the distance
between the centers of ring of the anions and the centers of ring of the
cation with the angle between the ring normal vector of the cation and the
vector connecting the centers of ring of the cation and the centers of ring of
the anions. (b) A representation of the interaction in a ball-and-stick model.
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peaks are evident in the RDFs for [C2C1im][trp] and [C2C1im][tyr].
In comparison to the RDFs between cation and anion (Fig. 2 and
Fig. S11, ESI†), the interaction between two cationic species is
observed to occur at shorter distances. However, most of the
peaks observed in Fig. 5 have values lower than one, indicating
the presence of a weak local structure and a low probability of
cation–cation interactions. This is further confirmed by the NIs
of the corresponding RDFs, which only yield values of 1 at
distances of approximately 550 pm to 650 pm.

Fig. 6 shows CDFs correlating the distance between the CoR
of two cations with the angle between the ring normal of the
reference cation and the vector connecting the ring centers of
both cations (see Fig. 6(b)). The results for the AA-ILs
[C2C1im][ala], [C2C1im][pro], [C2C1im][his] and [C2C1im][trp]
are similar to those obtained for cation–anion interactions
(Fig. 4). Thus, two cations are preferably located on top of each
other, with a being between 01 and 301 or 1501 and 1801,
respectively. The wide angular distributions indicate a large
proportion of parallel-displaced structures. In such conforma-
tions, the distances between the ring centers are predominantly
around 350 pm, with [C2C1im][his] exhibiting a slightly larger
value of approximately 400 pm. It is noteworthy that in the
AA-ILs containing the non-aromatic anions, i.e., [C2C1im][ala]
and [C2C1im][pro], conformations with a between 01 and 1501

are frequently observed. This indicates the occurrence of in-
plane arrangements with larger distances between the ring
centers, which may be a consequence of the interactions
between amino group from anions and the p-system from the
cation. In the case of [C2C1im][phe], multiple distinct maxima
can be observed in Fig. 6. The first two maxima are located at a
distance of approximately 370 pm and angles of a 201 and 1601,
indicating a parallel-shifted arrangement of two cations. Two addi-
tional maxima are observed at a larger distance of approximately 440
pm with angles close to 01 and 1801, which correspond to structures
in a face-to-face arrangement. Consequently, different arrangements
take place in [C2C1im][phe] AA-IL. Furthermore, Fig. S12 (ESI†)
displays CDFs correlating the distance between the ring centers of

Fig. 5 Radial pair distribution functions (left) and number integrals
(right) between the centers of ring of two cations. Each line contains
different liquids.

Fig. 6 (a) Combined distribution functions correlating the distance
between the centers of ring of two cations with the angle between the
ring normal vector of the reference cation and the vector connecting the
centers of ring of both cations. (b) A representation of the interaction in a
ball-and-stick model.
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two cations with the angle between the ring normal vectors of both
ions. The results are similar to those shown in Fig. 6 for stacked
arrangements. Thus, with the exception of [C2C1im][tyr], cation–
cation interactions are observed.

3.2.2 Anion–anion orientation. To fully address the p!p
interactions, the interaction between anions and their
orientation towards each other was also considered. Based on
the peaks with g(r) values significantly greater than one shown
in Fig. 7, it can be observed that pronounced interactions are
present. The maximum peak at 570 pm and the NI value for
[C2C1im][pro] suggest that approximately four other anions are
present in [pro]! the first solvation shell. A similar solvation
shell is noted for [C2C1im][phe], though the distance between
the ring centers is 20 pm larger than in [C2C1im][pro].
For [C2C1im][his] and [C2C1im][trp], sharper peaks are observed
at 528 pm and 595 pm, respectively. In the case of [trp]!, a smaller
peak around 400 pm may indicate interactions between two
pyrrole rings. Meanwhile, the maximum at 595 pm, with an NI
of approximately 3.0, suggests structures where the pyrrole ring of
one [trp]! interacts with the benzene ring of another anion. On the
other hand, the [C2C1im][tyr] does not show pronounced stacked
interactions. A discrete peak is observed at approximately 633 pm,
with a height of 1.14. Overall, the distances between the ring

centers of two anions are notably longer than those observed
between the cations and anions, which is expected to be due
to electrostatic repulsion. Fig. 8 shows CDFs that highlight
key differences in AA-ILs that contain aromatic anions. For
[C2C1im][his], the angular distribution is almost uniform
across all distances, indicating a significant presence of both
on-top and in-plane arrangements. In contrast, [C2C1im][trp]
displays a strong correlation at angles a close to 01 and 1801 at a
distance of approximately 345 pm, suggesting that many anions
adopt a p!p stacking configuration. As distance increases, the
angular distribution becomes more uniform, with in-plane
arrangements becoming more predominant. A particularly
interesting CDF is observed for [C2C1im][phe], which exhibits
a strong preference for p–p stacking around 500 pm. Structu-
rally, this represents intermediate orientations between on-
top and in-plane arrangements. Similar to [C2C1im][trp],
[C2C1im][tyr] also shows strong correlations at a angles near
01 and 1801. However, at greater distances, p–p stacking
becomes less frequent, and the angular distribution becomes
more dominant with angles between 351 and 1351. Fig. S13
(ESI†) shows CDFs correlating the angle between the ring

Fig. 7 Radial pair distribution functions (left) and number integrals
(right) between the centers of ring of two anions. Each line contains
different liquids.

Fig. 8 (a) Combined distribution functions correlating the distance
between the centers of ring of two anions with the angle between the
ring normal vector of the reference anions and the vector connecting the
centers of ring of both anions. (b) A representation of the interaction in a
ball-and-stick model.
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planes of two approaching anions in dependence on their
distance to conclude about the absolute orientations.
[C2C1im][his] and [C2C1im][phe] show a broad angular distribu-
tion, whereas in the case of [C2C1im][his] angles a around 151
and 1651 seem to be slightly preferred. Combined with the
information gained from Fig. 7, some amount of stacked
conformations can be observed for the histidinate anions.
However, there seems to be no distinct dominance of such
arrangements, as a large proportion of T-shaped and in-plane
alignments also occur. The aforementioned results align with
the ESP surfaces in Fig. S1 (ESI†), which show that [his]! and
[trp]! exhibit charge extremes within the heterocycle.
Additionally, the six-membered ring of [trp]! has lower
electron density, indicating that neutral rings (green colored)
favor p–p stacking. Additionally, the weaker interaction observed
between [tyr]- anions compared to [phe]! can be attributed to the
presence of the alcohol group in the former, which likely
increases the probability of HB formation between the hydroxyl
and carboxylate groups, thereby reducing the p–p stacking.

3.3 Hydrogen bond Interactions

The cation and anions possess multiple and different HB donor
and acceptor sites,60 thus allowing for a complex interaction
network which, in turn, can play a role on the stabilization of
these species. Therefore, it is very important to understand the
HB topology and the competition for donor/acceptor positions
in the investigated AA-ILs. The hydrogen atoms of the cation’s
ring are the most prominent donor sites, while the hydrogen
atom bonded to the carbon atom that is bonded to the two
nitrogen atoms is the most acidic. A straightforward estimation
of the strength of a HB can be obtained from the distance and
height of the first maximum in the X" " "H RDF along with their
NI. This provides the average number of HBs formed by atom X.
However, to reduce the number of RDF plots, an effective
approach to represent such data is based on Sankey
diagrams.61 These diagrams (built by TRAVIS54,55) depict the
entire HB topology in a flowchart format, which is particularly
useful for visualizing pairwise RDFs written as a matrix of
numbers. The matrix is structured so that its rows represent
all the unique HB acceptors in the system, while its columns
correspond to the HB donors. Then, a RDF is calculated for each
donor–acceptor pair. When a hydrogen bond is detected, the
element is colored based on a color scale that reflects the
strength of the bond, which is determined by the distance and
height of the RDF’s first maximum. (see ref. 55 for more details).

The Sankey diagrams for all systems are presented in Fig. 9
(the labels of the donor and acceptor HB sites are indicated in
the caption). HB donors are on the left side and HB acceptors on
the right side. The numbers correspond to the total hydrogen
bond count of the donors or acceptors. The width of the bar is
proportional to the number of HBs between the two interacting
atoms. It is important to note that the number of HB differs
between the two sides because of the variation in the number of
molecules involved in the interaction. In all AA-ILs the main
acceptor of HB is an(OCO2), being the most pronounced inter-
action that occurs between an(OCO2) and cat(Hring). Interestingly,

the RDF shape for these interactions (see Fig. S14–S16 in the
ESI†) is quite similar, with the maximum of the first peaks
located around 210 pm (see Table S8 in the ESI†), regardless of
the amino acid anion. This indicates that this HB is only
minimally affected by amino acid residues. The second strong
HB acceptor site of the amino acid anions is the an(NNH2) with
HB numbers ranging from 1.49 in the [C2C1im][trp] until 2.40 in
the [C2C1im][ala]. Based on the RDF values presented in Table S8
(ESI†), [C2C1im][ala], [C2C1im][trp], [C2C1im][phe] and [C2C1im]
[tyr] show a distinct peak located at around 230 pm, indicating a
HB of similar length for these AA-ILs. As expected, the pyrrole-
like nitrogen, an(NNH), in [C2C1im][his] and [C2C1im][trp] is a
weak HB acceptor, given that its lone pair is embedded within
the p-system. Consequently, the an(HNH) is a better HB donor in
[C2C1im][his], however, in the case of [C2C1im][trp], this HB
interaction is more hindered due to the presence of the adjacent
six-membered ring. On the other hand, in [pro]!, where the ring
is not aromatic, the nitrogen lone pair is more accessible for the
formation of an HB and the an(HNH) behaves as a weaker HB
donor. For the interaction between the cat(Hring) and the
pyridine-like nitrogen atom of [his]!, a HB can be observed at
a distance of 232 pm (see the Fig. S17 and S18 in the ESI†).

In contrast to the other ILs, the [C2C1im][tyr] features a
unique HB site, that is, a hydroxyl group that plays a significant
role in the HB network, where the an(Oalc) atom receives 2.38
HBs on average. The most predominant interactions occur with
acidic ring protons of the cation, cat(Hring), and with the hydroxyl
hydrogen atom, an(Halc), of another [tyr]! anion. A HB between
cat(Hring) and an(Oalc) is observed to have an equilibrium distance
of 243 pm, as showed in Fig. S19 in the ESI.† For this interaction,
the maximum at the first peak and thus the HB distance is found
to be 166 pm, indicating a strong HB. However, the corresponding
peak shows significantly decreased intensity in comparison to the
interaction between an(Halc) and an(OCO2). A similar structure has
been observed for neutral [tyr] dimers62,63 where a HB between the
two hydroxyl groups was observed. In agreement with earlier
observations based on Fig. S19 (ESI†), an(NNH2) only acts as a
weak HB acceptor from the an(Halc). Nevertheless, the HB is more
favorable with an(OCO2). The HB interaction features are closely
associated with the ESP in Fig. S1 (ESI†), as the strongest inter-
actions take place between sites with higher positive and negative
charges. Furthermore, in all systems the remaining sites referred
to as an(HNH), cat(HCHn), an(HCH2), an(HCH3), an(Cring), and
cat(Nring), collectively contribute to the HB network, although
each site has an HB number close to or less than 1.

Physical properties are related to the structural formation of ILs.
If we assume that HB strengthens the structure of ILs, it will lead to
a behavior similar to that of molecular liquids.20,64,65 HB has a
significant influence on the structure and properties of ILs, as
evidenced by their melting point, viscosity and enthalpy of
vaporization.6 The surface polarization can significantly weaken
HB in ILs. In addition, the analysis of the bond length, bond angle
and bond energy of HB in two-dimensional surface ILs also shows
that surface polarization can weaken HB.66 Local and directional
interactions by HB lead to the formation of ion pairs, which in turn
manifest as reduced melting points and decreased viscosities.67
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4 Conclusion
Herein, the aromatic–aromatic interactions and HB in AA-ILs
were systematically investigated. For aromatic–aromatic interac-
tions, cation–anion orientations predominantly adopt a stacked
conformation (p–p interaction) across all aromatic amino acid
anion–cation pairs. Among the systems examined, short-range
cation–cation interactions were found to be weak. This likely
results from strong cation–anion interactions, which suppress
direct interactions between cations. In the case of anion–anion
interactions, [C2C1im][phe] exhibits a strong preference for p–p
stacking at distances around 500 pm, as revealed by combined
CDF analysis of interaction angles and distances. Conversely, in
[C2C1im][tyr], there is a tendency for in-plane alignment as the
distance between anions increases. Additionally, hydrogen bond-
ing in AA-ILs occurs primarily between the carboxylate group of
the anion and the aromatic hydrogen atoms of the cation.
Through these studies, the strength and tendency of the mole-
cular interactions of AA-ILs were further revealed.
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S1 Electrostatic Potential Surface and CHELPG Atomic Charges
S1.1 Static Quantum Chemical Calculations
Quantum chemical calculations were carried out in order to obtain the electrostatic potentials (ESPs) of
the amino acid anions. Therefore, geometry optimizations and frequency calculations were performed
with the Orca1 software package employing the PBEh-3c2 composite method, which was paired with a
modified def2-SV(P) basis set, termed as def2-mSVP. This level of theory includes the DFT-D3 dispersion
correction scheme3,4 and a geometrical counterpoise correction2,5 in order to account for the intermolec-
ular and intramolecular interactions and basis set superposition error, respectively. The grid level was
chosen as 5 and a tight convergence criteria was selected for the SCF energy calculations, as well as in
geometry optimizations.

S1.2 Results and Discussion
Before assessing the bulk phase structure of the di!erent ILs, the chemical properties of the individual
amino acid anions will be investigated. To achieve this, the gas phase ESPs were mapped onto the electron
density as shown in Figure S1. Thus, the negative charge carried by the anions is located at the deproto-
nated carboxylic acid group, which makes it prone to acting as hydrogen bond acceptor. Another common
feature among the amino acid anions can be observed around the amine group, where the nitrogen atom
exhibits an electron excess induced by its lone pair, while the hydrogen atoms show an electron deficit,
thus potentially acting as hydrogen bond donor sites. One exception regarding this observation is proline,
since the amine group is enclosed in the heterocycle. Although an electron excess and deficit can still
be observed at the nitrogen and hydrogen atom, respectively, the charge separation is less pronounced as
compared to the other amino acid anions.
When comparing the various amino acid residues, significant di!erences can be observed in the electron
density distribution. The terminal methyl group of [ala]ε is only slightly polarized, with some electron
excess and deficit around the carbon and hydrogen atoms, respectively. Therefore, this methyl group is
predominantly non-polar and prone for hydrophilic interactions. [pro]ε, the only amino acid anion which
features a non-aromatic ring, shows a dispersed distribution of the electron density around its pyrrolidine
heterocycle.
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Figure S1: Gas phase electrostatic potentials of the amino acid anions mapped onto the electron density (isosur-
face value 0.04). The color scale is chosen from -0.1 (blue) to 0.1 (red).

The four aromatic amino acid anions display contrasting electron density distributions around their
ring structures, resulting in probable di!erences with respect to the chemical behaviour. In the case of
[his]ε and [trp]ε, the two aromatic amino acids featuring heterocycles, the area around the nitrogen atoms
exhibits a pronounced negative charge. These can also be supported by CHELPG atomic charges data.
Overall, the nitrogen atoms within the ring lowers the 𝜗-electron density and thus the aromaticity. Many
studies have attempted to gain insight into the aromaticity of a particular heterocycle by comparing its
bond lengths with those of related molecules.6 The Bird index can be easily derived from experimentally
determined bond lengths. The utility of this index is reflected in its application to five-membered hetero-
cycles and their mesoionic derivatives. This is also reflected by the Bird indexes of imidazole and indole,
which are calculated as 646 and 707, respectively. For comparison, the Bird index of benzene equals to
1008 and is chosen as reference. Bird indices smaller than 100 indicate a decreased aromaticity as com-
pared to benzene. Additionally, both anions show a slight negative charge between the C-C bonds within
the rings which most likely occurs due to the partial double bond character of the aromatic C-C bonds.
The same is observed for [phe]ε and [tyr]ε, inasmuch as the C-C bonds within the rings show a slight
increase in the electron density. Among the six amino acid anions discussed, [tyr]ε is the only one con-
taining a hydroxyl group. From the electrostatic potential plots, it becomes evident that the hydroxyl
oxygen and hydrogen atoms show a pronounced bond donor and acceptor characteristics, respectively.
Thus, this additional hydrogen bond interaction site may a!ect the bulk phase structure significantly.
The CHELPG atomic charges for each atom of the cation and anions are listed in Tables S1–S7, along
with the corresponding atom numbers in Figures S2–S8. In the case of anions, the amine nitrogen atoms
of the anions always shows the most negative number, even above 1 (except [pro]ε, the amine in [pro] is
a secondary one). Besides, the carboxylate group carbons and the carbons linked to the nitrogen atoms
give more positive data. A significant increase in the electron density can be observed around the ring
carbon atom attached to the carboxylate group compared to the other ring carbon atoms. While the hy-
drogen atoms show decreased electron density, some electron excess is located around the C-C bonds. A
significant increase in the electron density can be observed around the ring carbon atom attached to the
carboxylate group compared to the other ring carbon atoms in [C2C1im][his] and [C2C1im][phe].
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Figure S2: Atomic number of [C2C1im]+.

Figure S3: Atomic number of [ala]ε.

Figure S4: Atomic number of [pro]ε.

Figure S5: Atomic number of [his]ε.
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Figure S6: Atomic number of [trp]ε.

Figure S7: Atomic number of [phe]ε.

Figure S8: Atomic number of [tyr]ε.
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Table S1: Partial CHELPG atomic charges of [C2C1im]+.
Atomic Number Atom Charge

1 C -0.13
2 N 0.09
3 N 0.31
4 C -0.21
5 C -0.44
6 C 0.08
7 C -0.26
8 H 0.26
9 H 0.26
10 H 0.20
11 H 0.19
12 H 0.19
13 H 0.07
14 H 0.08
15 C -0.23
16 H 0.11
17 H 0.09
18 H 0.09
19 H 0.25
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Figure S9: Radial pair distribution functions and number integrals between the center of mass of the anion and
the center of ring of the cation. an: anion; cat: cation.
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Table S2: Partial CHELPG atomic charges of [ala]ε.
Atomic Number Atom Charge

1 C -0.40
2 C 0.66
3 N -1.03
4 C 0.62
5 O -0.78
6 O -0.8
7 H 0.06
8 H 0.10
9 H 0.04
10 H -0.11
11 H 0.30
12 H 0.33

Table S3: Partial CHELPG atomic charges of [pro]ε.
Atomic Number Atom Charge

1 C 0.32
2 N -0.83
3 C 0.25
4 C 0.09
5 C -0.19
6 C 0.82
7 O -0.81
8 O -0.86
9 H -0.03
10 H -0.05
11 H 0.01
12 H 0.05
13 H -0.01
14 H -0.05
15 H -0.03
16 H 0.33
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Table S4: Partial CHELPG atomic charges of [his]ε.
Atomic Number Atom Charge

1 C -0.24
2 C 0.46
3 N -0.63
4 C 0.20
5 N -0.43
6 C -0.33
7 C 0.43
8 N -1.03
9 C 0.71
10 O -0.79
11 O -0.81
12 H -0.05
13 H 0.33
14 H 0.35
15 H 0.11
16 H 0.10
17 H 0.34
18 H 0.11
19 H 0.18
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Figure S10: Radial pair distribution functions and number integrals between the ring nitrogen atom of [his] and
[trp] which feature a hydrogen atom and the center of ring of the cation.
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Table S5: Partial CHELPG atomic charges of [trp]ε.
Atomic Number Atom Charge

1 C -0.40
2 C 0.33
3 C 0.15
4 C -0.25
5 C -0.24
6 C -0.13
7 N -0.58
8 C 0.02
9 C -0.24
10 C -0.06
11 C 0.47
12 N -0.96
13 C 0.64
14 O -0.77
15 O -0.80
16 H -0.06
17 H 0.30
18 H 0.32
19 H 0.04
20 H 0.06
21 H 0.37
22 H 0.14
23 H 0.19
24 H 0.14
25 H 0.13
26 H 0.17
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Table S6: Partial CHELPG atomic charges of [phe]ε.
Atomic Number Atom Charge

1 C -0.15
2 C 0.10
3 C -0.14
4 C -0.17
5 C -0.18
6 C -0.19
7 C -0.20
8 C 0.65
9 N -0.96
10 C 0.59
11 O -0.75
12 O -0.77
13 H -0.13
14 H 0.30
15 H 0.30
16 H 0.03
17 H 0.06
18 H 0.11
19 H 0.13
20 H 0.12
21 H 0.13
22 H 0.13
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Table S7: Partial CHELPG atomic charges of [tyr]ε.
Atomic Number Atom Charge

1 C -0.10
2 C -0.08
3 C 0.05
4 C -0.55
5 C 0.53
6 C -0.40
7 C -0.10
8 C 0.62
9 N -0.98
10 O -0.65
11 C 0.59
12 O -0.75
13 O -0.78
14 H -0.11
15 H 0.30
16 H 0.31
17 H 0.02
18 H 0.04
19 H 0.10
20 H 0.19
21 H 0.20
22 H 0.14
23 H 0.41
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Figure S11: (a) Combined distribution functions correlating the distance between the center of ring of the anion
and the center of ring of the cation with the angle between the ring normal vectors of cation and
anion. (b) A representation of the interaction in a ball-and-stick model.
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Figure S12: (a) Combined distribution functions correlating the distance between the centers of ring of two
cations with the angle between the ring normal vectors of both cations. (b) A representation of
the interaction in a ball-and-stick model.
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Table S8: The r range values, maximum distances, the g(r) values and the integral number on the g(r)max of the
first peaks of the first peaks from the radial distribution functions for four kinds of HB: i) between the
carboxylate group oxygen atoms of the anion and the ring hydrogen atoms of the cation; ii) between
the amine group nitrogen atom of the anion and the ring hydrogen atoms of the cation; iii) between
the carboxylate group oxygen atoms of the anion and the amine group hydrogen atoms of the anion;
iv) between the ring hydrogen atoms of the cation and the ring nitrogen atom of [his]ε which does not
feature a hydrogen atom.

ion pair range/pm,(rmax, g(r)max/pm),[NI]
an(OCO2 )-cat(Hring) an(NNH2 )-cat(Hring) an(OCO2 )-cat(HNH2 ) an(Nring)-cat(Hring)

[C2C1im][ala] 160< 𝜛 <300(205, 2.9),[0.4] 170< 𝜛 <280 (228, 1.0),[0.2] 160< 𝜛 <280(215, 1.0),[0.1]
[C2C1im][pro] 160< 𝜛 <300(205, 3.9),[0.5]
[C2C1im][his] 160< 𝜛 <300(208, 3.2),[0.3] 170< 𝜛 <350(232, 1.25),[0.1]
[C2C1im][trp] 160< 𝜛 <300(198, 3.2),[0.3] 170< 𝜛 <260(228, 1.2),[0.2] 160< 𝜛 <280(208, 1.1),[0.1]
[C2C1im][phe] 160< 𝜛 <300(208, 3.7),[0.3] 170< 𝜛 <260(238, 1.2),[0.2] 160< 𝜛 <280(218, 0.9),[0.1]
[C2C1im][tyr] 160< 𝜛 <300(222, 2.0),[0.2] 170< 𝜛 <300(228, 1.3),[0.3] 160< 𝜛 <300(218, 0.8),[0.1]

Figure S13: (a) Combined distribution functions correlating the distance between the centers of ring of two anions
with the angle between the ring normal vectors of both anions. (b) A representation of the interaction
in a ball-and-stick model.
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Figure S14: Radial pair distribution functions and number integrals between the carboxylate group oxygen atoms
of the anion and the ring hydrogen atoms of the cation.
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Figure S15: Radial pair distribution functions and number integrals between the amine group nitrogen atom of
the anion and the ring hydrogen atoms of the cation.
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Figure S16: Radial pair distribution functions and number integrals between the carboxylate group oxygen atoms
of the anion and the amine group hydrogen atoms of the anion.
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Figure S17: Radial pair distribution functions and number integrals between the ring hydrogen atoms of the cation
and the ring nitrogen atom of [his]ε which does not feature a hydrogen atom.
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Figure S18: Linear Sankey diagram showing the hydrogen bond topology for [C2C1im][his]. The labels in the
diagram correspond to the following HB donor and acceptor sites: cat(Hring) are the hydrogen atoms
in the [C2C1im]+ ring; cat(HCHn) are the hydrogen atoms in the CHn groups of the [C2C1im]+;
an(HNH2) are the hydrogen atoms in NH2 group of [his]; an(HCH2) are the hydrogen atoms in the
chain of the [his]; an(HNH) is the hydrogen atom in NH group of the [his] ring and an(Nring) is the
nitrogen atom on the [his] ring without hydrogen.
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Figure S19: Radial pair distribution functions and number integrals between the carboxylate group oxygen atoms
and the hydrogen atom of the alcohol group of the [tyr]ε anion (top); between the amine group
nitrogen atom and the hydrogen atom of the alcohol group of the [tyr]ε anion (top); between the
alcohol group oxygen atom of the [tyr]ε anion and the ring hydrogen atoms of the cation (bottom);
between the alcohol group oxygen atom and the alcohol group hydrogen atom of the [tyr]ε
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