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Abstract

Motivated by mathematical models for phase transformations, arising, for example, in
shape-memory alloys, and for micromagnetism in ferromagnetic materials, we study a
class of A-free differential inclusions quantitatively. For this reason, we consider singular
perturbation models of differential inclusions under an .A-free constraint and determine
the scaling in the singular perturbation parameter. The focus of this thesis is to characterize
the influence of the order of the operator on the possible scaling laws and to show that the
model is robust under changes of the surface energy. The first is achieved by establishing
lower bounds for the compatible and incompatible two-well problem. It turns out that the
scaling is determined by the maximal vanishing order on the sphere of the symbol of the
differential operator applied to the compatible direction. These lower bounds are proven
to be optimal for the divergence operator and for a higher order generalization of the curl
and curl curl operators as an annihilator of symmetrized derivatives. The influence of
the surface energy is studied by comparing sharp and diffuse interface models, as well
as suitable interpolations of these. We deduce the lower bound for the diffuse model by
estimating the energy from below through the sharp interface model and complement
them with matching upper bounds for a model class of wells in the case of the curl operator.
Furthermore, an N-well setting giving rise to higher order laminates for the curl operator
is studied. If the energy penalizes only oscillations in a certain direction, we observe
that for almost all directions this anisotropic energy scales like the full isotropic energy.
The exceptional directions are those, where the anisotropic energy does not penalize the
oscillations of the “inner-most” laminate. The scaling for these matches the ones of a lower
order laminate. Furthermore, a non-algebraic scaling law for a divergence-free T3 structure
is discussed. This result quantifies the dichotomy between the rigidity of exact solutions
and the flexibility of approximate solutions for the associated inclusion.
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Introduction

In this thesis we study scaling laws for a model class of differential inclusions. Scaling
laws allow us to extract fine properties of different microstructures arising in certain
problems in the calculus of variations and provide information on the involved length
scales. A prominent application in research is given by gradient inclusions to understand
the microstructures arising in shape-memory alloys. For these alloys the observable
microstructures are associated to minimizers or minimizing sequences of the elastic energy
corresponding to the gradient inclusion.

Here, we consider a variational model for the differential inclusions, that is we allow
the values to deviate from the prescribed ones and measure the cost of this deviation by
a suitable elastic energy. This energy is then singularly perturbed by a surface energy,
and the scaling of the minimal energy in the perturbation parameter ¢ > 0 is deduced.
Besides determining the involved length scales, scaling laws show the preference of
certain microstructures in terms of the singularly perturbed energy. Moreover, they provide
quantitative versions of (qualitative) rigidity and flexibility results. As a prominent example
is given by shape-memory alloys we start with a short introduction on the mathematical
model of these alloys and give a heuristic explanation of the shape-memory effect.

1.1 Shape-memory alloys

Shape-memory alloys are special materials that undergo a solid-solid phase transition when
the temperature changes, that is their crystalline structure changes abruptly when a certain
critical temperature is reached. The striking and intriguing property of the shape-memory
alloys is that the body returns back to its original shape when deformed and then heated
above the critical temperature [Bha03]]. The material thus “remembers” that shape even
when deformed. This is called shape-memory effect and has many possible applications as
for example in medicine and aviation [MLSG14]]. One advantage of those materials is that
due to the shape-memory effect, they can be stored in a compact way for transport, and
after heating the material returns to its desired shape. Alternatively, it is possible to use
shape-memory alloys as actuators, where the start of the motion is temperature dependent.
One famous example in applications for its physical properties is an alloy of Nickel and
Titanium, called Nitinol or NiTi [MLSG14]].

From a crystallographic point of view, the crystalline structure of the material changes in
the phase transformation. In the high temperature regime, the so-called austenite phase,



2

the structure is highly symmetric and there is a unique variant of the crystalline structure.
When cooled such that the solid-solid phase transition takes place, the material changes to
the so-called martensite phase, in which the crystalline symmetry reduces [BhaO3]]. Due to
this, there are multiple preferred lattice structures. With this it is possible to explain the
shape-memory effect. Taking a material in the martensite phase and deforming it, there
are regions of the different variants of the lattice structure. After heating the deformed
body above the critical temperature the crystalline grid changes to the austenite phase,
hence there is only one preferred variant. The material has to return back to its original
shape to accommodate to the presence of only one variant, thus the shape-memory effect
is observable.

Using the Cauchy-Born hypothesis [Bha03, Section 3.3], the mathematical analysis of this
phenomenon is carried out using a continuum model. Assume that the material sample in
its reference configuration is given by 2 ¢ R? and assume for simplicity that the sample
has a spatially constant temperature 6 € [0, c0). Denote by 6. > 0 the critical temperature
at which the phase transition from austenite to martensite is taking place. The material
is subject to the deformation y: Q2 — R3, where the vector y(z) describes the position
of the point x € ) in the deformed configuration. We model the martensite phase, i.e.,
the temperature is below the critical temperature 6 < 6., by defining a compact set of
admissible deformation gradients X(#) C R3*3. For an exactly stress-free state, we impose
Vy(z) € K(0) pointwise for each = € Q. In physical applications, the set K(6) fulfills frame
invariance, i.e.,

RK(0) C K(0) for all R € SO(3),
and the material symmetry assumption
K(0)H C K(0) forall H € P,

where P C SO(3) is the (local) symmetry group of the material. In the austenite phase
(without thermal expansion), there is only one variant which is given by K(6) = SO(3)
for 6 > 0. The solid-solid phase transition causes a loss of symmetry and therefore in
the martensite phase there are multiple variants K(6) = é\le SO(3)A; for § < fic and
specific A; € R3*3. At the critical temperature § = 6 both phases can be present and
thus

K(ecrit) = Cj SO(B)AJ U 50(3)-
j=1

We refer to [BhaO3); Miil99b] for a more detailed introduction of the mathematical model
of shape-memory alloys.

In the literature, two methods are prominent to simplify the frame invariant model. The
first is to neglect frame invariance, that is one assumes /C(6) to be a discrete set of finite wells
K(8) = {A1, Aa, ..., An}. This simplified model helps to get a fundamental understanding
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of differential inclusions and the corresponding microstructures and scaling laws without
the rotational invariance. In particular, it helps to understand the phenomenology of the
corresponding microstructures with the mathematical advantage of having a discrete set
of wells. This type of model has for example been studied quantitatively in the famous
articles by Kohn and Miiller [KM92a; KM94]]. The second simplification is to consider
the geometrically linearized model. For this assume that y(z) = = + du(z) with § > 0 and
the displacement field u: @ — R3. Thus, for small § the deformation gradient Vy(x) is
close to the identity. Using the fact that the tangent space of SO(3) at the identity is
given by skew(3) = {M € R33: MT = — M}, we consider a skew(3) invariance instead
of the SO(3) invariance as an approximation. By considering V¥™u = 1(Vu + (Vu)T)
instead of the full gradient, we “remove” the skew-symmetric part. In other words,
frame invariance is replaced by an invariance under infinitesimal rotations, i.e., a skew(3)
invariance. Therefore only the symmetrized gradient carries information on the state.
For small deformations, it thus is reasonable to consider the inclusion V¥™u € KCgym (),
where ICgym (6) does not fulfill the frame invariance anymore. The geometrically linearized
model likewise has the advantage of a discrete set of wells Kgym(0). The relation of the
nonlinear model (with frame invariance) and the geometrically linear model (model with
symmetrized gradient) has been studied for example in [Bha93}; BJ92; Koh91; Sch08]. To
simplify the notation, we will omit the temperature dependence in the following.

1.2 Differential inclusions

Building on the above described model for shape-memory alloys, and aiming for a more
fundamental understanding of differential inclusions, we turn to the setting of A-free
differential inclusions. This is a possible way of generalizing the gradient (and symmetrized
gradient) inclusions by changing the constraint of being a gradient (or symmetrized
gradient). In this way we gain a deeper analytical insight into (general) differential
inclusions without frame invariance such as the existence of non-trivial solutions. In
particular, it is possible to consider both cases Vu € K or V¥ € Ky, in this framework
and find shared properties of solutions and identify differing behaviors.

1.2.1 A-free differential inclusions

The underlying concept of the aforementioned generalization is the Poincaré lemma. In R3
it is equivalent to impose the constraint that a map v: R? — R3*3 is a gradient field, that is
there exists u: R? — R? such that v = Vu, and that curl v = 0. Similarly it holds v = VY™,
if and only if curl curlv = 0 in R3, see for example [Riil16b, Lemma 1]. Therefore, instead
of v € K under the constraint curlv = 0, we consider differential inclusions of the type
v € K such that A(D)v = 0 in R for d > 2, where the differential equation is to be
understood in the distributional sense. For this we consider a homogeneous linear constant

1.2 Differential inclusions
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coefficient differential operator A(D): C>®(R% W') — C®(R% W) of order m € N for
some finite dimensional vector spaces W’ and W, defined for v € C*°(R?; W') by

AD) = > Aa0%. (1.1)

lal=m

Here, A“: W’ — W are linear maps for a € N and we use the multi-index notation, see
Section [1.7.2| below. By the identification W’ = R" with n = dim W’, in the following
we only consider the case W/ = R"™. Further, let £ C R"™ be a compact set. The exact
solutions/stress-free states in Q C R¢ (d > 2) are given as the solutions v: R — R™ of the
differential inclusion

ve K in(,
{ (1.2)

AD)v =0 inD'(RY),

see Section Here and in the following, we will always assume (2 to be an open
bounded Lipschitz domain, i.e., it is open, bounded, simply connected, non-empty, and has
a Lipschitz boundary 0f2.

Besides the study of microstructures for martensitic phase transitions, A-free differential
inclusions can be used in the field of micromagnetism. There, following for example
[DKMOO06], the micromagnetic energy of the magnetization m: 2 — S? in a ferromagnetic
sample Q2 C R? without an external field can be written as

E(m) = Eaniso(m) + EEsurf(7n) + Estray-ﬁeld(m)7 e >0.

The different energy contributions are the anisotropic energy Fanis, favoring certain
directions depending on the ferromagnetic material, the interfacial energy F,,;; penalizing
the oscillation of m, and the stray-field energy Ejiay.field Which is proportional to

Estray-field (m) ~ /R3 |Vu?dz, Au=divm, (1.3)

i.e., it favors divergence-free magnetizations m. For the equation Au = div m, the magne-
tization is extended by zero outside of €2, and the equation is to be understood in the sense
of distributions in R3. The stray-field energy models the influence of the magnetic field
induced by the magnetization on itself. Thus, it favors charge free magnetizations, which
corresponds directly to divm = 0. Due to the three contributions there are competing
effects. The anisotropic energy favors configurations m such that m € K, where the
set L C S? is given by the favored directions in F,pjs,. As oscillations are penalized by
the surface energy, the first two energy contributions combined favor large regions of
a constant magnetization with favorable direction. The stray-field energy on the other
hand favors oscillation in the sense that it prefers divergence-free magnetizations. Thus,
depending on K, the stray-field energy is smaller for oscillating magnetizations. Therefore,
the understanding of the differential inclusions m € K under the constraint divm = 0
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provides a possible first step for the analysis of the total energy. Settings like this have
for example be studied in [[CK98;|CKO99]. This motivates to consider the divergence as a
second model operator in what follows below.

1.2.2 Exact solutions

Fundamental for the following analysis is an understanding of stress-free states, that is
solutions to (1.2). An example of an exact solution is the constant function v(z) = A € K.
A natural question then is whether non-trivial, i.e., non-constant solutions, exist. To give an
answer to this, we have to introduce the associated symbol of the operator A(D), defined
for ¢ € RY by

Alg) = > Aug", (1.4
|a|=m
and the wave cone
Ay = U ker A(§) C R™. (1.5)
gesd—t

For the two-well problem K = { A, B} there are non-trivial solutions if A — B € A 4. Taking
such A, B € R", there is a ¢ € S™! such that A(¢)(A — B) = 0. Without loss of generality
we can assume &; # 0. Defining then

v(z) = (A— B)h(z-€) + B, (1.6)

for h: R — {0,1}, e.g., h(t) = X(—o0,0)(t), yields a solution to (1.2). Indeed, for this choice
of h, we directly verify A(D)v = 0, i.e., (1.27) below, that is for every ¢ € C°(R% W) it
holds that

/ v- A(D) ¢dx = (—1)m/ Aq(A—=B)-0%dx
R4 {zxeRd:x-£<0}

lal

m

S /{mGRd-m-§<0} Ao(d = BYT - O da

lal

— (—1ymem /{ e MOAB) A pdz =0

m

Such one-dimensional functions are called simple laminates and form an important class of
solutions to ([1.2)).

It turns out that this is an equivalent characterization.

Lemma 1.1 ([DPR18, Theorem 1.2(A)]1). Let Q C R? be an open bounded Lipschitz domain,
let A(D) be a differential operator as given in (1.1) and let K = {A, B} for A,B € R™

1.2 Differential inclusions
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Consider the wave cone A 4 defined as in ((1.5]).

(i) Compatible states: If A — B € A4 there exists a solution v € L“(Rd; R™) to ll that
is not constant in €.

(ii) Incompatible states: If A — B ¢ A4 every solution v € L>®(R%;R"™) to (1.2)) is constant
in (.

The differential inclusion (1.2)) has a non-trivial solution if and only if A — B € A4.

Here and in the following we give slightly adapted versions of the results from the literature
to be consistent in the presentation and notation. We call two wells A and B compatible if
A— B € Ay. For A(D) = curl the result recovers the Hadamard jump condition, cf. [BJ87,
Proposition 1], where two matrices A, B € R9*¢ = R" are compatible if rank(4 — B) = 1,
ie.,

A—B=a®¢, for some a,& € R?\ {0}. 1.7)

As observed in the case of compatible wells, a class of solutions is given by simple laminates,
i.e., maps of the form as in (1.6). For any u € A 4, we define the set of possible directions
of lamination (of y and 0) by

Vau={£ R A&)p =0} (1.8)

We remark that depending on the differential operator .A(D), there might be more types
of solutions to ((1.2)) besides simple laminates. In particular, introducing the set of super-
compatible states

Ia= [) kerA(§) = [ kerA,, (1.9)

gesd—t |al=m

we notice that any map v € L™(R%; {A, B}) with A — B € I 4 is a solution to ((1.2)) with
K = {A, B}, cf. [RRT23, Theorem 1(iii)] or the summary in Section below. This
shows that the .4-free constraint is trivially fulfilled for functions taking values in super-
compatible states. Operators such that there are no super-compatible states, i.e., such that
I, = {0}, are called cocanceling operators. One example of a cocanceling operator is the
curl operator.

For more than two wells, the question if there are non-trivial solutions becomes more
challenging. Already for the case A(D) = curl, i.e., for gradient inclusions, this is a
non-trivial question that has been studied in the literature. As seen above in Lemma
the two-well problem for gradient inclusions with two incompatible wells is rigid for exact
solutions, i.e., there are only trivial solutions. This also holds for up to four pairwise
incompatible wells [[CK02; |Sve91], but for five wells the rigidity of exact solutions is lost.
There are five matrices T5 = {A1, Az, A3, Ay, As} C R with Aj — Ay & Ay for j # k

Chapter 1 Introduction



and such that there is a non-affine Lipschitz function u: R? — R? with Vu € Ty almost
everywhere [KirO3]. In this instance, we say that exact solutions for these five wells are
flexible. This field of research is connected to convex integration. In the case A(D) = curl
for the above mentioned five wells, a non-trivial solution is given by a convex integration
solution, see for example [MS99]] and the references therein.

1.2.3 Approximate solutions

Turning now to a weaker notion of a solution to (1.2), we say a sequence (v;)jen C
Ll (R4 R™) is an approximate solution, if for every j € N we have A(D)v; = 0 in the
distributional sense, and

/ dist(vj, £)dx — 0
Q

as j — oo. As for exact solutions, we analyze rigidity and flexibility properties of ap-
proximate solutions. Given a compact set X C R", we say approximate solutions of the
differential inclusion are rigid if for every approximate solution (v;);cy there is an
A € K such that, up to a subsequence, v; — A in L! as j — oo. As in the case of exact
solutions, a rigidity result for the two-well problem for incompatible states was shown in
[DPR18]. The result, slightly adapted to our notation, is as follows.

Lemma 1.2 ([DPR18, Theorem 1.2(B)]). Let © C R¢ be an open bounded Lipschitz
domain, let A(D) be given as in (1.1)). Consider the wave cone A 4 defined as in and
K ={A,B} C R"with A— B ¢ Ay. Let (v;)jen C LL.(R%R™) be such that A(D)v; = 0
in D'(R?) for all j € N and

/ dist(v; (), {A, B}) dz — 0 as j — cc.
Q
Then, up to a subsequence, in the limit j — oo it holds either

/|Uj(x)—A|d1‘—>0 or /|vj(;v)—B|dx—>0,
Q Q

To complement the above discussion of exact solutions of the gradient inclusions (A(D) =
curl), we note that approximate solutions for three pairwise incompatible wells are rigid
[Sve91]], see also [Rin18, Theorem 8.11]. In contrast to exact solutions rigidity of ap-
proximate solutions is not guaranteed for four pairwise incompatible wells. These four
wells given in (1.20), named after Tartar, have been studied intensively in the literature
[AH86; BFJK94; [CK02; FS08; KMSO03; Tar93]. The approximate solution (Vu;);en is
constructed as an infinite order laminate on different length scales vanishing in the limit
j — oo. Starting with a simple laminate of one of the four wells and a suitable auxiliary
matrix, we replace the parts in {2 where we used the auxiliary matrix by a second order

1.2 Differential inclusions
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T2
Az

As 4

Jo
Z11

Ja

=] 3 A4

Ay

Figure 1.1: The four diagonal wells A, A5, A3, A4 of the Tartar square with the auxiliary matrices
J1, Jo, J3, Jy in blue. The compatible directions are shown as lines connecting the
wells. More details on its structure are provided in Section

laminate, formed by a different well and a new auxiliary matrix. Continuity of u; can be
guaranteed by a cut-off argument similar to (1.15) below. See Figure for an illustration
of the Tartar square and the auxiliary matrices.

Iterating the procedure, we get an infinite order laminate, where in the limit j — oo
we only take values in the wells but we defined a non-affine deformation. Below in
Section [1.5.2| we will also introduce wells giving rise to higher order laminates, but not to
an infinite order.

1.3 Variational model

The above observations regarding rigidity and flexibility of exact and approximate solutions
are of qualitative nature, i.e., approximate solutions do not quantify the error of their
deviation to (1.2). In this thesis a singularly perturbed model is used to make these results
quantitative in the sense of a scaling law. For this we consider an L?-based elastic energy
with a higher order perturbation by a surface energy to penalize oscillation. Furthermore,
to rule out trivial solutions and enforce oscillation, we impose exterior data F' € R™ on v.
In this model we have to use exterior data of the form v = F outside of (2, as in general we
do not have a trace of v. As the differential constraint .A(D)v = 0 is on the whole space R,
we therefore ensure that only “compatible” jumps at the boundary are admissible. Taking
for example A(D) = curl with an open bounded Lipschitz domain €2, we know that v = Vu
for some function « and as v = F' outside (2, we have u(x) = Fz outside (2. In particular
it satisfies the Dirichlet boundary data u(z) = Fx on 0f). We also adapt the notion of
exact and approximate solutions accordingly to fulfill the condition v = F outside 2. In
particular, for the compatible two-well problem and an incompatible boundary data F' ¢ K,
we might lose the existence of exact solutions satisfying the condition v = F' outside 2.

Chapter 1 Introduction



1.3.1 Singularly perturbed energy

For a quantitative study of rigidity and flexibility properties of the .4-free differential
inclusion (1.2) let Q@ ¢ R¢ be an open bounded Lipschitz domain for d > 2, K C R” be
compact and F € R™. We define the L?-based elastic energy as

E4(v,x) = /Q v — x|*daz, (1.10)

with the sets of admissible functions

veDf = {ve L} RLERY) : AD)w =0in D'(RY),v = Fin R?\ Q}, 11

x € LA (Q;K). '
That is, the elastic energy measures the L?-distance from an .A-free map v, to the set
of states K. The advantage of this formulation is that we remove the non-convexity of
v — dist(v, K) by introducing the phase indicator x. With a slight abuse of terms, we call
F the boundary data.

For the quantitative study of rigidity and flexibility, we singularly perturb the elastic energy
by a surface energy. With the phase indicator in hand, we penalize each change of phase
in x by setting

Esurf(X) = ||DX||TV(Q)7 X € BV(&;K), (1.12)
and define for £ > 0 the total energy by
A A
EZ(v,x) = Eg (v, X) + €Esur(X)- (1.13)

We refer to Section for the definition of the total variation norm || Dx||7v (q)-

The minimization of the total energy EZ instead of the elastic energy E;_‘l‘ selects mi-
crostructure. Indeed, due to the (general) lack of exact solutions for prescribed boundary
data, in the minimization of E;_‘ll we can not distinguish between simple laminates and
branching structures, cf. Figure and the discussion in Section In B4, taking the
regularizing effect of the higher order term in the surface energy into account, we can differ
between these types of microstructures. In particular, minimizing EZ* stops arbitrary fine
oscillations on a length scale depending on . Moreover, the higher order term Eg, due
to its regularizing effect, implies better compactness properties of the energy functional.

Turning back to the micromagnetic energy model (1.3)), we notice that for “strong” stray-
field energies it is a reasonable approximation to assume divm = 0. This implies that the
energy then resembles the energy introduced here in (1.13) with an additional difficulty
arising due to the (non-convex) constraint |m| = 1 almost everywhere in €.

1.3 Variational model
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1.3.2 Boundary data

Before we discuss scaling laws in Section below, let us comment on the boundary
data F'. It is (usually) chosen from the .A-quasi-convex hull of the compact set  C R",
defined by

KY€ :={F e R": f(F) <sup f(K) for all .A-quasi-convex f: R" — R}.

We postpone the definition of .A-quasi-convex functions to Section[1.7.2] As every convex
function is A-quasi-convex, we have K9¢ c K™ with the (closed) convex hull of
denoted by K. For simplicity, in the instance of two wells = {A, B} we will use
F € KW\ K. This way, we include incompatible boundary data for incompatible wells.
Indeed, for A(D) = curl, we have for example {0,1d}% = {0,Id} # {AId : A € [0,1]} =
{O, Id}conv'

We further define the A 4-convex hull, or lamination convex hull

K= J kY, (1.14)

jeN
with
KW =K, KU =KW Uu{MA+1-MNB:A,BekW A—BeAg e (0,1)}
The elements of ) \ K£U~1) are called laminates of order j.

Note that in the notation of the sets K¢ and K'© we omit the dependence on the operator
A(D). For A(D) = curl, we have the following well known chain of inclusions for compact
sets KC:

1
Kle  xac - ,Cconv7

see for example [Miil99b].

The set K¢ is the natural choice for the boundary data, as it consists of those affine
deformations F' that are “macroscopically stress-free”. For A(D) = curl, the minimal
energy ianuep%uﬂ infyer20:0) ES™(Vu, ) vanishes for F' € K9. This can be seen by
analyzing the relaxed energy functional of

. curl _ f ot 2
e BTV = /Q dist%(V-, K) dz,

for more details we refer to [Rin18, Chapter 8.3].

As mentioned above, due to the boundary condition we might lose the existence of exact
solutions to our differential inclusion with prescribed boundary data. For A(D) = curl we
now give an example of an approximate solution for the compatible two-well problem
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Figure 1.2: Tllustration of a cut-off simple laminate on scale r, with the region of the cut-off
highlighted in blue. The simple laminate without cut-off is shown by dashed lines,
where a laminate on scale 2r is depicted in purple.

satisfying the boundary data. Let L = { A, B} be a set of two compatible wells A—B € Acyy
with the boundary data F, = AA + (1 — \)B for some \ € (0,1). We define the simple
laminate v = Vu as in by using a potential u. Assume that we can laminate in
direction ¢ € S%71,i.e., A— B = a®¢ for some a € R%\ {0}. We fix the laminate of A — F),
and B — F) in direction £ on the scale » > 0 by setting

() = (1-=X)(A—-B)z for z - £ € [0, Ar),
o —MA—-B)x+ Mra forz-£ € [Ir,r),

where we extend the function r-periodically in direction £. This function is Lipschitz
continuous with |a,(z)] < A(1 — \)|a| and satisfies Vi, (z) + F € K almost everywhere,
but it is not admissible in the sense of Vi, + Fy ¢ D, cf. (1.11)). Defining the cut-off
simple laminate v, = Vu,, where

dist(z, R\ Q)
T

up(x) = min{ ,1}ﬂr(x)+F>\x e HY(Q;RY), (1.15)

we indeed have v, € D%“;l, cf. Figure

Thus, for two compatible wells, we construct a cut-off simple laminate with volume
fractions of the two phases corresponding to the boundary data. This in turn defines an
approximate solution and minimizing sequence of the elastic energy Eglurl (for suitable
chosen phase indicator y), see for its definition. More precisely, if x,(z) =
Vi, (x) + F)\ € K, it holds that Eefl‘(vT, xr) < Cr for some constant C' > 0. Furthermore,
with this we motivate the definition of laminates of higher order.

In the case A(D) = curl, consider for a suitable choice of K a boundary data F' ¢
K@\ KM £ (. Then there are four (not necessarily different) wells A;, Ay, A3, Ay € K
such that

F = /L(/\lAl + (1 — )\1)A2) + (1 — ,u,)(/\QA;), + (1 — A2>A4), A, )\2,,u € (0, 1).

Therefore it is possible to first construct a cut-off simple laminate of A\; A; + (1 — \1)As
and Ay A3 + (1 — A\9) A4 satisfying the boundary condition, and then replace the cells of the
corresponding phase by cut-off simple laminates of A; and A, and A3 and A4, respectively.

1.3 Variational model
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Figure 1.3: Schematic picture of a second order laminate. Shown is a possible choice of x
for a laminate of A; and A, inside the laminate of $A; + 14, and A4; for F =
$(3A41 + 3 A2) + 24s.

Hence, we have constructed a laminate within a laminate, or in other words a second
order laminate, justifying the name for the elements of () \ X(1), cf. Figure

Related to the analysis of these macroscopically stress-free states is the theory of relaxation
of the energy functional. Prominent tools are the relaxation of the energy using the A-
quasi-convex envelope of the integrand or the so-called (gradient) Young measures, which
are a probabilistic description of the asymptotic behavior of minimizing sequences. As
these are not content of this thesis, we refer to [FM99; Miil99b; Rin18] for an introduction
and examples of applications.

1.3.3 Scaling laws

As discussed in the previous sections, we consider the energy of the form EZ(v, ) as
in with v € D#, F € K%\ K, and x € BV(Q;K), cf. . Understanding the
behavior of the optimal energy inf, c gy (k) inerD? EA(v,x) in the limit ¢ — 0 allows
us to draw conclusions about the microstructures arising in the corresponding .A-free
differential inclusion (1.2)).

One way to achieve this understanding is by showing a scaling law of the form

-1 < inf inf EA < 1.16
C 8(8)_XEB1‘9(Q;IC)1;IGHD§ (v, x) < Cs(e) (1.16)

with a scaling s: [0,00) — [0, 00) and a constant C' > 0 independent of €. To elaborate on
an example of application, let us consider the compatible two-well problem for A(D) =
curl, i.e., we aim at analyzing

Vu € {A, B}

for the two compatible matrices A, B € R?*? with the boundary data F\, = AA + (1 — \)B
quantitatively.
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As we have seen above in ((1.15]), a particular approximate solution is given by a (cut-off)
simple laminate. Plugging this simple laminate on scale » > 0 into the energy, and choosing
Xr = Vi, + F\ € {A, B}, yields for some constant C' > 0 independent of ¢

E;url(Vu,«, Xr) > C(r + 57’*1).

Hence, after choosing the e-dependent length scale r ~ £!/2

¢ behavior of this simple laminate as

, we get a lower bound on the

EC (Y, xr) > Cez.

In the seminal works by Kohn and Miiller [KM92a; KM94] it was shown that the (scalar-
valued) compatible two-well problem scales like £2/3, i.e., there is a constant C > 0,
independent of ¢, such that

@l
wlro

Cle3 < inf inf Ecurl(v,x) < (Ces.

n e
XEBV(:{A,B}) veDR!

Therefore, simple laminates are not optimal microstructures. The upper bound on the
optimal energy is derived by an explicit construction, which then is a good indicator on
how an optimal microstructure might look like. A word of caution: as the constants C' and
C~1 in the scaling law are not matching, we do not know how the optimal microstructure
looks like. Nonetheless with the scaling law, we rule out certain structures, e.g., simple
laminates, as the corresponding energy has a non-optimal scaling behavior in . The elastic
energy favors a high oscillation at the boundary as we have seen in the example of the
cut-off simple laminate. Therefore, a simple laminate costs a lot of surface energy away
from the boundary, cf. Figure The idea of the upper scaling bound is to construct
a microstructure refining towards the boundary and having less interfaces in the bulk of
Q, cf. Figure By this it still complies with the high oscillation at the boundary but
has a smaller interfacial energy in 2. This comes at the expense that the normal vector
between the different phases slightly changes. As the difference of the matrices at an
interface needs to be a rank-one matrix, see above, the deformation gradient needs
to be adjusted and some elastic energy is produced. The scaling law shows that the balance
of elastic energy and surface energy for a branching construction is preferred in contrast to
the simple laminate. Branching constructions are also justified by physical observations in
shape-memory alloys, see for example [|Sei+20]]. The observations by Kohn and Miiller are
complemented by Conti, who showed that asymptotically the minimizer of the energy is
self-similar [[Con0O0].

1.3.4 Quantitative rigidity and flexibility

Besides the explicit information about microstructures as discussed in the previous section,
scaling laws offer quantitative results about the rigidity or flexibility of exact and approx-

1.3 Variational model
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(A) Simple laminate construction. (B) Branching construction, see [RTTZ25, Figure
6(B)].

Figure 1.4: Schematic pictures for a laminate and branching construction with the same oscillation
at the boundary. In the bulk the branching construction has less interfaces than the
simple laminate. Both pictures show a suitable choice of the phase indicator x with
different colors representing different phases.

imate solutions to the differential inclusion (1.2)). Contrary, the results by De Philippis,
Palmieri, and Rindler in Section 1.2} concerning rigidity of exact and approximate
solutions are qualitative. They do not measure the deviation (of approximate solutions)
from the wells K or the amount of phase transitions. Quantitative versions of these results
can be derived by analyzing the minimum energy of (1.13). The elastic energy (1.10) mea-
sures the deviation from the wells. Further, the surface energy penalizes the complexity of
(approximate) solutions by measuring the rate of oscillation. By prescribing the boundary
data F' ¢ K, we ensure (for not super-compatible wells) that there are no trivial solutions,
i.e., constant exact solutions or approximate solutions converging to a constant state.

Notice that if there exists an exact solution to (1.2) satisfying the boundary data, the
minimal elastic energy is achieved and is equal to zero. For non-constant solutions there
is at least an energy contribution of the order ¢, due to the surface energy. If this exact
solution v = x were in BV, we could further deduce E.(v,x) < Ce for some constant
C > 0 independent of . In contrast, if approximate solutions do not exist, the infimum
of the elastic energy is not zero, in particular for the total energy in it holds that
E.(v,x) > C > 0 uniformly in €. Moreover, if there is an approximate solution (v;);en
satisfying the boundary data such that ||v;| o) < C' < oo, it holds that

inf inf B4 v,x) = 0.
vleDﬁ XEL2(}K) a(v:x)

Thus, a scaling law as in (1.16)), for example in [KM92a; KM94], measures the rigidity
of the differential inclusion. If the scaling s(¢) > 0 vanishes in the limit, it implies the
existence of an approximate solution satisfying the boundary data. Moreover, for s(¢) > ¢,
we can exclude the existence of exact solutions in BV. By measuring deviations from
the wells and penalizing oscillation, which are necessary to fulfill the boundary data, we
“quantify the flexibility/rigidity” of the solution. Therefore, we say that a scaling law
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provides a quantitative description of the rigidity of the differential inclusion.

As we discussed, if the scaling is greater than ¢, there cannot be an exact BV -solution to
(I.2). To this end, it is an intriguing question if more information on the regularity of
exact solutions can be inferred from a scaling law. This is content of [RTZ19]], where the
threshold regularity of exact solutions is discussed. In [RTZ19, Theorem 1], it is proven
that for a C! domain () if there is an exact solution to the gradient inclusion

N
Vu e U SO(d)A; almost everywhere in (2,
j=1

Vu = F almost everywhere outside 2,

with @(z) == u(z) — Fx — b for some b € R? satisfying & € H'™*(R% R?) and supp(a) C Q
for some s € R, it holds that

N
inf / dist?(Vu, | J SO(d)A;) dz + 82/ V202 de < Ce. 1.17)
VueDg! JQ =1 Q

In particular, if in this framework a (lower) scaling law is known, there cannot exist exact
solutions of higher regularity corresponding to the scaling law. Notice that in most of
the problems arising in this thesis, the problems are rigid in the sense that there are
no solutions (satisfying the boundary condition) with zero elastic energy. The SO(d)
invariance makes the problem less rigid and exact solutions exist for some F' € K9, see for
example [DR20; MS99; RZZ18]. Still, it motivates the connection between the regularity
of solutions to (1.2)), hence also the rigidity of the problem, and the scaling law.

1.4 Guiding questions

Based on these observations, the main focus of this thesis is to discuss the following two
guiding questions:

(Q1) What is the influence of the order of the differential operator on the possible scaling
behaviors?

(Q2) How does the choice of surface energy influence the scaling law?

Let us elaborate on these questions. Motivated by the article by Chan and Conti [[CC15] for
the two-well problem with A(D) = curl curl, the scaling of the minimum energy of
can be either ¢2/3, as in [KM92a; KM94], or it can be £%/5. For the gradient inclusion,
i.e., A(D) = curl a first order operator, the scaling can only be £2/3, see the discussion in
Section[2.2| below. This already suggests that the order of the operator plays a crucial role
in the possible scaling laws that can occur. In the following, we will analyze the role of
the differential operator for the (compatible) two-well problem. It turns out, see [RRT23;
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RRTT24], that the maximal vanishing order on the sphere of the multiplier |A(£)(A — B)|
determines the scaling, where A is defined in (1.4)). As the order of the operator determines
the possible vanishing orders, it particularly classifies the possible scaling laws. We refer to
Chapters [2|and [3] for more details.

Above in (1.13)), we penalize changes of phase by the total variation of the derivative of
the phase indicator. Other natural choices would be a surface energy depending on Vv,
e.g., the L2-norm in (2 of the gradient squared for v € HL (R%R") (with a factor £2) as
in (1.17) or the T'V-norm of the distributional derivative Dv for v € BV (2;R™). It is
therefore natural to ask whether the choice of surface energy influences the scaling law,

which is content of question [(Q2)
It is convenient for our analysis to consider the surface energy defined in (1.12), as in
contrast to HVUH%Q(Q), it does not introduce a second length scale for the transition layers

of v. Another advantage of this choice of surface energy is that the inclusion v € K is
decoupled from the two constraints .A(D)v = 0 and the boundary condition.

1.5 Model settings

Now we introduce the different model scenarios which we will analyze in the following
sections below.

1.5.1 Operators

The main focus of the analysis in this thesis are the two differential operators (acting
row-wise on matrix fields)

1
(curlv(z)),p = 5(8@(1};@-)(56) —0j(vre) (@) €R,  v:RT 5 R ki r=1,....d
d
(divo(z), =Y _ 0;(vi)) € R, v: R R4 k=1,... 7.
j=1
Here and in the following, we denote by {e1,...,es} C RY the canonical basis of R.

We study the curl operator for the reasons highlighted in Section|1.1} and the divergence
operator for its applications in micromagnetism and as a very flexible operator as explained
below. Furthermore, the divergence operator always gives rise to lower bounds for the
A-free setting, as we will discuss in Section For both operators, we consider the m-th
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order generalized operator. For the curl operator, we define for v: R? — Sym(R%;m) =
{M € (R)®™ : M is symmetric}

curl™: C*®°(R%; Sym(R%;m)) — C°(RY; (RT)®2m),
[Curlm U]i1j1i2j2...imjm = Qjpjp O Qljgjp O+ * O Qi (aﬂ...jmvh...im)v ik, Jk € {1, 2,... ,d},
ke{1,2,...,m},

with the alternation operator in the indices j;, j, defined by

1
Gje(Mji..gicegordom) = 5 (Micgom = Mj1.cjecgenom) - (1.18)
The tensor notation is introduced in Section below.

Here a comment on the case m = 1 is required. The operator A(D) = curl! acts on
functions v: RY — R¢ instead of v: R — R%*? as defined above. In the following, when
we refer to the curl operator, we are referring to the curl operator on matrix fields, acting
on the rows like curl!. For m = 2 we have curl?v = 0 if and only if curl curlv = 0, and
furthermore, it holds curl™ v = 0 for v € C°(R%; Sym(R?; m)) if and only if there exists
u € C®(R%; Sym(R%; m — 1)) with v = D™y [Sha94, Theorem 2.2.1].

The higher order divergence operator is the adjoint of the m-th derivative (with a suitable
choice of L?-scalar product). It is defined by

div™: C*°(R%: R™ ® Sym(R% m)) — C°(R%; R™)

(diVm U)j = Z 8{;‘i2.._imvﬂl,,,im, jE {1, 2,... ,’ﬁ,}.
1< <1 <-+<im <d

To compare the two operators A(D) = div and A(D) = curl, we first notice that both
operators are cocanceling, that is there are no super-compatible states for both operators,
i.e., I4 = {0}. Moreover, both have a potential: On the one hand, for the curl operator,
curl-free maps are given by gradients due to the Poincaré lemma. In terms of explicit
constructions, this has the advantage of a straightforward method of defining curl-free
functions satisfying the boundary condition. On the other hand, for div-free functions the
potentials are more involved. To give an example, we consider d = 3 and n = 1 for the
divergence operator. In this case, divergence-free functions are given by V x u for some
function u: R?® — R? with

(curll u)32 82163 — 63UQ
V xu:=2|(curl'u)z | = | d3u; — drus
(curll u)21 81U2 — 82U1

To be more precise, for both operators it holds that the rank of A(¢) is constant for all £ # 0,
they are constant-rank operators. This already implies the existence of a potential under
suitable conditions, see [Rail9, Theorem 1, Lemma 2]. Secondly, the divergence operator

1.5 Model settings
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is more flexible than the curl operator. For the curl operator the only possible solutions
to (1.2) with £ = {A, B} (without boundary data) are locally simple laminates [BJ87,
Proposition 1]. In contrast to that, for the divergence operator A(D) = div, two wells can
be compatible in more than one direction and thus different solutions are possible. To
elaborate, let us consider the div-free two-well problem (d = 3,7 = 1)

v(z) € {0,e1} C R, dive = 0in D'(R?),

where the equation is to be understood as in below. For every bounded domain
U C R? with smooth boundary the function v(z) = yy(z2,73)e; ® e is a solution.
Indeed, as the divergence is the adjoint operator of the gradient, i.e., div’ = V, for any
¢ € C(R3;R) we have

/R3 v(z) - div* p(z) do = / e1- Vo(z)d

{z€R3:(22,23)€U}

// (z1,2")(ny(2') - e1) dH (z') dzy = 0.

Here we denote by ny € R? the unit normal of R x U, which satisfies ny(z') - e; = 0 for
H'-almost every 2/ € OU. This is an advantage of the divergence operator over the curl as
it is possible to have more degrees of freedom. As a final remark, below in Section [2.4| we
will discuss that all m-th order operators can be transformed to the case A(D) = div"™ by
a linear transformation and adaptation of the wells in £.

To conclude this section, let us give two examples for the set V4 ,, defined in (1.8)). For
A(D) = curl, we have for ; € R?*¢

(A ) kje = %(gfﬂkj — i) = % (5@) y <,Uk£> o,

& 1k
where the last equality holds if and only if the two-vectors (¢, &;)T and (pe, ,ukj)T are
linearly dependent. In particular this implies A({)u = 0 if and only if the rows of p are
parallel to &, i.e., there is a € R? such that u = a ® £. With this, we deduce that
Acurl = {a®§ rac Rd,§ < Sd_l}.
For i = a ® £ € Acyy it holds

churl,u = span(ﬁ) .

Similarly for A(D) = div, we have for any p € R"*¢

d
Wi =>_ &urg = (u&)k =0
j=1
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if and only if ¢ € ker i and therefore
Agiv = {p € R™4 . dim(ker ) > 1}.
For 1 € Agjy it holds

Vaiv,u = ker .

Comparing these observations, we again notice the difference in flexibility of those two
model operators. Whereas the set of possible directions of lamination for the curl operator
is always one-dimensional, for the divergence it is up to d — 1-dimensional.

1.5.2 Wells

Besides these model operators, we also consider the following model wells. Most prominent
is the compatible (but not super-compatible) two-well problem A — B € A4\ I4. This is
the first step of understanding scaling laws for more involved microstructures. Building on
the two-well problem, we consider the “staircase” structure for gradient inclusions giving
rise to higher order laminates that is studied in [RT23b]]. For A(D) =curland N < d +1
consider the N-well structure K C Rﬁég defined by

ICN = {A17A27"‘7AN}7

A1 = 0, A2 = diag(l,(), .. .,0),
.1 11 (1.19)
A3:d1ag(§,1,0,...,0), A4:d1ag(§,§,1,0,...,0),
1 1
Aj:diag(§,...,§,1,0,...70), j:5,6,,N

The wells are depicted in Figure|1.5(A)| These wells are chosen such that the Ay, -convex
hull ICES,, cf. Section , is a finite union of line segments. Each line segment corresponds
to a higher order laminate and thus, to an increasing complexity of the microstructure. To
be more precise, the laminates of order j € {1,2,..., N — 1} are given by

1

KON\ =1 = {diag(%, cey =

320,01 A€ (0. 1)},

There are j — 1 many entries % We already mentioned another example for A(D) = curl:

the Tartar square in Rgixaz, defined by

Ty = {A1, A, Az, Ay},

(1.20)
Ay = diag(—1,-3), Ay = diag(—3,1), A3 = diag(1,3), A4 = diag(3,—1).

1.5 Model settings
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(A) Structure of the N diagonal wells in (1.19). (B) The three wells in T3 with the auxiliary ma-
The set K is highlighted in blue and K™ \ trices S1, .52, Ss highlighted in blue.
KD in purple. The dotted line illustrates the
connection to As in the fourth dimension.

Figure 1.5: The N wells in (1.19) for A(D) = curl and the three wells in (1.21) for A(D) = div.
Compatible connections in the wave cone are shown as solid lines.

In T} there are no rank-one connections, hence we have 71¢ = Ty, still there are observable
“macroscopic” affine transformations as

4
T = {J1, Ja, Js, Ja} ™ U | J[4;, J5],

7=1
with the auxiliary matrices
J1 = diag(_17 1)7 Jy = dlag(L 1)7 J3 = dlag(la _1)7 Jy = dlag(_17 _1)7

see [Rin18, Proposition 9.4]. These wells are illustrated in Figure

Finally, for A(D) = div, highlighting the flexibility of the operator compared to A(D) =
curl, we consider a T3 structure due to [[GNO4], which is an analogous structure to the
Tartar square for A(D) = curl. It is given by

T3 = {Al,AQ,Ag} (- Rgég,

| e | (1.:21)
A, = diag(0,0,0), Az = dlag(—i, 5,3), As = diag(1,1,1).

Similarly to the Tartar square T, we have T%C = T3, but the div-quasi-convex hull is given

by

3
T3qc = {Sl, So, Sg}conv U U [Aj, Sj],
j=1
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with the auxiliary matrices

Sp = diag(0, 2,2), Sy = diag( ), S3 = diag(0, %, 1).

1 2
a) o) 1
2’3
This is shown in [PS09, Theorem 2] and the matrices are depicted in Figure|1.5(B)

For three divergence-free wells that are pairwise incompatible it is shown in [PP0O4] that
exact solutions (without boundary conditions) are rigid, in particular this applies to the
set T3. In [GNO4] flexibility of approximate solutions (without boundary conditions) for
the T3 structure is shown. The scaling law associated to the T3 structure in [RRT23] relies
on both these results. The lower bound resembles the rigidity of the exact solutions and
the upper bound uses the construction from [[GN04|]. We refer to Section below for a
discussion of the latter scaling law.

1.5.3 Modifications of the variational model
To answer question [(Q2)] we study different types of singularly perturbed energies. In
Chapter [4] below, we consider an anisotropic version of EA for A(D) = curl, defined for

v e S by

E. . (u,X) = BN (Vu, x) = /Q |Vu — x|* dz + €| Duxlrv (o), (1.22)

for u € H'(Q;R¥9) with u(x) = Fz on 99 for some F € K%\ K and x € BV, (;K).

Here, BV, (£2; K) denotes an anisotropic BV space, see Section for the definition
of the space and the total variation norm ||D,x||7v (o). By studying this anisotropic
energy as an interesting prototypical modification of the energy (1.13), we are able to
understand the robustness of the model in terms of choices of a sharp interface surface
energy. Furthermore, instead of a sharp interface model, we analyze diffuse energy models
of the form

B2 (0.0 = [ o= X+ Vol e, pg € [L,00)

for y € LP(€;K) and v € LP (R% R") such that

loc
A(D)v =0in D'(R?), wv=F outside Q, Vv e LI(;R™?).

Besides passing from the L?-based framework to an LP-based one in the elastic energy,
also the structure of the interfaces changes. As the phase indicator x is not necessarily
a function of bounded variation anymore, a minimization in y € LP(Q;K) yields the
energy

A — A _ ‘P a1 7ple
EZ, () = xeLlZP(EZ;IC) EZ, ,(v,x) = /lest (v, K) + e Vu|?dx. (1.23)

1.5 Model settings

21



22

The interpretation changes for ¢ > 1 as sharp interfaces are ruled out by the higher
regularity assumption on v. In this model the changes of phases that are penalized
by the surface energy are in a transition layer of a certain width. For ¢ = 1 we also
allow v € BVjo.(R% R") with v = F outside Q and therefore the transition layers are
concentrated on lines. In this case the L!'-norm is replaced by a 7'V -norm of the measure
Dwo.

Another possible regularization to stop the increasing oscillation of minimizing sequences
at a certain length scale is to discretize the domain and thus the functions. This can be
interpreted as a surface energy as fine oscillations are penalized (by a restriction of the
domain). Moreover, as we use a triangulation of the domain, this energy is related to the
numerical analysis of the elastic energy and was already studied in related models for
example in [[Chi99; CM99; [Lor09]. In two dimensions and for A(D) = curl we change
the set of admissible functions to model the discretized energy. For this we define the two
reference triangles for small h € (0,1) by

Ty ={ze€[0,h)? 2o <h—x}, T, ={xec(0,h)?: x3>h—x}.
With this in hand, we fix the rotated triangulation for R € SO(2) as
TE=RT,={Rr:7€T}, Th={Th+z:2€hZ’}U{T}+z:2€hZ?}. (1.24)

The set of admissible functions is chosen such that Vu and y are constant on the triangles.
More specifically, we define for p € [1, c0)
Dz’g ={u € I/Vli’cp(RQ; R?) : u is affine on each triangle 7 € 7%, u(z) = Fz outside Q},

Cit .= {x € L®(R?K) :  is constant on each triangle T € 7,;%}.

(1.25)
For the discretized model we only consider the LP-based elastic energy
El (u,x) = E5 (Vu, ) = /Q [Vu— x[Pdz, (1.26)

for u € DI, x € CFF for some F € K9\ K.

1.6 Relation to the literature

As energies of the form (1.13) play an important role in the study of shape-memory alloys,
there is a vast literature on scaling laws for singularly perturbed models. With regards to
our model examples, there are already several known related scaling laws. In the articles
by Kohn and Miiller [KM92aj; KM94]] the scaling of the compatible two-gradient problem
was shown to be £2/3. As was hinted by the results of Chan and Conti [[CC15]], that even
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include the frame invariance, the two-symmetrized-gradient problem scales either like £2/3
or ¢*/> depending on the number of compatible directions in the set K, cf. Section
For the Tartar square, upper scaling bounds were derived in [|[Chi99; Win97]] and an almost
matching lower bound was recently shown by Riiland and Tribuzio [RT22]. To be more
precise, consider T} as given in (1.20), then for A(D) = curl and F € T, \ T} for all
v € (0, 1) there are constants C, cy,c > 0 where C and c are independent of ~ such that
for ¢ sufficiently small

CLexp(—c,|loge|2t) < inf inf  EY(Vu, ) < Cexp(—c|lo c|2 ,
pocrlloge XS et BE(Vu,x) < Coxplcllogel )
see [RT22, Theorem 1]. The question whether v can be set to zero is still an open
question.

Contrary, the scaling of the N-well problem K in (1.19) with boundary data for an ¢-th
order laminate F' € IC%) \K%_l) was deduced in [RT23b, Theorem 1.4], i.e.,

2 . . 2
Clemz < inf inf ES(Vu,y) < Cetz,
XE€BV((0,1)%KN) VueDgur!

These results show that higher order laminates give rise to larger scaling bounds. Further-
more, the scaling of the Tartar square is larger than any order of lamination, resembling
again the infinite order of lamination for the flexibility of approximate solutions:

2 i 1
5 < s L ez & exp—cw|1°g5|2+7 for ¢ > 3, v € (0, 5).
This shows that scaling laws are also a useful tool to measure the complexity of the
observable microstructures.

Moreover, in [RT23b]], the scaling of the compatible two-well problem for A(D) = curl
was studied for an LP-based elastic energy using localization methods in real space as in
[CC15]]. For two wells K = {4, B} C R*>*? with A — B =e; ®e; and F € K9\ L, it is
shown in [RT23b, Theorem 1.1] that there is a constant C' > 0 such that for every ¢ € (0, 1)
it holds that

N ) p_
Clertl < X inf Eg‘;,rll(Vu) < Ceptt,
ueW, P (R%;R?):Vue BV ((0,1)%R?X2),
u(x)=Fz outside (0,1)2

Other areas of research related to the study of A-free differential inclusions are the
methods of compensated compactness [DiP85; (GR22; |(GRS22; MT97; Rai24; Tar79; Tar83],
generalized Korn-type inequalities [[GLN23; |(GLN24; (GRV24], the study of the Aviles-Giga
functional [LLP20; |LLP22], results regarding .4-quasi-convexity and lower semicontinuity
of functionals [ADR20; BMS17; |CG22; FM99; Rail9; SW21], and properties of such
operators A(D) [ADHR19; BDG20; DPR18; DR16] to name some examples. As discussed
above in Sections|1.1|and our models are related to shape-memory alloys. For the
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modeling of the latter we refer to [Bha03; BJ87; BJ92; MLSG14] and to [Mil99bj Riil25]
for a further introduction into its mathematical analysis. An evolutionary model has for
example been studied in [KK16; KMRO5; MaiO4]]. The framework of micromagnetism
is studied in [BK23; DKMOO06; [DKO06; KMN19; [KS21; |Ott02]. We complement these
references by the following non exhaustive lists of qualitative references related to rigidity
and flexibility properties for gradient inclusions with frame invariance [CDKO07; MS99]
or in the context of linearized elasticity [RS23; Rul16b]]. Quantitative statements can be
found in [[CMO04; [DM95; DS06; FJMO02; LLP24] (with frame invariance) and in [[CO12;
Lew23] (linearized elasticity). Similar results without an (infinitesimal) frame invariance
assumption for different operators .A(D) can be found in [BJ87; |CKO2; DPR18; |[FS18;
MSO03;; [PP04; ST23]. Besides the above mentioned results on scaling laws [[CC15; KM92a;
KM94; RT22; RT23b]], similar results were discussed in the framework of nucleation
[AKKR24; |CDMZ20; KK11; KKO13; |[KO19j; RT23a; [TZ25]], micromagnetism [[CK98; |CKO99;
KM11]], compliance minimization [[KW14; KW16] and other related models [CDZ17;|Chi99;
ChoO1}; [CM99; |CO09;; [ILorO1}; [Lor09j; RT24; Zwil4].

1.7 Outline and Notation

1.7.1 Outline of the thesis

First in Chapter [2| we discuss the results of [RRT23[]. There the general scaling of the
two-well problem for first order differential operators .A(D) is studied and further, the
scaling law for the T3 structure from for the divergence operator A(D) = div is
deduced. The scaling for the T3 structure is the corresponding analogous result to the
scaling of the Tartar square in [RT22] with the additional difficulties due to the higher
flexibility of the divergence operator.

Afterwards, in Chapter [3| we summarize [RRTT24], in particular we will discuss the
generalized scaling in the context of the two-well problem for higher order differential
operators with the assumption that V4 4_p, cf. , is a finite union of vector spaces.
The results are applied to the operators curl™ and div™ introduced in Section and
matching upper bounds are deduced. Therefore the optimality of the lower bounds are
shown in the considered cases.

In Chapter 4l we turn to [RTTZ25]], where the role of the choice of the surface energy is
discussed. In particular, we will characterize assumptions on anisotropic surface energies
of the form || D, x||7v (o) such that they generate the same “full” scaling as in the isotropic
version. Moreover, a class of diffuse or fractional surface energies is considered. For the
fractional surface energies, we use the same Fourier based methods as for the anisotropic
surface energies. Furthermore, it is shown that the lower bounds on the sharp interface
model as in provide lower bounds for the diffuse variants of the energy. As a final
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version of penalization of oscillation, the discretization from Section|1.5.3|is considered. To
conclude, in Chapter [5]the questions[(Q1)|and [(Q2)]are linked to the content of Chapters
to 4| and some open problems are discussed.

1.7.2 Notation

As mentioned above, the differential constraint is defined in a weak form, asking for
A(D)v = 0 in the distributional sense, i.e.,

/Rd v- AD)*pdz =0 (1.27)

for all p € C2°(R?; R"), where the adjoint operator of A(D), cf. (1.1), is given by

A(D) = (=)™ 3 Anoe.

laj=m

In Section|1.3.2} K£9€ is introduced in duality to .4-quasi-convex functions. We denote by
T? := R?/Z? the d-dimensional torus. Following [FM99], we say a function f: R® — R is
A-quasi-convex if

)< [ FF +wia)da,

for all I € R” and all one-periodic functions w € C*(T%; R") such that A(D)w = 0 and
Jpa w(z)dz = 0. In particular, for A(D) = curl, we recover the well-known definition of
quasi-convexity.

The arguments in this thesis heavily rely on the Fourier transform. On the one hand, for
functions v € C°(R?; R™) it is given by

0(6) = Fe) = 2m)F [ (@7 dr, ¢eRr

and is extended to functions v € L?(R%; R") by the density of C>°(R% R") in L?(R%; R").
On the other hand, for one-periodic functions v € L?(T%; R") it is defined by

o(k) == Flo](k) = /T , v(z)e ™R dg, ke 7%

With a slight abuse of notation, we use the same notation for both Fourier transformations.
For a general overview of Fourier theory, we refer to [Gral4].

The surface energy in ((1.12) is chosen as the total variation norm of the distributional
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derivative of a function x € BV (Q;R™). It is given by

IDXlrviey =sup{ [ x-divipde: g € CHRR™), [l < 1]

Similarly, for the anisotropic surface energies discussed in Section and a direction
v € S 1, we denote the directional distributional derivative of y: Q& — R™ by D, y, i.e., it
holds

/ X0, dr = —/ ed(Dyx) forall p € C°(C4;R).
Q Q

The total variation norm of this measure is given by
IDAlrviey =sup{ [ x-Oupds o€ CHURY, lil <1

We denote by BV, (Q; R") the space of functions x € L!(Q2; R") for which the distributional
derivative in direction v is a finite R"-valued Radon measure satisfying || D, x/||7v ) < oo.
For more details on functions of bounded variation we refer to [[AFP0Q].

In the analysis of higher order operators, we also use the multi-index notation. For [ € N¢
the absolute value is given by |I| = Z;l:l l;, the factorial by /! = Hj»lzl l;, the multinomial

coefficient by ('é‘) = %, and the power of a vector ¢ € R? by ¢! = ?:1 fj? , analogously

g = ol ... 9k

For the discussion of the operator .A(D) = curl™, we use the following notation for tensors.
We write e1,...,eq € R for the standard basis vectors in R%. Let M € (R%)®™ be an
m-tensor over R%, m > 1. We denote its components for jy, jo, . .., jm € {1,...,d} by

Mj1j2-~~jm = M[ejl,eh, Cey €jm] € R.
We call an m-tensor symmetric, and write M € Sym(R%; m) if
Mj, .. jm = Mjf(l)"’j‘r(m)’

for all permutations 7 € S,,. We recall the definition of the alternation operators c;, j, from
(1.18) and similarly introduce the symmetrization operator o, . j,, in the indices ji,...,jn

by

1 d
Ujl---j7rL(Mj1---j'rrL) = ﬁ Z Mj-r(l)---jr(m)7 for M € (]R )®m'
’ TGSm

With this we set the symmetrized tensor product of vectors a', . ..,a™ € R to be given by
al@...Qam — gl.._m(al®...®am)

with the tensor product (a! ® --- @ a™)j, _j,. = [1/%4 aﬁl. We denote by a®* the k times
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symmetrized tensor product of a € R with itself. Furthermore, for two vectors a, b € R?
we define the antisymmetric tensor product by

1
a0b:= §(a®b—b®a),

and with a slight abuse of notation, we introduce the symmetric tensor product of antisym-
metric tensors as

1
(al © bl) OO (am © bm) = % Z (a’T(l) S) bT(l)) Q- ® (a’r(m) S) bT(m)) (1.28)

’ TESm

1.7 Outline and Notation
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Contribution of author

In this chapter we summarize the results of [RRT23]], which is a joint project
of Angkana Riiland, Bogdan Raitd, and the author of this thesis. The article is
reproduced in Appendix [A|and is published as:

B. Raita, A. Riiland, and C. Tissot. “On scaling properties for two-
state problems and for a singularly perturbed T3 structure”. In: Acta
Applicandae Mathematicae 184.5 (2023). DOI: 10.1007/s10440-023~
00557-7

All authors contributed equally to this project.

J

In [RRT23] a first step to answering question is accomplished. There the scaling
behavior of the singularly perturbed energy corresponding to the A-free inclusion
for two wells is determined. For two compatible but not super-compatible states it is
further assumed that the operator A(D) is a first order operator, i.e., m = 1 in (L.1).

The rigidity of exact solutions shown in [DPR18] for incompatible wells is made quantita-
tive by showing a lower scaling bound in the volume of the domain 2. For super-compatible
states the minimal energy is zero as due to the super-compatibility jumps of the wells
(and the boundary condition F' € K" \ K) are admissible. Moreover, it is shown that for
finitely many wells that are not pairwise super-compatible, the model can be reduced to
that of a cocanceling operator, i.e., I4 = {0}, cf. (1.9). Thus, without loss of generality
for not super-compatible wells we can always assume 74 = {0}. For compatible but not
super-compatible states it is shown that the lower scaling bound of €3 for A(D) = curl,
deduced in [KM92a; KM94], is generic for general first order differential operators A(D).
In the particular case of A(D) = div this lower bound is complemented by a matching
upper bound using a branching construction. It is further observed that the order of the dif-
ferential operator .A(D) plays a crucial role in the possible scaling. Building on the scaling
laws in [[CC15] for the curl curl operator A(D) = curl curl and for a particular choice of
two wells, the c5-lower scaling bound of [CC15] is recovered. This in particular shows that
for second order operators we can not always expect a lower scaling bound of £3. Besides
the scaling of the two-well problem for first order differential operators, the T3 structure in
(1.21), introduced in [GNO4], for the divergence operator A(D) = div is analyzed and an
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(almost matching) scaling law similar to that in [RT22] is shown. Moreover, the role of the
divergence operator for the deduction of lower bounds is explained.

2.1 Fourier characterization of the elastic energy

The fundamental ingredient of the Fourier based analysis of the two-well problem is given
by a Fourier representation of the elastic energy. It turns out that for any x € L?(Q;K),
extended by F' outside of 2, we have

2
inf B0 2 e [ |ACE - Fra)| dg, @.1)
Re | [€]

vele}

for a constant ¢ > 0, see [RRT23, Lemma 3.1]. Here, we denote by xq the indicator
function of the set ). For the sake of exposition, here and in the following we will not
state the explicit dependencies of constants. They depend on various quantities such as
Q, I, F but are independent of ¢ and the functions v and . The quantities they depend
on can be found in Appendices[Alto [C|or the given references.

The estimate (2.1]) is shown by a projection argument in Fourier space, where we choose
0(¢) as the pointwise projection of x(£) onto ker A(§), potentially not complying with
the boundary data anymore. For two wells £ = {A, B} C R" with boundary data
Fy =)MA+(1-X\)B € K°Y\K for A € (0,1), we write x = x4A+xpB with x4+ x5 = Xxq-
Then implies that

2

: (1= N)Xa — Axs|? dE. (2.2)

A(g)(A—B)

inf EZ v, >c/
vEDﬁ)\ el( X)— Rd

The estimate (2.2]) is stated in [RRT23} Corollary 3.2]. This “characterization” of the
elastic energy has the advantage of the visibility of the multiplier structure of p(§) =
|A(€)(A — B)|?: Whenever p(€) restricted to the unit sphere is bounded away from zero,

the energy is coercive. The lower scaling bounds for the two-well problem then are based
on a careful analysis of this multiplier.

2.2 The two-well problem

The lower scaling bounds for the three cases of the two-well problem, incompatible,
compatible but not super-compatible, and super-compatible, are an immediate consequence
of the Fourier characterization in (2.2). Indeed, for incompatible wells, the multiplier p(&)
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only vanishes in the origin, thus there is a constant C' > 0 such that p(§) > C > 0 for all
¢ € S%1, In particular, for a new constant ¢ > 0 we get

inf B0 2 ¢ [ 100= M= WslPde = ¢min{(1 - V2229,
R

DA
ve 7y

shown in [RRT23, Corollary 3.2].

For compatible but not super-compatible wells A and B the multiplier has a non-trivial
zero set given by V4 4_p, cf. (1.8). In [RRT23| Theorem 1(ii)] the lower bound for the
total energy E* under the assumption that A(D) is a first order operator is shown to be

inf inf EA(v,x) > Cel.
XEBV(Q:{A,BY) veDA

This estimate uses a splitting argument in Fourier space as used in [[CKO99; [KW16].

A crucial ingredient is the linearity of the map £ — A(¢), as then V4 4_p is a vector space.
We split R? into

R =Vaa-p®Visp

K

Then, the elastic energy provides a control over |(1 — A)xa — Axg| for frequencies “close’
to V4 4—p and the surface energy provides a high frequency control, cf. [KKO13]. For
A(D) = divand Q = (0, 1)? this lower bound is complemented by a matching upper bound
using a branching construction as done for example in [KM92a; |[KM94]] for the operator
A(D) = curl. Here the higher flexibility of the divergence operator in contrast to general
first order operators is convenient, as it ensures that the branching construction still defines
a divergence-free function.

For two super-compatible wells A and B with boundary data F), = AA + (1 — \)B, we
notice that the map defined by

A, zeq,
v(x) =

Fy, z=¢Q,
is admissible, i.e., v € D“P‘}A. Therefore the optimal energy vanishes [RRT23, Theorem
1(iii)]. The reduction to cocanceling operators for finitely many wells, that are pairwise
not super-compatible, then is achieved by a projection of the images of v and y onto
1 j combined with the observation that for the super-compatible two-well problem the
problem is essentially unconstrained.

Besides the scaling of compatible wells for first order operators, the special case for a
two-well problem for the second order operator A(D) = curl curl is considered. In this
instance a lower sg-scaling bound motivated by [[CC15] is derived. In this particular
example V4 4_p still is a vector space, thus our arguments are applicable. The difference

2.2 The two-well problem
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in scaling arises due to the different vanishing order of the multiplier p(&). This is discussed
in more detail in Chapter[3]

2.3 A Tj structure for the divergence operator

Besides the two-well problem, to elaborate on the higher flexibility of the divergence
operator, a quantitative version of a T3 structure is considered. The methods used are
an adaptation of the arguments in [RT22], where instead of .A(D) = curl for the Tartar
square K = Ty, cf. (1.20), we analyze A(D) = div using the wells K = T3 in (1.21). We
recall that the divergence-free inclusion for T3 is rigid for exact solution but flexible for
approximate solutions [[GNO4; PP0O4]. The scaling resembles the scaling for the Tartar
square shown in [RT22], cf. Section (1.6

Theorem 2.1 ([RRT23, Theorem 2]). Let Q = (0,1)3, let T3 be the three-well set given in
(1.21), and let F € T\ Ts. We consider the energy EI" as above in with the set
of admissible functions DY in for the divergence operator A(D) = div. Then, there
are constants C = C(F) > 1 and ¢ = ¢(F) > 0 such that for every v € (0, 3) there are
g0 = €o(7, F') > 0 and ¢, > 0 such that for every € € (0,e¢) it holds that

1 : 1
C texp(—cy|loge|2t) < inf inf EV(v,y) < Cexp(—c|loge|?).
plcollogelt ™)< nt - int B0, ) < Cexp(—cllogel})

Moreover, we have the following related result.

Proposition 2.2 ([RRT23| Proposition 1.2]). Let Q = (0,1)3 and let T be the three-well
set given in , and let F € T4\ T;. We denote by y;; the diagonal entries of the
matrix field x € BV (Q;T3) and by E3V the singularly perturbed energy as in for the
operator A(D) = div with D}V defined as in . Then, there is €9 > 0 such that for every
v € (0, 3) there is a constant ¢, > 0 such that for every € € (0, &) it holds

3

1 . iv 1
e —/ X35 (1) Ayl 72 () < exp(ey|loge27)( inf  EIV(v,x))2.
j=1 Q veDY

This result measures both the rigidity of exact solutions and the flexibility of approximate
solutions quantitatively. The left-hand side measures the deviation of y to a constant,
reflecting the rigidity. In particular, if inerDdFiv EdV(v,x) = 0, x needs to be constant.
Notice however that due to the lack of exact solutions satisfying the boundary data the
energy never vanishes. On the right-hand side the “cost” of this deviation is controlled in
terms of the energy with a multiplicative factor. This large factor reflects the flexibility of
the problem as it allows large deviations of y from a constant state while the energy on
the right-hand side remains small.
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The proofs of these results rely on a similar Fourier characterization of the elastic energy as
for the two-well problem in Section[2.2] For its derivation, the explicit operator A(D) = div
is plugged into (2.1)). Instead of exploiting the two-well structure, it is used that the wells
are diagonal matrices. Moreover, in contrast to the continuous Fourier transform, we
extend the functions v and y one-periodically and use the discrete Fourier transform.

The diagonal entries of the phase indicator in its Fourier representation then concentrate
in truncated cones around planes, whereas the Fourier mass outside these cones can be
controlled in terms of the energy. By the structure of the three matrices, i.e., that each
diagonal entry determines the others, the size of the cones can iteratively be reduced.
This cone reduction argument is an adaptation of the argument introduced by Riiland
and Tribuzio [RT22; RT23b] in the curl-free setting, where the cones are around one-
dimensional vector space. After a certain number of iterations only the mass in the zero
frequency is not controlled in terms of the energy, yielding Proposition [2.2] Controlling the
mean of x;; then gives the lower bound. The upper bound construction is based on an
infinite order lamination, quantifying the flexibility of approximate solutions.

2.4 Role of the divergence operator

As a final part in [RRT23|, Appendix B] the role of the divergence operator is studied.
The special property is that lower bounds for the m-th order divergence operator provide
corresponding lower bounds for any m-th order differential operator. More precisely, for
any constant coefficient, homogeneous, linear differential operator .A(D) of order m there
is a linear transformation

Wt R" = W @ Sym(RYGm),  (win(2)) i, = (Azzn:l%x)j.
such that

A(D) = Z Ay 0% = div™ o wy,

laj=m

with o = )", ¢;, € N? understood as a multi-index as in Section For any v € Dy
it holds w,, ov € DS:TF). Moreover, for cocanceling operators the transformation w,, is
injective as ker w,, = I 4. Using this transformation, we deduce the lower bounds for any
differential operator [RRT23, Proposition B.2].

2.4 Role of the divergence operator
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J

Building on the results of [RRT23], as discussed in Chapter in [RRTT24] possible scaling
laws for higher order operators are derived. In Section above, we observed that the £3-
lower scaling bound is generic for first order operators. Furthermore, for A(D) = curl curl
the compatible two-well problem can also give rise to an 5%—scaling law. In [RRTT24]
this observation is generalized to a class 02fL higher order operators. In particular, for
A(D) = curl™ scaling laws of the form e22+1 are shown for L € {1,2,...,m}, where
the precise scaling depends on the structure of A — B. Additionally, the same behavior
for A(D) = div"™ is observed. For this the underlying structure relevant for the scaling
behavior is made explicit and the key factor for understanding the lower bound using
Fourier (localization) methods is identified.

3.1 Lower scaling bound for higher order operators

Using similar ideas as in Section the lower scaling bound for the two-well problem
for an m-th order differential operator is shown under the assumption that V4 4_p is a
finite union of linear spaces. The scaling then is determined by the vanishing order of the
multiplier that arises when rewriting the elastic energy in its Fourier representation. The
maximal vanishing order on the unit sphere (vanishing order) L|p] of a 2m homogeneous
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polynomial p € R[¢] with zero set V = p~1({0}) is defined by, cf. [RRTT24, Definition
1.3],

cesd-1\v disty (£

Lip] ::min{féN: inf [)(5))2Z>0}'

For A — B € Ay \ I4 assume that p(¢) = |A(¢)(A — B)|? has vanishing order L =
L[p] € N and that V := V4 4_p = p~1({0}) is a finite union of linear spaces, then for
Fy = XA+ (1—-X)Bwith A € (0,1) there are constants g > 0 and C' > 0 such that for
every ¢ € (0, ¢¢) it holds

inf inf EA > Cmin{(1 — A)2, A2 e7iiT 3.1
xerég;{A,B}mé%g £ (v, x) = Cmin{(1 = A)%, ATheztet, 3.1)

see [RRTT24, Theorem 1.4]. This result hence gives rise to a new class of scaling laws and
quantifies the relation of the scaling and the order of the differential operator .A(D).

While for first order operators, as seen in Section [2.2] the multiplier carries a linear structure
for higher order operators the vanishing order can be higher and thus the scaling might be
different. This complements the observation in [RRT23]], where for A(D) = curl curl the
£5-lower scaling bound is shown.

Similar to Section the proof is based on the Fourier representation (2.2) of the elastic
energy from Section This characterization of the elastic energy, combined with the
definition of the vanishing order of the multiplier yields

. disty (¢)*F
inf E4(v,x)>C | —152
veDZ, a(vx) 2 Re|¢[?E

(1= N)%a — Asl*de, (3.2)
where we write y = Ax4 + Bxp as in Sections[2.1]and The proof of the lower scaling
bound then is based on a splitting argument in Fourier space. We decompose R¢ into a
high frequency region, a region for small frequencies “far away” from the zero set V, and
the remaining frequencies “close” to V, see Figure In the high frequency region, we
control the Fourier mass of |(1 — \)X4 — Axg/| in terms of the surface energy, cf. [KKO13].
For the small frequencies away from V' the elastic energy is elliptic and thus, it provides a
corresponding frequency control. The Fourier mass of |(1 — \){4 — Axp/| in the remaining
frequencies is controlled by an absorption argument using the uniform support of the
functions y in Q.

3.2 Applications

With the two model examples curl” and div™ in mind, the above scaling estimate is
applied to these operators for certain choices of A and B. This in particular generalizes
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Figure 3.1: Splitting of Fourier space into regions of different energy estimates for the two-well
problem. Here, V4 4_p = V4 U V4 is a union of two linear spaces. Inside the blue
cylinders an absorption argument is applied. Outside the purple ball (dashed) we
use a high frequency estimate in terms of the surface energy. Inside the purple ball
and outside the cylinders we have control over the frequencies in terms of the elastic

energy using (3.2).

the observation made in [RRT23] on the lower scaling bound for .A(D) = curl curl based
on the results by Chan and Conti [CC15].

3.2.1 Application to curl™

To show the lower bounds for A(D) = curl™, we aim to apply (3.I). The novelty of
the remaining steps required to show the lower bound therefore lies in calculating the
vanishing order of the associated multiplier and verifying that the zero set is indeed a
finite union of linear spaces. We do not consider any A, B such that A — B € A= but
restrict ourselvesto A — B = e?ll ORERNO) ed®ld € Aem for I € N such that |I| = m, where
the notation is introduced in Section These form a basis of the wave cone (1.5), cf.
[RRTT24], and already give rise to a large class of scaling laws.

As an auxiliary result as in [RRTT24, Lemma 2.2] we make the form of A(¢)(e{" ©- - -@egld)
explicit as

AE) (" 0 0ef) = (10N O O (eg 0 ),

where the symmetric tensor product of antisymmetric tensors is defined in (1.28). This
implies that V' = J;;, o span(e;) is indeed a finite union of linear spaces. Moreover, we
use this representation to determine the vanishing order, and in particular show

i L
A 0 0 e > oS’

€] I (3

for a constant C' > 0 and L = max;—;, __4!;, see [RRTT24, Lemma 3.4]. Thus, we apply
the lower bound in (3.1) to A(D) = curl™ with the vanishing order L = max;—;,__4(; to

3.2 Applications
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show the desired lower scaling of the form as in Theorem [3.1| below:

m 2L
inf inf  EC (v, x) > Ceziii,
XEBV(2:{A,B}) veDgr™

The matching upper bound is provided in two dimensions on the unit cube based on
the branching construction in [[CC15]]. For m > 2, a careful adaptation is required to
accommodate for the boundary data. The construction gives an explicit potential, i.e.,
a map u:  — Sym(R?;m — 1) fulfilling the boundary condition u(z) = Fz on 952, and
then we set v := D™y which is curl™-free by construction. The idea is to set all but one
components in the energy density to zero.

Starting from the components of D™y — F —(x—F)) corresponding to A—B = e?ll @egh,
i.e., those for which the components of A — B are not vanishing, we set all components
to zero, except the one for the index (1,...,1) or (2,...,2). This yields a system of
differential equations on the level of the potential u, which are then solved iteratively. The
non-vanishing energy contribution is carried by the last component, i.e., the one which is
not set to zero. Depending on [/ this is either the energy contribution of u; 1 or us_ . To
ensure that this iteration is possible while still ensuring to satisfy the boundary condition,
the assumption F' = F 5 = %(A + B) is made. The scaling then is determined by how
many times the above mentioned iteration can be carried out, i.e., I; or [s.

Together these results yield the scaling for a class of two-well problems for A(D) = curl™.
This in particular verifies the optimality of (3.1) in the considered cases.

Theorem 3.1 ([RRTT24, Theorem 1.2]). Let d,m € N, d > 2, and let | € N with |I| = m.
Let Q C R? be an open, bounded Lipschitz domain. Consider A, B € Sym(R%;m) such that
A—B = e?ll ORERNO) egld, see Section for the notation, and F\ = MA+ (1 — \)B
for X € (0,1). For the operator A(D) = curl™ let ES*™ be as above in (1.13)) with the set
of admissible functions D%‘iﬂm given in . We set L := max;_y, . ql;. Then there are
constants C' = C'(2,d,m) > 0 and gy = £9(R2, d, m, \) > 0 such that for every € € (0,¢) it
holds
inf inf Egurlm(v, x) > Cmin{(1 —\)?, /\2}6#5;1.

X€BV (2{A,B}) veDpr™

Moreover, for d = 2, Q = (0,1)? and A\ = § there exists C' = C'(m) > 1 such that for
L = max{ly,l2} and for any ¢ € (0,¢¢) it holds

—1 2L . curl™ ;) 2L
C e+t < inf ES' (v, x) < Clei+t,

< n in
XEBV(Q;{A,B}) veDsurl™
Fy/9
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3.2.2 Application to div™

As a second application, recalling Section the higher order divergence operator is
analyzed. Following the above ideas, we first explicitly determine the symbol A and the
vanishing order, allowing us to apply the estimate in (3.1)).

ForA—B=v@e" o 0 egld for some v € R and [ € N? with |I| = m, it holds for
A(D) = div™ that

-1
A()A-B) = (’7) &,

and hence V = Vgiym 4—p = Uj:lﬂ&o span(ej)L, cf. [RRTT24, Lemma 2.3]. The vanishing
order is given by L = m — minj—; _4(;. Plugging this into (3.1) then yields the lower
scaling bound

in nf B (05 > Cminf(1— A2 Ao
XEBV (;{A,B}) ve.D%i;,m € ( X) = {( ) }

see [RRTT24, Lemma 3.7].

In two dimensions the upper bound for A(D) = curl™ can be transformed to provide a
corresponding upper bound for A(D) = div™. This is a consequence of the fact that the
two operators are related by a change of coordinates, e.g., for m = 1 the two operators
only differ by a rotation. Thus, the upper bound construction for A(D) = curl™ also
implies the optimality of the lower bound in two dimensions for A(D) = div™.

3.2 Applications
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The effect of surface energies

Contribution of author

In this chapter we summarize the results of [RTTZ25]], which is a joint project of
Angkana Riiland, Antonio Tribuzio, Christian Zillinger, and the author of this thesis.
The article is reproduced in Appendix[C]and is available as a preprint at:

A. Riiland, C. Tissot, A. Tribuzio, and C. Zillinger. On surface energies
in scaling laws for singular perturbation problems for martensitic phase
transitions. 2025. arXiv: 2507 .06773 [math.AP]

All authors contributed equally to this project.

In [RTTZ25] the role of the surface energy is analyzed. In the first part, anisotropic surface
energies for A(D) = curl of the form (1.22) are considered. These only penalize an
oscillation in a certain direction. For the model wells in Ky, cf. (1.19), we provide a
characterization of the directions, which yield the same scaling for the anisotropic energy
as for the isotropic case in [RT23b]]. It turns out that only the “inner-most” lamination
needs to be penalized to observe the same scaling. For a finite number of degenerate
directions the scaling resembles that of a lower order laminate, depending on the relation
of the anisotropic direction v and the wells K. These observations then are used to also
show lower bounds for an (anisotropic) fractional surface energy penalization, where for
s € (0, %) the surface energy is given by the H*-seminorm of y instead of the total variation
norm of Dy.

In the second part, diffuse surface energies are considered. Based on a Modica-Mortola
type argument [MM?77]], similar to [KK11], it is shown that an energy of the form as in

(11.23), i.e.,

67p7q

EA (v,x) = /Qdistp(v,lC) + &1Vl dz,

is bounded from below by the sharp interface model with a surface energy as in (1.12).

In particular, we use the lower scaling bounds from Chapters [2| and [3| to also directly
deduce the same lower bounds for the diffuse energy model. For A(D) = curl and K3 as in
for three wells in two dimensions d = 2, these lower bounds are complemented by
matching upper bounds. This shows that also the diffuse surface energies give rise to the
same energy scaling as the sharp interface model analyzed in [RT23b]]. Analogous results
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hold when the isotropic surface energy |, |Vv|? dx is replaced by the anisotropic version
Jo |0,v]? dx for some v € S?71.

For A(D) = curl and in two dimensions d = 2, in the last part, oscillations on a scale
finer than h are prevented by a discretization instead of an additional surface energy. For
this the triangulation in (1.24]) is used and Vu and x are assumed to be constant on the
triangles, cf. (1.25). The scaling of the wells in for N = 3 is determined, where the
precise scaling depends on the orientation of the triangulation. In particular the scaling
bounds from the anisotropic energy are recovered. The lower bounds are complemented
by upper bounds, which are a piecewise affine interpolation of the already known upper
bounds for the sharp interface model.

In addition to the model example of Ky, and in particular K3, also the Tartar square, cf.
(1.20) is used for a better understanding of the different surface energies.

4.1 Anisotropic surface energies

Let us recall the anisotropic energy from (1.22) that is we only consider A(D) = curl and
the anisotropic surface energy as defined (1.22]).

As mentioned above only a penalization of the “inner-most” laminate is required to preserve
the isotropic scaling. Heuristically this can be explained by the following observation in
terms of the upper bound. For simplicity, let us consider (cut-off) simple laminates instead
of branching constructions as discussed in (1.15)). In the case of a second order laminate
where only the inner, i.e., second order laminate, is penalized by the surface energy, we
first construct the outer laminate on a certain scale r. This scale r is not penalized by
the surface energy as the lamination is in the degenerate direction. Inside this laminate,
we now construct the inner laminate on a scale r, < r for which we have to do a cut-off
towards the boundaries of the cells. As the oscillation of the second laminate is penalized,
we assume that its scale is not finer that ¢, hence, the cut-off area has a width of order
ro > ¢. Indeed, as explained in the size of the cut-off area is proportional to the
scale on which we are laminating. In particular the elastic energy due to the cut-off is
of an order larger than ¢ times the length of the side of the cells, i.e., the length of the
interfaces of the first order laminate, see Figure This suggest that a second order
laminate always gives rise to an energy contribution which is larger than the (isotropic)
surface energy contribution of the first order laminate.

In [RTTZ25] these observations are made explicit for the wells in (1.19)) and for Q = (0, 1).
Taking F' € IC%) \ IC%H) , cf. (1.14), and v - e; # 0, we recover the isotropic scaling, else,
the scaling depends on v according to the following result.

Theorem 4.1 ([RTTZ25, Theorem 2]). Let d > 2, N <d+ 1, Q = (0, 1)d, v e S and
¢€{1,2,...,N — 1}. Consider the set Ky C R?*? given in Il and F € IC%) \K%il),
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Figure 4.1: Illustration of the second order laminate in the anisotropic case. The elastic energy
contribution of the cut-off in the second order laminate (highlighted in blue) amounts
to a larger order than the interfacial energy of the first order laminate with an isotropic
surface energy, i.e., 22 > .

and let E. , be the energy given in (1.22)) with the corresponding set of admissible functions
Dl in (1.11) for A(D) = curl. Then, there are constants C = C(d,F,¢) > 0 and
eo = eo(d, F,¢,v) > 0 such that for any ¢ € (0,¢9) it holds

-1

2 2
inf inf E.,(u,x)>C § lvj1| T2 eti92,
) — ]+1
XEBV, (GKN) ueDs! ' =

The lower bound is based on [RT23b]] and uses similar Fourier localization methods as
the proof of the two-well problem, cf. Sections and Due to a non-linear relation
between the wells in Ky the localization argument is improved by a cone reduction
argument similar to the cone reduction for the divergence-free T3 structure in Section
In two dimensions for N = 3, upper bounds are provided, where the construction relies
on the one in [RT23b]] and the » dependence is made explicit. Moreover, for the Tartar
square it is observed that for any choice of v € S! in the anisotropic energy the scaling
from [RT22] is recovered.

In [RTTZ25], using the discrete Fourier transform, cf. Section on Q = (0,1)? for
the one-periodic extension of y € BV (Q; K), it is further observed that for (anisotropic)
fractional surface energies of the form Egyy s, (X)% = Y peza |k - v[*[%(k)|? for s € (0, 5)
the same methods are applicable. Thus, the scaling also holds for this type of surface
penalization. The upper bound in two dimensions is a consequence of an interpolation
inequality, as the surface energy is bounded from above by the sharp interface variant
Esuts,(X) < CllDuxllrv (o) for x € BV, (£; K) for some constant C' > 0 independent of s.
The precise statements are given in [RTTZ25, Theorem 4].

4.1 Anisotropic surface energies
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4.2 Diffuse surface energies

Based on an argument by Kniipfer and Kohn [KK11] it is proven that the diffuse energy
given in is bounded from below by the sharp interface energy for a suitable choice
of the phase indicator y. For this let £ = {4;,..., Ay} C R" be a discrete set and
take F' € K9\ K. Then we have, as shown in [RTTZ25, Proposition 4.3], that for any
v € LP(Q;R") such that A(D)v = 0 in D'(R?), v = F outside 2, and Vv € L(Q; R™*%)
there is xy € BV (12; K) such that

/ dist’ (v, K) + 9| Vu|?dx > C (/ lv — x|P dx + €HDX”TV(Q)> .
Q Q

An analogous result for an anisotropic version is shown in [RTTZ25|, Theorem 3].

This is achieved by projecting the image of v on a particular direction { such that the
number of wells in £ - { is the same as in K. For the projected energy with one-dimensional
image, by a Modica-Mortola type trick and the co-area formula, we quantify the energy
contribution of changes of phases in v. We then define y - ( via a projection of v - ( onto
K - . The remaining components of x then are fixed by the one-to-one correspondence of
K and K - (.

Similar upper bounds for the diffuse energy are derived. For given v € DANBVjo.(R%: R™)N
L*(R%R™) and x € BV (Q;K) there is a function v. € LP(Q;R") with A(D)v. = 0 in
D'(R%), v. = F outside 2, and Vv, € LI(Q; R"*?), such that

/ dist? (ve, K) + 9|V |?dx < C’(/ lv — x|P dx + €[ Dx|lrv (o)
Q Q
“4.1)
+¢l|Dv — Dx|lrv (o) + 5Per(Q)>.

This result can be found in [RTTZ25, Lemma 4.4]. In particular, for our model application,
ie., A(D) = curl, p = 2, and £ = Ky, we can apply both estimates. Moreover, the
functions used as competitors for the upper bounds (d = 2) in the scaling laws satisfy

|Dv — Dxllrv () < ClIDx|l7v(0)-

Hence, these results provide matching upper and lower bounds for the diffuse surface
penalization for K = K3, see [RTTZ25, Corollary 1.5].

Chapter 4 The effect of surface energies



4.3 Discretization

For the discretization of the elastic energy (for A(D) = curl and d = 2) we consider
the triangulation 7,7 for some rotation R € SO(2) defined in l-b the energy E? olp iD

Il and the sets of admissible functions u € Dﬁ’ rand x € Cl defined for p > 1 and
F e K€\ Kin (1.25).

As it was for example observed in [CM99], there is a non-trivial energy contribution in the
bulk of Q if the grid is misaligned with the potentially possible direction of lamination. If
the direction of lamination is aligned with the grid of the discretization, i.e., if the direction
of lamination is orthogonal to an edge of the triangles, there is no energy contribution
besides the cut-off area. For higher order laminates, the same phenomenon as observed for

the anisotropic surface penalization in Section is present. Thus only the “inner-most”

laminate needs to be misaligned with the triangulation to observe the same scaling as
in the sharp interface model. To prove this, a lower bound in terms of an anisotropic
singular perturbation energy is shown, where the grid size h is taking the role of the (small)
singular perturbation parameter. Settings of finitely many wells L = {A;,..., Ay} with
boundary data F' € K£9¢\ K such that there is at most one possible direction of lamination
w € S% ! are studied. Then, as shown in [RTTZ25, Theorem 5], for any u € DZ:? and
x € CE, setting v € S with v - w = 0, it holds for sufficiently small & that

Bl (u.) = © ([ [Vu =X do -+ Bl D xlrviey + 1),

The additional term A is a consequence of the incompatibility of the boundary data with the
wells and the triangulation. To be more precise, due to the boundary data, any admissible
function contributes to the energy in a non-vanishing part of the h-neighborhood of the
boundary.

Turning back to the three-well setting K3 (see (1.19) for N = 3 and d = 2), we notice that
the only rank-one connection present is in direction ey, thus for rotations R such that e; is
not orthogonal to any edge of the triangle RT}, we get

chs, Fek \m,

EY ,(u, x) >
el (t:X) {cwa FekP\ kM

For rotations such that e; is orthogonal to an edge of the triangle RT},, we have the scaling
as in the degenerate anisotropic case

Eth(uv X)

Vv

ch, Fek \K&
chs, FekP\

see [RTTZ25, Corollary 1.6]. Notice that the scaling for first order laminates is not zero,
but h.

4.3 Discretization
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The (matching) upper bounds are following the same ideas as in [[Chi99; |CM99; Lor09].
For this we take the competitors for the corresponding upper bounds in the sharp interface
model and define their affine interpolation on the triangles. For the phase indicators
we take the constant interpolations on the triangles. This yields the upper bounds in the
discrete setting.
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Conclusion

Let us summarize the observations and results of this thesis. We presented different scaling
laws for general .A-free differential inclusions and explicit examples of scaling laws for
both A(D) = curl™ and A(D) = div™. In particular, lower scaling bounds for the two-well
problem for general operators .4(D) were investigated and the optimality of those scaling
estimates for A(D) = div"™* and A(D) = curl™ were shown. Moreover, we derived the
scaling for a T3 structure for the divergence operator as given in (1.21I). We characterized
the energy scaling for anisotropic surface energies for an N-well problem that gives rise to
higher order laminates and showed that the scaling remains the same if the sharp interface
energy is replaced by a diffuse (or fractional) surface energy. It is even possible to replace
the surface energy by a discreteness assumption to deduce the same scaling behavior.
These results show that the model we consider is robust under changes of the surface
energy and the scaling stays unchanged even for highly degenerate anisotropic surface
energies. Besides the explicit scaling laws, we discussed a useful Fourier characterization
of the elastic energy, general relations between diffuse and sharp interface energies, and a
relation of the discrete energy to the (anisotropic) sharp interface energy.

The lower bounds in the scaling laws rely on Fourier methods. The first step to deduce
the lower bound is the Fourier characterization of the form followed by a splitting
argument in Fourier space to control the total energy from below. For higher order
laminates we apply an iterative reduction argument in Fourier space to improve the scaling.
The optimal scaling then corresponds to the maximal possible number of iterations of this
reduction argument, which is given by the order of lamination of the boundary data. In
the case of the 75 structure discussed in Section [2.3]a similar reduction argument yields
the lower scaling bound where the number of iterations is not determined by the boundary
data but chosen to be optimal for the behavior in . The upper bounds (with the exception
of the infinite order laminate for the 73 structure in the case of A(D) = div) are given by
branching constructions. These branching constructions compared to laminates, provide
a better balance of the elastic energy and the surface energy. Due to the incompatibility
of the boundary data and the wells, the elastic energy favors a high oscillation of simple
laminates. This high oscillation results in a large contribution of the surface energy.
Branching structures enable us to preserve that high oscillation close to the boundary
whereas they “save” surface energy away from the boundary which becomes small for
less changes of phases. The scaling laws particularly imply that a branching structure is
favorable over the simple laminate structure, but they do not imply that these are the
optimal structures. However, in [Con00] a further step to understand the microstructures
of the singularly perturbed energy was accomplished by showing that the minimizers of the
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energy in [KM92a; KM94] for A(D) = curl with two compatible wells are self-similar.

The upper bounds for the fractional surface energies are a consequence of an interpolation
argument, bounding the fractional surface energy from above by the sharp surface energy.
For the diffuse setting, the upper bounds are given by the upper bound v of the sharp
interface setting, where the function v is mollified on the scale . The explicit estimates
then consist of a careful analysis of those mollified functions and can then be reduced to
the known cases of the sharp interface model. The discrete upper bounds, analogously,
are an affine interpolation of the upper bounds for the sharp interface model. Therefore
this shows the robustness of the model under changes of the surface energy to determine
the scaling law. In particular, it is possible to choose one specific convenient model for the
analysis. For the methods used here this is the case for the sharp interface energy given in
as Fourier methods are available and it does not introduce a second length scale for
the transition layers.

5.1 Discussion of the guiding questions

With these results, we formulate answers to the questions|(Q1)|and [(Q2)|

* Ad [(QD): The order of the operator plays a major role for the possible scaling
laws. For higher orders m of the operator, there is a larger class of possible scaling
behaviors for the singularly perturbed energy. The scaling of the two-well problem is
determined by the vanishing order of the multiplier |A(£)(A — B)|. In particular, the
possible scaling laws are determined by the order of the operator .A(D) and A — B.
With this, at least for the two-well problem, we obtained a deep understanding of
the influence of the order of the operator on the scaling behavior. By this result, we
can deduce lower bounds by determining the vanishing order of the corresponding
multiplier. The key ingredient for this observation is the Fourier representation of
the elastic energy in Section The optimality of these lower bounds was proven
for certain model cases. For general operators .A4(D) and wells A, B the optimality of
the lower bound has to be analyzed separately. The upper bounds for A(D) = curl™
suggest that the scaling is optimal in the cases relevant for applications.

* Ad[(Q2) The choice of the surface energy plays a minor role. In particular, by the
results discussed in Chapter [4, we explained that a large class of natural choices of
the surface energy yields the same scaling as the energy defined in (1.13). Thus, it
is justified to consider the sharp energy model. We discussed that diffuse surface
energies and discrete energies can be bounded from below by the corresponding
sharp interface model. Moreover, by considering explicit examples, we expect that
in the most cases the resulting lower scaling bounds for the diffuse and discrete
energies are optimal. We can adapt the constructions of the upper bounds for the
sharp interface model to define an upper bound for the diffuse or discrete energies.
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If we have a control over the deviation of interfaces of the function v to the phase
indicator x, one can provide a corresponding upper bound. Moreover, a large class
of anisotropic surface energies is expected to give rise to the same scaling laws
as the analogous isotropic model. To justify this claim, we studied an explicit N-
well structure for A(D) = curl. There, as long as the anisotropic surface energy
penalizes the inner-most laminate, the energy scaling of the isotropic surface energy
is recovered. In terms of the lower bound this is based on the cone reduction
argument as introduced in [RT22; RT23b]] with particular care in the explicit choice
of the non-linear relation of the diagonal entries. A similar behavior is expected to
be valid for other choices of wells and operators.

5.2 Follow-up questions

To conclude this thesis, let us comment on some open questions that could be studied in
the future.

5.2.1 Higher order laminates for higher order operators

One natural problem to consider is to combine the results for higher order operators in
[RRTT24], discussed in Chapter |3} with the observations regarding higher order laminates
made in [RT23b]] and [RTTZ25]], discussed in Chapter |4, For a more detailed answer
to question [(Q1)] it is of interest to determine the scaling of higher order laminates for
higher order operators as for example .A(D) = curl curl. One difficulty is that the Fourier
multipliers for the diagonal components of x might have different vanishing orders and
thus a more careful argument may be required. Furthermore, the A 4-convex/.A-quasi-
convex hull might look different and thus more complicated for higher order operators. To
elaborate on this, consider A(D) = curlcurl and K = K3 as in in two dimensions.

In this case it holds
0L (3) o
A — Ay = 2 = 2 2
== (F0)=(2) (1),

and thus A3 — Ay € Acyricurl, therefore Az + (1 —\) Ay € KO forall A € [0, 1]. This shows
that the lamination convex hull looks more complicated than in the case A(D) = curl and
extra care is needed. For a similar staircase structure as for the curl operator, it might be
necessary to adapt the wells.

It is suspected that for a similar staircase structure in K the different vanishing orders of
the diagonal entries play a crucial role, but the order of the different vanishing orders does
not. To be more precise, assume that the Fourier multiplier corresponding to the diagonal
entry x,; has vanishing order ;. Any reordering of the wells such that the set of vanishing

5.2 Follow-up questions
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orders remains the same (taking into account how often they occur) may give rise to the
same scaling law. We motivate this conjecture by commenting on the strategy for the
derivation of lower bounds in Fourier space. Here the cones are iteratively truncated as
done in the proof of Theorem The new truncation parameter in the reduction of the
cones in Fourier space depends on the vanishing order. Thus, the “final” cut-off parameter,
i.e., the one relevant for the scaling, may depend on the number of the different vanishing
orders but not on the order in which they appear.

Building on this and the results presented in Chapter [4|one can ask whether in this setting
anisotropic surface energies provide the same scaling. Also here it would be interesting to
transfer the results obtained in the gradient case to higher order differential operators. We
conjecture that also in this setting only the inner-most laminate is required to be penalized
for the same (isotropic) scaling laws to hold. As for the curl curl operator, and similar
for other operators, there can be more than one compatible direction for the inner-most
laminate, it may be required that the anisotropic energy provides control in more than one
direction. Thus, the degenerate setting, where the inner-most laminate is not penalized (in
all directions), needs to be analyzed more carefully. Moreover, another difficulty arises
as for this case certain vanishing orders might not influence the scaling. In contrast to
the conjecture above, the order of the vanishing orders might play a role as only certain
vanishing orders are influencing the anisotropic scaling law.

For the upper bounds additional difficulties arise if we have to construct higher order
branching structures as in [RT23b]]. Already for the curl curl operator particular care is
required as the cells of the second order branching are not given by rectangles or linear
deformations of such but have a curved boundary, cf. [CC15; RRTT24].

5.2.2 Generalizations of results

Besides this problem that further elaborates on the influence of the order of the operator,
we could aim for more generality trying to remove some of the assumptions in the above
presented results. The lower bound in (3.1)) relies on the assumption that the zero set is
given by a finite union of linear spaces. Without this assumption, instead of the union of
vector spaces the zero set is a projective variety and therefore we could lose the linear
structure. In the presented arguments the distance to the zero set is used, therefore, for
a projective variety the argument is possibly more involved. Additionally, without the
assumption on the zero set, we may require extra care for the absorption argument in the
neighborhood of V4 4_p used for the low frequency control.

Another interesting problem would be to show the L?-based diffuse energy scaling law
using similar Fourier methods as for the sharp interface energy. In [RTTZ25], cf. Section4.2]
the diffuse energy is compared to the sharp version of the energy. One difficulty for
a treatment directly with the Fourier methods is that due to the diffuse interfaces a
second length scale arising from the second gradient is present. This length scale is not
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present when penalizing the energy with the total variation of the phase indicator. As
the minimization in v = Vu not only happens on the level of the elastic energy but also
the surface energy, the multiplier is not given by |A(£)(A — B)|. The analysis of this new
multiplier may be more challenging due to the second length scale which needs to be
considered in the Fourier methods.

The results discussed in Chapter 4| could also be generalized. Anisotropic surface energies
have been studied for the model class of wells defined in (and the Tartar square
(1.20)). An interesting follow-up question is whether the same results hold for other
structures and operators. It is thus natural to aim at showing similar results in a more
general fashion. Similarly, the optimality of the lower bound for the diffuse energies has
only been shown in the instances of A(D) = curl and K = K3. To show similar estimates
for other choices of K, we could invoke to relate upper bounds of the sharp interface
model to the diffuse interface model.

A possible generalization regarding the model is to consider a soft boundary condition
instead of the hard boundary data v = F outside 2. This was already done in [KM92a;
KM94], where instead of prescribing the exact value of v outside of 2 (or on 952), deviations
from F' are admissible but penalized by a suitable energy. Further, a systematic study of
periodic functions with a prescribed average condition on v might be an intriguing research
question.

Furthermore, building on the micromagnetic energy as introduced in Section|(1.2.1} it is
interesting to incorporate strict non-convex constraints on the admissible functions. In the
case of micromagnetism this corresponds to |v| = 1 almost everywhere in 2. Our Fourier
based methods would still be applicable, as there the minimization is considered over a
larger set of functions, the optimality of the lower bound, however, might be lost due to
that constraint. For the upper bounds a more careful construction might be required.

5.2.3 Related models

Instead of generalizing the results for the models introduced in this thesis, also certain
modifications of the model give rise to many interesting problems. The models discussed
in this thesis neglect frame invariance whereas frame invariance is an important physical
concept for large deformations. As discussed in Section for gradient inclusions a
possible approximation for small deformations is to consider A(D) = curl curl, i.e., the
symmetrized gradient instead of the gradient. Nonetheless understanding settings with
full SO(d) invariance, as done in [[CC15], is of great significance for research. The above

models are a good step towards that understanding, still are not yet the complete picture.

It is not clear whether the methods presented here allow for a proof of scaling laws for
models with frame invariance. The Fourier methods as discussed in this thesis heavily
relied on the fact that y only attains values in a discrete set, therefore an adaptation of the
methods to this case seems to be challenging. Still, especially the results for the anisotropic

5.2 Follow-up questions
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surface energies in Section 4.1} suggest the advantages of these Fourier methods. Moreover,
the arguments to relate diffuse and sharp interface models in Section [4.2] rely on the
discreteness of the set . Showing a similar result for sets K with SO(d) invariance
therefore is still subject to research. The results in [[CC15] rely on localization methods
in real space instead of Fourier space. An additional question would be to extend these
techniques to frame invariant models for more than two wells.

A further related model is that of nucleation. In terms of shape-memory alloys this models a
nucleus of martensite inside austenite, thus we still study energies of the form (1.13). The
set (2 models the martensite phase and hence, the set in which the inclusion Vu € K has to
hold. In contrast to the model we considered above, () is not fixed but variable with fixed
volume |Q2] = V. We then aim to determine the scaling in the prescribed volume V' of the
martensite phase. The shape of the nucleus has to be chosen suitable to accommodate for
the compatibility or incompatibility to the austenite phase. This has already been studied in
some instances as mentioned in Section[1.6} e.g., in [KK11}; [TZ25], also in connection with
Fourier methods [KKO13; RT23a]. It would be an interesting task to analyze nucleation
problems in the context of .A-free differential inclusions and for different types of surface
energies.

Chapter 5 Conclusion
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Abstract

In this article we study quantitative rigidity properties for the compatible and incompatible
two-state problems for suitable classes of A-free differential inclusions and for a singularly
perturbed 73 structure for the divergence operator. In particular, in the compatible setting of
the two-state problem we prove that all homogeneous, first order, linear operators with affine
boundary data which enforce oscillations yield the typical €3 -lower scaling bounds. As
observed in Chan and Conti (Math. Models Methods Appl. Sci. 25(06):1091-1124, 2015)
for higher order operators this may no longer be the case. Revisiting the example from Chan
and Conti (Math. Models Methods Appl. Sci. 25(06):1091-1124, 2015), we show that this
is reflected in the structure of the associated symbols and that this can be exploited for a
new Fourier based proof of the lower scaling bound. Moreover, building on Riiland and
Tribuzio (Arch. Ration. Mech. Anal. 243(1):401-431, 2022); Garroni and Nesi (Proc. R.
Soc. Lond., Ser. A, Math. Phys. Eng. Sci. 460(2046):1789—-1806, 2004, https://doi.org/10.
1098/rspa.2003.1249); Palombaro and Ponsiglione (Asymptot. Anal. 40(1):37-49, 2004),
we discuss the scaling behavior of a 75 structure for the divergence operator. We prove that
as in Riiland and Tribuzio (Arch. Ration. Mech. Anal. 243(1):401-431, 2022) this yields a
non-algebraic scaling law.
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1 Introduction

Rigidity and flexibility properties associated with (nonlinear) differential inclusions for the
gradient have been objects of intensive study. They arise in a variety of applications, in-
cluding the analysis of PDEs, e.g. the study of regularity of elliptic systems [5-7], fluid
dynamics [8, 9], geometry [10-13] and various settings in the materials sciences, e.g. the
study of patterns in shape-memory alloys [14—19]. Motivated by applications of microstruc-
tures in composites [20, 21], optimal design problems [22-24] and micromagnetics [25, 26]
as well as by recent developments on more general differential inclusion problems [27-29],
in this article we study two instances of quantitative rigidity and flexibility properties of
differential inclusions for more general operators. On the one hand, we consider constant-
coefficient, homogeneous, linear differential operators for which we discuss quantitative
versions of the compatible and incompatible two-state problems. On the other hand, we
investigate quantitative properties of a T3 structure for the divergence operator.

1.1 On Quantitative Results for the Two-Well Problem for .A-Free Differential
Inclusions

A-free differential inclusions arise in many different settings, including linearized elasticity
[30, 31], liquid crystal elastomers [32, 33] and the study of the Aviles-Giga functional [34,
35] to name just a few examples. They have been systematically investigated in the context
of compensated compactness theory in classical works such as [36-39] but also in more
recent literature on compensated compactness theory [40—46], in truncation results [47], in
classical minimization and regularity questions in the calculus of variations [48-51] and in
the context of fine properties of such operators in borderline spaces [27, 52—54]. In the recent
articles [27, 28] general .A-free versions of the incompatible two-well problem in borderline
spaces and the study of Ty structures have been initiated. Motivated by these applications,
in the first part of this article, we seek to study quantitative versions of the compatible and
incompatible two-state problems.

Before turning to the setting of general A-free differential inclusions, let us recall the
analogous “classical” setting for the gradient: Inspired by problems from materials science
and phase transformations, the exact and approximate rigidity properties of differential in-
clusion problems for the gradient [14] (see also [18, 55-57]) with and without gauge invari-
ance have been considered. For two energy wells without gauge invariances this amounts to
the study of the differential inclusion

Vv e{A,B}inQ (D

for A, B eR%? A+ B and Q C R? a bounded Lipschitz domain. It is well-known that
depending on the compatibility of the wells, a dichotomy arises:

e On the one hand, for incompatible wells, i.e.if B— A € R4*4 ig not a rank-one matrix, the
differential inclusion (1) is rigid both for exact and approximate solutions: Indeed, if A,
B are incompatible, (1) only permits solutions with constant deformation gradient, which
is in the following referred to as the rigidity of the two-state problem for exact solutions.
Moreover, in this setting one has that for sequences Vu; with dist(Vuy, {A, B}) — 0 in
measure, it necessarily holds that along a subsequence Vu; — A or Vu; — B in measure.
We will refer to this as rigidity of the two-state problem for approximate solutions.

We remark that various far-reaching generalizations of these results have been ob-
tained: For settings with SO (d) symmetries a quantitative version of such a result was
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deduced in [58]; a further proof was found in [59]. The one-state problem with continu-
ous symmetry group was studied in [60, 61].

The article [27] investigates a similar problem for two incompatible wells for a general
constant coefficient, homogeneous, linear differential operator A(D), providing qualita-
tive rigidity results for the associated exact and approximate differential inclusions, in-
cluding L'-based frameworks.

e On the other hand, if the wells are compatible, i.e. if B — A € R?*? is a rank-one matrix,
then simple laminate solutions of (1) exist, in which the deformation gradient oscillates
between the two fixed values A, B and is a one-dimensional function depending only on
the direction determined by the difference B — A. Due to the failure of rigidity on the
exact level, also rigidity on the approximate level cannot be expected without additional
regularization terms.

In the first part of this article we seek to consider quantitative, L%-based variants of these
type of results for more general, linear differential operators A(D). In this context, we will
consider the following two guiding questions:

¢ Quantitative incompatible rigidity. For a constant coefficient, homogeneous, linear dif-
ferential operator A(D) and two incompatible wells, i.e. A, B € R" such that B — A ¢
A 4, cf. (5) for the definition of the wave cone, do we have a quantitative rigidity result
in terms of domain scaling for prescribed boundary data which are a convex combination
of the two states? Here the dimension n depends on the operator A(D); for A(D) = curl
(which corresponds to the gradient setting from (1) above) we would for instance consider
n=d xd.
More precisely, we seek to study the following question: Let A, B € R" be such that
B — A ¢ A 4. Is it true that

Eq(u, x) =/ lu — xaA — xpB|*dx > C(A, B, V)|,
Q

ifu:R! - R", ADD)u=0inR?, x :== Axs + Bxg € {A, B} in Q and x4, x5 € {0, 1}
with x4 + xg = 1 and if for some A € (0, 1) we have that u = F} :=AA + (1 —A)B in
R4\ Q7

Quantitative compatible rigidity. Let us next consider two compatible wells A, B € R",
ie. let A, B € R" be such that B — A € A 4, see (5) below, and let us again consider
boundary data F; := AA 4+ (1 — A)B for some A € (0, 1) as above and with the set of
admissible functions given by D, in (10). For a singularly perturbed energy similarly as
in (15) is it true that as in [62, 63] also in the setting of a more general constant coefficient,
homogeneous, linear differential operator A(D) the following bound holds

inf inf (Ee,(u,)()—i—e/ |Vx|) = Ce*??
Q

X€BV(2:{A,B) ueDp,

In what follows, we will formulate the set-up, the relevant operator classes and our results
on these questions.

1.2 Formulation of the Two-State Problem for .4-Free Operators in Bounded
Domains

Following [27, 28, 48], we consider a particular class of linear, homogeneous, constant-
coefficient operators. The operator A(D) : C®(R?; R") — C®(R?; R™) of order k € N is
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given in the form

A(D) := Z A0, (2)

loe|=k

where o € N denotes a multi-index of length || := Z‘;:l a; and A, € R™*" are constant
matrices. Seeking to study microstructure, in the sequel we are particularly interested in
non-elliptic operators. Here the operator A (D) is said to be elliptic if its symbol

AE) =) Aut” 3)

lal=k

is injective for all £ # 0. If A(D) is not elliptic, there exist vectors &£ € R? \ {0} and u €
R™ \ {0} such that

A@E)n=0. “)

The collection of these vectors p € R" \ {0} forms the wave cone associated with the operator
A(D):

Aa= [ ker(A®)). 6))

gesd—l

The relevance of the wave cone A 4 for compensated compactness and the existence of mi-
crostructure is well-known. For instance, for any pair (i, £) as in (4) it is possible to obtain
A-free simple laminate solutions. These are one-dimensional functions u(x) := puh(x - ),
where i : R — {0, 1}, which obey the differential constraint A(D)u = 0 due to the choice
of u, & and u € {0, u}. More generally, if k = 1, and for u € A 4 (see, for instance, [64]) it
holds that

w(x) = ph(x-&,....x-&)

is a solution to the differential equation .A(D)u = 0 for vectors &1, ..., & € RY\ {0} forming
a basis of the vectorspace

Vau:={eR: A€ =0}. (6)

For the row-wise curl operator (n = d x d) this is an at most one-dimensional space, while
for the row-wise divergence operator (n = m X d), it is a space of possibly higher dimension
as Viiv,,, = ker u, leading to substantially more flexible solutions of the associated differen-
tial inclusions than for the curl.

In order to study microstructures arising as solutions to the two-state problem, for the
above specified class of operators, analogously as in the gradient setting, we consider the
following A-free differential inclusion with prescribed boundary values:

uekin €,
@)
A(D)u =0in R?,

with K C R", and  C R an open, bounded, simply connected domain, with appropriately
prescribed boundary data. For the two-state problem we consider K = {A, B} C R".
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Now, in analogy to the gradient setting, on the one hand, we call the differential inclusion
for the two-state problem (7) incompatible if it is elliptic in the sense that B — A ¢ A 4. In
this case it is proved in [27] that both the exact and approximate differential inclusion (7)
are rigid. We emphasize that incompatibility in particular excludes the presence of simple
laminates. On the other hand, the differential inclusion (7) is said to be compatible it B— A €
A 4. In this case, also in the setting of more general operators, a particular class of solutions
to (7) consists of (generalized) simple laminates. Moreover, in the compatible setting, we
further distinguish a particular case: We consider the subspace

Lyi= () ker(A(®)) = [ ] ker(Aq). )

gcRd loe|=k

This is the space of values that are (algebraically) unconstrained by .A(D), meaning that for
all u € L2(R%; 1 4), we have that A(D)u = 0 without taking any regularity constraints on u.
In the case of 14 = {0}, the operator A(D) belongs to the class of cocanceling operators,
introduced in [65].

We seek to study both settings and the resulting microstructures guantitatively in the
spirit of scaling results as, for instance, in the following non-exhaustive list involving differ-
ent physical applications [2, 22, 62, 63, 66—77]. To this end, for Q2 C R? an open, bounded,
Lipschitz set, we introduce elastic and surface energies and consider their minimization for
prescribed, not globally compatible boundary data F; = AA + (1 — 1) B for some X € (0, 1),
where again the set of states is given by K = {A, B}.

Motivated by the applications from materials science, we study the following “elastic
energy”

Eaq(u, x) :=/ lu — x|dx, ©)
Q

which we minimize in the following admissible class of deformations

ueDp ={uel] R:;R"): ADu=0inRY u=F, inR'\Q}, x € L*(K).
(10)
For ease of notation, here and in what follows, we often use the convention that x := x4 A +
x8B with x4, xz € L*(;{0,1}) and x4 + xz = 1 in Q. Moreover, we further use the

notation

Ea(x; F) :=uei%fF E(u, x).

In addition to the “elastic” energy contributions, we also introduce a surface energy con-
tribution of the form

Esur_f(X):=/|VX|a X € BV(L2:K) (In
Q

and consider the following singularly perturbed elastic energy for € > 0

EE(I/[, X): Eel(usx)+€Es'urf(X)v (12)

and correspondingly

E.(x; F)) =Eq(x; F5) +€Egp(x) = é%fF E.(u, x).
u ]
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We note that this can be defined for an arbitrary set of states /C and suitable boundary data
F A

With these quantities in hand, we can formulate the following quantitative rigidity results
for the two-state problems:

Theorem 1 Let d,n,m,k € N, n > 1. Let Q@ C RY be a bounded Lipschitz domain, and
let A(D) be as in (2) with the wave cone A 4 given in (5) and let 14 be given in (8). Let
A, B eR" and let x = x4 A + xsB € L*(%; {A, B)). Further, let the elastic and surface
energies E,, Eg, s be given as in (9) and (11), respectively. For A € (0, 1) set F), = 1A +
(1 = A)B e R" and consider D, as in (10). The following results hold:

(i) Incompatible case: Assume that B — A ¢ A 4. Then there is a constant C = C(A, B) >
0 such that,

inf inf E,(u, x) > C(min{x, 1 — A}
x€L?(:{A,B}) UE€DF,

(i) Compatible case: Assume that A(D) is one-homogeneous, i.e. k =1 in (2), and
that B — A € A4\ I4. Then, there exist C = C(A(D), A, B,Q,d,)) >0 and ¢y =
€ (A(D), A, B,Q,d, A) > 0 such that for € € (0, &)

inf inf (E,(u, Equrp(x)) > Ce™.
XeBV}g;{A’B})uégF‘A( a(u, )+ €Eur(x)) = Ce

Furthermore, if we assume A(D) = div and Q = [0, 11%, then there exists a constant
c=c(A, B, )) > 0 such that for € > 0 we also have the matching upper bound

inf inf (Eo(u, x) + €Egurp(x)) < ce?.
XEBV(2;{A,B}) MGDFA

(iii) Super-compatible case: Assume that A — B € I 4. Then,

inf inf (E,(u, Esur =0.
XeBV%&{AyB})uégﬁ( (U, X) + €Egurs (X))

We highlight that in our discussion of the compatible case, we have restricted ourselves
to operators of order one. This is due to the fact that for higher order operators it is expected
that more complicated microstructures may arise. This is also reflected in the Fourier space
properties of the symbol A. We refer to Sect. 3.5, see Proposition 3.10, for a brief discussion
of this, illustrating that the scaling may, in general, be no longer of the order € 3 in the higher
order setting.

Let us discuss a prototypical example of the above results:

Example 1.1 As an example of the above differential inclusion, we consider the case in
which A(D) = div : C®(R?; R"*?) — C*®(R?; R™) row-wise for matrix fields u : R —
R™*4_Tn this case the boundary value problem under consideration turns into the following
differential inclusion:

ue{A,B}inQ,
divu =0in R,
u=F, inR\ Q,
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for some F; :=XA + (1 — A)B, » € (0, 1). Such differential inclusions are related to appli-
cations in shape-optimization as, for instance, in [22].

The divergence is applied row-wise to matrix fields u : RY — R"™*¢, ie. A(D)u =
Z(;:I (0;u)e; with the matrix vector product. Hence A(§)M = M& for M € R"™*4 and thus
the wave cone is given by

Adgiv = {M € R"™*? : there is £ € R? with M& = 0}.
Moreover the divergence is a cocanceling operator as /g, = {0}.

We emphasize that Example 1.1 is indeed a prototypical example and plays a central
role in the study of first order operators in that all first order operators can be reduced to
this model operator by a suitable linear transformation, see [28, Appendix] and also Sect. B
below. We emphasize that this reduction is particularly useful if the differential inclusion is
incompatible or if the boundary data are in A 4 \ 14. As a consequence, quantitative lower
bound estimates for incompatible differential inclusions for first order operators, e.g. for
Ty structures as qualitatively studied in [28], or for compatible, but not super-compatible
boundary data can be deduced from the ones of the divergence operator (see Proposition B.2
and, in general, the discussion in Sect. B). A reduction to an equivalent problem for a mod-
ified operator and modified boundary data to the setting involving a cocanceling operator
will be discussed in Sect. 3.4, see Proposition 3.8 and Corollary 3.9.

1.3 Quantitative Rigidity of a 73 Structure for the Divergence Operator

In the second part of the article, building on the works [2-4] and motivated by the high-
lighted considerations on the role of the divergence operator, we study the quantitative rigid-
ity of the T3 configuration

ue{Ay, Ar, Asyae. inQ, divu=0inR>, (13)

where Q =[0, 1%, u : R?* - R3*3 and

-1 00
A =035:5.4= 0 3 0], As=1Idss. (14)
0O 0 3

By virtue of the results from [3, 4] this problem is flexible for approximate solutions but
rigid on the level of exact solutions:

e More precisely, on the level of exact solutions to (13), only constant solutions u = A; for
j €{1,2, 3} obey the differential inclusion.
e Considering however approximate solutions, i.e. sequences (i )ren Such that

dist(ug, {A1, Ay, A3}) — 0 in measure as k — oo, divu, =0 forall k e N,

there exists a sequence of approximate solutions (u)en for (13) such that there is no sub-
sequence which converges in measure to one of the constant deformations {A;, A,, As}.

Compared to the setting of the gradient, for the divergence operator rigidity for approximate
solutions is already lost for the three-state problem (while this arises only for four or more
states for the gradient [78, 79], see also [18] for further instances in which the Tartar square
was found and used).
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As in [2] we here study a quantitative version of the dichotomy between rigidity and
flexibility: We consider the singularly perturbed variant of (13) as in Sect. 1.2

EE(M,X)!=/IM—X|2dx+€/ Vx| 15)
Q Q

under the constraint u € Dy, cf. (10), with A(D) = div and where F € {A|, A,, A3}9° (see
Sect. 2 for the definition of the .A-quasi-convexification of a compact set). Here the function
x € BV(Q2;{A}, Ay, A3}) denotes the phase indicator of the “phases” A;, A,, A3, respec-
tively.

Adapting the ideas from [2] to the divergence operator in three dimensions, we prove the
following scaling result:

Theorem 2 Let Q = [0, 1]? and let K = {A;, A,, A3} with Aj, je({l,2,3} given in (14),
F € KI°\ K, E. be as in (15) above for the divergence operator A(D) = div, and consider
Dr given analogously as (10). Then, there exist constants ¢ = c(F) >0and C =C(F) > 1
such that for any v € (0, %) there is €g = €o(v, F) > 0 and ¢, > 0 such that for € € (0, €)
we have

—1 Ly . . 1
C™exp(—c,llog(@)|F™) < _inf inf E.(u. x) < Cexp(~cllog(e)] ).

Let us comment on this result: As in [2] we obtain essentially matching upper and lower
scaling bounds with less than algebraic decay behavior as € — 0, reflecting the infinite order
laminates underlying the 73 structure and the fact that the problem is “nearly” rigid. As in
[2] a key step is the analysis of a “quantitative chain rule in a negative Sobolev space”
which results from the interaction of Riesz type transforms and a nonlinearity originating
from the “ellipticity” of the differential inclusion. Both in the upper and the lower bound,
these estimates for the divergence operator however require additional care due to the three-
dimensionality of the problem. In the upper bound construction this is manifested in the use
of careful cut-off arguments; in the lower bound, a more involved iterative scheme has to be
used to reduce the possible regions of concentration in Fourier space.

Similarly, as in [76] the scaling law from Theorem 2 is obtained as a consequence of a
rigidity estimate encoding both the rigidity and flexibility of the T differential inclusion (in
analogy to the T case from [76, Proposition 3]).

Proposition 1.2 Let @ = [0, 1]° and let K = {A;, Ay, A3} with Aj, j€e{l,2,3} given in
(14), F e K9°\ K. Let x; denote the diagonal entries of the matrix field x € BV (L2; K) and
denote by EP*" (x; F) the periodic singularly perturbed energy (see (32) and Sect. 4.3.2).
Then, there exists €y > 0 such that for any v € (0, 1) there is a constant ¢, > 0 such that for
€ € (0, €9) we have

3

1 er 1

D i = 2o < expleullog(€)| 2 ) EL (x; F)2.
j=l1

We emphasize that in parallel to the setting of the Tartar square, this estimate quanti-
tatively encodes both rigidity and flexibility of the differential inclusion, as it measures the
distance to the constant state (and thus reflects rigidiry of the exact differential inclusion) but
also quantifies the “price” for this in terms of a “high energy” scaling law (and thus reflects
the underlying flexibility of the approximate problem). Moreover, due to the flexibility of the
differential inclusion, we stress that such an estimate can only be inferred for a combination
of elastic and surface energies.

@ Springer

77



78

Scaling for the Two-State Problem and a T3 Structure Page90of50 5

1.4 Outline of the Article

The remainder of the article is structured as follows: After briefly recalling relevant notation
and facts on convex hulls related to the operator A(D), we first discuss the compatible and
incompatible two-state problems in Sect. 3. Here we begin by discussing the incompatible
setting, which is a consequence of direct elliptic estimates in Sect. 3.2 and then turn to
the lower bounds for the compatible setting in Sect. 3.3. The super-compatible case is then
treated in Sect. 3.4. It is also in this section that we discuss a reduction to cocanceling
operators. We revisit the scaling of a prototypical higher order operator from [1] in Sect. 3.5
and explain how our scheme of deducing lower bounds also yields a quick Fourier based
proof of the lower scaling bound from [1].

In Sect. 4 we then turn to the 75 differential inclusion, for which we first prove upper
bounds in Sect. 4.1 and then adapt the ideas from [2] to infer essentially matching lower
bounds in Sect. 4.2.

In the Appendix, we complement the general lower bounds for first order differential op-
erators with upper bounds for the specific case of the divergence operator (Sect. A). More-
over, in Sect. B.1 we discuss the reduction to the divergence operator.

2 Notation

In this section we collect the notation which is used throughout the article.

e For a set U, we denote by dy the (possibly smoothed-out) distance to this set: dy (x) =
dist(x, U) = infycy |x — y| and denote by xy the (in some places smoothed-out) indicator
function of this set.

e For a set U with finite measure and a function f : U — R" we denote the mean by
(f) =7 Jy Fdx.

e For a function f € L?>(T?) or f € L>*(R?) we denote the Fourier transform by

FHk) = f)=@n)"% /Td e fxydx (k € Z%)

or
FNE = fE) =2 /Rd e X f(o)dx (5 €RY).

For a function & € L®(RY), we denote by i(D) the corresponding Fourier multiplier
WD) f=F () f ().

e We usually denote the phase indicator by x € L?($2; K), with the component functions
given by x = (x;), i € {1,...,n}. Moreover, we use F' € K¢ (where K% is introduced
below) as the exterior data.

e The set of admissible ’deformations’ u# for an operator of order k > 1 is given by
Dp =D :={ue L} (R:R") : AD)u=0inRY, u=FinRY\ Q}. Here the equa-
tion A(D)u = 0 is considered in a distributional sense.

e As introduced in Sect. 1.2, for F € K9 we consider the elastic energy with u € Dp,

x € L2(Q; K):

Eel(u,x)z/ lu— x1?dx, Eq(x; F)= inf E.(u, x), (16)
Q u€eDp
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and, for y € BV (2; K), the surface energy as the total variation norm:

Esurs () = IVXll7vie =/ IVl amn
Q

The total energy with € > 0 is given by Ec(u, x) = Eo;(u, x) + € Esurg ().
We write f ~ g if there are constants ¢, C > 0 such that cf < g < Cf.
We use the notation || - || ;-1 for the homogeneous H~' semi-norm for f € H~'(T3; R):

1 4
PR Wv(k)ﬁ.

keZ3\{0}

We further recall the notions of the A _4-convex hull of a set (see [64]) and the .A-quasi-
convex hull of a set:

e Let A 4 C R" be the wave cone from (5) and let K C R” be a compact set. For j € N, we
then define K as follows:

K9 :=K,
KY':={MeR": M=>*A+1—-MB: A, BeKY™Y B—AcA, rel0,1]}.

Moreover, we define the A 4-convex hull K/¢:

e ]
K' = U K,
j=0

We define the order of lamination of a matrix M € R" to be the minimal j € N such that
M € K'Y In analogy to the gradient case, we will also refer to K¢ as the laminar convex
hull.

e We recall that the A-quasi-convex hull K¢ of a compact set K C R” is defined by duality
to A-quasi-convex functions [48]. We recall that the div-quasi-convex hull of the 75 ma-
trices from (13), (14) has been explicitly characterized in [21, Theorem 2] to consist of the
union of the closed triangle formed by the matrices S, S, S5 and the three “legs” formed
by the line segments A;S;. The matrices Si, Sy, S5 € R*** are introduced in Sect. 4 be-
low. Given the set {A|, Ay, A3} C R from (13), (14), as in the gradient case, we denote
its A-quasi-convex hull by {A, A,, A3}9€.

3 Quantitative Results on the Two-State Problem

In this section, we study quantitative versions of the two-state problem for general, linear,
constant coefficient, homogeneous operators, always considering the divergence operator as
a particular model case.

Building on the precise formulation of the problem from (7), in Sect. 3.1, we first charac-
terize the elastic energies in terms of the operator A(D). With this characterization in hand,
using ellipticity, we next prove the quantitative L? bounds in the incompatible two-well case
(Sect. 3.2) and lower € 3 -scaling bounds for the compatible case with first order, linear oper-
ators (Sect. 3.3). In Sect. 3.4, we prove Theorem 1(iii) and deduce a reduction to cocanceling
operators. In Sect. 3.5 we briefly discuss the role of degeneracies in the symbol of the elastic
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energies which may arise for higher order, linear differential operators and which may thus
lead to an alternative scaling behavior different from the € 3 -scaling bound.

Finally, in Sect. A we complement the lower bounds from this section with matching up-
per bounds for the special case of A(D) = div. Similar constructions are also known for the

gradient, the symmetrized gradient and lower dimensional problems from micromagnetics
[1, 66, 73, 74, 80].

3.1 Elastic Energy Characterization

We begin by recalling an explicit lower bound for the elastic energy in terms of the operator
A(D) (see, for instance also [49, discussion before Lemma 1.17]) in an, for us, convenient
form. In everything that follows, we will assume d > 1.

Lemma 3.1 (Fourier characterization of the elastic energy) Ler d,n,k € N. Let Q C R4
be a bounded Lipschitz domain with associated indicator function xq and let K C R". Let
A(D) = Zla\=k A,0% be as in (2) with the symbol A, cf. (3), and E,; be as in (16) and F €
K2€. Then there is a constant ¢ = c(A(D)) > 0 such that for any x € L*(Q; K), extended
by zero outside of 2,

2
(= F) = — Fxo)| dx

A(D)u=0

Ea(x; F)=  inf /
R4
2
= [ @ aenen a6 - Fo| ds
R4

s 2
> C/Rd 'A(—)(i ~Fie)| de,

1€

where the infimum is taken over all u € L? (R%; R") that fulfill A(D)u =0 in R?.

loc

Proof The proof follows from a projection argument in Fourier space.

Step 1: Whole space extension, Fourier and pseudoinverse of the differential operator.
We begin by transforming our problem to one on the whole space R¢, introducing the whole
space extension w :=u — F:

Eel(u,x)=/9‘u—X‘zdx=/9‘u—F—(x—F) 2dx

Z/Rd

where we have extended all functions in the integrand by zero outside of €.
In the following, we write x := x — F xq. Fourier transforming the expression for the
elastic energy then leads to

2
w— (= Fxo)| dx,

Eatw0 = [ |o= 5[ ae.

Further, seeking to deduce a lower bound, we relax the boundary data for w, obtaining

E.(x; F)= inf — x|’dx = inf — 7dx> inf b — x2dE.
i P = int [ =Py = ot [ = gidx= e [0
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Minimizing the integrand w (and still denoting the minimizer by w) for each fixed mode
£ e R?\ {0}, we infer that

DE) = X ©)] = [ Merse X © = £©)| = Manser 26|

’

= |8 (AOAEO) ' AOF®)

where we view A(§)A(£)* :ran A(§) — ran A(§) as an isomorphism. This directly implies
the claimed lower bound for E,;(x; F) in terms of the symbol A and its pseudoinverse.

Step 2: Proof of the final estimate. Now to show the final estimate for the elastic energy,
we seek to bound |A(&)*(AE)AE))TAE)x]| for every £ € RY, x € R” from below in
terms of |A(&)x|. As the projection operator is zero-homogeneous, we can reduce to & €
S9!, and thus can use the continuity of SY~! 3 £ > A(&) and the compactness of S?~! for
the desired bound: For any x e R", £ € S?=1 it hence holds

[a@)] =|a@a@" B© A M@

< ‘A(S)*(A(E)A(S)*)”A(S)x

sup (|A)]).

EeSd’l

As A(D) # 0, we have that 0 < sup,cge-1 |A(¢)| < C < oo. Dividing by this and plugging
this into the expression with the pseudoinverse, we obtain

A2
Ean 0 = [ |a@r (a©a6) )5 as

. ;/ )A(in%)zds,
T sup,esa-1 [A? Jra S|

which concludes the argument. U

We emphasize that we are relaxing the boundary conditions for W(§) := Iierac) ):((é)
as we do not calculate the projection of x onto D, hence the above Fourier bounds only
provide lower bounds for the elastic energy.

We apply the lower bound from Lemma 3.1 to the two-well problem:

Corollary 3.2 Let d,n € N. Let 2, A(D), A, E, be as in Lemma 3.1. Consider K =
{A,B} C R" with F,, = XA + (1 — A)B for A € (0,1). Then there exists a constant
C = C(A(D)) > 0 such that for any x = xaA + xzB € L*(Q2; K), extended to R? by zero,
it holds

2
Eu(x; F) > c/ ’((1 M — A AAC A — B)| de.
]Rd

€]

Proof Using the expression of F; in terms of A, B, A yields A — F, = (1 — A)(A — B) and
B — F;,, = —A(A — B). Thus, the fact that y = x4 A + xp B and Lemma 3.1 imply

£ 2
A(E)()A( — FiXe)| d&

Eel(X§FA)ZC/

R4
2

= C/Rd ‘((1 = M) Xa —AXB)A(E)(A — B)| d&. O

13
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Remark 3.3 (The divergence operator) As seen in Example 1.1, in the case of A(D) = div,
we have for u € C®(R?; R¥*?) (note that we chose square matrices out of simplicity)

d
A(D)u = Z(B,»u)e,- € C®(RY; RY).

i=1

With this we can calculate

d
AEM =) &Me; = ME.

i=1
This, in particular, shows that the adjoint operator is given by A(£)* : R? — R*? with
A@)x=x®¢.

Therefore A(£)A(E)*x = (x ® £)& = |£|?x, and the projection in the lower bound for the
elastic energy of Lemma 3.1 takes the desired form

1

W(Mg ®E&).

-1
AE (AAE)) AGM =

Furthermore it holds

£

AE) (AOAE)Y) AEM|=|A(
| 1€

)M‘.
3.2 The Incompatible Two-Well Problem and Scaling

As a first application of the Fourier characterizations from the previous section, we prove a
quantitative lower bound for the incompatible two-well problem. We emphasize that — as in
[27] — this argument is an elliptic argument and thus can be applied to all linear, constant
coefficient homogeneous operators. Indeed, the following result holds:

Proposition 3.4 Let d,n € N. Let Q@ C R be a bounded Lipschitz domain, let A(D) be
given in (2) and A, B € R" with B — A & A4, cf. (5), further let F, = A+ (1 —A)B
for some A € (0, 1), and let E,; be as in (16) with Dp, given in (10). Then there is C =
C(A, B, A(D)) > 0, such that for any x € L*(Q; {A, B})

u

inf E,(u, x) > Cmin{x, 1 —21}?|Q|.
GDF)L
Proof By virtue of Corollary 3.2, we have the lower bound

2
dé,

Ea(x: Fo) = C/ I((1 —MXa— k)?B)A(é—I)(A —B)
R

where the constant only depends on the operator A(D).

As (A — B) ¢ ker A(¢) for all £ € R? and thus |A(£)(A — B)| > 0 for any & € R?,
by continuity of & — A(£) and compactness of S?~!, this implies |A(é—‘)(A — B)| >
C(A, B, A(D)) > 0. Hence,

Eulut, 1) = c2/d (= D) 3s = AfsldE = C? / (= Mxa — s dx
R R
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> C%( (1—k)2dx+/ 22dx) > C?min{x, 1 — 1}?|Q,
Qp

QA
where 4 := supp(xa) C Qand Qp := supp(xs) C Q. O

Remark 3.5 We emphasize that this result can be viewed as an incompatible nucleation
bound.

3.3 The Compatible Two-Well Case and Scaling

We next turn to the setting of two compatible wells and restrict our attention to first order

operators. In this case, we claim the following € 5 lower scaling bound. This is in analogy
to the situation for the gradient which had first been derived in the seminal works [62, 63].

Proposition 3.6 Let d,n € N. Let @ C RY be a bounded Lipschitz domain and let A(D)
be a first order operator as in (2). Let A, B € R" be such that B — A € A4 \ 14 where
A 4 and 14 are given in (5) and (8), and define Fy := LA + (1 — A1) B for some X € (0, 1).
Let E. := E,; + €E,s be given in (12) with Dy, defined in (10). Then, there exist C =
C(A(D),A,B,Q2,d,A) >0 and ¢y = €o(A(D), A, B, 2,d, \) > 0 such that for any € €
(0, €9) we have

el <c inf inf E.(u, x).
xEBV(Q;{A,B})uE‘DF}\

In order to deal with the compatible case, we invoke the following (slightly generalized)
auxiliary results from [2], see also [23, 71], which we formulate for a general Fourier mul-
tiplier m:

Lemma 3.7 (Elastic, surface and low frequency cut-off) Let d,n,N € N. Let Q@ C R?
be a bounded Lipschitz domain. Let m : R? — RY be a linear map and denote by
V :=kerm C R? its kernel and by Ty : R — V the orthogonal projection onto V. Let
feBV®RY; {=x,0,1—=21}) for » € (0, 1) with f =0 outside QL and f € {—x,1 — A} in Q.
Consider the elastic and surface energies given by

Eq(f):= /]R |m(é—|>f<s)|2ds, Esurs(f) :=/QIVfI-

Then the following results hold:

(a) Low frequency elastic energy control. Let yu > 1, then there exists C = C(m,2) > 0
with

A2 0=
”f”LZ({SERd: [Ty ()| <u}) S C/“L Eel(f)~

(b) High frequency surface energy control. There exists C = C(d, 1) > 0 such that for . >
0 it holds

||f||i2((§eRd:|§\zu}) =< CIJ/_I(ESLtrf(f) + PCT(Q))

Proof of Lemma 3.7 Since the property (b) is directly analogous to the one from [2, Lemma
2], we only discuss the proof of (a) which requires some (slight) modifications with respect
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to [2] (and [23]). We thus present the argument for this for completeness. We split & =
& 4+ &, where & € V1 #£ ({0}, £” € V = kerm. With this in hand and by the linearity of m it

holds
é El + 5// gl E/
m(—) =m( y=m(—)=M—
1€ 1€ 1€ I$|
for some matrix representation M of m. Hence, using §’ L kerm, there is ¢ = ¢(m) > 0 such
that

Eu(f) = / lm(|g—|)f(§)|2d$>c / ||E|f(:§)|2d$-

With this in hand, we argue similarly as in [23] and [2]: For a¢,b € R, a, b > 0 and the
orthogonal splitting £ = &’ 4 &” from above, it holds that

g 4 &2
Eopy= (15 il aee [—EE_ 7pg
’(f)—/‘mf e ep
Rd d
1 £12
i L
P ezl <l
(18)
- / / \fPdE — / \fPde’ | ag”
b2+1 1 !
|§//|<) \4 {IE"1< 5}

v

1 N ) dimv+t A
: / / \fPdE - (—) sup |/ | de”.
S +1 a &evt

P ensly L
Using the notation f (&) = f(&',£"), setting

F 2
dlmVL 2d1mV¢+1 Sng’evL |f(‘§,» EH)|

grev [, | f (& EDPdE

and using Plancherel’s identity, the L> — L! bounds for the Fourier transform and Holder’s
inequality, we obtain that

”]:f”f( E”)”il(vj_)

adimvifzdimviﬁ u .
erev 1 Fer fC 8N 00,

C(Q)zdim Vil .

In particular, the constant a is well-defined. Returning to (18), we consequently deduce
that for b € (0, 1)

Eu(f) = C(Q.m)b / | Pde.
(g:16"1< )

Choosing b = p~' < 1 and noting that {§ e R? : [TTy(§)| <u}={§ eRY: |§"| < ;} im-
plies the claim. O
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With Lemma 3.7 in hand, we turn to the proof of the lower bound in Proposition 3.6:

Proof of the lower bound in Proposition 3.6 Since B — A € A 4 \ I 4, there exists £ € R? \ {0}
such that A(£)(B — A) = 0. As A(D) is a first order operator, we have that A(£) is linear in
£ e R?. In particular, we have that the set, cf. (6),

V- =Vap-a={E€R: AE)(B - A) =0} # {0}

is a linear space. Rewriting R? > &€ =&+ &” with & € V- , and §&” € Vp_, as in the proof
of Lemma 3.7, then Corollary 3.2 implies that

E (x;F)>C / (1= A)%a — x;z,;)A(é—')(A — B)|*dE,

R

Eury(X) = /Q IV(x — F)l= /Q IV((1 = A)xa — +x8)(A — B)ldx (19)

> C/IV[(I — g = Axall,
Q

for a constant C depending on the operator A(D) and on A — B.

Now, setting m(§) := A(§)(A — B) and f := (1 — A)xa — Axp, yields the applicability
of Lemma 3.7 with V = Vg_, C R?. This is the only place where we use the assumption
that A — B ¢ I 4. We deduce that by (19) and the decomposition of R into the two regions
from Lemma 3.7 we have for u > 1

17122 = 2(Ixer=a (DY F I + e (D) F 12

< C(W B ) + (0 €€ By () + 1" Per(€)),

where the constant C depends on A(D), A, B, 2, d, .. Now choosing y = e’% > 1, noting
that then u~'e~! = e~ 3 for € < 1, we obtain

2 1
I £12, < C(e S E(x; F) + €3 Per(Q)),
where E.(x; F)) 1= Eq(x; F;) + € Egurp(x). Using the lower bound
71 = [ 10 =R+ Agalde = [ 10— 0xa +xaPdr = (mingi, 1 =221,
R R

then implies that

Wi

€3 < C(Ec(x; F3) + € Per(2)).

Finally, for € € (0, €9) and €y = €o(A(D), A, B, 2,d, A) > 0 sufficiently small, the perime-

ter contribution on the right hand side can be absorbed into the left hand side, which yields
the desired result. O
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3.4 The Super-Compatible Setting: Proof of Theorem 1(iii) and Reduction to
Cocanceling Operators

In this subsection we will show that if we are in the setting in which the estimates of the
previous subsection degenerate, i.e., A(§)(A — B) =0 for all £ € R?, then in fact there can
be no non-trivial bound from below. We will however also show that, in general for pairwise
not super-compatible wells, it is possible to reduce to an equivalent minimization problem
in the setting of cocanceling operators for suitably modified boundary data.

Proof of the super-compatible case in Theorem 1 1t suffices to give an upper bound construc-
tion with zero total energy. To this end, we consider x = Axq and u = Axq + Fi Xge\g and
observe that

AD)u = A(D)(u — B) = A(D)[(xe + A xra\g) (A — B)] =0.

As a consequence, u is admissible in the definition of the elastic energy and the elastic
energy vanishes. Moreover, since x = A in 2 we also have the vanishing of the surface
energy. This concludes the argument. U

We will show that for two not super-compatible wells, we can always assume that
14 = {0}, in which case we work in the class of cocanceling operators introduced by Van
Schaftingen in [65].

Proposition 3.8 Letn,d,k €N, let Q C R4 be a bounded Lipschitz domain, A(D) a differ-
ential operator of order k as in (2) with I 4 given in (8). For x € L*(2; K) for some compact
set of states K C R" let E.;(x; F) be as in (9) for F € K4¢, cf. Sect. 2. Then for the restricted

operator A(D) : C®(RY; Ij) — C®(R%; R™) there exists a function x, € L*(2, H,JJ&IC)
such that

Eq(x; F)=E}(xi; F1)= inf /|ML_XL|2dx~
Q

uj EDf‘L
Here we denote the orthogonal projection of F onto 1 j by F,.
Proof We use the orthogonal decomposition R" = 1 j‘- @ I 4 to write

u=uy+u;, xX=xL+xr

withu :RY > T4, up iR — T4, x1 1 Q — 14, x1: Q@ — I 4. By orthogonality we can
also split the elastic energy

Eel(u,m:/|u—x|2dx=/|uL—xl|2dx+/|u,—xI|2dx.
Q Q Q

Defining the restricted operator A(D) : C*(RY; I%) — C®[R% R™), A(D)u, :=
A(D)u, and the restricted space of admissible functions as in (10)
Df i={uy e L2 R 15 AD)uy =0in R uy = Fy in R\ Q)

loc

we see that for u € Dy it holds u | eD{,with F| :I"I,jF, and u; = F — F| outside Q2.
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Thus, after minimizing the elastic energy in u, it holds

inf E,(u, x)= inf inf / lu — xo|%dx +/ luy — x;17dx.
ueDp Q Q

MGD/;L urel? (RI:I4).up=F—Fy in Q¢

As we have seen in the proof of Theorem 1(iii), the second term involving u; vanishes
and hence,

E (x; F)=E}(x1; F1).

This reduces the elastic energy to the case of a cocanceling operator as indeed I; =
{0}. 0

As the surface energy does not depend on the operator A(D), this result yields:

E(x; F)= E;}(XL; F1)+ EEsurf(X)~

As a corollary, we apply this to the N-well problem:

Corollary 3.9 (Finitely many, pairwise not super-compatible wells) Under the same as-
sumptions as in Proposition 3.8, with x € BV (2; K), for the special case that K :=
{Bi,....,By} CR" for N € N such that B;, j € {l,...,N}, are pairwise not super-
compatible, i.e. Bi — B; ¢ 14 for i # j, there exists a constant C = C(By,..., B,) > 1
such that

C_l Esurf (XJ_) =< Esurf(X) = CEsurf(XJ_)~

In particular, it hence holds that
Ec(x: F) ~ EXA(x1: Fu).

Proof Writing x = Y_\_, B;xe, with xo, € BV(Q:{0.1}), 3)_, xo, = 1 in Q, we can
calculate

IVxI=Y_|B; — Bj|H'™ (9"Q:i N ")),
i<j

IVxul=)_1(B; — By)LIH™ (0" Qi N 9*Q)),

i<j

where we denote the reduced boundary of a set E with finite perimeter by 0* E and used the
notation from above for B € R" to write B, =1I1,. B.

By assumption, fori < j itholds B; — B; ¢ I 4, and therefore also the projection satisfies
(B; — Bj)1 #0. This implies |(B; — B;) 1| > 0 for all tupels (7, j) such thati < j and hence

Bi=Bjl  _ C such that

. -1
there is a constant 0 < C~' < =

0<CHVxul <IVXI <CIVxLL

This together with Proposition 3.8 concludes the proof. O
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We emphasize that Corollary 3.9 in particular holds in the context of Theorem 1. There-
fore in the statement of Theorem 1(ii) we can assume without loss of generality that
I 4 = {0}. In fact, note that in the crucial bound of Corollary 3.2 we have

AE)A—B)=AE)(AL—B)=AE)(AL - B))

for |£] = 1.

3.5 Some Remarks on the Compatible Two-State Problem for Higher Order
Operators

We conclude our discussion of lower scaling bounds by commenting on the case of the com-
patible two-well problem for higher order operators. Here the situation is still less transpar-
ent, yet some remarks are possible.

Indeed, on the one hand, it is known that, in general, for operators of order k > 2 the
two-well problem does not have to scale with e%. In order to illustrate this, we consider
the specific operator A(D) := curl curl. This operator is the annihilator of the symmetrized
gradient e(v) := %(Vv + (Vv)"). We consider the following quantitative two-state problem
(ford =2)

Ec(, x) :=Eq(v, x) + €Eurr(X)

= [0 vradi-2n)
T 0172 0 1+a(l—2x)

with e(v) € D2, x € BV([0, 11%; {0, 1}), @ € (0, 1) and study the corresponding minimiza-

2

dx -l—e/ Vx| (20)
[0,112

tion problem with prescribed boundary data F := < (1) (])>

Proposition 3.10 Let E.(v, x) and F be as in (20). Then there exists €y = €o(a) > 0 such
that for € € (0, €p) it holds that

. . 4
inf inf & (v, x)~€5.
X€BV([0,11%:{0,1) e(v)eDF

We remark that this observation is not new; indeed, a geometrically nonlinear version
of this had earlier been derived in [1, Theorem 1.2]. As observed in [1] the reason for the
different scaling in Proposition 3.10 and [1, Theorem 1.2], compared to the more standard
€3 behavior from Theorem 1, consists of the higher degeneracy of the multiplier associ-
ated with the energy which is manifested in the presence of only one possible normal in
the (symmetrized) rank-one condition. On the level of the multiplier this can be seen as
AlE)(ea®er) = 512, opposed to A(S)(w) = —£&&,, has only one root of multiplic-
ity two instead of two roots of single multiplicity on the unit sphere. For convenience of the
reader and in order to illustrate the robustness of the above approach within geometrically
linear theories, we present an alternative short proof (of the lower bound) of Proposition 3.10
based on our Fourier theoretic framework. We note that in the geometrically linear setting
this provides an alternative to the approach from [1] in which the lower bound for the en-
ergy is deduced by a local “averaging” argument, considering the energy on representative
domain patches with the expected scaling behavior.
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Proof Step 1: Lower bound. We note that the lower bound for this setting directly follows
from our arguments above: Indeed, for A — B = 2ae; ® e,, we obtain that

AE)(B — A) =20t x (£ X (e2 ® €)' =20},

With this in hand, an analogous argument as in Lemma 3.7 and, in particular, in (18) implies
that

IR ecre: 1y <y < CHAEa (s F), 1)

where we have used that in this situation the multiplier is given by m(§) = A(§)(B — A) ~
512. The different exponent of p in (21) (compared to the one from Lemma 3.7(a)) is a
consequence of the degeneracy of the symbol m(€) and the higher order of the operator
curl curl (or put, more concretely, the quadratic dependence £7). Hence, replacing the bound
from Lemma 3.7(a) by the one from (21) and carrying out the splitting as in the proof of
Theorem 1, we obtain the following optimization problem: For f :=14 o (1 —2x)

(1= <1 f 172 < xeizm (D) flI72 + Ixuen=m (D) £1172
<C(1*Ea(x; F)+ (W' e e (X) + u ' Per(Q)).

Choosing p ~ €5 and rearranging the estimates then imply the claim.

Step 2: Upper bound. The associated improved upper bound makes use of the vectorial
structure of the problem in contrast to the essentially scalar “standard €3 construction”
(see the arguments below). Recalling that the nonlinear construction from the proof of [1,
Lemma 2.1] also yields a construction with the desired scaling for the geometrically lin-
earized problem, we do not carry out the details of this but refer to [1, Lemma 2.1] for
these. (]

On the other hand, the arguments from [1, 73, 74, 81] show that still for .A(D) = curl curl
ifA—B=y(e; ®er+er®e) for y € R\ {0}, then one recovers the €2/3 scaling for the
symmetrized gradient differential inclusion. In this case, the symbol reads m(§) = A(§)(B —
A) ~ &€, and the operator is “less degenerate”.

We expect that the scaling behavior of general higher order operators is in many inter-
esting settings directly linked to the degeneracy of the symbol A(§)(B — A). We plan to
explore this in future work.

4 Quantitative Rigidity of the 73 Structure from (13), (14) for

A(D) = div
In this section, we consider the 73 structure for the divergence operator introduced in (13),
(14). The upper bound construction is given by an approximate solution of the type de-
scribed in the introduction. The lower bound is motivated by the rigidity of exact solutions
as outlined in Sect. 4.3.1.

4.1 The Upper Bound Construction - an Infinite Order Laminate

To begin with, we construct an infinite order laminate similar to the one for the Tartar square
(cf. [2, 82, 83] for quantitative versions of this). This is based on [3] and will yield the
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Fig.1 The diagonal matrices A1, Ag
Ay, Az, S1, >, S3 with the \
dashed lines depicting the \
connections in the wave cone for \
A(D) = div and the \
Voronoi-regions of A; shown by
the lines. As shown in [21] the
set C4€ is given by the inner
triangle formed by S15, 53 and
the “legs” connecting S; and A ;
for j € {1,2,3}

upper bound estimate from Theorem 2. We recall that for the divergence operator, instead
of requiring rank-one connectedness for the existence of a laminate as for the curl, in our
three-dimensional set-up we need rank-one or rank-two connectedness as can be seen from
the wave cone for the divergence operator, cf. (5). As a consequence, for two matrices A, B €
R3*3 such that rank(B — A) < 2 there exists a piecewise constant map u : R? — R3**3 such
that u € {A, B} a.e. in Q and divu = 0. The lamination can be done in any direction of the
kernel ker(B — A) # {0}.

Considering now the matrices A, A, A3 given in (14), we observe that rank(A; — A;) =
3 for i # j. Following [3], we introduce auxiliary matrices S;, S», S3 € R3*3,

000 100 000
Si={0 2 o, S%=(0 % o],S=(0 § O]. (22)
0 0 2 0 0 1 0 0 1

It then holds fori =1, 2, 3 that
1
ker(S; — A;) = span(e;), S; = E(Ai+1 +Sit1)s

where Ay = Ay, S4 = S;. As proved in [21, Theorem 2], the .A-quasi-convex hull
{A, Ay, A3} can be explicitly characterized as the convex hull of the matrices S;, S,
S3 together with the “legs” given by the line segments A;S; for j € {1, 2, 3}, cf. Fig. 1.

For simplicity and definiteness, we first assume, that u = F = S3 outside Q = [0, 1. In
this setting we prove the following energy estimate:

Proposition 4.1 Let Q = [0, 113, K = {A|, A,, A3} for the particular choice of matrices in
(14) and let E. be as in (12) and € € (0, 1). Then for any r € (0, %) with r~! € 4N there are
sequences u™ e Whoo(R3; R33), such that divu™ =0, u"™ = F := Sy outside [0, 1]°,
and x™ € BV (R?; K), and a constant C = C(F) > 1 with

m 1
E.(u™, x™y <C (2”’ + 22”‘1’ +r +e—) .
k=1 "

In order to achieve this, in the next subsections, we iteratively construct a higher and
higher order laminate (depending on € > 0). As in the setting of the Tartar square, we keep
track of the surface and elastic energy contributions which arise in this process.
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4.2 Proof of the Upper Bound from Theorem 2

We split the proof of the upper bound from Theorem 2 into several steps which we will carry
out in the next sections and then combine in Sect. 4.2.4.

First, we start by a simple lamination of A; and §; to obtain regions in which u € K
holds and to satisfy the exterior data condition u = F = §3 = %(Al + §1) outside 2. This
is followed by a similar construction replacing S; by a lamination of A, and S, achieving
a second order laminate. Iterating the procedure of replacing S; by a lamination of A;
and S;;; (with the convention that A, = A, S4 = S;) yields Proposition 4.1. Finally, we
optimize the parameter r and the number of iterations depending on € in order to show the
desired upper bound estimate in Proposition 4.3.

As we will use a potential for the laminates, we will define a “profile-function” once
in a more general form and will then refer to this in our construction for the higher order
laminates.

Lemma4.2 Let R =[ay, bi] x [az, b2] x [az, b3] C R? be an axis-parallel cuboid, then for

any direction e with j € {1,2, 3} and any scale r > 0 such that h-’:a-/ € N there is a contin-
uous function fi(-; R,r): R — R> satisfying the following properties:

o The function f;(-; R, r) only depends on the j-th coordinate x; and is r-periodic.
o It holds fij(x; R,r) =0 if x € R is such that x = (x, X2, x3) lies in one of the planes

characterized by x; € aj +rNy.

o The matrix-valued function curl f;(x; R, r) only attains the values ,where A;, S;
is given as in (14) and in (22), respectively. Furthermore, the volumes of the level sets are
equal,ie. [{x €R: fi(x;R,r)=S;}|=I{x €R: fj(x; R,r)=A;}| = ;|R|.

Proof Without loss of generality by a translation, we may assume that R = [0, b;] x [0, b,] x
[0, b3] for by, by, b3 > 0. We consider the continuous one-periodic extension of the function

| e tel0, 1),
h:[0,1) = R, h(r) := =0 teli.D.

D=

Furthermore, we define the matrices

00 0 00 1 0 10
Miz=[0 0 —=3|, My:=[0 0 O, M;:==|-3 0 0],
0 2 200 00

satisfying e; x M; = S; — A;. With this at hand we define f;(-; R,r): R — R¥3:
Xj
fiGxr, x2, %35 R, 7) == rh(T)Mj.

It follows directly, that f;(-; R, r) is continuous, only depends on x;, is r-periodic, and
vanishes for x; € rNy. Lastly, we note that curl f;(x; R,r) = h/(g)ej x M; e {ﬂ:sj;A-’}

and thatindeed [{x e R: f;(x; R,r)=S;j}l={x e R: fj(x; R,r) =A;}| = %|R|. O

4.2.1 First Order Laminates

We use a potential v : R* — R3** to construct our laminates attaining the prescribed exterior
data, i.e. we consider the row-wise curl: u = curl v.
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As S3 = %Al + %Sl and (S; — Ay)e; = 0 the first order lamination is in the e;-direction.

We seek to use Lemma 4.2 to construct v, but have to adapt the boundary condition. For
this we define a mapping S; : R? — R3*3 with curl S5 = S5 = F. A possible choice for S; is
given by the following matrix-valued function

~ 0 0 0
S3(X) =10 O —%Xl
0 X1

Furthermore, we also define the cut-off function

0 t<é
¢:R—>1[0,1], p(1) =4t — 1 e[}, 3]
1 t>g

With this, we define the (continuous) potential for r € (0, 41_1)’ r~! € 4N by using
Lemma4.2 for j =1, R=10, 1]%:

0.0 R

1 -
v @ (x) =¢(;dm(x))f1(x; Q,7r) + 83(x),

where dyo(x) denotes a smoothed-out distance function to the boundary 9. Without
change of notation, we consider the (continuous) extension of v» to R? by S3(x), which is
possible, as v (x) = S3(x) on IS2.

We then set

u® = curlv®,
and note that in €2 it holds
uP(x) = curl v® (x)

d
=¢(m“5h@ﬁV@deﬁﬁ+¢< ()

Yeurl fi(x; 2,r)+ F

d: 1
=¢(m”5heﬂvamMXnﬁ+¢(m“5 ( DS = A+ 3 (51 + A,

With these considerations, we have obtained the following properties: It holds divuD =
div(curlv™™) =0 in R?, V' (x) = F in R3 \ Q and for x € Q \ djq ([0, 3r]) we have u) €
{A}, S1}. In other words, our deformation u(" is a divergence-free function satisfying the
desired boundary conditions and which, outside of the cut-off region, is a solution to the
differential inclusion u" € {4, S }.

With the higher order laminates in mind we rephrase this using the decomposition of €2
into the three disjoint parts consisting of the S;-cells, the A;-cells and the cut-off region. To
be more precise, we define

d
RW = {e9¢<mu5 Lu® =5},
d;
0V = {eQ¢(”“5 Luth = 4y),
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Fig.2 The x3 = % slice of the ! . ‘ . ! .
projection x D, blue represents
Ay, red Ay and green A3. (Color
figure online)

dya(x)

r

CVi={xeQ:¢( ) <1}
Indeed it holds @ = RV U QMW UC® and |C"| = 63r and by Lemma 4.2 we know |[R"| <
lel=1.

Choosing x = IT,cu™ as the pointwise orthogonal (with a fixed choice for the not
uniquely defined points) projection of u‘? onto /C, see Fig. 2 for an illustration, up to a
uniformly bounded constant, the elastic energy can be bounded by the measure of the region
in which uV (x) = S, and the cut-off region:

Eat® ") = [ = xOPax = 1R+ €0
Q
1 3r 1
sc(5l191+6% ) =C(5 +3).
=c(z191+65) =C(5+3)

Furthermore, the surface energy is bounded by counting the interfaces at which x ) may
jump. This consists of at most % interfaces in the interior and at most % +2.-6< % new
interfaces in the cut-off region. For r € (0, %), the surface area is thus controlled by

10
Esurf(X(l)) :/ |VX(1)| <C—.
Q r

4.2.2 Second Order Lamination

After this first order lamination, the differential inclusion u € K with divu = 0 holds only
in Q. In order to further reduce the energy, we now replace each of the % many cuboids
in R™ for which " = §; = 1A, + 15, by a lamination in the e,-direction. For this, we
modify the potential v(! in these regions:

For x € R™ and for > € (0, %), r % + % e N, we define with the help of Lemma 4.2

dyray (x)

L RY )+ 1062, + 850

V@ (x) = ¢ (

and v@ (x) = vV (x) else. Here, and in the following, we use the notation f;(x; R, r)
for R™M which is not a cuboid but an union of disjoint cuboids and mean depending on x
the corresponding connected cuboid. By this v® defines a continuous map, as inside R
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the cut-off attains the constant value one and therefore v (x) = fi(x; Q,r) 4+ S3(x) for
x € 3R By construction, the map u® := curl v® is divergence free, i.e. the interfaces are
compatible.

As in the construction for first order laminates we set x® = IT,cu®, and define the sets

d.
R?:={xeR" :¢(%’(X)) =1u® =8},
d
0® :={xeRW ;¢(M) =1,u? = Ay},
C?:={xe RV :¢(M) <1).

r2

Then indeed again we have the decomposition R = RPU Q@ UC® with |[R?| < 3[R
and |C®| < 13726 as the volume of the cut-off region can be bounded by the number of

cells in RV times 37 times six times the area of the biggest face.
As the elastic energy vanishes in Q®, we obtain

Ea® 1) = [ = x@Par = C(1RV|+1C%) + 1)
Q

< c(l F3rgo )

=C(; r+or)
Indeed, this follows from the fact that we have improved our deformation in half the volume
of the region in which u" ¢ /C but have added a new cut-off region in each cuboid in which
we do the second order lamination. For the surface energy it holds

10 110~
@)
Esurf(X ) =< C(T + ;F_ZE

10 5
)=C(—+ ).

roor
as we add at most ;iz +12< i—(z) many new faces in each one of the % many cuboids and as
each surface has a surface area of size at most 5.

4.2.3 Iteration: (m+1)-th Order

Without loss of generality, we assume that the (m + 1)-th order lamination will be in e;-
direction, i.e. m = 3j for some j € N. Else, we only have to adapt the corresponding roles
of the directions.

We define iteratively the (m + 1)-th potential with the help of the sets R, for this we
set (for given v, u™ = curlv™)

m m— d (”171)(')6) m
R™ :={x e R" V("= )= 1,u™ = 83},
d m—
QWN=ueRW”%¢Pﬂi%Q5=LMM=A¢
C™ =[x ¢ R™D :¢(M) <11
rm
Inside R™ we then define vV by
(m+1) dyrom () (m) m+1 - *k-1) .k e
V00 = (IS0 R 43 e RETY ) + 83000,
k=1
@ Springer
94 Appendix A On scaling properties for two-state problems and for a singularly per-

turbed T3 structure



5 Page 26 of 50 B. Raita et al.

Fig.3 One S3-cell with the rm
corresponding lamination in 2
e1-direction. In green/red/orange
the inner boundary of the cut-off
region is depicted. (Color figure
online)

L P DI\

1 k=1mod3,
[k]1=32 k=2mod3,
3 k=0mod3,

and v™+D (x) = v (x) else for x ¢ R™. By induction we see that v+ is continuous,

4 m 4
that for x € R™ such that qb(”’::l—ﬁl(x)) =1 it holds that u™*D = curlv™+D € {A}, §;}

and that we have the decomposition R™~" = R™ U Q™ U C™ with |R™| < }|R™=D],
|ct™| < C2™"—— = C27"r for a universal constant C > O independent of m, r. This

rm
rin—
2*}11

pm—1,m=2

follows from the fact, that the number of cuboids in R is bounded by C
that the biggest face of each cuboid has an area of at most 7" ~2p"~3,
As the previous cut-offs still contribute to the total energy, we obtain the following elastic

energy bound (x ™D = eu™tD)

——5 and

m+1 m-+1
Eel(u(’n+l)’ X(m+l)) < C(|R(m+1)| U U |C(k)|) =cl2m+r+ Zz*ir
k=1 j=0

This bound resembles the (iterative) decomposition of 2 = RO U QW U C® = R+ y
U o® u ! €® and the fact that u”+! = x @ +1 in 4! 0®,

For the surface energy, we again calculate the new contribution of the next order lam-
ination and then sum over all previous ones. Each new face has a surface area of at most

-1 -2 . . . -2
% ’mz - In each Ss-cell, we add ~ S+ new faces in the lamination and at most . 12
. . —m—1
ones for the cut-off, cf. Fig. 3. Since we have at most C W new cells the surface
energy is increased by
8 rm—2 rm rm—l 1
—m . —m
Cc2 S (rm+1 + (surf. in cut-off ))7 3 <C2 PR
yielding the following overall surface energy bound:
m—+1 C
| L
Eary((") = C (Y27 [ = o

j=1

For the total energy this implies

m ) 1
(m+1)  (m+1) — -
E™D, x" ) <c 2"+r+22’r+erm+l
j=1

@ Springer

95



96

Scaling for the Two-State Problem and a T3 Structure Page 27 0of 50 5

With this we have shown the claimed upper bound and have thus concluded the proof of
Proposition 4.1. U

4.2.4 Combining the Estimates: Proof of the Upper Bound in Theorem 2
With the previous construction in hand, we conclude the upper estimate from Theorem 2:

Proposition 4.3 Let Q = [0, 1%, K = {A}, Ay, A3} for Ay, Ay, A3 € R¥3 be given in (14),
let € € (0, 1), and let E. be as in (12), F € K2°\ K and D given in (10). Then there are
constants ¢ > 0 and C > 1, only depending on the boundary data F, such that

1
inf  inf E.(u,x) < —c|loge|2).
ot (u, x) < Cexp(—c|loge|Z)

Proof Step 1: Conclusion of the argument for F = S;. Using the sequences constructed in
the construction from Proposition 4.1, implies

E. ™, xy™y<C (2”‘ + ZZ’kr +r+ er’”) <C (2’"’ +r+ er"”) .
k=1

Optimizing the value of » depending on € > 0, we require that r ~ i Finally, we
balance the resulting contributions and seek for the optimal number of iterations m. This is
given by 27" ~ eﬁ, that is m ~ |loge|%.

Plugging this into the upper bound results in

1
E.u™, x™) < Cexp (— log(2)| log(e)] 7) .

This concludes the proof for the special case F = S;.

Step 2: Conclusion of the argument for a general boundary datum. The situation of other
boundary data F € K9¢ can be reduced to the one from Proposition 4.3 by at most two
further iterations. Indeed, a general matrix F € R3*? in the convex hull of Sj, S,, S3, can be
represented as

F=AF+(0-0MFR=xA;+0-v)S)+ A -2 0A+ 1 —v2)S)

with A, vy, v, €10, 1], j, k € {1,2,3} and k # j. Hence, after two additional iterations com-
pared to the argument from above, we arrive at similar iterative procedures as in the previous
subsections. In case that F is an element of one of the legs S;A; a single iteration suffices
to reduce the situation to the above argument. This proves the result for a general boundary
condition F' € K9\ K. (]

4.3 Proof of the Lower Bound

In this section, we present the proof of the lower bound from Theorem 2. To this end, sim-
ilarly as in [2], we mimic and quantify the analogous argument from the stress-free setting
which we briefly recall in the following Sect. 4.3.1 and for which we will provide a number
of auxiliary results in Sect. 4.3.2. The main argument, given in Sect. 4.3.3, will then consist
of a bootstrap strategy, similar to [2], in which we iteratively reduce the possible regions of
mass concentration in Fourier space.
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Contrary to the previous section, in what follows we will work in a periodic set-up.
Since the energy contributions on periodic functions provides a lower bound on the energy
contributions of functions with prescribed Dirichlet boundary conditions, we hence also
obtain the desired lower bound for the setting of Dirichlet boundary conditions. Indeed, for
the elastic energy this is immediate; for the surface energy there is at most an increase by a
fixed factor (see the discussion in Lemma 4.5 in Sect. 4.3.2).

4.3.1 The Stress-Free Argument

We begin by recalling the argument for the rigidity of the exact inclusion, as we will mimic
this on the energetic level.

Proposition 4.4 Let u : [0, 11> — R3>*3 be a solution to the differential inclusion (13)-(14).
Then, there exists j € {1,2,3} such that u = A; in [0, 1.

Proof In the exactly stress-free setting in which the differential inclusion is satisfied exactly,
ie.u € {A], Ay, Az}, the observation that divu = 0 and that u is a diagonal matrix leads to
the following three equations

O1u1; =0, dpuxn =0, dus33 =0,
where u ;; denote the diagonal components of the matrix u. As a consequence,

uy = fi(xz, x3), un = fo(xi, x3), uz = f3(x1, x2).

Next we note that the values of u ;; determine the ones for uy, if j # k, i.e. there are functions
hy,; such that Ay ;(u;;) = ux. Hence, comparing the functions u1; and u»,, we first obtain
that u; and uy, can only be functions of x3. Indeed it holds

Dur (x) = & (20 (x)) = d(h12(f2(x1,x3))) =0, (23)

and analogously d;u»;(x) = 0. Comparing this to u33, we obtain that all three functions must
be constant. Hence, any solution to the (exact) differential inclusion must be constant and
u is equal to one of the three matrices A;, A, Az globally. The exact problem is hence
rigid. ]

Using the ideas from [2], we seek to turn this into a corresponding scaling result. The
main difference that arises can be seen in the qualitative rigidity argument above: Instead
of comparing only two diagonal entries like in [2], we have to compare twice to deduce
that the map is constant. This will be seen in the quantitative argument for the lower bound
below. Whereas in [2] there are cones around a single axis (the diagonal entries only depend
on one variable), we consider cones around a plane (the diagonal entries depend on two
variables). Furthermore, the bootstrap argument will be slightly modified as it resembles the
comparison of the diagonal entries in the qualitative argument given above.

4.3.2 Reduction to the Periodic Setting and Auxiliary Results for the Elastic Energy
In this subsection, we provide a number of auxiliary results which we will exploit in the

following bootstrap arguments for deducing the lower bound. As a first step, we reduce to
the situation of periodic deformations.
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Lemma 4.5 Let Q = [0, 11%, let K := {A|, Ay, A3} be as in (14) and F € K¢\ K. Let
E.(u, x) be given by (15) and set

EP (u, ) :=/ - x|2dx +e/ V.
T3 T3

Let further Df;" ={u:R = R¥»3: divu =0inR3, (u) = F}, where (u) := fT3 u(x)dx.
Assume that E.(u, x) <1 and that there is €y > 0 such that for any v € (0, %) thereisc, >0
such that for any € € (0, €y) it holds that

EP¥(u, X) = exp(—c,|log(e)|2*"). (24)
Then, there exists a constant C > 1 such that for €y = €y(v) > 0 sufficiently small

Clexp(—c,|log(e)|2*) < inf  inf E.(u, x)
x€BV([0,1]3;K) u€DF

forall € € (0, &).

Proof In order to infer the lower bound, we show that any function u : [0, 1] — R? with
constant boundary data can be associated with a suitable periodic function which has the
boundary data of u as its mean value and satisfies related energy estimates. Indeed, for given
u € D, we view it as a function on T? by restriction. By the prescribed boundary data it
still satisfies the differential constraint and further the mean value property. Moreover,

i inf / lu — x|?dx < inf E.(u, x).
per T ueDfp

u€Dp

per —
nﬁer E, " (u, x) =
ueDy

Next, viewing x : [0, 1]* — K as a periodic function j : T* — iC, we infer that

/|v;<|s/ Vxl+C.
T3 [0,113

Now, due to (24), we obtain that

exp(—cv|10g(e)|%+”) < inf inf EP(u, x) < inf inf E.(u, x)+ Ce.
X€BV(T3:K) ueDh" X€BV((0,11%:K) #€DF

For €y(v) > 0 sufficiently small, the last right hand side term may thus be absorbed into the
left hand side, yielding the desired result. U

With this result in hand it suffices to consider the periodic set-up in the remainder of
this section. This will, in particular, allow us to rely on the periodic Fourier transform in
deducing lower bounds for the elastic energy. In what follows all (semi-)norms will thus be
considered on the torus. With a slight abuse of notation, we will often omit this dependence.

Lemma4.6 Let F € K19\ KC, where K = {Ay, Ay, A3} with Aj in (14), and Eep,er and Dﬁ” be
as in Lemma 4.5 and as in (10). Then, it holds for any x € L*(T?; K) and for EZ"(X; F):=

. 2
inf, e pper Jpa |u— x| dx
3 k2
EfcR= Y Y. Ll 120 = P,

kez3\{0} i=1
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where y; ; are the diagonal entries of x and ¥ is the (discrete) Fourier transform of x .

Proof We first calculate E! (u, x) in Fourier space

per _ _ 2 _ /\_/\2
Ej (u,x)—/Tslu xPdx =Y "li— %I,

keZ3

which allows us to characterize minimizers of the elastic energy.

In order to minimize this elastic energy in u € DL, ii has to be the (pointwise) orthog-
onal projection of ¥ onto the orthogonal complement of k, as the differential constraint
divu = 0 reads ik = 0 in Fourier space. Noting that the row-wise orthogonal projection of
a matrix M onto span(k) can be written as 1, (M) = (M %) ® \Izz_w the optimal # is given by

k k
=T x=0-IHx{=x—HX—) R —
u X =( WX =X (X|k|) x|

for any k € Z3 \ {0}.
Returning to our energy, this yields

er er A A k k A s
EFfGR)=EN 0= Y R-R)®— =i +IF =20

kez0) k| k]
L - 2
=y Rl + 120 — Fl
keZ3\{0}
3 2
ki .o - 2
=y ZWM +1%(0) - F|
keZ3\{0} i=1
and shows the claim. O

Next, following the ideas from [2], for , A > 0, j =1, 2, 3, we introduce the cones
Cipuyp=tkeZ’:|k;| < plkl, |k| <A}, (25)

and their corresponding cut-off functions m; , ; (k) € C*(Cj .2, \ {0}; [0, 1]) fulfilling
mj . =1lonCj . ,,supp(m;, (k) C Cj2, 2, and the decay properties in Marcinkiewicz’s
multiplier theorem (see, for instance, [84, Corollary 6.2.5]). The corresponding cut-off mul-
tiplier is thus defined by

M (D) f=F  mj () F ). (26)

Furthermore, we use the following results which are shown in [2, Lemma 2, Lemma
3, and Corollary 1]. Following the conventions from [75], with slight abuse of notation
compared to our setting in the first part of the article, in the whole following section, we
now use d to denote the degree of some suitable polynomials and no longer the dimension
of the ambient space which in the whole section is simply fixed to be equal to three.

Lemma4.7 Let 8,8, u, A > 0. Let m; ;, ; (D) denote the Fourier multipliers associated with
the cones C; ;. , fori € {1, 2,3} as defined in (25) with the corresponding multipliers given
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in (26). Let f; € L*(T> N BV (T?) fori =1,2,3 and let hj;i:R — R be nonlinear poly-
nomials (of degree d) with h;;(0) =0 such that h; ;(f;) = f; fori # j. If

3 3
SN filho <8, D UV fillry < B
i=1

i=1

then there exist constants C = C(h; ;, |l fills), C' = C'(hij, | fillo, d), Co = Co(h; j,
Il filloo, d) > O such that for any y € (0, 1) we have for any i # j

3
D e = mipa (D) fillls < C(u25+ 7' B),

k=1

c -
I fi = hij(m (D) f)ll2 < m”fj —mj (D) fill57
C
i j (mj s (D) f3) = mi s (D) fill 2 < )/T‘(‘)d max{(u 8 +217"'B)' 7, u 8+ 17" B}

Here we choose the constants such that Cy > 2C +2C’? + 3.

Let us comment on these bounds: The functions f; are representing the diagonal en-
tries of the phase indicator y € BV ([0, 1]*; K). Thus the first estimate corresponds to a
first frequency localization by exploiting the surface energy control for the high frequen-
cies and the ellipticity of the elastic energy away from the cones C; , ;. It can be viewed
as a quantified version of the statement that u;; is a function only depending on x,, x3 in
Proposition 4.4. The second estimate is a commutator bound that arises from the nonlinear
relation h; ;(f;) = fi for i # j. The third estimate combines the first two bounds. The sec-
ond and third estimate will form the core tool to iteratively decrease the Fourier support of
the characteristic functions of our phase indicators. We will detail this in the remainder of
the article.

Remark 4.8 1t is possible to make the mappings 4 ;; for i, j € {1,2, 3}, i # j explicit for the
choice of matrices A, A,, A3, cf. (14). To this end, we may, for instance, consider

hya(x) = 14 , 5 By s(x) = 14 , 11
12X) = 9 X 9x, 13(x) = 3 X 3 X,
21 17 21 23
h2,1(x)=7x2—Zx, h2,3(x)=—?x2+7x,
19 7 25
h = —— 2 J— h - 2 = .
3.1(x) T + 7* 32(x) T + T

4.3.3 Comparison Argument in Fourier Space

In this section, we carry out the iterative bootstrap argument which allows us to deduce the
final rigidity result.

As a first step of the bootstrap argument, we invoke the results from above which allow
us to decrease the region of potential Fourier concentration from the cone C; , ; to a cone
Ci . with A < X. This resembles (23) in the exactly stress-free setting in a quanitified
version. As f is determined by f, and f3 with the help of &, ; we can reduce A, similarly
as in our reduction of the dependences of u,; in Proposition 4.4.

@ Springer

Appendix A On scaling properties for two-state problems and for a singularly per-
turbed T3 structure



5 Page320f50 B. Raita et al.

Fig.4 [Illustration of the cones ko
C1,p,a (red) and Cp ;5 (blue),
and also of C ;3 + C2 5 in
Fourier space. (Color figure
online)

Lemma 4.9 Under the same conditions as in Lemma 4.7 and for

1 1 4dip
A>0, ne© ———), M € (—=—=x, 1)
24247+ 1 V2 /1—4p2

it holds

Ifi = m (D) filljs + I fo = ma s (D) foll 72 + 1fs — m3 (D) f3ll7

C
< 10 max{(u 26 +4718)! 7 w7+ B).

Here the constant Cy is chosen to be the same as in Lemma 4.7.

Remark 4.10 We remark that the interval for A’ is chosen such that it holds Cj 5,2 \

Ci2p,20 C {max{lks|, |k3|} > 4dur} N Cy 2, 2. and the one for p such that % \/% <A,

i.e. the interval for A is non-empty.

Proof We first observe that the Fourier transform of 4; j(m , , (D) f;) is given by a convo-
lution of the function m; , , f] with itself. Hence, the support of &; ;(m; , (D) f;) is con-
tained in the d-fold Minkowski-sum of C;, 5, with itself. For j =2, 3 it therefore holds
that

F(h1,j(mj (D) f)) (k) =0 for |k;| > 4d .
Further we introduce the sets K, = {|ko| > 4dul}, K5 = {|k3| > 4du)} and consider the
corresponding Fourier multipliers of the smoothed-out indicator functions x, (D), xx, (D),

Xk,uks (D). This implies for i =2, 3

XK,»(D)hl,i(mi,u,A(D)fi) =0. (27
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With this we can show that the Fourier mass concentrates in a cone with smaller truncation
parameter, depicted in Fig. 4: Indeed, in Fourier space x,ux; < Xk, + Xk;- Thus,

X kauks (DY 145 (D) fill72 < 1Oty (D) + Xiey (D))ma s (D) il 2

<2|xk,(D)m; (D) fi ||iz + 2|l xk; (D)my ;5 (D) fi ”iz~
(28)

Invoking (27) together with the bounds from Lemma 4.7, then implies for i =2, 3
| xx; (D)my 5 (D) fi ||iz = | xx, (D)(m1,..(D) fi — hl,i(mi,/l.,k(D)fi))”iz
< 1M1 pui(D) fi = hyi(mi (D) )l
< S manl a0+ A7) .
Combined with (28) this yields

Co _ Apnly _
I Xk,0ks (DY 5. (D) fill 7 E4Wmax{(u WHATIB T w2+ A7 B).

We observe that by the choice of the parameters Ci 2,2, \ C1,24,2» C (K2UK3)NCy 201,
and thus [m , 3 (k) —my ;50 (k)| < xk,uks (K)my g 5. (k). Therefore,

[171,,5.(D) fi = My s (D) fill 22 < | Xkyuks (DY s (D) fill2

C
<4 max{( 0+ B) T w447 B,

In conclusion, (for Cy > C)

Ifi = mi (D) fill2s + 1L fo = maua(D) foll2s + L fs — m3,5.(D) £33
<N fa—maui(D) foll72 + N1 fs — m3a(D) 5113,
+ 20l fi = m1a (D) fill3s 4 2llmy 1 (D) fi — my (D) fills

C
<2078 +57 )+ 8 max{(u 0 +27 1A s 07 )

C
< IOVTL max{(u 28 + 2718, u2 s + A7) U

Let us stress that the decomposition into K, and K3 is in analogy to the two compar-
isons from Proposition 4.4 in order to show that u;; is constant. The set K, resembles the
comparison of u#; and uy, to show that u;; is constant in x, and the set K3 resembles the
comparison of u#; and u33 to show that u;; does not depend on x3.

Applying the previous result for all three directions simultaneously then yields the fol-
lowing corollary which will serve as the induction basis for the subsequent inductive boot-
strap argument.

Corollary 4.11 (Induction Basis) Let 8,68, u, A > 0 and let C; , ; be the cones in (25) with
corresponding multiplier m; ,, , (D), cf. (26), for i = 1,2, 3. Further let f;, h;; be functions
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as in Lemma 4.7. Let Cy > 0, y € (0, 1) and d > 0 be the constants from Lemma 4.7. For
M=A>0,pne 0 —L—), A (=22 ) it holds that

2v/2d2+1 V2/1-4p2°
i = 100y D) Filly A+ 1Lf2 = M2 (D) fall 2 + 1 fs = M3 (D) fall32
30C
<~ max{(u 8+ 278 T s 171 B).
14

With Corollary 4.11 in hand, we now iteratively further decrease the Fourier supports. To
this end, we will invoke the commutator bounds from Lemma 4.7.

Lemma 4.12 (Iteration process) Let 8,8 > 0 and let C; , ;. be the cones in (25) with cor-
responding multiplier m; ,, ; (D), cf. (26), for i =1,2,3. Further let n € (0, Nﬁ)’
A >0, and let f;, hj; be functions as in Lemma 4.7. Let Cy >0, y € (0,1) and d > 0
be the constants from Lemma 4.7. Let A, > 0 be a sequence for k € N with Ly = X and

A € (%, Ak—1). It then holds for every k € N \ {0}

Ifi = M1 (D) fill 32 + 11 f2 — Mo (D) foll 2 + | fs — m3,00, (D) £33
30C, \*
= (Tf) max{(u 28 + 27" B) 1 125 4+ A7 ).
Y

Proof We prove the statement by induction on k with the induction basis given by Corol-
lary 4.11. Assume that for some arbitrary but fixed k € N it holds

1t = 143, (D) fill 2+ Lf2 = maua (D) fall72 + 11 fs =m0, (D) f31172
300\ * (29)
) <VT4:> max{(u 28 +27 /), 1 4271 ).

Now for the induction step k — k + 1 we carry out the same argument as above to show

11 =M1 D il + 12 = M2y (D) ol 4 1 fs = 3 (D) i1
30C\FH (30)
) (WO) max{(u 8 + 27 B, 54271 ).

We argue as in the induction basis and present the calculations only for the first term on
the left hand side of (30). By the triangle inequality,

11 = Mgy (D) fill32
<2 fi = m1pa (D) filla + 20my (D) fi = m s, (D) fill]2-

The first contribution is already of the desired form. It thus remains to consider the sec-
ond contribution. For this we consider an analogous argument as before: Let K5 := {|ky| >
4dpai), K5 :={lks| > 4dpuni}. Then, since xxx (D)hy j(mj i, (D) f;) =0on K7,

g ;

11,40 (D) fr = 1 (DY ill72 < WXtk (DI (D) fill72

3
<2 Z It (D) (1,1 (D) f1 = P M (D) [

=2
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3
<2 lmiu (D) fi = b1 j(m s, (D) F)2

j=2

3
<4 lmipn (D) fi = filljs + 1A = ko jm s, (D) )72

j=2

3
=8lm1us (D) fi = fillle +4 Y ILfi = hijmjpua (D)) (BD)

j=2
Again for the second right hand side contribution in (31) we use Lemma 4.7:
C/2
It = R (D) f)l72 < W(”fj —mj (D) fill52)' 7.
Using the inductive hypothesis (29), overall, we arrive at the following upper bound
I f1 = My, (D) fill32
<20 fi = mi s (D) fill3s + 16]my (D) fi — fill2,
C/2 .
8 D = i (D))
J
< 18|l fi = m1 2, (D) fill}2
c? 30C, _ _ ok _ 1-y
+ 16W((W)k max{(u=28 + 271 8) 1" =25 42 ',3}) .
Arguing symmetrically for f, and f5 then yields:

Ifi =M1y (D) [il2s + L2 = Moy (D) foll2 + L fs = M3 sy (D) 5135
< 18( fi = M1y (D) fill 32 + L fo = Mo (D) foll22 + 11 fs — M35, (D) f3172)

C’? ((30C0

. 1—y
485 (Ca) max{ (™ +271 I i 4071 ))

30Co ‘ -2 —1 g (=) | =2 -1
Cc"? / 30C _ ek RN
48 () max( w5007 ) s )
Using that 2C"2 < Cy, 1 —y € (0, 1) and that y% > 3, leads to
Ifi = Mg (D) fillss + L2 = Moy (D) ol 2 + 1 fs = m3 sy, (D) 132

30C0 k ) —1 gy(1—p)k -2 —1
<18 W max{(u - 8+A1" BV, uT 8+ 1 B}

Co (30Co\" :
+240 (Tf) max{(u 28 + 27 /) (u s+ 071 B) )
14 14
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6Cy 30C,

= o o max{(e 4270 )

24Cy 30C,
y24d ( y24d

(30Co
y24d

Y max{(u28 + 17 B 125 4471 )

y)k+1

Yt max{(u 28 + 271 AU uis + A71B).

This concludes the proof. U

Now with the inductive procedure of reducing regions of Fourier space concentration in
hand, we turn to the proof of the lower bound in Theorem 2 and the argument for Proposi-
tion 1.2.

Proof of the lower bound in Theorem 2 and proof of Proposition 1.2 We argue in two steps,
first fixing the free parameters and then exploiting the boundary conditions.

Step 1: Choice of parameters and proof of Proposition 1.2. We seek to invoke
Lemma 4.12 expressing the bounds in terms of our energies, i.e. setting § = E (x; F) :=

inf,ep, EJ" (u, x), B=E/, (x),and =" = u~*€. Moreover, we use the notation
ElF"(x; F):=EJ" (x; F) + €E (). (32)

A1 =
directly that also Z?:l IV fillrv < B and therefore the conditions in Lemma 4.7 are fulfilled.
As a consequence, the above iteration in Lemma 4.12 is applicable. With this in mind, we
choose u = €* for some o > 0 to be specified. Therefore,

By virtue of Lemma 4.6 we obtain that for f; := x;; indeed Zi:l 18 fill%,_, < 8. It follows

A. — )‘-O — 620{71
and thus since without loss of generality E*" (x; F) :=infyep, E)" (u, x) +€E" . (x) <1

surf
(having the upper bound from Proposition 4.3 in mind), we deduce

’ 30C
—2u er —p)k
D U = M (D) £ s<y24j>ke 2 prer (y; F)0 (33)

j=1

We further choose
e = (2V2d2 + 1) hg = MFePH01

where M = M (d) = 2+/2d? + 1 > 2. This is admissible in the sense of the assumptions in

Lemma 4.9 since )\2_51 =2V2d*+1p e (% \/1411%“2, 1).

Next, for @« = a(€) € (0, 1) and € > 0 we choose k € N to be given by

log M
L ((1 —2a)|loge| —|—10g2—‘ B [H Mot "‘

_ log M
o|loge| —logM _|;)ogge\

This ensures that A; < % In what follows, we will choose the parameters €, o such that

llj’fM < ¢ which implies k < 4. Exploiting the discrete Fourier transform, then yields
g€l 2 o

ILfi = mina DV fil= D 1HEP=If— ()52

£€Z3\(0}
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and hence, by (33) results in the estimate

30Co\ % oy e ok
an, (12 (ymj’)“e 2 prer (y; F)0%

Using that (1 — y)g >1- gy, we set y = % € (0, 1) which leads to the bound

4
a

3
Zufj ()12 < (30Co8*) = e EP (5 F)2.

Next, we fix the parameter o > 0: Observing that for any v > 0 there exists ¢y > 0 such
that for « € (0, «p) it holds that

96d
a % =exp (96d log(a Mo ™") <exp(—a™'7") =exp(C(v)a™' ™), (34)
ve

we choose o = | logel’ﬁ for all € € (0, €y) with €y > O still to be chosen. In particular, for
€o > 0 sufficiently small, such that | logel% > 2log M, (34) holds and also |1 ngﬂz\ < 7 holds
as required above.

As a consequence, for V' :=

4+2v € (0, 2) we arrive at

3
Z 1Lf; = (0122 < expley|loge| 2V EP (x: F)*2.

Step 2: Conclusion. In order to conclude the estimate, we derive a lower bound for
Zi:l Ilfi —(f) ||iz. For this we recall that f; = x; ; is the j-th diagonal entry of the phase

indicator x and hence Z?:l ILfi = (fdll72 = llx = (x)II3,. Thus, by the mean value condi-
tion in Dy,

l(x) = FI*=(x) — w)* < /3 lu— x*dx < EN"(u, x).
T
and, furthermore, as the left hand side is independent of u,

l(x) — FI* < EX"(x; F).

Overall this implies for the total energy EP" (x; F) = E" (x; F) + €EY (%)

surf

dist’(F, IC)</ lx — F|2dx<2/ lx — 2dx+2/ l(x) — F|*dx
<2exp(ey|loge| 2 )EP (x; ) +2E0 (x; F)
<2expley|loge| > M )EP (x; F)? +2EP (x; F)?
< dexp(ey|loge| 2 H)EP (x; F)2,
Finally, solving for EP*"(x; F) shows the desired estimate

EP (x; F) = 2% exp (— 2¢,/| loge| 2 ) dist* (F, ).
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Fig. A.1 Self-similar
construction in Proposition A.3.
(Color figure online)

!

~|F=-=====

The desired claim follows by an application of Lemma 4.5. O

Appendix A: Branching, Upper Bound for the Two-State Problem for
the Divergence Operator

We complement our lower bounds for the compatible two-well problem from Sect. 3 by an
upper bound in the case of the divergence operator acting on matrix fields as introduced in
Example 1.1. For simplicity, we only consider square matrices, i.e. m = d, and like before
in Sect. 3 only consider the case d > 1 in the following. For earlier, closely related, three-
dimensional constructions in the context of compliance minimization problems we refer to
[24]. While the e% construction is by now rather “standard” [1, 62, 63, 80], our argument
does provide a slightly different perspective, in that, in arbitrary dimension, we can ensure
boundary conditions on all faces of the domain € = [0, 114 (see the upper bound construc-
tion for [76, Theorem 3] for a similar construction for the gradient).

In deducing the upper bound for the divergence operator, we first provide a construction
in a unit cell (Lemma A.1) and iterate this construction (Proposition A.3). This yields a
construction which attains the boundary data in two directions. In order to attain these also
on the remaining sides we use the flexibility of the wave cone for the divergence operator
(Proposition A.5). We remark that in two dimensions there would be no modification with
respect to the gradient construction since there the curl and divergence only differ by a
rotation of 90 degrees.

In our unit cell branching construction, we do not work on the level of the potential, but
directly consider the problem on the level of the wells. In this context, we recall the com-
patibility conditions for laminates formed by the divergence operator which is determined
by the associated wave cone: For M € R?*?, we have that M € ker A(£) if and only it holds
ME& =0.

With this in hand, we introduce an auxiliary matrix which will play an important role in
our construction: Let A, B € R¥*? be such that (B — A)e; =0 and let n = e; + y»v for a
unit vector v perpendicular to ¢; and for some y, € R, y, # 0. We then define E, by

E,=n(B-Arv®e (A1)
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and the associated “perturbed” matrix A, = A + E,. By construction, this matrix obeys the
identities

(A, — Av=0, (B—A)n=0. (A.2)

This in particular allows for interfaces of A,, and A with normal v and of A,, and B with
normal n which we will use in our branching construction below.

LemmaA.1 For0 <[ <h <1, wedefinew=10,1] x [0, h] x [0, 1]972. Let A, B € R¥*4 pe
such that (B — A)e; =0 and let F; = AA + (1 — A)B for some X € (0, 1). Then there exists
u R — R4 sych that

divu =0inR?,
u=F, for x; € (—00,0) U (I, 00).

Furthermore, there exist x € BV (w; {A, B}) and a constant C = C(A, B) > 0 such that for
any € > 0 the localized energy can be bounded by

l3
E.(u, x; w) :=/|u—x|2dx+e/|VX|SC(l—A)2Z—|—56h.

Proof We consider the following partition of the domain w into subdomains:

Al AL (1 =)

M
= 0, — — —
o {Xle(,z)}, ) {X1€(2,2+ T x2)},
Mo (A =0I (1 =2l (1 =)l
w3 = {x1 €( 5 + TR + 7 x)}, ws={x;e A+ TRk )}
Based on this we define
A X €w,
A x€ew Uws,
ulx)=1{B x€wUwy, xkx)=
B x e€wy;Uwy,
A+ E, x€ws,
where E,, is given in (A.1) forn =¢; — %ez. We highlight that u is independent of x;

for k > 3. By definition of E,,, the characterization of the wave cone (5) for the divergence
operator and the remarks on laminates in (A.2), this defines an divergence-free mapping.
Further, as (B — Fy)e; = (A — F;)e; = 0, the exterior data are attained in x; € (—o00,0) U
(I, 00).

To calculate the energy, we observe, that the only contribution to the elastic energy is
given in w3. Hence,

E.(u, x;w) :=/|u—x|2dx=/ |A+E22—A|2dx
o 3

, (1 =220

= |Eo,)*|w3] = |(B — A)es| h

As the surface energy is determined by the interfaces between w; and wy, we obtain (I < h)

(1=2)212 (1=2)2
Epp(x;0):= [ |[VxI=h+2 f+h2§h+2h 1 +1<5h.
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Fig.A.2 Setting of Lemma A.2

This shows the claim. O

As for analogous constructions for the gradient, we will use this unit cell as a building
block in order to achieve a self-similar construction attaining the boundary data on two
directions. For this to be admissible in the sense of an A-free map, we rely on the following
lemma. It shows that for first order operators corners in which interfaces meet do not give
rise to singularities.

LemmaA.2 Letd,n,m € N and let A(D) = 27:1 A;3;: C®*(RY; R") — C®(R?Y; R™) be
a homogeneous, linear operator of degree one with symbol A given in (3) and let Q;, j =
1,...,1, be a polygonal set (the set is defined as the intersection of half spaces) with outer
unit normal n; such that

o RY= Ulj‘:l Qj,
o the two sets Q;, Q41 have one common face (I +1=1),
e and such that they meet in one point, i.e. ﬂljzl Q; ={xo},

cf Fig. A.2. Assume further that B; e R", j=1,...,1, are such that Bj — Bj | e kerA(n;).
Then the map

u(x) = Bj for x € Q;

is A-free.

Proof First we note that u is indeed well-defined by the properties of €2;, further we notice
that for M € R" and U C R? a Lipschitz domain it holds for ¢ € Ccx (R?; R™)

d d
/M~(A(D))*<pdx=2/ M.ak(A;¢)dx=Z/ M - (AL p)ndH™!
U k=1 U k=1 U

:/ AWM - pd .
1

With this it holds

! l
/Rd u - (A(D))*pdx = Z/ B; - (A(D))*¢dx = Z/ A(n;)B; - pdH™".
j=17% j=170%
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Moreover on 9€2; M d€2; it holds that n;,; = —n; and thus by the assumptions on B;
!
/ u- (AD)) pdx = Z/ A(n;)(Bj — Bj1) ~pdH =0.
R4 —1 J99,;n0%; 41
j
As ¢ was arbitrary the claim follows. U

With Lemma A.2 in hand, we now iterate the unit cell-construction from Lemma A.1, as
illustrated in Fig. A.1.

Proposition A.3 Letd,n € N. Let 2 =0, 1%, let A, B € R" be such that B — A € Agy, cf.
(5), and let F; = AA+ (1 —A)B for some A € (0, 1). Let E. be as in (12). Then there exist u :
R? — R and x € BV(2; {A, B}) with divu =0 in R? and u = F, for (x1, x») ¢ [0, 11°
such that for any € € (0, 1) and any N € N

1
Ec(u, x) = C(57 +€N)

for some constant C = C(A, B, A) > 0.

Proof Without loss of generality we may assume (B — A)e; =0, i.e. B — A € ker A(e,) for
A(D) =div.Let8 € (i, %). We argue symmetrically in the upper and lower half of the cube,
i.e. we give the construction of u on [0, 1] x [%, 1] x [0, 11972 and define u on the lower half
by symmetry. We define for N € N and for j € Nj

67 1

1-0
=,
2T 2N

hj=yj—y; =0 7

yi=1-
Furthermore, let jy € N be the maximal j € N such that [; < h;. We set
o= (k. v +10,1;1 % [0,h;1) x [0, 11772,

forke{0,1,....,N2/ — 1}, j €{0,1,..., joksfork € {0, 1,..., N20ot! — 1}, j = jo+ 1 we
set

Jo+1

g = (RLigsr vigen) +10. Ly x [0, 1) x [0, 112,

Letu;, x; in [0,1;] x [0, h;] x [0, 11972 be given by Lemma A.1 for j =1, ..., jy. Further,
in the layer j = j, + 1 we interpolate with the desired boundary data by a cut-off argument:
To this end, we introduce the cut-off function ¢ : [0, co) — [0, 1] and the profile / : [0, 1] —
[0, c0) by setting

: telo, 51, (I=xt tel0,))
ND=1-4+3 rteldH, =1, = e
o0 * (32 4 © {A(l—t) telr1].
0 t>1,
gJio+1
2

We consider the function i j,4; : [0, 7;,] x [0, ] x [0, 11972 defined via

~ 2[j0+1 , 2)62 X1
Ujor1(X) = — QJot1 ¢ (9j0+1 )h<lj0+1 )((A —B)ex) ®e
@ Springer
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Fo( 2w () A B)+ F

QJo+1 Ligt1
The associated phase indicator is defined by

Xio+1 () = X0.11,) X1 A + X115, (¥1) B.

We note that y,11(x) = h'(+—)(A — B) + F and moreover for x, < % itholds i )4 (x) =

l/()+1
Xjo+1(x) and for x, > % correspondingly i j, 1 (x) = F. Furthermore, for x; € {0, /;;4}, we
know h(;*L-) =0 and thus (i1 (1) = F)er = ¢ (3 )h’(lj';irl )(A — B)e; =0.

With the help of this construction we meet the prescribed data for x, > 1, and we can
define u in the upper half of the full cube:

u(x) = ?_;(x—(klj,yj)) X €wjk,
Ujpr1(x = (kljy, yjo+1)) X € Wjps1 k-
For the lower half of the cube we argue similarly, mirroring the unit cell construction of
Lemma A.1, i.e. instead of E,, we consider E_,,. We define x in [0, 114 analogously.
We note, that this defines a divergence free mapping, as all the laminations are in com-
patible directions as (B — A)e; = 0 and by the choice of E,, in (A.1). Lemma A.2 shows,
that this function is divergence-free even thought interfaces meet in corners. Moreover, we

can bound the energy in the ;114 cells for any k € {1, ..., N2/t — 1}
100100 — i1 O = | 225 (22 o) -Bee
- (¢(%) - ”h/(z;, Ja-B)[
<o (e 1)

and, since [j1 > hjy41 and 00T ~ b 4y,

12
~ 2 Jo+l /2 jo+1
/ pio+1 . [ jo+1 — Xjo+1(X)["dx < Clj0+1(/ —9j0+1¢, (H)dt + 60t
[0,lj0+1]><[0, ——1x[0,1]4~ 0

3

I A
Cahrr + L)

B
< CJU—H.
hjo-H

Furthermore, the surface energy is bounded by Ey,, (X jo+1; @jo+1.4) < C(A, B, M)hjy41.
Overall, we have a function defined on [0, 1]¢ and can extend it to be Fj for (x|, x») ¢
[0, 11%. The energy then can be bounded by

Jjo+1 N2/ —1 Jjot1 3
Ecw, ) 2) Y Eeluj, xjiw) <C Y NG +ehy)
j=0 k=0 =0 /

@ Springer

111



112

Scaling for the Two-State Problem and a T3 Structure Page430f50 5

Jo+1 2 L Jo+1 1 1
<C L “y=C () N(26)/
< ;%ﬁ%ﬂ szz(w) +eN(20)

1
§C(W+GN). g

Remark A.4 We remark that in the situation of the divergence operator, there are situations
with substantially more flexibility than for the gradient: If for the two wells A, B € R¥*¢
it does not only hold that (B — A)e; = 0 but also that (B — A)e, = 0, there would not be
any elastic energy contribution involved. In this situation, for the above construction, we
would only have contributions to the surface energy, as then E,, =0 and hence A 4- E,, =
A € {A, B}. In particular, for boundary data which are only attained on two directions this
would yield a linear scaling law in €. For curl free mappings as in gradient inclusions, this
is not possible, as the direction of lamination is unique in that case, i.e. Vi, is at most
one-dimensional.

As a last auxiliary step towards the upper bound construction from Theorem 1, in order
to achieve the exterior data on all sides of the unit cube, we adapt the branching construction
similarly as in [75], as the construction from Proposition A.3 does not yet satisfy F; at, e.g.,
x3 = 0. Thus, we combine Proposition A.3 with a further domain splitting for which we
split [0, 11¢ into different regions. In each region, we prescribe a different direction for the
branching construction from Proposition A.3. To this end, we use that the choice of e, in the
above results was arbitrary and we also can choose any other direction e; for j € {2,...,d}.
Combined with compatibility conditions at the resulting interfaces, this will allow us to
deduce the desired branching construction.

Proposition A.5 Under the same assumptions as in Proposition A.3 there exist u : RY —
R4y € BV (2; {A, B)) and a constant C = C(A, B, 1) > 0 such that u € Dk, for F,, =
M+ (1 —=21)B (L e(0,1))and for any € € (0, 1) and N € N it holds

1
Ec(u, x) = C(57 +€N).
Proof For simplicity, we first carry out the details for the case d = 3 and then only comment

on the changes in the case of arbitrary dimension. We split [0, 1]° into the following four
parts and use different branching directions in each part: Let

Qf:{x€[0,1]32:|:(x2—1)20, l—|162—l|§l—|x3—1|},
2 2 2 2 2

. \ 1 1 11 1

@y ={xel0,1] ::I:(x3—§)20, §—|x3—5|§§—|x2—§|},

and consider the upper (Q;T) and lower (£2;) halves separately as in the proof of Proposi-
tion A.3.

Next, we define u, in 5 and u3 in Q7 using Proposition A.3: The function u; is given
by the function from Proposition A.3 above, whereas u3 is obtained from u, by exchanging
roles of e, and ej3, i.e. the branching is done in e3 direction and we use E,, instead of E,,.
For v € {ey, e3} the error matrix E, is given in (A.1). We then define the overall deformation
uin QF U QY by

u(x) x € QF,

ux) = us(x) er;.
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Fig. A.3 The three-dimensional
branching construction to achieve I
the boundary data on all sides. 1
The shaded regions are the
diagonal interface at xp = x3
with the interfaces of A + E,,
and A + E; marked in orange

oS

A hy

\ \ €9

\ \
\ \
’ (&
, €3
v hl

WAL S g,

1

This construction is depicted in Fig. A.3. As above u is defined in the lower halves Q5 , Q3
by symmetry.

We claim that this overall construction is divergence-free. In the individual regions Q3
and Q7 this follows by Proposition A.3. It thus remains to discuss the compatibility at the
interface x, = x3. Since all other values of u are given by (matching domains in which)
u € {A, B}, it suffices to discuss the compatibility of the error matrices E,, and E,, at this
interface. To this end, we however note that (E,, — E.,)¢ =0 for all { € span(e,, e3), i.e.
also this interface is admissible. This shows that « indeed defines a divergence free map.

The upper bound for the elastic and surface energies from Proposition A.3 remains valid,
thus yielding the claimed estimate which concludes the proof of the proposition.

In order to show the d-dimensional result, we split [0, 114 into 2d — 2 regions jS =
{x €0, 119 :£(x; — 1) >0,1 — |x; — 3| =minyk=q 3 — |xx — 31} for j =2,....d and
argue as above. ]

Finally, with Proposition A.5 in hand, we immediately obtain the proof of the upper
bound construction from Theorem 1 for the divergence operator.

Proof of the upper bound in Theorem 1 In order to deduce the upper bound of Theorem 1, we
choose N ~ e’% , which shows the claim. O

Remark A.6 (Generalizations) Building on the ideas from the gradient case and the ones from
above one can formulate (rather restrictive) conditions, allowing for similar constructions for
more general linear, constant coefficient differential operators. A key difficulty here consists
in the “hard form” of the prescribed boundary conditions. When considering “softer forms”
of these, as for instance in [66], constructions for general constant coefficient operators with
the desired boundary conditions would be feasible under much more general conditions by
using Fourier theoretic arguments as in [74]. We do not pursue these ideas here but postpone
this to possible future work.
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Appendix B: On the Role of the Divergence Operator

Following [28], in this section we highlight the relevance of the divergence operator which
also partially motivates our discussion of the scaling law for the 73 problem from Sect. 1.3.
To this end, we first recall that considering any first order homogeneous constant co-
efficient differential operator A(D) = Z‘;:l AT9; 1 C®*(RY; R") — C®(RY; R™), we can
rewrite A(D)u = div w; (1) with a linear map ; : R" — R”*“ Indeed, let us define

n
w1 R > R™Y o (x) = (ZA,{kxk)i:L,.,,n;,~
=i
k=1

Let u € C®°(R?; R"), then it holds A(D)u = (div ow, ) (u) for the row-wise divergence.

Indeed this can be generalized for higher order operators A(D)u = Zlalz « A%0%u, where
A% e R™*" are coefficient matrices, as follows. For this we denote the space of symmetric k
tensors on R? by Sym(R?, k). Let the k-th order divergence be given as

divk : C*(R?; R” @ Sym(R?, k)) — C®(RY; R™),

(din l/t)j = Z 8,-] ...Bikujl-l_J-k.

I<ij=-=<ix=d

(B.3)

For k =1 this is exactly the row-wise divergence as mentioned above.

Remark B.1 This definition is natural in that sense that this operator (up to a sign) is the
adjoint of the k-th derivative DF.

The linear map w; : R” — R” ® Sym(R¢, k) then takes the form

J

(@) i = (A1 0x) (B4)

and by this choice it holds A(D)u = (div* owy) (u) for any u € C®(R?; R") and kerw;, =
I4= mm:k ker A*. In what follows, we omit the k£ dependence of @ = wy in the notation.

With this in hand, it is possible to bound the energy for a general homogeneous linear
operator A(D) (of order k) by the corresponding energy for the (k-th order) divergence (cf.
[28, Appendix] for the corresponding qualitative result in the case k = 1).

Proposition B.2 Let d,n,k € N, K C R", and let @ C R? be a bounded Lipschitz domain.
Let A(D) be a k-th order homogeneous linear differential as in (2) and the elastic and sur-
face energies be given by (16) and (17). Moreover let w = wy, be the linear transformation
in (B.4) and div* the generalized k-th order divergence in (B.3) with the corresponding en-
ergies Eglivk s Ef;vrkf Then there exist constants Cy, C, > 0 such that for any x € BV (Q2; K),
F eR"

Ea(x: F) = CES (0(x): 0(F)),

el
ivk
E.Yurf(x) > CZESurf (w(X))

Moreover if A(D) is cocanceling (and thus o is injective), it also holds for all u € Dy,
X € BV(Q; K) (¢f- (10))

Eu(tt, X) + € Equry 0O ~ ES (@), 0 (1)) + € EXY ((x)).
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Proof In order to obtain the desired result, we use the pointwise bound |u — x| > Clw(u) —
o (x)| and consider the adapted boundary data: For any u € Dy with D denoting the set
from (10), the composition w (u) satisfies divf o) = A(D)u =0in R? and w(u) = w(F)

in R¢ \5. In other words, it holds that w (1) € Dii(;) for the divergence operator and bound-

ary data w (F). For the elastic energy (denoting by E4*", Dii(V;) the energy and domain for
the divergence operator) this implies

Eg/(u,X)=/|u—X|2dsz/Iw(u)—w(X)Izdx=CES;Vk(w(M),w(X)), (B.5)
Q Q

Eq(x; F)>C inf /Iw(u)—w(x)lzdsz inf /|w(u)—w(x>|2dx.
ueDp Q k Q

u:w(u)eDg)i(VF)

We emphasize that, in general, this only yields lower bound inequalities since w is possibly
not injective and thus there may be deformations u with A(D)u =0 and u # F outside Q2
but still fulfilling w (u) = @ (F) outside 2 (see the example in Sect. B.1 below). Replacing

vk

now (u) by a general function w : R — R” ® Sym(R¢, k) such that w € Doty yields

Eu(x; F)>C inf /|w_w(x)mx:c;zg;vk(w<x);w(p>>.
weDs)i(”I;) Q

Furthermore, as |V x| > ¢|V(w(x))|, we can also bound the surface energy

Em_f<x)=/Q|VX|Zc/QW(w(xm=cE§';V,§(w<x)). (B.6)

In the case of a cocanceling operator w is injective and we also have the bounds |u — x| <
Clo(u) — ()], IVx] < C|V(w(x))l|, thus in (B.5) and (B.6) also the matching upper
bounds hold, which concludes the proof. O

As a consequence, lower bounds for the divergence operator often also imply lower
bounds for more general operators. A particular setting (see [28]) for instance arises in the
three state problem with I = {A, A,, A3} being such that A; — Ay ¢ A 4. In this case also
o (K) consists of three states which is a result of the fact that the kernel of w is given by

d d
ker(w) = ﬂkerA-f = mkerA(ej) =1,

j=1 j=1

In particular, if we find a T3 structure for a general linear, homogeneous, constant coefficient,
first order differential operator A (D) such that it is mapped to the 75 structure in Sect. 4, we
can exploit the same lower bound as for the divergence operator. In addition to the relevance
of the divergence operator for applications, this argument serves as an additional motivation
for focusing particularly on the divergence operator in this article.

Moreover with Proposition 3.8 in mind, also for pairwise non super-compatible wells,
we can assume without loss of generality that /4 = {0} and thus w in injective.

B.1 Comparison of the Two-State Problem for the Divergence Operator
In this section, we discuss the comparison between the general two-state problem for linear,

homogeneous differential operators and the one for the (k-th order) divergence operator. In
particular, this yields yet another proof of the compatible case in Theorem 1.
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In the calculations from the first part of Sect. B, we notice that for an injective map » we
can also bound the quantities E,;(u, x), Egrs(x) from above with the corresponding term
in which u, x are replaced by w(u), w(x); hence for I 4 = {0} it holds

Ec(u, x) ~ E (o), 0 ().

We here emphasize that this only holds on the level of fixed u, x and that after the mini-
mization in u, this does not necessarily yield a two-sided comparison of the energies any
more. Indeed, while the lower bound estimates always hold (cf. Proposition B.2), this may
not be true for the upper bound estimates. In fact, even if 74 = {0}, we can at the moment
not exclude that there may be w € DS}E’;) \ (D). We postpone a further discussion of this
to future work.

The advantage of I, = {0} is that we do not lose wells in that sense that for /4 = {0}
also kerw = {0} and thus, w is injective. As seen above in Sect. 3.4 for two wells A, B €
R", A — B ¢ I, we can restrict to A(D) which fulfills 1 ; = {0}. This implies that for
two compatible wells, which are not super-compatible, in deducing lower scaling bounds,
we can use the corresponding lower bounds of the divergence operator as we do not lose
information.

Example B.3 In concluding this section, we give an example of an operator which is not
cocanceling. Consideringd =2, n =3, m =1 and

A(D)M = 81142 + 32”3,

implies that w : R* — R'?2, w(x) = (x,, x3) and ker(w) = span(e;) = 1 4.
The reduced operator A(D) would act on mappings taking values only in {0} x R?> C R3.

Acknowledgements A.R. and C.T. gratefully acknowledge support through the Heidelberg STRUCTURES
Excellence Cluster which is funded by the Deutsche Forschungsgemeinschaft (DFG, German Research Foun-
dation) under Germany’s Excellence Strategy EXC 2181/1 - 390900948.

Funding Note Open Access funding enabled and organized by Projekt DEAL.

Data Availability Data sharing not applicable to this article as no datasets were generated or analysed during
the current study.

Declarations

Competing Interests The authors have no competing interests to declare that are relevant to the content of
this article.

Open Access This article is licensed under a Creative Commons Attribution 4.0 International License, which
permits use, sharing, adaptation, distribution and reproduction in any medium or format, as long as you give
appropriate credit to the original author(s) and the source, provide a link to the Creative Commons licence,
and indicate if changes were made. The images or other third party material in this article are included in the
article’s Creative Commons licence, unless indicated otherwise in a credit line to the material. If material is
not included in the article’s Creative Commons licence and your intended use is not permitted by statutory
regulation or exceeds the permitted use, you will need to obtain permission directly from the copyright holder.
To view a copy of this licence, visit http://creativecommons.org/licenses/by/4.0/.

@ Springer

Appendix A On scaling properties for two-state problems and for a singularly per-
turbed T3 structure



5 Page48of 50 B. Raita et al.

References

Chan, A., Conti, S.: Energy scaling and branched microstructures in a model for shape-memory alloys
with SO(2) invariance. Math. Models Methods Appl. Sci. 25(06), 1091-1124 (2015)

Riiland, A., Tribuzio, A.: On the energy scaling behaviour of a singularly perturbed Tartar square. Arch.
Ration. Mech. Anal. 243(1), 401-431 (2022)

Garroni, A., Nesi, V.: Rigidity and lack of rigidity for solenoidal matrix fields. Proc. R. Soc. Lond., Ser.
A, Math. Phys. Eng. Sci. 460(2046), 1789-1806 (2004). https://doi.org/10.1098/rspa.2003.1249
Palombaro, M., Ponsiglione, M.: The three divergence free matrix fields problem. Asymptot. Anal. 40(1),
37-49 (2004)

Miiller, S., Sverdk, V.: Convex integration for Lipschitz mappings and counterexamples to regularity.
Ann. Math. 157(3), 715-742 (2003)

Kirchheim, B., Miiller, S., Sverdk, V.: Studying nonlinear PDE by geometry in matrix space. In: Geo-
metric Analysis and Nonlinear Partial Differential Equations, pp. 347-395. Springer, Berlin (2003)
Székelyhidi, L. Jr: The regularity of critical points of polyconvex functionals. Arch. Ration. Mech. Anal.
172(1), 133-152 (2004)

De Lellis, C., Székelyhidi, L. Jr.: The Euler equations as a differential inclusion. Ann. Math. 170(3),
1417-1436 (2009)

De Lellis, C., Székelyhidi, L. Jr.: The A-principle and the equations of fluid dynamics. Bull. Am. Math.
Soc. 49(3), 347-375 (2012)

10. Kuiper, N.H.: On Cl-isometric imbeddings. II. In: Indagationes Mathematicae (Proceedings), vol. 58,
pp. 683-689. Elsevier, Amsterdam (1955)

11. Nash, J.: C! isometric imbeddings. Ann. Math. 60(3), 383-396 (1954)

12. Conti, S., De Lellis, C., Székelyhidi, L. Jr.: h-principle and rigidity for 1 isometric embeddings. In:
Nonlinear Partial Differential Equations, pp. 83—116. Springer, Berlin (2012)

13. De Lellis, C., Székelyhidi, L. Jr.: On h-principle and Onsager’s conjecture. Newsl. - Eur. Math. Soc. 95,
19-24 (2015)

14. Ball, J.M., James, R.D.: Fine phase mixtures as minimizers of energy. In: Analysis and Continuum
Mechanics, pp. 647-686. Springer, Berlin (1989)

15. Ball, J.M., James, R.D.: Proposed experimental tests of a theory of fine microstructure and the two-well
problem. Philos. Trans. R. Soc. Lond. A, Math. Phys. Eng. Sci. 338(1650), 389-450 (1992)

16. Bhattacharya, K., Firoozye, N.B., James, R.D., Kohn, R.V.: Restrictions on microstructure. Proc. R. Soc.
Edinb., Sect. A, Math. 124(5), 843-878 (1994)

17. Miiller, S., Sverdk, V.: Convex integration with constraints and applications to phase transitions and
partial differential equations. J. Eur. Math. Soc. 1(4), 393-422 (1999)

18. Miiller, S.: Variational models for microstructure and phase transitions. In: Calculus of Variations and
Geometric Evolution Problems, pp. 85-210. Springer, Berlin (1999)

19. Riiland, A.: The cubic-to-orthorhombic phase transition: rigidity and non-rigidity properties in the linear
theory of elasticity. Arch. Ration. Mech. Anal. 221(1), 23-106 (2016)

20. Palombaro, M.: Rank-(n — 1) convexity and quasiconvexity for divergence free fields. Adv. Calc. Var.
3(3), 279-285 (2010)

21. Palombaro, M., Smyshlyaev, V.P.: Relaxation of three solenoidal wells and characterization of extremal
three-phase H-measures. Arch. Ration. Mech. Anal. 194(3), 775-822 (2009)

22. Kohn, R.V., Wirth, B.: Optimal fine-scale structures in compliance minimization for a uniaxial load.
Proc. R. Soc. A, Math. Phys. Eng. Sci. 470(2170), 20140432 (2014)

23. Kohn, R.V., Wirth, B.: Optimal fine-scale structures in compliance minimization for a shear load. Com-
mun. Pure Appl. Math. 69(8), 1572-1610 (2016)

24. Potthoff, J., Wirth, B.: Optimal fine-scale structures in compliance minimization for a uniaxial load in
three space dimensions (2021). arXiv:2111.06910

25. Kohn, R.V., DeSimone, A., Otto, F., Miiller, S.: Recent analytical developments in micromagnetics. Sci.
Hyst. 2, 269-381 (2006)

26. DeSimone, A., Kniipfer, H., Otto, F.: 2-d stability of the Néel wall. Calc. Var. Partial Differ. Equ. 27(2),
233-253 (2006)

27. De Philippis, G., Palmieri, L., Rindler, F.: On the two-state problem for general differential operators.
Nonlinear Anal. 177, 387-396 (2018)

28. Sorella, M., Tione, R.: The four-state problem and convex integration for linear differential operators
(2021). arXiv:2107.10785

29. Skipper, J.W.D., Wiedemann, E.: Lower semi-continuity for .A-quasiconvex functionals under convex
restrictions (2019). arXiv:1909.11543

30. Bhattacharya, K.: Microstructure of Martensite. Oxford Series on Materials Modelling. Oxford Univer-
sity Press, London (2003)

@ Springer

117



118

Scaling for the Two-State Problem and a T3 Structure Page490f50 5

31.

32.

33.

34.

35.

36.

37.

38.

39.

40.

41.

42.

43.

44.
45.

46.

47.

48.

49.

61.

62.

63.

Bhattacharya, K.: Comparison of the geometrically nonlinear and linear theories of martensitic transfor-
mation. Contin. Mech. Thermodyn. 5(3), 205-242 (1993)

Warner, M., Terentjev, E.M.: Liquid Crystal Elastomers, vol. 120. Oxford University Press, London
(2007)

Cesana, P., Della Porta, F.,, Riiland, A., Zillinger, C., Zwicknagl, B.: Exact constructions in the (non-
linear) planar theory of elasticity: from elastic crystals to nematic elastomers. Arch. Ration. Mech. Anal.
237(1), 383-445 (2020)

Lamy, X., Lorent, A., Peng, G.: Rigidity of a non-elliptic differential inclusion related to the Aviles—Giga
conjecture. Arch. Ration. Mech. Anal. 238(1), 383—413 (2020)

Lamy, X., Lorent, A., Peng, G.: On a generalized Aviles-Giga functional: compactness, zero-energy
states, regularity estimates and energy bounds (2022). arXiv:2203.05418

Tartar, L.: Compensated compactness and applications to partial differential equations. In: Nonlinear
Analysis and Mechanics: Heriot-Watt Symposium, vol. 4, pp. 136-212 (1979)

DiPerna, R.J.: Compensated compactness and general systems of conservation laws. Trans. Am. Math.
Soc. 292(2), 383-420 (1985)

Tartar, L.: The compensated compactness method applied to systems of conservation laws. In: Systems
of Nonlinear Partial Differential Equations, pp. 263-285. Springer, Berlin (1983)

Murat, F.,, Tartar, L.: H-convergence. In: Topics in the Mathematical Modelling of Composite Materials,
pp. 21-43. Springer, Berlin (2018)

Miiller, S.: Rank-one convexity implies quasiconvexity on diagonal matrices. Int. Math. Res. Not.
1999(20), 1087-1095 (1999)

Faraco, D., Székelyhidi, L. Jr.: Tartar’s conjecture and localization of the quasiconvex hull in R2%X2 Acta
Math. 200(2), 279-305 (2008)

Guerra, A., Raita, B., Schrecker, M.R.1.: Compensated compactness: continuity in optimal weak topolo-
gies. J. Funct. Anal. 283(7), 109596 (2022)

Arroyo-Rabasa, A., De Philippis, G., Rindler, F.: Lower semicontinuity and relaxation of linear-growth
integral functionals under PDE constraints. Adv. Calc. Var. 13(3), 219-255 (2020)

Raitd, B.: Potentials for .A-quasiconvexity. Calc. Var. Partial Differ. Equ. 58(3), 105 (2019)

Guerra, A., Raitd, B., Schrecker, M.: Compensation phenomena for concentration effects via nonlinear
elliptic estimates (2021). arXiv:2112.10657

Raita, B.: A simple construction of potential operators for compensated compactness (2021). arXiv:2112.
11773

Behn, L., Gmeineder, F., Schiffer, S.: On symmetric div-quasiconvex hulls and divsym-free L°-
truncations (2021). arXiv:2108.05757

Fonseca, 1., Miiller, S.: A-Quasiconvexity, lower semicontinuity, and young measures. SIAM J. Math.
Anal. 30(6), 1355-1390 (1999)

Kristensen, J., Raitd, B.: An introduction to generalized Young measures. Max-Planck-Institut fiir Math-
ematik in den Naturwissenschaften Leipzig 45 (2020)

Conti, S., Gmeineder, F.: A-Quasiconvexity and Partial Regularity (2020). arXiv:2009.13820

. Gmeineder, F.,, Lewintan, P., Neff, P.: Optimal incompatible Korn-Maxwell-Sobolev inequalities in all

dimensions (2022). arXiv:2206.10373
De Philippis, G., Rindler, F.: On the structure of .A-free measures and applications. Ann. Math. 184(3),
1017-1039 (2016)

. Arroyo-Rabasa, A., De Philippis, G., Hirsch, J., Rindler, F.: Dimensional estimates and rectifiability for

measures satisfying linear PDE constraints. Geom. Funct. Anal. 29(3), 639-658 (2019)
Breit, D., Diening, L., Gmeineder, F.: On the trace operator for functions of bounded A-variation. Anal.
PDE 13(2), 559-594 (2020)

. Dacorogna, B.: Direct Methods in the Calculus of Variations, vol. 78. Springer, Berlin (2007)

Dacorogna, B., Marcellini, P.: Implicit Partial Differential Equations, vol. 37. Springer, Berlin (2012)
Pedregal, P.: Parametrized Measures and Variational Principles. Springer, Berlin (1997)

. Chaudhuri, N., Miiller, S.: Rigidity estimate for two incompatible wells. Calc. Var. Partial Differ. Equ.

19(4), 379-390 (2004)

. De Lellis, C., Székelyhidi, L. Jr.: Simple proof of two-well rigidity. C. R. Math. 343(5), 367-370 (2006)
. Friesecke, G., James, R.D., Miiller, S.: A theorem on geometric rigidity and the derivation of nonlinear

plate theory from three-dimensional elasticity. Commun. Pure Appl. Math. 55(11), 1461-1506 (2002)
Lamy, X., Lorent, A., Peng, G.: Quantitative rigidity of differential inclusions in two dimensions (2022).
arXiv:2208.08526

Kohn, R.V., Miiller, S.: Branching of twins near an austenite—twinned-martensite interface. Philos. Mag.
A 66(5), 697-715 (1992)

Kohn, R.V., Miiller, S.: Surface energy and microstructure in coherent phase transitions. Commun. Pure
Appl. Math. 47(4), 405-435 (1994)

@ Springer

Appendix A On scaling properties for two-state problems and for a singularly per-

turbed T3 structure



Page 50 of 50 B. Raita et al.

64.

65.

66.

67.

68.

69.

70.

71.

72.

73.

74.

75.

76.

71.

78.
79.
80.
81.
82.
83.

84.

Barroso, A.C., Matias, J., Santos, P.M.: Differential inclusions and .A-quasiconvexity. Mediterr. J. Math.
3(14), 1-14 (2017)

Van Schaftingen, J.: Limiting sobolev inequalities for vector fields and canceling linear differential op-
erators. J. Eur. Math. Soc. 15(3), 877-921 (2013)

Choksi, R., Kohn, R.V., Otto, F.: Domain branching in uniaxial ferromagnets: a scaling law for the
minimum energy. Commun. Math. Phys. 201(1), 61-79 (1999)

Conti, S., Diermeier, J., Melching, D., Zwicknagl, B.: Energy scaling laws for geometrically linear elas-
ticity models for microstructures in shape memory alloys. ESAIM Control Optim. Calc. Var. 26, 115
(2020)

Kohn, R.V.: Energy-driven pattern formation. In: International Congress of Mathematicians, vol. 1,
pp. 359-383 (2007)

Conti, S., Kohn, R.V., Misiats, O.: Energy minimizing twinning with variable volume fraction, for two
nonlinear elastic phases with a single rank-one connection. Math. Models Methods Appl. Sci. 32(08),
1671-1723 (2022). https://doi.org/10.1142/S0218202522500397

Khniipfer, H., Kohn, R.V.: Minimal energy for elastic inclusions. Proc. R. Soc. A, Math. Phys. Eng. Sci.
467(2127), 695-717 (2011)

Kniipfer, H., Kohn, R.V., Otto, F.: Nucleation barriers for the cubic-to-tetragonal phase transformation.
Commun. Pure Appl. Math. 66(6), 867-904 (2013)

Riiland, A.: A rigidity result for a reduced model of a cubic-to-orthorhombic phase transition in the
geometrically linear theory of elasticity. J. Elast. 123(2), 137-177 (2016)

Capella, A., Otto, F.: A quantitative rigidity result for the cubic-to-tetragonal phase transition in the
geometrically linear theory with interfacial energy. Proc. R. Soc. Edinb., Sect. A, Math. 142(2), 273-327
(2012)

Capella, A., Otto, F.: A rigidity result for a perturbation of the geometrically linear three-well problem.
Commun. Pure Appl. Math. 62(12), 1632-1669 (2009)

Riiland, A., Tribuzio, A.: On the energy scaling behaviour of singular perturbation models involving
higher order laminates (2021). arXiv:2110.15929

Riiland, A., Tribuzio, A.: On scaling laws for multi-well nucleation problems without gauge invariances
(2022). arXiv:2206.05164

Riiland, A., Taylor, J.M., Zillinger, C.: Convex integration arising in the modelling of shape-memory
alloys: some remarks on rigidity, flexibility and some numerical implementations. J. Nonlinear Sci. 29(5),
2137-2184 (2019)

Tartar, L.: Some remarks on separately convex functions. In: Microstructure and Phase Transition,
pp. 191-204. Springer, Berlin (1993)

Chlebik, M., Kirchheim, B.: Rigidity for the four gradient problem. J. Reine Angew. Math. 2002(551),
1-9 (2002)

Otto, F., Viehmann, T.: Domain branching in uniaxial ferromagnets: asymptotic behavior of the energy.
Calc. Var. Partial Differ. Equ. 38(1), 135-181 (2010)

Diermeier, J.: Domain branching in geometrically linear elasticity (2013)

Winter, M.: An example of microstructure with multiple scales. Eur. J. Appl. Math. 8(2), 185-207 (1997)
Chipot, M.: The appearance of microstructures in problems with incompatible wells and their numerical
approach. Numer. Math. 83(3), 325-352 (1999)

Grafakos, L.: Classical Fourier Analysis. Graduate Texts in Mathematics, vol. 249. Springer, Berlin
(2014)

Publisher’s Note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

@ Springer

119






On scaling properties for a class
of two-well problems for higher
order homogeneous linear
differential operators

This chapter contains the article [RRTT24]. Reproduced is the version published as B.
Raitd, A. Riiland, C. Tissot, and A. Tribuzio. “On scaling properties for a class of two-well
problems for higher order homogeneous linear differential operators”. In: SIAM Journal on
Mathematical Analysis 56.3 (2024), pp. 3720-3758. DoI: [10.1137/23M1588287|under the
copyright ©2024 Society for Industrial and Applied Mathematics. The article is reproduced
with the permission of the publisher.

A summary of the article is given in Chapter 3]

121


https://doi.org/10.1137/23M1588287

122

SIAM J. MATH. ANAL. @ 2024 Society for Industrial and Applied Mathematics
Vol. 56, No. 3, pp. 3720-3758

ON SCALING PROPERTIES FOR A CLASS OF TWO-WELL
PROBLEMS FOR HIGHER ORDER HOMOGENEOUS LINEAR
DIFFERENTIAL OPERATORS*

BOGDAN RAITAT, ANGKANA RULAND?!, CAMILLO TISSOT$, AND
ANTONIO TRIBUZIO$
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1.1. The classical two-well problem for the gradient. In order to put our
results into perspective, let us first recall the classical (compatible) two-well problem
for the gradient. The qualitative and quantitative compatible two-well problem for the
gradient without gauge invariance is a well-studied problem motivated by questions
from materials science [3, 34, 4]. In its quantitative forms it is a prototypical problem
in the vector-valued calculus of variations, giving rise to pattern formation problems.

As a first qualitative observation, one notes that the only exact solutions to the
differential inclusion corresponding to the compatible two-well problem
(1) Vv € {A,B} ae. in Q, ve WL2(RERY),
with A, B € R™% and rank(A — B) = 1, are so-called simple laminates [3, 34]. These
solutions are locally of the form v(x) = f(n - z) + affine function, where f: R — R?
and n € S¥! is (up to its sign) determined by the relation A — B = a ® n for some
a € R In particular, for A € (0,1) and Fy := AA+ (1 — A\)B, there are no solutions
to (1) with Vo = Fy in R*\ Q if Q is, e.g., bounded.

When viewing the two-well problem energetically, by minimizing elastic energies
of the form

Eu(o,x) = / Vo — xad — xuB|%d,
Q

where for every x € Q we let x(x) := xa(z)A + xp(z)B € {A,B}, xa(z),xp(x) €
{0,1}, among

Dp, i={v e W2 (R%RY) . Vo= Fy in R\ O},

a rather different behavior emerges: Although no exact solutions to (1) exist, due to
the lack of lower-semicontinuity it still holds that inf,cr2(0.4,B}) infverA
E(v,x) = 0. The boundary conditions enforce oscillations and thus result in in-
finitely fine-scale structure [3, 34, 4]. A relaxation leads to the notion of gradient
Young measure solutions, a type of generalized solutions (parametrized measures)
which describe the oscillatory behavior of minimizing sequences.

Motivated by the discrepancy between the exact differential inclusion and its en-
ergetically quantified version and seeking to study finer properties of the two-well
problem, an important class of models consists of singular perturbation models, pe-
nalizing fine oscillations. Instead of only minimizing the elastic energy, one here also
considers additional (regularizing) surface energies

Esurf(X) ::/ ‘VX|:
Q
and

Ec(v,x) :=Ea(v,x) + €Esury (x)-

Here fQ |Vx| denotes the total variation norm of Vy, the distributional gradient of
X € BV (Q; {A, B}). Due to the higher order regularization term, the energy no longer
permits arbitrarily fine oscillations but introduces a length scale depending on € > 0
and thus selects microstructure, e.g., it can distinguish between simple laminate and
branching type structures [30, 31]. Comparing the regularized singular perturbation
problem and the nonregularized “elastic” energies, it is particularly interesting to
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investigate the limit ¢ — 0 and the scaling behavior of the singular perturbation
problem in € > 0 as ¢ — 0. In this context, the celebrated results [30, 31] assert
that the minimal energy does not display the scaling behavior of simple laminates
but that of branching type structures (at least in generic, nondegenerate domain
geometries); see also [8]. In [11] this observation is further strengthened by proving
that minimizers are asymptotically self-similar. The scaling behavior of these energies
thus encodes important information on the interaction of the differential constraint
(i.e., the condition of dealing with gradients) and the nonlinearity (i.e., the two-well
nature of the problem). Motivated by problems from materials science, similar 3
results have been obtained for generalizations of the differential constraint, including,
for instance, divergence and symmetrized gradient constraints [5, 6, 32, 10]. However,
it was pointed out in the work [8] that the scaling behavior does not always have to
be of the order €3. Indeed, in [8] in a “degenerate” setting (with only one rank-one
direction, compared to the generic setting of two rank-one directions) a scaling of the
order €% was observed.

1.2. The compatible two-well problem for constant coefficient, linear
differential operators. Motivated by the outlined problems from materials science
and the qualitative study of the incompatible two-well problem from [19] for homo-
geneous linear differential operators, in [39], we started to systematically study the
scaling properties of the compatible two-well problem depending on the class of differ-
ential operators at hand. To this end, we considered general, homogeneous, constant
coefficient, linear differential operators

A(D)u:= Z Ay 0%u

|a|=m

for u: RY - R", A, € R¥™. The two-well problem from (1) then turns into: Find
uwe L2 (R R") such that

loc
ue{A,B} in Q,
(2) A(D)u=0 in R distributionally,
u=Fy in R*\ Q,
where A—Be A\ 14 and Fy=AA+ (1 —X\)B with A € (0,1). Here
(3) Aai= | kerA(¢)
gesd1
denotes the wave cone introduced in [48, 35] and
(4) Iai= () kerA(¢)
gesi—1

is the set of supercompatible states introduced in this context in [39], where we denote
the symbol of A(D) by

(5) A=) Au™
|a|=m

It is known that the wave cone generalizes the presence of rank-one connections for the
curl operator and that it is possible to construct generalized simple laminates from it.
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Indeed, for h: R — {0,1}, A— B € A4, and ¢ € R? such that A — B € ker A(€), the

function

u(z):=(A—B)h({-z)+ B

is a one-dimensional solution to u € {A, B}, A(D)u=0.
Similarly as in the case of the gradient inclusion, it is possible to associate a
singular perturbation problem to (2). To this end, we consider

© FAGE) =BG B+ Bl 0= nt [ luexPare | 19

where x € BV (Q;{A4, B}) and

() Dp:

A {u e L2, (RLR™) . A(D)u=0in D'(RY), u=F) in R? \ﬁ} :

In the following we will often omit the superscript A in the notation of the energy E4
and the set D#x We remark that the outlined setting easily generalizes to operators
acting on fields u : R? — V with V being a (real) vector space of dimension n. In
particular, in what follows we will consider the cases V = Sym(R%m) and V =
R* @ Sym(R%;m) (see section 2.2).

Within this setting, in the article [39], as one of the main results, the first three
authors proved that for first order, constant coefficient differential operators, the lower
€3 scaling behavior is generic, provided that the wells are chosen to be compatible but
not supercompatible.

THEOREM 1.1 (see [39, Theorem 1]). Let d,n € N. Let Q@ C R? be open, bounded,
and Lipschitz. Let A(D) be a homogeneous, constant coefficient, linear, first order
differential operator and A, B € R"™ such that A— B € Ay \ L4; see (3) and (4). Let
A€ (0,1), Fx = M + (1 — \)B and let EX be as in (6) above. Then, there erist
constants C = C(A(D),Q,d,\,A,B) > 0 and ¢y = eo(A(D),Q,d,\,A,B) > 0 such
that for any € € (0,¢€o)

inf EA(x; F\) > Ce3.
cenviiapy B 0T = Ce

While our result illustrates that the lower bounds from the two-well problem for
the gradient persist for general first order operators, our argument strongly relied on
the linearity of the associated first order symbols and the linear structure of the null
set of

(8) ¢eRY— A(E)(A-B).

Revisiting the example from [8] (which involves a second order differential operator)
we could prove that the vanishing order of (8) gives rise to a different, non—e%—scaling
behavior which had first been identified in [8]. It however remained an open problem
to investigate the behavior of more general, higher order operators. In this context,
central questions are the following;:
(Q1) What scaling behavior can emerge for higher order, homogeneous linear oper-
ators for their associated singularly perturbed compatible two-well problems?
(Q2) Can one identify structural conditions (for A(D) and A— B € A4\ 14) giving
rise to certain scaling behavior?
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In the present article, we begin to systematically investigate these questions by con-
sidering a rather general class of homogeneous, linear differential operators and by
deducing lower bound estimates for these. These lead to nonstandard, non-€3-lower
bound scaling behavior which is directly associated with the structure of the symbol
(8). For a particular class of operators generalizing the symmetrized gradient and a
class of particular wells and boundary data we complement these lower bounds with
matching upper bounds proving their optimality.

1.3. Outline of the main results. Continuing our investigation from [39], it is
our objective to investigate the scaling properties of higher order compatible two-well
problems. To this end, on the one hand, we study specific families of such operators
in detail. On the other hand, we systematically investigate the lower bound scaling
behavior for a rather general class of constant coefficient, homogeneous, linear differ-
ential operators. Our results and in particular the specific example classes illustrate
that, in general, for higher order, homogeneous, linear differential operators different
scaling behavior may arise than for first order operators. More precisely, we show
that the scaling behavior for our classes of operators depends in a precise way on the
mazimal vanishing order of the associated symbol restricted to the unit sphere. This
generalizes and systematizes the example from [39, section 3.5] which was based on
the results from [8] and provides further, new scaling laws of higher order.

In order to explain this, let us describe the precise set-up of our problem. In what
follows, we will first focus on a family of homogeneous, higher order linear differential
operators, generalizing the curl (and curl curl) operators as well as their associated
potentials. In a second step, we will then discuss a rather general class of lower scaling
bounds for which the estimates will be determined by the mazimal vanishing order of
the associated symbol (8) restricted to the unit sphere.

1.4. Scaling results for generalized symmetrized gradients. Let us begin
by considering the case of the curl (and curl curl) operator and its generalizations. It
is the content of Poincaré’s lemma that for a simply connected domain a one-tensor
field (i.e., a vector field) is a gradient if and only if its curl vanishes. Similarly, it
is well-known and often used in geometrically linearized elasticity that a symmetric
two-tensor field (i.e., a symmetric matrix field) on a simply connected domain is a
symmetrized gradient if and only if it satisfies the Saint-Venant compatibility condi-
tions. More precisely, on the whole space, a necessary and sufficient condition for
a tensor field u : R? — ngxn‘f to be a symmetrized derivative associated with some
v:RTSRY e,

u=e(v) = DY = (Vo + (Vo))

is given by the vanishing of the curlcurl operator, or equivalently the validity of the
system of differential equations given by

G,fluij + ijukl - afkuil - 812lujk =0, i,5,k,1 € {1, . ,d}

Higher order symmetric tensors play a major role in inverse problems and tensor
tomography. In the Euclidean setting, the ray transform is given by

Iy : C°(RY: Sym(R%;m)) — C°(T'S?1),

d
Imf(m,g)::/‘ z firoi, (A LEE™ . L.

i1, sim =1
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Seeking to recover the higher rank tensor f from measurements of I,,, f, a (generalized)
Helmholtz type decomposition into a potential and solenoidal part plays a major role
(see, for instance, [36, 25, 37, 46] dealing with geometric versions of the ray trans-
form). Indeed, it is at best the solenoidal part of f which can be reconstructed from
the knowledge of I,,, while the potential part is characterized by the generalized
Saint-Venant compatibility conditions and cannot be inferred from the measurements
of I,,f. Hence, additional structural conditions, such as the two-valuedness, of the
potential part may be imposed and investigated.

Following [46, Chapter 2], in this article as a model class of higher order differ-
ential operators we will study such generalizations of the Saint-Venant compatibility
condition for higher rank tensors fields

w:RY = Sym(R% m) == {M e (RHY®™: M is symmetric}

and their interaction with the nonlinear constraint given by the two-well problem.
More precisely, for u : R — Sym(Rd;m), we consider the mth order differential
operator A(D) with

9) [A(D)uliy jrings.. i jun = Qirjy © Qg © -0y (O 5 Wiy i) -

Here, by o, ;, we denote the alternation operator in the indices ix,%; by

1
2
Now the differential operator A(D) generalizes the Saint-Venant compatibility condi-
tions in the sense that it holds (for compactly supported maps) that A(D)u =0 for
uw: R — Sym(Rd; m) if and only if u is the symmetrized derivative of a tensor valued
map [46, Theorem 2.2.1]. In this context, we say that a mapping u: R — Sym(R%; m)
is a symmetrized derivative if there is v: R? — Sym(Rd; m — 1) such that u= D¥™y;
cf. (12) in section 2.1. We consider some specific examples of this set-up in Example
2.1 in section 2.2.

Generalizing the e3-scaling result for the gradient inclusion from [30, 31] and
the observations made in [8] that for A(D) = curlcurl there are instances of an €5-
scaling, we prove the following analogous result to Theorem 1.1 for this model class
of operators.

Qiriy(Miyinoiyion ) == (Mg i, — My ayig o, ) -

THEOREM 1.2 (symmetrized derivative). Let d,m € N,d > 2, and | € N%. Let
Q CR? be an open, bounded Lipschitz domain. Let EA(x; F) be as above in (6) with
the operator A(D) given in (9). Then the following scaling results hold:

e Sharp scaling bounds for d=2, A\=1. Letd=2, A—B= e e (see (13)
for the symmetric tensor notation) such that ly + 1o =m and F = %A + %B.
Moreover let Q = (0,1)2.  Then there exist constants C > 1 and ¢y > 0
(depending on m) such that for L :=max{l1,l2} and for any e € (0, ¢€p)

Clertit < inf EA(F) < Cleziit,
XE€BV (%{A,B})

e Lower scaling bounds for d > 2. Letd>2, A— B = e?ll O] 6?12 (ORERNO) egld
such that ijl lij=m and F\ :== XA+ (1 — X)B for some X € (0,1). Then
there exist C >0 and ey > 0 (depending on d,m,Q and ey also depending on
A) such that for L:=maxX;jeq1 2. 4yl and for any e € (0,¢)

. 2 2L . Al .
Omin{l =2 AfTest S><eBV(lsr21;f{A,B})E6 O F3)
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Let us comment on the assertions of the theorem. First, we remark that the
scaling laws in Theorem 1.2 represent a new class of scaling laws for the two-well
problem for higher order, linear differential operators. Second, this class of operators
systematizes the observations from [8] and [39, section 3.4] in which a non-e3-scaling
behavior emerges and which is determined by the wvanishing order of the associated
symbols on the unit sphere. We also mention that for this class of differential operators
modeled on generalizations of the gradient and symmetrized gradient, our results from
Theorem 1.2 do not cover all possible settings of A, B such that A— B € A 4. Indeed,
our choices of A — B form a basis of the wave cone and yield the scaling behavior on
these basis vectors. This, however, does not yield the scaling behavior of a general
element in the wave cone. We seek to return to this in future work. Finally, let us
comment on the constraints in the upper bound constructions in Theorem 1.2. The
condition that A = % provides strong symmetry properties. In particular, it allows for
both odd and even reflections of certain building block constructions (see Lemma 4.2).
For general A € (0,1)\ {3} only weaker replacements (of odd reflections) are available
which do not allow for an immediate generalization to an arbitrary choice of A € (0,1)
and general tensor order. We further remark that providing matching upper bound
constructions in higher dimensions d > 2 leads to new technical difficulties even in the
case of the model operators. Indeed, in this case one would need to ensure the validity
of the prescribed Dirichlet data on all sides of the cube. The construction given in this
article only achieves the boundary datum on four sides, and would thus have to be
modified correspondingly to achieve an admissible deformation in higher dimensions.
To account for this, “rotation-type” arguments have been introduced in [39, 45] to
match the Dirichlet data on all faces. It is expected that—at the expense of additional
technicalities—similar ideas could also be of relevance in our context for the model
operators under consideration. Finding matching upper bound constructions under
the given strong Dirichlet conditions for general operators beyond model settings,
however, remains a major challenge.

We show in Lemma 3.7 that a similar result as stated in Theorem 1.2 holds for
the mth order divergence, which is defined in (19).

1.5. Lower bounds for a class of linear, homogeneous differential op-
erators. Building on the specific example of the higher order curl and its potential,
the generalized symmetrized derivative, we seek to study the scaling behavior of more
general two-well problems for homogeneous, constant coefficient, linear differential
operators. To this end, we systematically deduce lower scaling bounds for a rather
large class of linear operators. As in the previous section, we consider singular pertur-
bation problems as in (6), (7). A crucial role to determine lower bounds is played by
the polynomial p(§) = |A(£)(A — B)|?; cf. [39, Corollary 3.2]. To that end, we intro-
duce the mazimal vanishing order on the unit sphere of the nonnegative, homogeneous
polynomial p: R? — R.

DEFINITION 1.3 (maximal vanishing order on the unit sphere). Let p € R[¢] be a
nonnegative, 2m homogeneous polynomial. Let V denote the zero set of p. We then
define the maximal vanishing order L[p] of p as

= mi T L
L[p|] := min {E eN: gesldrlfl\v sty (6 > 0} )

where we denote the distance function to V by

(10) disty (§) :=inf{|¢ — (|: (e V}.

Appendix B On scaling properties for a class of two-well problems for higher order
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With this notion in hand, we prove corresponding lower bound scaling estimates
which hold for a large class of homogeneous, constant coefficient, linear differential
operators A(D).

THEOREM 1.4. Let d,m e N,d>2. Let Q C R? be an open and bounded Lipschitz
domain. Let A(D) be a homogeneous, constant coefficient, linear differential operator
and A, B € R™ such that A— B € Ag\I4. Let p(§) =|A(¢)(A— B)|? have the mazimal
vanishing order equal to L <m (cf. Definition 1.3) and further assume V =p~1(0) to
be a finite union of vector spaces. For A € (0,1) consider Fx =AA+ (1 — A)B and let
EA be as in (6) above. Then, there exist constants C = C(A(D), A, B,d,m,Q,V) >0
and eg = eo(A(D),\, A, B,d,m,Q,V) >0 such that for any € € (0,¢p)

2L
xeBV(i}zl;f{A,B}) B0 P 2 Omind1 = A AP,

Let us comment on this. First, we highlight that for the special case of the higher
order curl and its potential, the generalized symmetrized gradient, the lower bound
from Theorem 1.4 coincides with the lower bounds from Theorem 1.2. Given the
matching upper bounds for d =2, A = % and arbitrary tensor order m € N these are
indeed optimal. The estimates from Theorem 1.4 are obtained by a combination of
general high frequency bounds, quantitative coercivity estimates away from the zero
set of p, and low frequency bounds for which we use careful localization arguments.
Apart from the setting of the higher order curl and d =2, A\ = %, we do not know
whether the bounds from Theorem 1.4 are optimal. We plan to study associated upper
bound constructions in future work. Second, we point out that the assumption on V'
is such that the theorem is applicable for the model operators curl, curl curl, div (and
their higher order generalizations). From a technical point of view, it allows for an
easier splitting argument in Fourier space. Without the assumption that V is a finite
union of linear spaces, more complicated structures may arise. It is feasible that cov-
ering arguments can be used to reduce these to similar settings as for the vector space
case. For clarity of presentation, however, we do not discuss this in the present article.

1.6. Relation to the literature. The two-well problem and more generally
the N-well problem are intensively studied questions in the nonconvex calculus of
variations [34, 18, 26, 27, 9, 40]. They are closely related to questions on pattern
formation in various materials, including, for instance, shape-memory alloys. By
now there is a large literature also on quantitative results for associated singular
perturbation problems which build on the seminal works of [30, 31], including, for in-
stance, the articles [1, 8, 12, 16, 15, 14, 7, 6, 5, 21, 28, 29, 41, 42, 43, 45, 44]. While
generalizations of the differential inclusions from materials science to more general
linear differential operators were already studied in the context of compensated com-
pactness [48, 49, 50, 35, 20, 17], renewed interest in the associated problems in the
calculus of variations has recently arisen in the context of investigating structure con-
ditions, e.g., in the context of Korn-type inequalities [22], compensated compactness
[24, 23, 33, 38], and regularity results [13] and also in the context of N-well problems
[19, 39, 47].

1.7. Outline of the article. The remainder of the article is structured as fol-
lows. After briefly recalling and fixing notation in section 2, in section 3 we turn to
the derivation of lower scaling bounds. To this end, we first deduce lower bounds for
the symbol and then translate these into scaling behavior, identifying the maximal
vanishing order of the associated symbol on the unit sphere as the determining in-
gredient for these estimates. In section 4 we complement these bounds with upper
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scaling bounds in the case of the generalized symmetrized gradient in two dimensions
and specific boundary data but with general tensor order.

2. Notation and preliminaries. In this section we collect some background
on the tensors under consideration. In particular, we recall a characterization for the
higher order curl by the Saint-Venant conditions and compute the wave cone for the
higher order curl and divergence.

2.1. Tensor notation. We denote the space of rank m-tensors by T (R%) =
(Rd)®m; the elements are thus multilinear maps M : H;—nled — R with compo-
nents given by M;,;,. ... = M(ei,,€iy, ..., €, ), where i1,...,4, € {1,...,d} and with
e1,...,eq being the canonical basis of R?. The subspace of symmetric m-tensors is de-
noted by Sym(Rd;m) C T"‘(Rd)7 i.e., they satisfy M(v1,...,vm) =M (vr(1),- -+, Vr(m))
for any permutation 7 € G, and vy,...,v,, € R,

By 0i,...:,, we denote the symmetrization operator in the indices 41, ...,%,, which

is defined as

m

1
Oiy.iim (Mi1-~-im) = E Z Miﬂ—(l)“-ir(m)7 Me Tm(Rd)'
’ TEGnL

Similarly, we define the alternation operators cu,,, as

1
(11) Qiiy(Miy i, ) = 3 (Mil..‘z‘m - Mz‘l‘..ik_lz‘nk“‘..iz_lz‘kml.‘.im)7
where, without loss of generality, we have assumed that i; < 4;.
We say a mapping u : RY — Sym(R%m) is a symmetrized derivative if there is
v:R% — Sym(R%m — 1) such that

1
(12) iy = [P0 i, = O i (02 Vi i) = D iy Vinayeninmy-
’ TEG,,

We refer to u as the symmetrized derivative of v.
Using the tensor product of vectors given by [v' ® -+ @ v™];, 4, = [, vk for

ol ™ EeRY Gy, iy € {1,...,d}, we introduce the symmetric tensor product of
vectors by setting

(13) Ve 0 =01 (0@ ®0™)

for v!,...,v™ € R%. Both definitions can be adapted for tensor products of tensors

instead of vectors, as these elementary tensors form a spanning set; thus for M, N €
T™(R%), we can write

d d
M= Z M, . i€, @ -®e,, N= Z Nj €y ® - ®ej,
i1yeenyim=1 Jiyeedm=1
and therefore we have
d
M®N = Z M, .i,,Njy..jm€iy @ Qe ®e€j, ® Q€.
115y tmsJ1see s Jm=1

An analogous operation is defined for symmetric tensors (for which an additional
symmetrization is necessary). Moreover this can also be defined for tensors of different
order. For convenience of notation, for e, € R? and j € N we also set

e/c@J =ep O - Oey,

where the symmetrized product on the right-hand side is j times with itself.

Appendix B On scaling properties for a class of two-well problems for higher order
homogeneous linear differential operators
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In order to simplify the notation, we will use standard notation for multi-inidices
1€ N For given I = (Iy,...,14) € N the absolute value is given by |I| = Z?Zl l;, the
factorial by I! = H;l:l l;!, and the multinomial coefficient by (‘f‘) = % Moreover, for

a given vector & € R we use the convention that & := H?Il f;j and 9! = 8{1 e 6‘2‘%

2.2. Example operators. Using the alternation operators «;; from (11), we
consider the generalized Saint-Venant compatibility operator as the first example of
an mth order operator A(D) : C*®(R%; Sym(R%;m)) — € (R T2 (R?)) defined by

(14) [A(D)uliyjy iy = Qirjy © -0 i (O 5 iy i) -

We provide the explicit formulas for this operator in the case m € {1,2,3} and
d=2.

Ezample 2.1 (d = 2). Fixing the spatial dimension d = 2, the compatibility
conditions, which are given by a system of equations for general dimension d, become
particularly transparent. More precisely, due to symmetry (see (15) below), they
simplify to the single equation [A(D)u]12. 12 = 0. Considering tensors of order m =
1,2,3, we obtain the following compatibility conditions.

e m=1: In this case we compute that [A(D)ul;; = % (0;u; — dju;) and thus

A(D)u =0 if and only if dyus — dous =0.

This is the well-known case of the characterization of gradients by means of
Poincaré’s lemma.
e m =2: In the case of second order tensors we observe that

1
[A(D)u]ikjl = Z (Ozluij -+ a?jukl — 8flukj — azjull)
Hence,
A(D)u =0 if and only if 9 uze + 939u11 — 2075u12 = curl curl u = 0.

This corresponds to the classical characterization of the symmetrized gradient
by means of the Saint-Venant conditions.
e m =3: For third order tensors, also only one independent equation remains:

A(D)u=0 if and only if
1
[A(D)u]121212 = 3 (33221“11 - 3?1111222 + 383111“22 - 353211“12) =0.

This is the characterization of being a symmetrized derivative. We emphasize
that analogous characterizations can be obtained for tensors of arbitrary order
and dimension.

Also beyond the case d =2, the Saint-Venant operator characterizes symmetrized
derivatives: A function f € C2°(R%; Sym(R% m)) fulfills A(D)f = 0 if and only if f
is a symmetrized derivative [46, Thm. 2.2.1, eq. (2.4.6), (2.4.7)]. In what follows, we
will therefore also refer to the Saint-Venant operator as a higher order curl operator.

By definition of \A(D), we have the following (anti)symmetries:

[A(D)u]ifu)jmn’iT(z)J}(z)~--i7(m>j7(m> = [A(D)U]i1j1.--imjm for all 7 € &y,

(15) ADYlisss g = —[AD) 1100
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In what follows, we will make use of these symmetries to further determine the
symbol of A(D), as defined in (5). For £ € R?, componentwise, it is given by

(A Mirjy i = Qirgs © 0 Wiy (1 -+ &G My i)

(16) =y, 0 0 iy (M &y €515, i)
=27 M (& i€y = Ein€hrs &G Cin — i €
for M € Sym(Rd; m). Moreover, by multilinearity for any orthonormal basis v1,...,v4

it holds that
[A(&)M] (’Uil s ’Ujl geeey Uim ; Ujm)
=2"""M ((§ - vj, )vi, — (& vi )Vjys -+, (§ - 05,00, — (€204, )0),) -

Using these observations, we rewrite the symbol of the higher order curl in a concise
way.

(17)

LEMMA 2.2. Let M =a1 ® -+ ©® @, foral,...,amG]Rd. ForfERd and A as in
(16), we have

(18) A(M = (a1 ©8) © -+ © (am ).

Here we use the symbol © to denote the antisymmetric tensor product of two vectors,
i.e., a@b= (a®b b®a) fora,be RY, and consider the symmetrized tensor product
of tensors

(1080 0(amof) ::% Z (ar1) ©&) @+ @ (arm) OE)

T TEG,
1 —m
= %2 Z (aT(l) ®€ - €® aT(l)) X ® (ar(m) ®§ — €®a7(m))
TES,
Proof. By (16), we have
1 1
[A(é-)M]iljl-nimjnL = E Z H §a7'(k) g]kelk gikejk:)
€G,, \k=1
1 1
E Z H 5( ar(k) @ irin —[€® aT(k)]ikjk)
€S, \k=1
1 m
= 2 (H ar(k) O Els n)
T7€S,, \k=1
1
% — [(ar © é-) ®-® (a‘r(m © 5)]7«1j1-->7;mjm .
TEG M,
This shows the claim. 0

Motivated by [39, Appendix B], i.e., by the fact that lower bounds on E4 for any
mth order homogeneous, constant coefficient, linear differential operator A(D) can be
deduced by lower bounds for the mth order divergence, as a second model example
of an mth order operator we consider the mth order divergence

B(D)=div"™ : C*(R*;R* ® Sym(R%m)) — C*=(R*;RY),
(19) [div™u); = Z O i Wjiy.ims JE{L, . k),

im
1<ig <-+-<im <d

Appendix B On scaling properties for a class of two-well problems for higher order
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for some integer k > 1. It is straightforward to extend this definition (and all the
results obtained in what follows for div™) to mth order divergence-type operators
acting on fields u : R — W @ Sym(R%;m), where W is a (real) k-dimensional vector
space. We denote the symbol of B(D) by B.

Similarly as in Lemma 2.2, we give a precise formulation for the symbol of B(D)
on a basis of R¥ @ Sym(R%;m).

LEMMA 2.3. Let veRF and let M:v®el®l1 ®-- ~®e?ld for a partition ijl lj=m.
The symbol of B(D) is given by

Wl o (m\ T
B(f)MZTgfj U=<l) §v

with 1 = (11, 1y, ..., 1q) € N4, € e R%.

Proof. Let M =U®e?ll (OREE @62)[‘1 for some v € R¥. Using that for 1 <4y <iy <
< <d

Ull'ZZ'ld' 7:1,...7’1:11:1,7;[1+1,...,Z.ll+12:2,...,
—_—, . .
[M}]lem = J m! Im—lg+1y-++1m :d7
0 else,
we obtain
1o
1 1 1 ll d-
[B(g)M]] = Z 511&2 .. 'EimMjil-nim = 11 22 N dd’l}j 71’)’1‘

1<) <ig < <im <d

o\ !
:Uj<l> ¢ o

In what follows, we will consider the extensions of A(D),B(D) to distributional
derivatives by duality.

2.3. Computation of the wave cones for symmetrized derivatives and
the higher order divergence. With the above discussion in mind, in what follows,
we consider the differential operators given by (14) and (19). We next identify the
associated wave cones.

LEMMA 2.4 (higher order curl). For & € R? let A(€) be given by (16), where the
operator A(D) is given in (14). The kernel of A(§) is given by

ker A(¢) :span{almm(vl ® - @ V) v; €span(§) for someie{l,... ,m}}
:span{§®a2®---®am:ag,...,amERd}.

Proof. We prove the claim of the lemma by showing that being in the span of
{{Ca® - Oay : a,...,anm € Rd} is both necessary and sufficient for being an
element of the kernel.

For simplicity we may assume that £ = e; as by the homogeneity of A we have

ker A(€) = ker A(é—‘) and further we can choose an orthonormal basis v1,...,v4 such

that v, = ‘%, and thus

[A(g)M]('Uilan]v---vvim,avjm) = ‘g‘m[A(Ul)M](Uilvvjn' . "Ui7n7vjm)'
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This change of basis can be seen in (17).
Having fixed this, we seek to show that

ker A(ey) :span{el Qa2 @ Ol :a2,...,0m ERd}.

First, let M =¢e; ® ag ® --+ ® ay,. The inclusion span{e; ® as @ -+ ® ay, :
ag, ..., am R} Cker A(e;) is then immediate. Indeed, by (18), we see that A(£)M =0,
since e ® e; =0.

For the converse inclusion, we assume that M € ker A(e1). Using (16), we consider
the components given by iy, ..., 0, # 1:

[A(el)M]ill...iml:M(eila---aeim):Mi =0.

1edm

Furthermore, as ey, © -+ @ e, for 1 < ky < kg < .-+ <k, < d forms a basis of
Sym(Rd;m) and as we have seen, the only nonvanishing components of M are those
with at least one 1 in the index, we can write

d
M= Z Mijiy..im€i, @€, @---Re4,

11,82, ytm =1

m
- Z <Zm e; >Mi1-~-imei1 ©--Oe,
tp

1<i1 <ip <Ky <d NP1

= Z mm Mgy i,10€, O O,
€1 —|— Zp=2 eip 2.ibm 2 m

1<in < <ipm<d

This shows that indeed M € span{e; ® a2 ® - ® @y, 1 a2, ..., am, € Rd}. 0

In concluding this section, we also consider the mth order divergence and compute
the structure of its wave cone.

LEMMA 2.5 (higher order divergence). Let B(D) be the mth order divergence
given by (19). Then the wave cone of B(D) is given by (€ € R?)

kerB(&) =span{v® (a1 @ @ ap):veRF, a;-€=0 for some j € {1,...,m}}.
Proof. We show the claim by using that ker B(¢) = (ranB(£)*)*, as the adjoint
has a simple structure.
Indeed, considering the scalar product on symmetric tensors S, T € Sym(Rd;m)
given by S-T=3",; . < <4Si..inTi. i, the adjoint is given by
BE)w=w®RER - Q& =w® O™ e RF @ Sym(R% m), w e RF.

Thus the kernel is given by

ker B(¢) = {w ® 9™ :w e RF}+
:span{v@(a1®~~~®am) :ve]Rk,aj - £ =0 for some j}.

This shows the statement. O
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3. Lower bound scaling results. With the characterization of the wave cones
for the higher order curl and the higher order divergence in hand, in this section we
turn to the proof of (general) lower scaling bounds. The core of this consists of an
adaptation of the lower bound argument from [39] allowing us to deal with rather
general zero sets consisting of a union of linear subspaces; see section 3.1.

To be more precise, we have the following lower bound of the energy for a general
homogeneous, constant coefficient, linear operator A(D) and two wells A,B € R"
with F\ = AA + (1 — A\)B: Writing x = f(A — B) + F\ € BV(Q;{A,B}) with f €
BV(Q;{1 — X, —\}) (extended to R? by zero), [39, Corollary 3.2] states

@) s zo( [ [a(G) @- 1t [ 1va).

Here and in the following, for every f € LQ(Rd) we denote its Fourier transform by

fi=ent [ e @

Rd
Moreover, we recall the definition of the distance function (cf. (10) in Definition 1.3)
and note that disty is positively 1-homogeneous for V' being a finite union of vector
spaces. Now for the polynomial p(£) = |A(¢)(A — B)|? having the maximal vanishing
order L (cf. Definition 1.3), we can further bound

Aly. disty (§)" 712 )
E (X,FA)20</W €pL £l d§+e/Q\Vf| :

Thus, to control the lack of coercivity near the zero set V' of p, we can consider the
multiplier to be given by distv(%)u.

3.1. Scaling results. In this subsection, we provide the central estimates for
our lower scaling bounds in the case that the symbol of the operator vanishes on a
union of vector spaces. Let © € R? be a bounded set. We will work with functions
f € L3(2) which we identify with their extensions by zero to the full space without
mention.

As a central result in this section, we prove the following bounds.

ProprosITION 3.1. Let d€N, d>2. Let L be a positive integer and let Q2 C R? be
an open, bounded Lipschitz domain. Suppose that V C R%,V #£0 is a union of finitely
many linear spaces of dimension at most d— 1. Then the following estimates hold for
every n > 1:

(i) For any 6 € (0,1) there exists « = (6,2, V) € (0,1) such that

/ fPde <6 / FPde for fEI2(9).
disty (§)<a R4

(ii) For alla>0

f124 A% disty (£)** F124 L2(Q).
/distv(ﬁ)>04’§|<77f| £§<a) /Rd [{s JRde Jor JE L)

(iil) We have that

[ 1< calslon ( e f||ooPer<fz>) Jor € L¥(Q) N BV(Q),
[&l>n Q
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Summing the three estimates, with the constant « from (i), and absorbing the right-

hand side of (i), we obtain that for any f € L>(2) N BV (Q

)
212 AN disty ()*" | 212 -1 ( )
Jipase () [ S On sl (19514 1 cPex(@)).

where the constant C >0 depends on §,d.

The proof of (ii) is immediate from the definition of the domain of integration
on the left-hand side. The proof of (iii) is known from [29]. The proof of (i) requires
more attention, so we extract a relevant slicing lemma.

LEMMA 3.2. Let f € L?(), 1 <s<d, be a positive integer. Write &= (&',£") for
¢ eR®, " e RS, We have that for H' *-a.e. &' e RS

fle.enps (F5e2) [ 1ieenpa.

Proof. Tt is instructive to first cover the case s =d. Then we have that

I Fll L < (2m) 75| fllpr < (27) 72 L9Q)Y 2| £ 22

_d, . diam € /2
< (27) g(charnﬂ)d/2||f||m=( ) 1lle-

(21) eSS SUPgs s

(22)

2

To show the claim for s < d, we first notice that by Fubini’s theorem, the right-
hand side in (21) is finite for H4~% a.e. ¢”. The required estimate follows from (22)
applied to g = Fev f(-,&"), provided we show that g has compact support in R* of
diameter at most diam Q. Let w be the projection of Q on R?, so that diam w < diam .
Moreover, f(z',2") =0 for all 2’ € R® \ w. Therefore,

oa)=n) % [ paan)e =0 for af € R\
Rd—s

so g is supported inside w. The proof is complete. ]
We can now return to the proof of Proposition 3.1 above.

Proof of Proposition 3.1. Tt remains to prove (i). To do this, we first assume that
V is a linear space, which we identify with R for some 1 < s <d—1. Writing
coordinates R? 5 ¢ = (¢/,¢”) with ¢ e R® = V1L, &7 e RY*%, we control, with a > 0 to
be determined,

AZd: P /7 17" 2dldl/
[ eae= [ [ e enraea
<C(s)a /R | esssupgegs f(& e 2ae”

<C(s) (;radiamﬂ) /R RSlf(&',g")Fdf'd&",

where to obtain the last inequality we use Lemma 3.2; here C(s) denotes the area of
the s — 1 dimensional unit sphere. This is enough to conclude the proof of this case
by taking a = «(6,,V) small enough.

In the general case of a finite union of linear spaces, i.e., V = UN:1 V;, where each
Vj is a linear space, by the previous step, there exists o = a(d,2, V) > 0 such that

. S .
[ passy [ lipde
distvj (&) <a R4
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It follows that

N N
. . 5 .
Frac<> / frae<y 2 / | 2de,
/distv<s)§a = Jaisty, (&) <a SN Jre

which concludes the proof. 0

With the results of Proposition 3.1 in hand, we turn to the first lower scaling
bounds.

PRrROPOSITION 3.3 (lower scaling bounds). Let d,L € N,d > 2. Let Q C R be an
open, bounded Lipschitz domain. Let V C R%,V #0 be a union of finitely many linear
spaces of dimension at most d—1. For f € BV (R%{—=X,0,1—\}) for A€ (0,1) with
f=0inRINQ, fe{l—X—-A\}inQ, we consider the energies given by

5 di
But) = [ | BT e, By (5= [ [V,

Then there exist g = eo(d, A\, L,Q, V) >0,C=C(d, L,Q, V) >0 such that for e € (0, €g)
we have the following lower bound:

Eo(f):=Eu(f) + €Baurs(f) > Cmin{l — X, A\}2e7t 11,

Proof. As V is a union of finitely many linear spaces of dimension at most d — 1,
we can apply Proposition 3.1 for any 7 > 1. Thus, as || f||c < 1, there exist a constant
C = C(d) > 0 independent of n and o= «a(9,V) € (0,1) such that

£12 N\t = -1 -1
FPaE<C((2) Balh) + 07 Buurs(£) +0” Per())
Rd (e
< Ca 2 (2 Bu(f) + (1) Buurs () + 17 "Per()).
Taking now 1= €T > 1, it follows that
/ |f|2de < Ce_%ﬁe(f) + CeﬁPor(Q)
Rd

for some constant C' = C(d,L,Q,V) >0. As f € L*(€;{1 — X\,A}) we can bound the
L? norm from below, thus by Plancherel’s identity we infer

/ e = / |fPde > min{l — A, AP0

Choosing now €y = €o(d, A, L, Q, V') such that C’eéL+1 Per(Q) < 1 min{1 — X, A}2|Q], we
obtain

B S Ee(f)7
which is the desired inequality. ]

1
¢! 5 min{l - X AP0zt

Proposition 3.3 directly leads to the proof of Theorem 1.4.

Proof of Theorem 1.4. By definition of the maximal vanishing order and from
(20), there exists a constant C' = C(A(D), A, B) > 0 such that

E.(x: F)) zc(/Rd dlﬁgﬁ) £l d£+e/ IVfI)

Here f € BV (€;{1 -\, —\}) is determined by x = (A — B) f + F and extended to R?
by zero. For this we can apply Proposition 3.3 as by assumption V is a finite union
of vector spaces and V' #0 as A — B € A 4. This shows the desired claim. ]
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3.2. Applications. As consequences of the estimates from the previous section,
we can deduce lower scaling bounds for the higher order curl and the higher order
divergence operators. Both fall into the class of operators for which Proposition 3.1
is applicable. In order to infer this, we begin by providing lower bound estimates for
the associated multipliers.

LEMMA 3.4 (the higher order curl). Let d,m € N,d > 2. Let A(D) : C®(R%
Sym(R%;m)) — C°°(R%; T2 (RY)) be the operator from (14) with its symbol A(€) given
n (16) and for Zj:llj =m let M = 61®l1 (ORERNO) egld, V:={¢eR?: A(6)M =0},
and L =max;—1,. ql; <m. Then,

(23) V= U span(e;),
Jil;#0

and there exists a constant C = C(d,m) >0 such that

2 dist 2L
o ()] =g

Proof. We note that the equality in (23) follows from the characterization of
the kernel of A(§) in Lemma 2.4. Indeed, by the assertion of Lemma 2.4 for M =
P @ @l the roots of A(€)M =0 are given by £ € Uj.1, 20 sPan(e;).

In order to deduce (24) it suffices to prove that ’

2
o
5eszrll\vdistv(§)2L> -

for some constant C' > 0.

To show this claim, we fix § € (0, 3) such that disty (£) > 6 for £ € S*~! implies
|A(&)M|?> > C for some constant C' = C(§,A) > 0. We consider two cases for £ €
ST\ V.

First, if disty (§) > 9§, then it holds that

2
|a©m| -
= aeM| =0 >0,
disty (€)2L = ’ ©)M] =
It thus remains to consider the case that disty (§) < 0. In this case there exists
j€{1,...,m} such that [; # 0 with disty (£)® = 1—-£7 and therefore also min{|é+e;|} <
e(8) with €(0) — 0 as § — 0. Without loss of generality |¢ —e;|* < e. Thus, there
. ej+ w . .

e~X15ts wLej,|w =1, and p € (0,¢) such that £ = \/ﬁ. In the following we write
§=e; + pw. }

Using the structure of M = e ©--- @ e, (18), and that e; © € = p(e; O w),
we calculate

AEYM =pli(e; 061 00 (e; 0w)® ©---© (eg © ).

Moreover, as p <1 and as [; # 0, we know disty (§) = p and therefore
(25)

2
’A(g)M. 2\L—m 2l;,—2L ¥o)! P Nk
W:(1+P) "p (10600 (e;ow)® O... (a0 &) | .
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Due to the convergence of 14 p? and |(e; ©€)®1 @0 (e; Ow)®4 ©--- @ (eg O &) [?
to nonzero numbers for ¢ — 0 (and thus €,p — 0), these are uniformly bounded
from below for § > 0 sufficiently small. Furthermore, [; — L < 0 and therefore
p?i=2L — 00 if I; # L or p?i=2E — 1 if I; = L, hence also this factor is bounded from
below. In conclusion, also in the second case we have the existence of some constant

C'=C(6,A) > 0 such that

2
sl
disty (€7 =7 7
Combining both cases for small enough § > 0 shows the claim. ]

Similarly as for the higher order curl, we deduce a lower order bound for the
higher order divergence.

LeMMA 3.5 (the higher order divergence). Let B(D) be given as in (19) and
for 1 € N with |l| =m let M =v@ef™ ©--- 0™ € RF @ Sym(R%m). We set
V={¢cR":B()M =0} and let L=m —minj—;__4l; <m. Then

vy

V= U span(e;)*,
j:lj;AO

and there exists a constant C' = C(d,m,v) >0 such that

o)

Proof. By virtue of Lemma 2.3 the symbol B(é—‘)M is given by B(¢)(v @ P ©

ey = (Tl”)flflv and therefore V.=, . span(e;)t. Thus the distance to the
zero set is given by

2 . 2L
>CdISTg/|§§) .

dist 2= min |2
V(f) j:lj¢0|§]|

Moreover, we use that for any & € S?~! there is k such that |&,|> > % and that
L >m — [, and therefore

. . ) . £
min |62 < min jGP =TT min jgP < T 16 =
7 7 pilp A0, pk” pily£0,ptk k

S dm€2l.
Using the chain of inequalities above together with the fact that [B(£)M|? > C/(v)&%,
for £ € S%=1 there holds
[B(E)M* > C(d,m, v)disty (¢)*

and the claim follows. a

As these two lemmas will be used to derive lower scaling bounds in section 3.2,
we comment on the choice of L.

Remark 3.6. The values of L in Lemmas 3.4 and 3.5 are indeed the maximal
vanishing order; cf. Definition 1.3. Let us elaborate on this statement:
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(i) For the higher order curl, we obtain the characterization of the constant L
as follows. By Lemma 3.4, we immediately infer that L = max;_;
an upper bound for the maximal vanishing order. To prove that L coincides
with the maximal vanishing order, consider L’ < L. Working as in the proof
of Lemma 3.4 with L’ in place of L, by (25) and the fact that there exists

j€{1,...,d} such that {; — L' >0, we obtain
A©MP
gesi-n\y disty (€)2L

(ii) Similarly as above, for the higher order divergence, Lemma 3.5 yields that
L =m —minj_; . 4l; is an upper bound for the maximal vanishing order.
Now, let L’ < L. Then it holds that

IB(¢) M|

=0.
gesi-1\v disty (€)'

Indeed, choosing E;k) = % for j # jo (where jo is an index such that L =m—1;,)

and £F =\ /1~ 41 yields

GRE E—2(m—1j,) (1 _ %)ljo (1 _ %)ljo
disty (EF)2E" = f—2m—l;—1) == 0

This indeed proves that our choices of L in Lemmas 3.4 and 3.5 correspond to the
maximal vanishing orders for these operators.

With the above observations in hand, for the higher order curl and divergence we
then obtain the following lower bound estimates.

Proof of lower bounds in Theorem 1.2. By (20) and Lemma 3.4 it holds, with V'

and L as in Lemma 3.4, that
¢ 2L
d§> C/ disty (5|> |f|2de

() -1

with f=(1—MX)xa — Axp and a constant C' = C(d, L) > 0. Extending f outside of
by zero, we can apply Proposition 3.3 and infer that

Eoq(x; Fx) >

Ec(x; Fy) > Cmin{l — A, A\}2e7t4T.

This concludes the proof. 0

Analogously, in the setting of the higher order divergence we infer the following
lower bounds.

LEMMA 3.7. Let dym € N,d > 2, and | € N?. Let Q c R? be an open, bounded
Lipschitz domain. Let EB(x;F) be as above in (6) with the operator B(D) = div™
given in (19). Then the following scaling results hold: Let A— B=v® e?ll ® 6?12 ®

@' for some v € RF and such that Z?zl lj=m and let F\:= XA+ (1—-\)B
for some A € (0,1). Then there exists C > 0 and ¢y > 0 (depending on d,m,Q,v,
and €y also depending on \) such that for L:=m — minje(i2,...ayl; <m and for any
€€ (0,¢0)

Cmin{l — X\, \}2ezirT < inf EB(x: Fy).
ming A} _XeBV(lsIzl;{A,B}) e (G R

Appendix B On scaling properties for a class of two-well problems for higher order
homogeneous linear differential operators



SCALING FOR HIGHER ORDER TWO-WELL PROBLEMS 3739

As in Theorem 1.2, for d = 2 this lower bound is optimal for A\ = % In two
dimensions the curl and divergence operators only differ by a rotation; therefore this
is to be expected once the result for the symmetrized derivative is proved (see Theorem

1.2). In section 4 we will further comment on this.

Proof of Lemma 3.7. This is a direct consequence of applying Theorem 1.4 with
L=m—minj_; . 4l;; cf. Lemma 3.5. ]

.....

Remark 3.8 (comparison of mth order curl and divergence). Comparing the
results from Lemmas 3.4 and 3.7 and noting that the exponents indeed originate from
the maximal vanishing order (cf. Remark 3.6), we observe that since the function
Raot— % € R is monotone increasing, the bounds for the higher order curl are, in
general, substantially tighter than for the divergence. Indeed, denoting by A(D) the
higher order curl from (14) and by B(D) the higher order divergence from (19) for
m eN fixed, | € N? with |I|=m and v e R*, with the notation from Definition 1.3, it
follows that

L [|B(£)v®elf @@ =m— nlqin dlj
3=l

> max =LA@ o 0],
J=1,.0s

We highlight that this is consistent with the fact that the higher order divergence
yields lower bounds for general symbols (cf. [39, Appendix B]).

4. Upper bound constructions. In this section we provide the arguments for
the upper bounds in Theorem 1.2 in the setting in which d = 2, A = % and with
m € N general. We emphasize that for m € {1,2} (and general A € (0,1)) these results
are known (cf. [8]). In order to deduce these in the case of higher order tensors we
mimic the construction from the setting in [8] and adapt it correspondingly. We split
our discussion into first dealing with the highest possible maximal vanishing order in
which M := A — B = ¢?’™ and then make use of this construction to also infer the
result for the intermediate cases M := A — B = e?l ® eg(m_l), le{l,...,m—1}.

In what follows, for convenience, we introduce the following notational convention.

CONVENTION 4.1. In order to simplify the notation for d =2, we use the symme-
tries of the tensors and define for M € Sym(R?;m)

My=M, 1, My =M, 12, My=M, 19 2, Mpy=M,_o,

where for My, there are k many twos and m — k many ones in the index. Thus, the
“new” index counts how many twos appear in the indexr as by symmetry of M the
order of the indices 1 and 2 does not matter. Analogously, we will use this notation
for symmetric tensor fields, in particular, for the map u : R* — Sym(RQ;m) and
the potential v : R?* — Sym(R*;m — 1); ¢f. (12). With this notation it holds for
k=1,...,m—1 that

m—=k_ _ k. . s -
O + Eaﬂfk—la Uy, = O Uy —1.

Uy =001, Uk =

Indeed, here we have used that for (iy...i,)=(1...12...2)
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Up = U1..12...2 = Uiy .. 4,, pouy] Z i (1) Viy 2y i (m)
TEG
1 - ~
- > an+ m > &k
TES iy (1)=1 TEG iy (1)=2
{reGm:r()ef{l,2,....m—k}}|, _
— 010
m/!
Gm (1 —k 17 —k 2, ey -
pHreen et brbm bt 2By, |
—kB)Ym-1'_ _ klm-1)!_ _ ko ok
= Mam + (m—1) O20p—1 = 10y, + — DoV
m/! m! m

As it will be of relevance in our constructions below, we recall that, for d = 2,
by the antisymmetry properties of A(D)u, it holds that A(D)u = 0 if and only if
[A(D)u)12..12 =0. Moreover it holds that

(20 ADNz2= " (v (7)) ooy va).

k=0

as every time we switch an index one and an index two we multiply by a factor of
(=1) and there are ezactly () possibilities to switch k distinct twos and ones.

4.1. Cell construction. In this section, we consider the case M = €™, which
has the largest possible maximal vanishing order. Following [8], we begin w1th a unit
cell construction (Lemma 4.2) in which the higher vanishing order of our symbols
will be turned into higher order scaling properties. This construction requires more
careful considerations than for the case of first or second order tensors, as for m > 3,
in general, one cell does not suffice to achieve the desired boundary conditions. Next,
we will introduce a suitable cut-off procedure and combine these ingredients into a
branching construction in section 4.2. The construction will be carried out on the
level of a potential, i.e., a map v:R* — Sym(]Rz;m — 1), and then we set u = D™y,
To ensure that Uy (see Convention 4.1 for the notation) attains the desired boundary
conditions, we will use a suitable reflection argument.

LEMMA 4.2 (unit cell construction). Let m € N and A(D) be as in (14) for d=2.
For0<1<h<1letw=(0,2"1)x(0,h). Let A, B € Sym(R*;m) be such that A—B =
e?™ and let F =1A+ LB. Define for ue L} (RQ;Sym(RQ;m)),X € BV (w;{A, B})

loc

Eel(uax; /|U7X| dx Esurf X;w /|VX‘

Then, there exist a potential v : w — Sym(R*;m — 1), a function f € BV (w; {:t%}),
and a constant C = C(m) > 0 such that with uw:= D™ v+ F and x :== (A—B)f+ F €
V(w;{A, B}) it holds that

l2m+1

Cl(u X7 ) Cth 1° ESUTf(X) S Ch’

Furthermore it holds that 0109 = f and the following boundary conditions are satisfied:

Appendix B On scaling properties for a class of two-well problems for higher order
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v(0,y) =v(2"1,y) =0, y€[0,h],
1 1 .
o(x,0)= (—Qxx[o,ém + 5@ - zm;,l](x)) Y,z e,
v(x,0) = —v(x —271,0), x € [271,2911],
je{0,1,...,m—1},
1
v(x,h) = 751)(233,0)7 r€0,2m71),
1

v(x, h) = §v(2x—2ml,0), x € 2™, 2™,
Ok (2,0) = 0 (z,h) =0, xz €10,2™],

ke{l,...,m—1}.

Proof. We adopt the ideas from the upper bound construction in [8] to our con-
text. To achieve this, we first reduce to the setting of F' = 0 by subtracting the
boundary data:

Eo(u, x;w) :/ |(u—F)— (x — F)*dz.

Hence, without loss of generality we may assume F' =0 and therefore %A + %B =0.

Using this we introduce a function f:w — {:t%} such that the phase indicator
reads y = (A — B)f = fe?™. Plugging this into the elastic energy and recalling
Convention 4.1, we obtain

Fulu, x;w) < C(m) / o — F2+ 3 [, Pda

j=1
m—1

= C(m) / o — 12+ 3 [, + [ 2.
w j=1

Let us next outline the idea of constructing the tensor u. To this end, we will
first fix @y using the construction from [8], which leads to |dy — f| = 0. Iteratively,
we will then define the remaining @ by setting them to zero except for #,,. This will
lead to an energy bound of the form

Eel(uax;w) S C/ |ﬂ’m|2dx>

where @, is determined by all the other components through the constraint A(D)u=0.
In comparison to the cases of m =1, 2, i.e., of the curl and curl curl operator, for higher
m the argument to achieve the boundary condition is more involved. To ensure this,
we rely on an (iterative) reflection-type argument. We split the proof into several
substeps carrying this out successively.

Step 1: Preliminary definitions and outline of the strategy. In order to implement
the outlined strategy, we first define a monotone function v € C*°(RR;[0,1]) such that

1
v(#t)=0for t <4, y(t)=1for t >1—§ for some 6 € <0,4>.
We start by giving the arguments in a smaller cell wg := [0,1] x [0, h] which we will
reflect suitably to achieve zero boundary values for the potential. We split wy into
three subregions given by (cf. [8]):
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w1 ::{(x,y)EwO:xe ;0,7(Z> i)},
e {ememre[1 (1) 4 (9],
)}

Y (x,y)e(U1ULd37

(1
w3 :—{(x,y)éu}o:we _5-1—7(%

‘We define

f(z,y) =

1
_57 (xvy)€w2~

This is illustrated in Figure 1.

Our next goal is to set g = f and then to iteratively fix the other components
such that 4, = 0 for k € {1,...,m — 1}. To this end, we use a potential v : w —
Sym(Rz;m — 1) and define 9y by integration of @y = 917 in wy. We then fix 7y by a
reflection-type argument in the remainder of w = [0,2™!] x [0, h]. More precisely, we
define

1
ixv (xay) € wi,
- 1 y\ [
o\, =935 7 ) 5 ) )
o(ey)i=q—s2+7 (%) 7. (@) €w
1
5(:5—1), (x,y) € ws.
Therefore we have in wqy
1
B ia (fL',y)EOJ1ULd3,
Avo(r,y) =9 7
_57 (xay) € wa,
Oa (x,y)Ewl UW3,
Do0(z,y) = /(g)i (2,9) €w
b 4]’1,7 'Y 2-
Implementing the above outlined idea, we seek to define the vy by setting u; =0
for k€ {1,...,m —1}. As a consequence, we iteratively solve the equations
1 -1
— 0209 + o o, = 0,
s M-k
Bt + 205, =0,  kef2,...,m—2),
m
m—1

- 1,
02Vm—2 + — 0101 =0,
m

with the boundary condition 7 (0,y) =0. The function ¥y is then defined in terms of
U—1 by

- k o
(27) Uk (z,y) ::fm/o Oo0p—1(t,y)dt.

Appendix B On scaling properties for a class of two-well problems for higher order
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B~

NI~
o~

l

Fic. 1. An illustration of the branching construction used in Lemma 4.5. The individual unit
cell constructions from Lemma 4.2 are iteratively combined into a construction refining in the ez
direction. In blue is the region where g = Ao, and red corresponds to ug = Bo. The dashed
horizontal lines depict the region in which we have a simple laminate. As in [8] for m > 2 we need
the curves separating the domains to be of a sufficiently high regularity (see the discussion in Remark
4.3). The unit cell and its copies are highlighted with a green box. Moreover, for m > 3, we need
to do the reflection-type argument outlined in Lemma 4.5 to ensure zero boundary values at the left
and right. (Color online.)

Notice that 9g(l,y) = 0, but for larger & > 1 this in general fails. Thus, we use
appropriate reflection arguments in order to attain a zero right-boundary condi-
tion. Indeed, using the fact that —¥y(x,y) fulfills 91 (—7vp) € {i%}, we implement
a reflection-type argument in the cell [0,2] x [0, k], i.e., for x € [I,2l], we set

60('%.73/) = _60('%. - l7y)
This, by the iterative definition (27), immediately implies that ¥;(2l,y) = 0. By
exploiting yet another reflection argument, i.e., for = € [2[,4]]

6O(x7y) = _60('%‘ - 2l7y)a
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and the fact that 01(2,y) =0, this “reflection” property carries over to o7 in the sense
that for « € [2[,4l], we then have 01 (x,y) = —01(z —2l,y). By this, it then also follows
that

4l
/ i}l(xvy)d‘r:ov
0

which in turn ensures that 02(47,y) = 0. As this still does not suffice to ensure zero
boundary conditions for vy for k > 3, we iterate further this reflection in the next
steps.

Step 2: Definition of Ug:w — R. Building on the outlined reflection idea, we
define 9y : w — R to be given by

5‘7:’ (.’E,y) ewla

- 1 l

Uo((E,y) = _§x+7(Z) Z) (.f,y)ELUQ, fOT:CE[O,lL
1
5(93—[)7 (z,y) € ws,

vo(x,y) = —0o(x — 2/1,y) for x €[271,29111],5€{0,1,...,m —1}.

As 99(0,y) = 9g(, y) this function is continuous and well-defined and ©y(271,y) = 0 for
all j€{1,...,m}. Furthermore, it holds that 0,7y (z,y) € {i%} and for y € [0, dh]

1 [ 1
—51', x€_0,2>7
1 [l
N ( ) §($_1)7 xT e _2,l),
vo(z,y) = _
[ EORRP—
2x ) 'Z‘ ’2 )
) _
—5(@—2), xe_;’z,m].
For y € [(1 — 8)h,h] and z € [0,] we have
1 (1
5.@, 1’6_0,4),
RPN I VAN I
Vol2,Y) = 2 x 2 , & _47 4 9
[31
—(z—1), T € _4,l],

which, for x € [0,{], can be written as
- 1.
Bo(a,) = —570(2,0).

Iteratively, by using that g (x,y) = —0g(x—271,y) for x € [291,27+1]], 1 € {0,...,m—1},
this carries on, and hence

1
Oo(w,h) = 75170(2@0), x€[0,2m71),

1
Do(x, h) :5170(295—2’”1,0), x € [2m7,2m).

Appendix B On scaling properties for a class of two-well problems for higher order
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In the end, we also define f:w — {£34} to be given as f(z,y) = 010o(z,y).

Step 3: Definition of v :w — R. Wlth U9 defined on w, we iteratively define
01,02, ...,0m—1 O w by using the equation for the potential. We define iteratively for
ke{l,2,...,m—1}

. 1 o
01 (z,y) =T Oao(t,y)dt, O(z,y) = / OoUp—1(t,y)d

m—=1Jo

As shown in Step 4 below these functions are Lipschitz continuous. By this definition,
it holds for a.e. (z,y) €w

—k
O (z,y) =0, ke{l,2,....m—1}.

k . .
(28) ~ Ot (2,y) + mn

We now claim that for k€ {1,...,m — 1} the following properties are satisfied:

2k+1y

(29) / O (t,y)dt =0,
0
(30) r(m,y) = =0 (@ — 2R y)  for e [20FR] 2014k
j€{0,1,....,m—1—k},
(31) 5(27TF 1 y) = 0 = 51,(0,y) for j€{0,1,...,m—k}.

Properties (30) and (31) will be proved by finite induction in Steps 5 and 6 below.
Property (29) then directly follows from (30).

Step 4: Regularity of vp. We claim that each vy is Lipschitz continuous. We
will first discuss this only in wg := [0,] x [0, h] and will then comment on how this
immediately implies Lipschitz continuity on the full cell w.

Let G :wp — R be of the form G(z,y) = G1(2,y)Xw, (x,y) + G2(2,y) Xw, (T, y) +
G3(z,Y)Xws (z,y) with G; being Lipschitz functions. Notice that both f and 029
have this form.

Claim 1: Let g(z,y) fo (t,y)dt; then g is Lipschitz and [[Vg|pe(wy) <

G L (uny + 3 [05G | ), where € > 0 depends on 1, &, [ .

Indeed: For every (x1,y1), (xg,yg) € wp we have

|g(z2,y2) - 9(171>y1)| =

(ta y2>dt7 / G(t,yl)dt‘
0
< ‘/ G(tayQ) - G(t7y1)dt + / G(t,yl)dt‘ .
0 o

For a.e. t € (0,1), G(t,-) € BV((0,h)) and by the representation theorem of one-
dimensional BV functions (see, e.g., [2, Theorem 3.28 and Corollary 3.33])

/0 " Gt gn) — Gty dt = /0 ( :2 Gt 5)ds + / y2[G](t,yt)d5yt(s)> dt,

Y1

where oG denotes the absolutely continuous part of the derivative of G, [G](t,y:) is
the amplitude of the jump of G(t,-) in y;, and {(t,y:)} = (U3_;9w;) N ({t} x (y1,92))
which is unique for fixed t€(0,1)\ {£, £, 3L} by definition of the sets w; (see Figure 1).
Without loss of generality we assume y; < y2 and obtain that the last term above can
be controlled as
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Y2

a| (t,yt>d5y,,<s>dt\ - | I [GJ(t,y»xwhmyﬁ)dt\

< 4Gy [1(2) —4(2)].

Combining the three formulas above, by regularity of v, we obtain

x2 Y2
/ G (t, s)dsdt‘ +
0 Y1
Gt

Y1

lg(z2,y2) — g(z1,91)| <

/OZQ [GICt 9t )X (r.92) (yt)dt‘

+

z1
3

l
<lyz = 1| 110265l e (wy) + 71 e G 2o ) ly2 = 91
j=1
+ |22 — 21[[| G|l oo (o) s

which yields the claim by recalling the condition 0 <l < h <1.

Since we seek to iterate this, we need to prove that 0;g has the same structure
as G if we start with G; sufficiently regular.

Claim 2: Let G be as above with G; € C*(w;). Then there exist functions
g; € C(wj), j €{1,2,3}, such that dag(z,y) = §1(2,y) Xw, (&, y) + G2(, ) Xuw, (z,y) +
§3(I7 y)Xw:s (ZE, y)

Indeed: We have

T 3 T 3
soy)= [ Gtaar=Y [ Gt tni=3 [ Gy (t,y)dt.
0 j=170 =1 ((0,2) x{y})Nw;

By definition ((0,z
bi(y) = az(y) = ﬁ (
Denoting

)

< {y}) Nw; = (minfa (y), o}, min{b;(y),2}) x {y} for ai = 0,
1), b(y

) = ag(y) = % + é’y(%), bg(y) =[. Note that aj,bj € (.

s = | Gyt

i ()

which are C'*° functions in y, we get

3
) =D (9@ )X, (@) + 95 (05 (1) )xe, (2.)

where @1 := ws Uws, @Wa 1= w3, and @3 := 0. By Claim 1 we know that g is Lipschitz
and therefore dag(x,y) is given by calculating the derivative almost everywhere, thus

Oag(z,y) = Z <3zgj(r,y)ij (z,y) + <;;gj(bj(y),y)> Xa, (w,y))

Since @; can be written as suitable unions of wy, k € {1,2,3}, the claim follows by
recalling the higher regularity of g; and b;. Without assuming Claim 1, it is possible
to calculate the distributional derivative, in which the singular measures cancel out.
Thus this calculation would provide a second argument for Claim 1, together with the
fact that 019 € L™ by the fundamental theorem of calculus.

Appendix B On scaling properties for a class of two-well problems for higher order
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Applying iteratively the two claims above, we conclude the Lipschitz regularity
of v;. We highlight that the L*> bounds below are only a priori bounds and will be
improved later in Step 8.

Claim 3: For every k € {0,1,...,m — 1}, 0 : w — R is Lipschitz continuous and
[0kl oo (@), IV Ok Lo (@) < C(m, Iyllem, 1 ).

Indeed: We reason by finite induction. By Claim 1, applied to G = f, 9y complies
with Claim 3, and by Claim 2 it has the desired structure.

Assume, by induction, that 951 complies with Claim 3 and is such that 0205 _1 =
23:1 G§k71)ij. Then applying Claim 1 with G; = fﬁagf)k_lij, we obtain that
U, complies with Claim 3 and has the desired structure.

In the end we notice that if (x,y) € wp + (I,0), then

_ _ k P
i) = n(ly) = = [ o (i

from which we immediately infer that ¢, is Lipschitz also in [0,2] x [0, h] and, again
by finite induction, we obtain the claim in the full domain w.

Step 5: Induction basis; properties for ©1. Properties (29)—(31) are shown by
induction, with the induction basis being given by k = 1. We note that d20¢(x,y) =
Y (£) 35 Xw, (z,y) for z € [0,1]. Spelling out the definition

- 1 T
U1($7y) = —m/o 32Uo(t7y)dt

yields for x € [0, 2]

0, (z,y) €wr,
—ﬁy’ (i)&(m—’y(i) i), (x,y) € wa,
By =1Ly (1)L, (,4) € ws Uwr + (1,0),
ﬁy’ (Z)Zh(x—?;l—y(?b) i), (z,y) € wa + (1,0),
0, (z,y) € ws + (1,0).

Thus, indeed it holds that o1 (0,y) =01(2,y) =0.

Let us show (30) and (31) for k = 1, ie., ¥1(x,y) = —01(z — 2921,y) for = €
[27F17,29%2]] and ©1 (2771, y) = 0 with j € {0,...,m — 2}. To this end, let z € [2[,4],
then

x

- 1 T - 1 -
vl('r7y):_m_1/0 82U0(t,y)dt:1)1(2l,y)—m_1 o1 aQUO(tvy)dt
1 €T
= [ 9ot —20,y)dt =
m—1Jy D20 ( 2Y)

x—21
/ 62170(t,y)dt
0

m—1
This also implies 0 (4l,y) = —01(2{,y) = 0. Therefore, assuming by induction that for

some jo € {0,1,...,m — 2} it holds that 9,(277%,y) =0 for j € {0,1,...,jo} and also
(30) holds for x € [0,27071]], then for z € [2901],270+2]] we have
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1 r , 1 z
O (z,y) = ———— [ Ooiio(t,y)dt =1 (27°0T 1, y) — —— Dot (t, y)dt
01(z,y) m—1J, 200 (t,y) 1 ( ) m—1 Jyoir, 200(t, y)
1 T 1 z—270+1]
= — Doip(t — 270 y)dt = —— 0200 (t, y)dt
m—1/2j0+11 200 ( 'Y) m—1J 200 (t,y)

=~y (z — 20T g)).

This shows that (30) holds also in [270F1],27072]] and, moreover, as a consequence we
have 91 (270F2] y) = —91 (2701, y) = 0.

Step 6: Induction step; properties for Uj. Assuming now that (29)—(31) hold for
1,...,k — 1, we seek to prove that they also hold for k. By definition, we have

(2, y) = /52vk1ty

As fOle Or_1(t,y)dt =0 by (29) for k — 1, we deduce ¥(2%1,y) =0 =,(0,y).
As for k =1, we next deduce (30) and (31) inductively. We start by giving the
argument for (30) for j = 0: Let = € [2F],281]], then

k v .
Uk (z,y) / OoUg—1(t,y)d (le y) — — . —0O90p—1(t — 2kl7y)dt
2

—7/ aQUk 1t y)dt = o (v — 281, y).
0

m—k

Again, as in the case k = 1, this can be continued iteratively. Assume 93 (2/7*1,y) =0

for j € {0,1,...,jo} and also that (30) holds in [0,2/707k[]; then we have for x €
[2j0+kl’ 2j0+k+ll]

. k z
O (2,y) = (2L y) - 7/ Op—1(t, y)dt
m—k 2j0tk]
k @ ‘
= - —a Uk t_2.70+kl’ dt
m—k /210+kl 20k—1( Y)
k r—2Jotk]
T m—k /0 Dop—1(t,y)dt = 0y (x — 27°FF y).

Thus (30) holds in [0,27°T1*+*]] and, moreover, by an application of (30), we have
O (290F1HR] ) = —3,(270FF] ) =0, i.e., (31) also holds for j = jo + 1. By induction,
and the above arguments, we have shown (29)—(31) for k € {1,...,m — 1}, where we
stop at order m — 1 to obtain v :w — Sym(R?;m — 1).

Step 7: Conclusion of the construction. As ~'(t) =0 for t € [0,6] U[1 —4,1], we
have

Daiio(a,y) =0 for y € [0,5h] U [(1— 8)h, ],
and therefore for k € {1,...,m — 1} it holds that
p(z,y) =0 for y€[0,0h]U[(1—9d)h,h].

Considering (31) for k € {1,...,m — 1} and j = m — k, we see that 7;(2/%F],y)
= 0,(2™1,y) = 0. In particular, due to the size of w, it holds that @,,—1(2™I,y) =0.
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Step 8: Energy estimates. In conclusion, we have v : w — Sym(RQ;m — 1) with
v(z,y) =0 for x € {0,2™1} and, moreover, Ux(z,y) =0 for ke {1,...,m —1} at y=0
and y = h. Setting now u = D*™wv it holds that

u(x,y) :f(xvy)e?m+826m—1('r3y)62®mv (x,y) cw

by the iterative definition of ¥. Choosing x(z,y) := f(z,y)e™ € BV (w;{A, B}) we
therefore have

(32) Eu(u, ;) < Clm) / D1

It remains to provide the bound for 959,,_1. To this end, we consider wy :
[0,2™] x [0,1] — R defined as wy(z',y’) := l,ﬁ‘%f)k(lx’,hy’). Notice that w coincides
with v when [ = h =1; it is indeed just a rescaled version of v. Since w is a particular
choice of v (when [ = h=1), it has the same structure, i.e., it solves the same system
(with rescaled f). Indeed, for k€ {1,...,m — 2} we obtain

ko1 (2", y") + (m — K)o (2, y)

hk 1 hk
= k0y < p_1(l2’, hy )) (m —k)0y <lk+1 w2’ hy )>
hk
= (kOaU—1 (I’ hy') + (m — k)or 0y, (1", hy')) 7 = 0.

l

We also have
Orio(2',y') =0 5 WW7W) O1vo(la’ hy') = f(12', hy").
By Claim 3 in Step 4, applied to I =h =1, we get ||| L, |Vir| L < C(m,||v|lem)
for every k€ {0,1,...,m —1}. Finally,
k+1 k+1 lk+1

- l l 5
B3, 9)] = o 0y (w1 y )| = 10 /Ly ) < COm, o) ey

Plugging this for k =m — 1 into the above estimate (32) yields
l2m ) 12m+1
Ee(u, x;w) < C(m)/ am md(r,y) = C(m)QmW-

To bound the surface energy, we note that f = 9,7y has only two interfaces in the
interior of each ([0,1] + jI) x [0, h] cell. Thus, we can bound the surface energy, using

I <h, by
m l
Eourp(x;w |Vx| <C?2 1+ 4h dy+2h

< C(ma 17" llo0) - d

Remark 4.3. Let us comment on three technical aspects of the previous
construction:
o The function . A possible choice for the function  as in the proof of Lemma
4.2 is given by

h(t —6)
h(1—0—1t)+h(t—10)’

v(t) =
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where h:R — R is the smooth function defined by

1
—i, t>0
h(t): e b > b
0, t<o.

Moreover, we emphasize that for A — B as above, it would be sufficient to
require v € C™(R; [0,1]) instead of v € C*°(R; |0, 1]).

o The off-set §. We point out that the off-set § on the top and bottom layers
in our unit cell construction is not necessary. It is, however, convenient as by
virtue of this off-set, we immediately obtain that the “corner” arising at the
meeting point of wy and wy does not result in losing the A-freeness of u. Thus,
later when we combine the unit cell constructions into a self-similarly refining
construction, we will automatically obtain compatibility at these corners. If
we would choose ¢ =0, we would need to require v*)(¢) =0 for t € {0,1} for
kEe{l,...,m}; cf. [8].

Moreover, by this ¢ off-set, we can directly observe that 0y (z,0) = 05 (z,h) =0
for ke {1,...,m—1}.

e In Lemma 4.2, we could reduce the size of w to [0,2m71]] x [0, h], as we do
not require f02 lﬁm,l(t,y)dt =0, but it is sufficient for our construction to
have @, 1(2™71,y) =0, as we are interested in Dirichlet boundary data.

With the unit cell construction in hand, we proceed to the definition of a suitable
cut-off layer which will be used in the top and bottom boundary regions of our self-
similarly refining construction in the next section.

LEMMA 4.4 (cut-off layer). Let m € N and A(D),A,B,F be as in Lemma 4.2.
For 0 < h <20 <1, let w=(0,2™1) x (0,h) and let Eq(-,;w), Esurs(-;w) be as in
Lemma 4.2. Then there exists a potential v:w — Sym(RQ; m — 1) such that

v(0,y) =v(2"ly) =0 fory €0, h],
v(xz,h) =0 for z€0,2™1],
1 m— l

—51‘@?( 1), TE {0, 2),
v(x,0) = for z€10,1],

1(ac - l)eQ(mfl) RS ! l

2 1 ) 27 )
v(x,0) = —v(x —271,0) for x € 291,274 € {0,1,...,m — 1}.

Moreover, there exist f € BV (w;{£3}) and a constant C = C(m) > 0 such that
X=(A-B)f+F,u=D¥"v+ F, and
2m—+1

Eel(%X?“) < CWa Esurf(X;w) < Ch.

Proof. We consider a smooth cut-off function ¢ : [0,00) — [0, 1] such that ¢(¢) =1
for 0 <t < % and ¢(t) =0 for t > 3, e.g., a function of a similar form as in Remark

4
4.3. Let
v:w— Sym(R%*m — 1),
Y r3 m—
v, y) =6 (3) fa)ed ™,
152 Appendix B On scaling properties for a class of two-well problems for higher order
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1 l
3 _5./1;, S |:O,2>,
1 1 l
§$—§l7 S |:2,l>,

f(x) = —f(x — 271) for x € [271,277] for j € {0,1,...,m — 1}, and f(x) =0 for
x ¢ [0,2™]]. Notice that f is continuous in [0,2™] since f(0,y) = f(l,y) =0. It is
direct that v(z,y) =0 for y > %h and that the properties for y = 0 hold. Moreover,
we have |f(z)] < L. The phase indicator is given by

where for = € [0,]

x(ay) = D (@)™ V) + F = f(A=B) + F,

where f = f' € {+i}. As (;S(%)f(x)e?(m_l) =0 for y > 3h or for z ¢ [0,2™] the
boundary data condition is fulfilled.
It thus remains to provide the estimate for the energy contribution in w. For the
elastic energy, we notice that with u= D™y + F
2)

o = | ((o(3) 1) e )
<ctm (-o(3) P+ e (2)

<cm (1+2).

Thus,

2

l l3 l2m+1
Fuux6) < Cm) (14 7 ) th < Clm) T < Clm)

h2m—1"

as h < 2I. Moreover, since the interfaces are given by straight lines and since y is
bounded, we also have

Egury(x;w) <C(m)h.

Combining the two bounds hence yields the desired result. O

4.2. Highest vanishing order. With the unit cell construction and the cut-off
function the two central ingredients of our construction are in place. We now combine
these into the usual branching construction. For the construction to work, we make use
of the fact that by the choice A = % we have that for v given in Lemma 4.2 the function
—uv still satisfies the desired properties, most importantly 01 (—vg) = g € {:t%}

LEMMA 4.5. Let m € N, Q = (0,1)? and A, B be as in Lemma 4.2 and let F =
%A + %B. Consider the operator A(D) given in (14) and let the energy E.(u,x) for
u € Dp, defined as in (7), and x € BV (Q;{A, B}), be given by

E(u,x) = / i — xPdr + ¢ / V-
Q Q
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Then for every N € 2N, N > 4 there ezist u: R* — Sym(R*;m), f € BV (Q;{£i})
with A(D)u=0 in R?, u=F outside Q, and a constant C' = C(m) >0 such that for
any € >0 it holds that

EE(U7X) S C(N72m + 6N>a

where x = f(A— B)+ F € BV({;{A, B}).

Proof. We argue as in [8, 39, 43]. Let 6 € (2~ T ,271) and consider the splitting
Q=0,UQ_ with Q; =[0,1] x [1,1],Q_=[0,1] x [0, 1]. In what follows, we give the
construction of u and x on §24. For given N € 2N, N >4, we define

0 1

yi=1-—

5 lj:TjNv hj =y —y;, j€NU{0},

and set jo € N as the maximal j satisfying {; < h;. This is possible as, due to N > 4,
we have [y < hg. In what follows, we use Lemma 4.2 in the cells w; j (see the definition
below) to achieve a refinement toward y = 1. For the sake of clarity of exposition, we
define a construction on [0,+00] x [$,1] and then restrict it to Q.

For this, let v¥) be the map defined on [0,2™1;] x [0, h;] according to Lemma 4.2
(with off-set at top and bottom fixed by § = %) for j € {0,1,...,jo}; in particular
09 :[0,2™1;]x [0, hj] — Sym(R?;m—1) is such that it satisfies the boundary conditions
from Lemma 4.2. Moreover, let v(0F1) be the map defined on [0,2™1;,+1] x [0, @]
P = (1= 0) " hypur < (1 -
0)~1jo+1 < 2lj,+1. In the following we will write hj,+1 = iy

We extend v for j € {0,1,...,j0 + 1} (without relabeling) onto [0, +00] x [0, ;]

according to Lemma 4.4, which is applicable due to

as
o0 @,y):= oW (2= 2" y) - for we [2m L2 ' €N,

Notice that v(7)(a2™l;,y) = v (2™1;,y) =0 for every a € N. Thus v\ (8,y) =0 for
every 8 €N, in particular v\)(1,7) = 0.
With this we define v on the upper half 2 as follows:

v(z,y) = (1709 (z,y —y;)  for (z,y) €[0,1] x [y;, yj41]-

We have that v)(x,0) = —v=Y (2, h;_y) for = € [0,1]. Indeed, by Lemmas 4.2
and 4.4, this is true for = € [0,2™1;]. Assuming that it is true for = € [0,27+™'[;],
by definition of v(¥), and using the fact that lj—1 = 2l;, we infer that for x €
[2mtm ], gmtm 11 e have

VI (@, b)) = =0V (x =2y, hj—l) =07V (m —2mmy, hj—l)
=) (:v - 2m+m,lj70) =—vU)(z,0).
Moreover, as already pointed out, it holds that v()(0,y) =vU)(1,y) = 0; thus we can
extend v(z,y) =0 for z < 0 and = > 1. Finally, as v0o+V (2, hj; ;1) =0, we can deduce

v(z, 1) = (=1)70+1yGo+ D) (z h; 1) =0, and thus we can set v(z,y) =0 for y > 1.
Now let us turn to proving the energy estimate. We denote now

wjg = (k2™ y;) 4+ [0,2™1;] x [0,hy], k€{0,1,...,N29~™ — 1}, 5€{0,1,..., 50},
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and

Wio+1,k = (kaljo+1ayj0+1) + [O’ 2mlj0+1] X [0’ h‘jo-‘rl]'

Setting f = 017y, u= D¥™v + F, which is A-free, and x = f(A — B) + F, we have
Ee(u, xiwi) = Ee (=17 D0l 4 F, (<1015 5™ + F3[0,2"15] x [0, 1))

= B (Dm0 + F0y5§ 5™ + F5[0,271) x [0, 1]

l2m+1
< (m) <h27n 1 +€h’ )

where we used the estimates in Lemmas 4.2 and 4.4 for the corresponding index j.

By symmetry we can repeat the same construction in {2_ by replacing es with
—eg. Therefore we obtain an A-free map u attaining the exterior data u = F outside
Q and an associated phase indicator x. Moreover, it holds that

jo+lN2I—™

(u, x) §22 Z <E6(U,X;Wj,k;)+€P€T’(w]"k;))
J=0 k=0

jo+1 N2I—™_1 l2m+1 Jo+1 _ l2m+1
<20y Z (hjzm 1+eh>_2CZN2Jm<h2m 1+eh>
j=0 = J j=0 J
Jo+1 l2m h jo+1
o 2ma2mp2m—1
= 20(m) ; (;ﬁm 1+el> <C(m Z::O (N (22m02m—1)~7 4 N(20)) )

<C(m, 9)(N_2m +eN),

which concludes the argument. 1]

4.3. Intermediate cases and proof of the upper bounds in Theorem 1.2.
In this section, we use the construction from section 4.2 in order to deduce an analo-
gous construction for the case of intermediate vanishing orders for which M := A—B =

or Q(m D , where [,m — 1 #£0.

In contrast to the highest vanishing order setting, mimicking the construction
from above, we now are confronted with the fact that the term involving x is paired
with two different components of the potential v, i.e.,

—1 2 ,
D B 1-1 — Xmt| + H(D™™p)da,

) I .
Eq(D¥"v,x) ~/ anm_z +

Q

since now x is nondiagonal.

In order to deal with this, we make the ansatz that o,,_;_1 = 0 or ¥,,_; = 0
(depending on whether [ or m — [ is larger) and apply the construction from Lemma
4.2 to define the other components in the energy. Using then the corresponding
equations as in the proof of Lemma 4.2, we set all but the last of the components for
a smaller or bigger index, respectively, to zero.

LEMMA 4. 6 Let m,l € N with 0 <1 <m, Q= (0,1)2 and let A, B be such that
A—B=¢f Q(m D and F = 1A+ $B. Consider the operator A(D) given in (14)
and let the energy E. be given as in Lemma 4.5. We define L :=max{l,m —1}. Then
for every N € 2EN, N > 4, there exist a deformation u : R* — Sym(RQ;m), a phase

155



156

3754 B. RAITA, A. RULAND, C. TISSOT, AND A. TRIBUZIO

indicator x : R* — {A, B} with A(D)u =0 in R?* u=F outside Q, and a constant
C =C(m) >0 such that for any € >0 it holds that

E.(u,x) <C(N72 4 eN).

Proof. The idea is to reduce the order of the tensor such that effectively we can
use Lemma 4.5. As before, without loss of generality, F' = 0 and therefore A =
le?l Oe, o(m=1 ,B= 1 O] ;D(m D n order to reduce the order, for xy = f(A— B),
we estimate

m—[—1
Eei(u,x) <Cm)< Z /|uk| dm+/|um | — fPde+ Z /|uk| dx)

k=m—1+1

where f(z) € {£1}. Since the case I =m (and symmetrically [ = 0) has already been
considered in Lemma 4.5, we only present the construction for the setting 0 <! < m.
In this case, the ansatz is to set 4y =0 for either k<m —Il—1orfork>m—1+1
(depending on whether [ >m—1 or m—1{> 1) and to use Lemma 4.5 for the remaining
components.

Without loss of generality let [ > m —I; else change the roles of x and y and adapt
the coefficients accordingly. Denoting by A(D) the operator for /th order tensors, we
invoke Lemma 4.5 for m =1 # 0 to define w : R* — Sym(R2 I) with A(D)w =0 in
R?, w = 0 outside ©, and f:R® — {£1} such that f(A’ — B’) : R* — {4/, B’} with

k!

A = *61 ,B/ 1 Ql We then define ’LLk —( ].)l mam= lmwk—@n—l) for

k>m —1 and @ =0 else. Moreover, we set x := f(A— B) = fe?l ® eg(mfl) ‘R?
{A,B}. Then u defined by uj. 12, 2 = U fulfills u =0 outside 2 and defines indeed
an A-free map as by (26):

[A(D)u]1212...12 = Z ((—1)’“2*7” (7:) a{ﬁa;n—kﬂk>
k=0
3 m I'k!
1 kgm—k _1 l7m2m7l— -
k:zm:(z " <k>8182 1) ml(h—(m—D) k=
l
|
= (—1)k2—l ! ak+mfla£n—(k+m_z)u~}k

1
— (m— (k+m—10))k!
l
l - el T
Y (=Rt <k> oL iy, = O A(D)w]12..12 = 0.
k=0
Furthermore, it holds that
l
E6<u7x>sc< [ 0= pPaa+ Y [ (mfdo e [ |Vf|) = CE(w, ")
Q —1vQ Q

<C(N~? 4 eN),

where E, (w, fe} l) denotes the corresponding energy for [ tensors. Since [ > m — I,
this yields that

E.(u,x) <Cmin{ N2 4+ eN,N720"=D L N} = C(N72L 4 eN),

which therefore concludes the proof. ]

Appendix B On scaling properties for a class of two-well problems for higher order
homogeneous linear differential operators



SCALING FOR HIGHER ORDER TWO-WELL PROBLEMS 3755

We combine the estimates from Lemmas 4.5 and 4.6 into the proof of the upper
bound scaling result.

Proof of upper bounds in Theorem 1.2. To show the upper bounds, we use Lemmas
4.5 and 4.6 and optimize in N; thus we choose N ~ ¢ 2Z+T and therefore
B F) < Be(u,x) S C(N " + eN) < Cert i,
Last but not least, we remark that the results for the higher order curl also imply
a corresponding result for the higher order divergence in d = 2.

d

COROLLARY 4.7 (higher order divergence). Let m,k € N. Let Q = (0,1)? ¢ R?
and EB as in (6) for the mth order divergence B(D) = div™ as in (19). Consider
A, Be Rk®Sym(R2;m) such that A—B = v®e?l®e§(m4) forle{0,1,... . m}ve R*,
and F = A+ 1B. Then there exist x € BV(Q;{A, B}) and C =C(m) >1 such that
for L:=m —min{l,m — I} =max{l,m — [}

E(x; F) < Cenisr,

Proof. First we notice that, without loss of generality, we can assume k£ =1 by
working componentwise and moreover, using the notation of Convention 4.1, div™u =
>0 05 iy, j. The idea is to use the A-free setting for A as in Lemma 4.6 and
then transform ', x” (defined below) such that we are in the divergence-free setting.
To simplify the notation, set

am, ) = <—1>J‘2—m<37) £0

such that [A(D)u']12..12 = Z?:Oa(m,j)ﬁfagl_jﬁj. By an application of Lemma 4.6,
for N € 2FN, A’, B’ € Sym(R?;m) defined componentwise by A;- = a(m,j)_lflm_j,
B = a(m,j) ' B,_;, and for F' = %A’ + %B’ there exists v/ : R* — Sym(R?;m),
X' : R? = {A’, B’} such that v/ = F’ outside Q and A(D)v’ = 0. We can apply
Lemma 4.6 after a rescaling, as for the above definition of A’, B’ we have A’ — B’ =
a(m,l)_le?(mfl) ® e$'. This can be seen by considering (A’ — B, = ;1; - BJ’ =
alm,j)~t- (A - B),,_; and using that A— B = ef! @eg(m_l). Moreover it holds that
EAW,X) <C(N72L 4+ eN)
with a constant C' > 0 only depending on m. Setting now
7lm,fj ::a(m,j)ﬂ;—7 )szj = a(mm])jélw

we observe that
m

div™u =3 05 i ;= [AD)u]12. 12 =0
=0
and that outside © we have

~ N\~ . N2 1~ -
U —j = o(m, )0 = o(m, j) Fj = a(m,j)(iA;- + §B;) =Fn_j.

Thus u is admissible and X,—; = a(m,j)X); € {Am,j73m,j}. To bound the energy
we notice that

m m _ ~
=3 (")l - G < Gl = P, VA < IV,
§=0
and therefore EB(u,x) < C(m)EA (v, x') < C(m)(N~2L4+€N). Choosing N ~ ¢ T
concludes the proof. 1]
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On surface energies in scaling
laws for singular perturbation
problems for martensitic phase
transitions

This chapter contains the (unpublished) article [RTTZ25]]. Reproduced is the arXiv version
A. Riiland, C. Tissot, A. Tribuzio, and C. Zillinger. On surface energies in scaling laws for
singular perturbation problems for martensitic phase transitions. 2025. arXiv: 2507.06773
[math.AP]. The article is reproduced with the permissions of the authors.

A summary of the article is given in Chapter 4]
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ON SURFACE ENERGIES IN SCALING LAWS FOR SINGULAR
PERTURBATION PROBLEMS FOR MARTENSITIC PHASE TRANSITIONS

ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER

ABSTRACT. The objective of this article is to compare different surface energies for multi-well
singular perturbation problems associated with martensitic phase transformations involving
higher order laminates. We deduce scaling laws in the singular perturbation parameter which
are robust in the choice of the surface energy (e.g., diffuse, sharp, an interpolation thereof
or discrete). Furthermore, we show that these scaling laws do not require the presence of
isotropic surface energies but that generically also highly anisotropic surface energies yield
the same scaling results. More precisely, the presence of essentially generic partial directional
derivatives in the regularization terms suffices to produce the same scaling behaviour as in
the isotropic setting. The only sensitive directional dependences are directly linked to the
lamination directions of the well structure — and even for these only the “inner-most” lamination
direction is of significance in determining the scaling law. In view of experimental applications,
this shows that also for higher-order laminates, the precise structure of the surface energies
— which is often very difficult to determine experimentally — does not have a crucial impact
on the scaling behaviour of the investigated structures but only enters when considering finer
properties.

CONTENTS
1. Introduction 2
1.1. Sharp surface energies 3
1.2. Diffuse L9-based surface energies 7
1.3. Fractional L?-based surface energies 8
1.4. Discrete models 9
1.5. Relation to the literature 12
1.6. Outline of the article 13
2. Preliminaries 13
2.1.  On the lamination convex hull 13
2.2.  Directional derivative in a BV sense 14
2.3. Directional high frequency control 14
2.4. Fourier localization 17
2.5.  Fractional surface energies in L?-based settings 22
3. Sharp surface energies — Proofs of Theorems 1 and 2 23
3.1. Two-well problem 23
3.2.  The three-well problem of Lorent 27
3.3. Higher order laminates 34
3.4. Proof of Theorem 4 39
4. Diffuse surface energies 40
4.1. Diffuse to sharp interface model — the lower bound 40

2020 Mathematics Subject Classification. T4N15, 74B99.
Key words and phrases. Anisotropic surface energies, microstructure, higher order laminates, discretization,
scaling laws.

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions



2 ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER

4.2. Diffuse to sharp interface model — the upper bound 47
4.3.  Applications — proof of Corollary 1.5 50
5. Discrete models and anisotropic surface energies 51
5.1. Quantitative surface penalization in discrete models 51
5.2. Applications 61
Acknowledgements 63
References 63

1. INTRODUCTION

Surface energies play an important role in singular perturbation models for solid-solid phase
transformations. Combined with elastic energies, they introduce a natural length scale into the
models. Thus, the combination of elastic and surface energies provides important information
on the different length scales present in the experimentally observed microstructures. However,
from an experimental point of view, surface energies are notoriously difficult to measure and
are often highly anisotropic. It is thus of particular significance to investigate the robustness of
singular perturbation models with respect to different choices of surface energy regularizations.
The purpose of this article is to prove that the scaling behaviour is robust with respect to a
rather large class of modifications of the surface energies and that the resulting scaling laws
do not depend on the fine structure of the singular perturbation term. In fact, only minimal
requirements are necessary, which only depend on very basic information on the model, even if
higher order laminates are involved.

We are particularly interested in martensitic phase transformations in shape-memory alloys.
These materials are typically metal alloys such as CuAINi or NiTi which undergo a first order,
diffusionless, solid-solid phase transformation. In this transition symmetry is reduced from the
high to the low temperature phase which gives rise to multiple energy wells and complex material
behaviour.

In this article, we will consider simplified models without gauges for the formation of microstruc-
tures in these materials which are governed by energies of the following form | , ]

(1) E (u) == Ee(u) + €Egyrf(u).

Here u : © € R? — R? denotes the deformation with respect to the reference configuration
and E(u) = [ dist?(Vu, K)dz models the elastic energy. Typically, the energy density is of
Q

multi-well nature with X C R?*? a prescribed set in matrix space corresponding to the energy
wells of the respective model. The main focus of this article is on the structure of the second
energy contribution in (1), Egy,r(u), which models a surface energy. The parameter ¢ > 0 is
material specific and typically small. Mathematically, the surface energy provides a higher order
regularizing contribution which penalizes fine-scale oscillations in Vu. In what follows below, we
will consider different models for Eqyrr(u). Our objective is to prove that for our model class of
martensitic phase transformations, the investigated scaling laws typically do not depend on the
precise structure of the surface energies. On the contrary, relatively “rough” information suffices
to produce equivalent scaling laws. In order to illustrate this, we discuss different prototypical
model classes for microstructures in shape-memory alloys.
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1.1. Sharp surface energies. We begin by considering sharp interface models. In particular,
we focus on settings involving anisotropy. Here, we specify the set-up from (1) as follows

() Ee(u,X) = Eer(u, X) + €Esury(x) = /|VU —xPdz+e ) IIDxlTv o)
Q veN

For given F € R4 4 € Ar models the deformation, where
(3) Ap = {v e H' (S RY) : v(x) = Fx on 90},

while x : Q — K C R?*? represents the phase indicator.

As all the considered quantities are translation invariant, we could also consider a boundary
condition of the form u(z) = Fz +b on 9 for some b € R?. For the sake of simplicity, we assume
b=0.

In our study below, the set K will represent the wells of phase transformation models with a
discrete set of minima for the energy density (i.e., we do not consider typical gauges such as SO(d)
or Skew(d) invariances in our model). The surface energy under consideration || D, x| 7y (q) is of
sharp-interface nature and highly anisotropic, depending only on specified linearly independent
directions v € N' C §?~! with #N < d (see Section 2.2 for further discussion and definitions). In
what follows below, we will discuss minimal conditions on the choice of the directions v € A/ in
order to ensure “generic” behaviour in the scaling laws — thus proving their robustness in this
choice of surface energy. In particular, in many instances it suffices that N consists of a single,
non-degenerate direction N' = {v}. We will investigate scaling laws for energies of the type (2)
for various possible choices of the set I and discuss microstructures of different complexities.

1.1.1. The two-well problem. We begin with an essentially scalar setting by considering K = {4, B}
with rank(A — B) = 1. In this setting, the expected microstructure consists of a branched version
of twinning [[KM94, [KM92]. Such structures play an important role in austenite-martensite
interfaces [KM94, KNM92, CO12, CO09, Sim21b, Sim21a]. As already highlighted in the seminal
works [[KXM94, KM92], in order to observe this phenomenon, it is not necessary to include all
directional derivatives in the singular perturbation term. As expected from the experimental
microstructure and the almost one-dimensional character of the problem, it suffices to regularize
in the direction of oscillation. Hence, the scaling of the fully surface regularized and of the only
in direction of oscillation regularized model behave analogously. We recall this in the following
proposition (cf. [IKKM94, IKKM92]).

Proposition 1.1. Let A, B € R**? be such that A — B = a ® e; for some a € R\ {0}. Let
Q=(0,1)% and F, = aA+ (1 — a)B for some a € (0,1). Let v € S¥! be such that v - ey # 0.
Consider for N ={v}, u € Ag,, cf. (3), and x € BV, (Q;{A, B}) the energy Ec(u,x) as defined
in (2). There are constants C = C(d,«,|A — B|) > 0 and ¢y = €o(d, a,|A — B|, |v1]) > 0 such
that for any e € (0,¢€p)
inf inf B, > OB ed.
xeBVyl(IKIZ;{A,B})uEH.}tpa (u.x) = [l es
Here vy denotes the ey component of the vector v.

In two dimensions the matching upper bounds hold, i.e. for d =2 and every e € (0,¢€q) there
are u € Ap, and x € BV,(Q;{A, B}) such that

Ec(u,x) < Cl[3e3.
Moreover (in d dimensions), if v-e; = 0, then under the above assumptions for all € >0

inf inf E.(u,x) =0.
XEBV, (%{A,B}) uEAp,

Appendix C On surface energies in scaling laws for singular perturbation problems
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As

Ay Az

FiGURE 1. The Lorent three-well setting. The first order laminates are shown
in blue, the second order laminates in orange.

Here and below the space BV, (€; {A, B}) denotes an anisotropic version of the space BV in
which BV regularity is only required in the direction v € S4~1. We refer to Section 2.2 for the
precise definition of it.

Remark 1.2. The matching upper bound can also be generalized to hold in higher dimensions.
For the sake of simplicity we do not discuss this in this article; the construction for an isotropic
surface penalization can, for instance, be found in | , Section 6.2].

1.1.2. The three-well problem of Lorent. With the almost one-dimensional two-well problem in
mind, we turn to models involving higher order laminates. Here a model problem is given by the
three-well configuration of Lorent | ]. In this setting, we have (up to normalization)

. 0 0 10 10
(4) /C3 = {Al,Ag,A:;} with A1 = (0 0) 5 A2 = (0 0> y A3 = (8 1> .

These three matrices are chosen such that rank(A; — As) = 1, but neither A; nor Ay are rank-one
connected with the well Az. The lamination convex hull ¥ of K3 and, hence, the observable
microstructure, consists of laminates up to second order (we recall notions such as lamination
convexity in Section 2.1). The first order laminates K} consist of convex combinations of the

wells A1, Ay while the second order laminates K3 are obtained by a convex combination of the
1

well As with the auxiliary matrix ((2) 8) (see Figure 1). More precisely,
S ORSEES N 2 _ @\ e _[(3 0Y.
(5) K3 :=K3'\Ks= 0 0 cae(0,l)r, K=Ky \K3' = 5« cae (0,1) .
In | ] in the setting with isotropic surface energies, the different scaling behaviour of

microstructures with affine boundary conditions was deduced with the behaviour depending only
on the complexity of the boundary data encoded in their lamination order. Here we prove that
this remains valid, if in (2) we consider generic regularization directions. Indeed, due to the
one-dimensional structure of the lamination convex hull, it suffices to choose N’ = {v} such that
v-e; # 0 in order to recover the scaling from | ] in which we considered the full gradient
in the surface energy. If, however, v = +es, then, the setting indeed changes and the scaling
behaviour becomes that of a laminate of one order less.

Theorem 1. Let K3 be given by (4), Q = (0,1)2, and v € St. Consider the energy E.(u,X) as
in (2) with N = {v}, u € Ap, cf. (3), for F € K\ K3, and x € BV, (;K3). Let K} and K2 be
as in (5). We then have the following scaling laws:
(i) First order laminates: For F € K1 there are constants C = C(F) > 0 and ¢y = eo(F,v) >
0 such that for any e € (0,¢q)

L l5es < inf inf E < 3¢5
C™ n|3e _XeB\}?(Q;lcg)uleIhF (u, x) < Clry|3es.
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(ii) Second order laminates: For F € K3 there are constants C = C(F) > 0 and ¢y =
eo(F,v) > 0 such that for any € € (0,€9) we have
C*l( 3e3 %%)< inf inf E <C( 33 %%)_
1]Z€e2 + |inf3e3 ) < A e(u,x) SO (|n|2e? + |raf3e

Remark 1.3. We highlight that the estimate from case (ii) for the second order laminates in fact
includes matching bounds for both the non-degenerate case in which v - ey # 0 and the degenerate
case in which v-e; = 0. Indeed, by a case distinction, for F € K2, on the one hand, if v-e; #0
and if eg > 0 is sufficiently small we have that

C~ Yy |Zer < inf inf E.(u < Olyy|2et.
vl T XEBV,(K3) uEAR (ux) < Cln]

On the other hand, if v-e; =0, then

CYil3ed < inf inf FE.(u,x) < Clv fed.
V2] S ey u, e(u,x) < Clvg|
1.1.3. Settings involving a higher number of wells. In order to illustrate that the above phenomenon
is no coincidence, we show that it persists for a certain class of diagonal wells K having one-
dimensional lamination convex hulls, which had also been discussed with a full surface energy

regularization in [RT23b]. Indeed, for N < d + 1 we consider
Ky :={A41,4s,...,Ax} CRES,
with
Al :O, A2 :diag(l,O,...70),
.1 .11
(6) A3:d1ag(§,1,0,...,0)7 A4:dlag(§,§,1,...,0),
.11 1
A] :dlag(§75,...7571707...,0),

for j =5,6,..., N, where for A; the entry 1 is at the (j — 1)-th diagonal entry. For d = 2 and
N = 3 the set K3 is exactly the one defined in (4) above. As in Section 1.1.2, we again obtain a
structure such that the lamination convex hull of the set K consists of one-dimensional segments
(see Figure 2): For 2<{¢< N —1

Ky = ICE\}) \ Ky = {diag(a,0,0,...,0) € R4 : a € (0,1)},

1
K% =K\ kY = {ding(.,0,...,0) € R o € (0,1)},

E 11
K3 =K\ K@ = {diag(5, 5.0,0,...,0) € R s € (0, 1)},
_ 11 1
K& = IC%) \IC% D _ {diag(i,5,...75,04,0,...,0) e R4 q € (0,1)},

where K% then has (¢ — 1) entries 1/2, cf. Section 2.1 for the definition of Kl(\f). Also in this
setting, we show that in terms of lower bounds only the direction of the “inner-most” lamination
is relevant for the scaling of the singularly perturbed model (2), i.e. to obtain the “classical”
isotropic scaling only v - e; # 0 is necessary.

Theorem 2. Letd > 2, N < d+1, Q = (0,1)¢, v € S, Kn be given by (6), and £ €
{1,2,...,N — 1}. Consider the energy E.(u,x) given in (2) with N = {v}, v € Ap for
some F € K%, c¢f. (3), and x € BV,(Q;Kn). Then, there are C = C(d,F,{) > 0 and

Appendix C On surface energies in scaling laws for singular perturbation problems
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Xj-1,5-1

Aj+)

® Xj_ 22

Xiji
FIGURE 2. Illustration of the relation between A;_1, A5, A;41 € Ky for 3 < j <
N — 1. The lines show rank one connections, where the dashed line is connected
to the structure spanned by the previous wells. The set ICg\fl is highlighted in
blue.

€0 = €o(d, F, L,v) > 0 such that for any € € (0, )
-1 . .
inf inf E.(u,x) > CZ |vjq1|TiT2 eT=iT2

XEBV, (KN) uEAFR —
j=

Remark 1.4. As above, the bound in Theorem 2 includes various individual estimates which
arise depending on the dominating degree of degeneracy of the data with respect to the direction
v € S 1. Indeed, by considering different cases for v, we can also state the following lower
scaling estimates:
(i) For F € K& and v -ey # 0 there are C = C(d, F,{) > 0 and ey = €o(d, F,£,v) > 0 such
that for any € € (0, €)

2 2
inf inf E > Clv|Fzetz,
veBitnc ) i, Be(t:X) 2 Ol Fe
(ii) ForFE/CfV, O<k</landv-eg=v-eg=---=v-e, =0 and v-egy1 # 0 there are
C=C(d,F,0) >0 and e = ¢o(d, F, £,v) > 0 such that for any € € (0, ¢g)
2 2
inf inf E (u, > T=hT2 ¢T—hT3 .
L L (u, x) 2 Clvi4a| €
(iii) For F € K& andv-e; =v-ey = -+ = v-ep = 0 we have infyepv, iy fucar Ee(u, x) =
0.

We expect that this behaviour is sharp in the sense that there are matching upper bound
constructions. As, however, already the upper bounds in [ | were rather involved, we do not
discuss these here.

1.1.4. Main ideas for the sharp interface anisotropic surface energies. Let us briefly comment on

the ideas for the derivation of the above scaling laws with anisotropic surface energy contributions.

Asin | ] these results rely on a Fourier space perspective on the elastic and surface energies
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[Koh9l, CO09, CO12, RT23a, RT22]. In all these results, the role of the surface energy is to
control high frequencies. While in the previous works this was done in an isotropic way with a
frequency cut-off in all directions, we here leverage on the fact that the (diagonal) components of
the phase indicator are already controlled by the elastic energy in most directions. In fact, in
all the above models, the elastic energy provides strong control outside of certain cones along
one-dimensional axes. Hence, only for these directions high frequency control becomes necessary.
As a second ingredient, we exploit that the components of the phase indicator in the respective
cones are not independent but are all functions of the inner-most one. This allows us to reduce
the high frequency control even further and to require a singular perturbation regularization only
in a single direction which is given by the direction of the inner-most component.

1.2. Diffuse Li-based surface energies. Next, we turn to L?-based diffuse surface energies
with microstructures governed by energy functionals of the following form:

(1) Boy(ux) = / Vu— xPdz+ e 3 / 10, (V) %de, ¢ > 1,

Q vEN G

with A/ C S?~1. As above, we will be particularly interested in anisotropic variants of this energy
with #A < d a finite set of linearly independent directions. Here, due to the regularizing property
of the surface energy, a novel phenomenon arises compared to the sharp structures which renders
their analysis more challenging: due to the diffuse regularization, a second length scale emerges,
which regularizes the “zig-zag” structures. This is already observed in one-dimensional models
[M11193], see also [AMO1]. In contrast to the sharp setting from above, we hence do not discuss
these energies in Fourier space (although we believe that such a strategy should be possible) but
deduce direct lower bounds in terms of the sharp energies.

Moreover, as the same arguments apply if the gradient is replaced by the symmetrized gradient
VMY = 1/2(Vu + VuT) we prove the results in a more general framework in order to be
applicable also for this case. For this let p,q € [1,00), F € R*, v € S*" 1, » € §"! and L(D) a
differential operator. We consider functions

Uc{UeclLl (RLR"): U=F outside Q, 9,(U-r) € LYR%R), L(D)U =0 in R%},

loc

where the equation L(D)U = 0 holds in the distributional sense in R?. For L(D) = curl, this
translates directly to U = Vu for some u € W1?(Q;R?) such that u(x) = Fa on 99.

Since this is not the main focus point of our article, in the following we will consider L(D) €
{curl, curl curl} but the same result holds for a more general class of operators, as for instance
those considered in [RRTT24].

Theorem 3. Letd >2,n>1, let p,qg € [1,00), v € ST 1, r € S ! and Q C R? be a bounded
Lipschitz domain and let K = {A;,...,Axy} CR™. For any U € LP(R%;R™) with U = 0 outside
Q and 0,(U -r) € LY(RER), x € L®(;K), there exists ¥ € L(;K) with X - r € BV, (;K)
and a constant C = C(K,p,q) > 0 such that for any e >0

/ U — P + €10, (U - r)|%da > CellDy (% - 1) lrviey  and / U = |Pdz > c/ U = Pda.
Q Q Q

In particular,
c _ .
[ 0= clo,w i = </ U = %JPda + D, (3 - r)||TV(Q>> .
Q Q

This relies on Modica-Mortola type arguments which have been discussed in various contexts
in the literature [MM77, KIK11, Zwil4, CC14], in particular, we follow the argument from [[<I<11].
Here the surface energy is even more degenerate than in the previous section in the sense that we
only consider a single component of U or y. We further elaborate on this additional degeneracy

Appendix C On surface energies in scaling laws for singular perturbation problems
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in Remark 3.4. We emphasize that the same estimates remain valid for the full data in which
U -r and x - r are replaced by U and ¥, respectively.

Together with the associated upper bound constructions, as a corollary, in our setting involving
higher order laminates, we directly obtain that the scaling behaviour of the microstructures from
the previous subsection is unchanged. As an example, we formulate this for the Lorent three-well
problem from above where we consider U = Vu:

Corollary 1.5. Let g € [1,00), K3 be given by (4), Q = (0,1)2, v € S, and consider for ¢ > 0,
F e K\ K3, u € Ap, cf. (3), such that 0,Vu € L1(;R?*2), and x € L>=(;K3) the energy
E. 4 given by (7) with N'= {v}. The following scaling laws hold:
(i) First order laminates: For F € K} there is a constant C = C(F,q) > 0 and ¢y =
eo(F, q,v) > 0 such that for any e € (0,¢p)
Clulied < inf inf E < Cln|3eés.
ln|ses < S Jnf (U, x) < Clr|3e
8, Vue L (Q;R2*?)
(ii) Second order laminates: For F € K3 there is a constant C = C(F,q) > 0 and ey =
eo(F,q,v) > 0 such that for any € € (0, €)
_ 11 2 2 . . 11 2 2
¢ 1(|V1|2€2 +|V2|3€3) SxELér(lS'fl;lCa) uIEI}‘{F Ee’q(%X) SC(|V1‘2€2 +|V2‘3€3)'
8, Vue LI (QR?%2)
1.3. Fractional L?-based surface energies. Building on the Fourier analysis from the sharp
interface setting, we also consider fractional models for surface energies. To this end, for IC C R?*¢
and s € (0, 3), we define the fractional (directional) Sobolev space on the torus using the Fourier
transform, cf. (19),

(8) HE (T4 R = {u € L?(T% R Z (14 4%k - v|*)*|a(k)|* < oo}
kezd

and set for y € H3(T%K)
25
Els00 = > lk-vPIR(R)
keza\{0}

For s < 1/2 it then holds BV, (T4 K) C H(T% K), see the proof of Theorem 4. Moreover, in the
following by extending x € L?((0,1)¢; K) one-periodically, we view it as a function on the torus
X € L*(T% K) and define the space H:((0,1)¢;R4*?) analogously. The power of 1/2s is chosen
such that the surface energy admits the correct behaviour in the length of interfaces. In addition,
by the choice of v € S¥~! we also focus in this nonlocal context on anisotropic settings. The full
energy is then defined to be

() Bonlu,x) = / IVu - x[2d + By ().
Q

We prove that also in this setting, the scaling laws from Section 1.1 remain valid.

Theorem 4. Letd > 2, N <d+1, s € (0, %), Q= (0,1)¢ veSit andlet Ky be defined
in (6), and £ € {1,...,N —1}. For F € K%, cf. Section 2.1, consider the energy E. s(u,X)
defined in (9) foru € Ap, cf. (3), and x € HE(Q;Kn). Then there are C = C(d, F,s,¢) > 0 and
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€0 = eo(d, F,s,0,v) > 0 such that for any e € (0,¢p)

inf inf FE, UX >C Zy 1e7+2€e]+2
XEHS (UK N) u€Ap  ° i+l

Moreover, for d =2 and N = 3 a matching upper bound holds

inf inf FE. s(u, <C* Vi |72 J+2€e s
XEHS (Q3C3) uEAp s (1) Z' j+1]

As above, this shows the robustness of the scaling bounds with respect to possible choices
of the (anisotropic) surface energies. While we only discuss the upper bound in the case of the
Lorent three-well problem, our interpolation strategy of Section 3.4 shows that the fractional
energy bounds are sharp whenever they are sharp in the sharp interface settings.

1.4. Discrete models. As a last prototypical setting we turn to discrete models as regularized
versions of continuum models. It is well-known [Dol03, Lor01, Lor09, CM99, ALP17] in the
context of shape-memory alloys and, more generally, in phase transmon problems [BCO7] that
under suitable conditions, discretizations lead to surface-type energies in a first order expansion.
In fact, [Lor09] proved the equivalence of scaling laws for continuous singular perturbation models
with isotropic surface energy regularization and a class of associated discrete models. The article
[Lor09] even considered settings in the presence of gauges, i.e., with the full SO(2) symmetry.
These results, hence, prove that also for shape-memory type models, one expects that — provided
that the lattice structures and the rank-one geometry of the wells match — the scaling behaviour
in the discretization parameter corresponds to that of the associated singular perturbation model.

Similarly as above, in this section, we seek to extend these observations to anisotropic scenarios.
As above, we search for minimal conditions on the lattice with respect to the geometry of the wells
to guarantee this behaviour. For a fixed class of lattice structures, we here show that discrete
energies with an “anisotropic lattice structure” can be compared to singular perturbation models
with anisotropic surface regularization contributions.

1.4.1. The discrete set-up. In order to outline our result, let us introduce some notation. We
consider a specific choice of lattice structure. Here the triangulation is given by using the following
“upper” and “lower” triangles (see Figure 3(A))

(10) Tp:={zxec[0,h)?:xa<h—x}, T} :={xc0,h)?: 20>h—a},
and, hence,
T = {Th—l-z:zehZQ}U{T;L—l-z:zehZ2}.

We also consider rotated variants of this triangulation (see Figure 3(B)), that is for R € SO(2),
consider

(11) T =RT, = {R(T) +z2): 2 € hZ*} U{R(T} + 2) : = € hZ*} .

Given the lattice structure, we associate an energy to it: For {2 C R? bounded and polygonal,
F ¢ K, and p € [1,00), we define the sets of admissible functions
(12) .Ah i={ueW, ’p(R2 R?) : u is affine on each triangle 7 € T;%, u(x) = Fx outside Q},
Cl .= {x € L™®(R?;K) : x is constant on each triangle 7 € T;%}.

We consider the energy given by
(13) Yy (usx) / |Vu — x[Pdz, forue Ah X €CH.

170 Appendix C On surface energies in scaling laws for singular perturbation problems
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Ty, h\

(a) Tlustration of the upper (B) Triangulation T, of (0,1)? (highlighted in blue) with h =
and lower triangles as defined 1/6 and R a rotation by 15°.
in (10).

Fi1GURrE 3. Illustration of the definition of triangulations used in this section.

We highlight that by the choice of the admissible deformations this corresponds to a discrete
energy. Upper bounds for multi-well energies of this type have been systematically investigated in
[Chi99] for a rich class of well structures. The two-well problem had been studied with matching
upper and lower bounds in [CM99]. We also refer to [CCIK95, BP04] for further upper bound
constructions and matching lower bounds on the two-well problem.

For ease of notation, in this section we consider the row-wise cross product of a vector and a
matrix defined by

(v x M)j :=v1Mjo —vaMj;, v € RE M € R**? j =1,2.
In particular, using this notation, there is a rank-one connection between two matrices A, B € R2*2,
ie, A—B=a®n for a,n € R?\ {0}, if and only if A # B and
nx(A—-B)=0.
Given this set-up, our main result is given by the following comparison estimate.

Theorem 5. Let Q C R? be an open, bounded polygonal domain. Let R € SO(2). Let K =
{A1,As,...,AN} CR**2 and F ¢ K. Let p € [1,00) and consider T, defined in (11), and the
discrete energy Efm(u, X) foru € Aﬁ:? and x € CE, ¢f. (12), defined in (13). Then the following

results hold:
(i) Isotropic setting: Assume that for any A;, Ay € K with j # k it holds

(14)  (Rer) x (A; — A) £0, (Rez) x (A; — Ag) #0, (R(ijg)) x (A; — Ay) #0.

Then, there are constants C = C(K, R,p, F, Q) > 0 and hg = ho(Q, R, p) > 0 such that
for all h € (0, ho)

B, (1) > C ( /ﬂ IV — xlPde + B Dx vy + h> .
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In particular, we have

inf inf E? , (u,x) > C( inf inf / Vu — x|Pdx + h||D + h).
ue AP yeck e1,n (1 X) 2 XEBV (%K) wewP(QR?) Jo | X DXy @)
’ u(z)=Fz on 89
(ii) Anisotropic setting: Assume that there exists v € {61, e, (yg) } such that for any
i Ak

(15) (Rw) x (A; — Ag) #0, for every w € {61,62, (yg) } \ {v}.

Then, there are constants C = C(K, R, p, F,Q,v) > 0 and hg = ho(Q, R, p) > 0 such that
for all h € (0, ho)

B0 = € ([ 1907 + MDA + 1)
with v € St such that v-v = 0.

We emphasize that the result on the isotropic case is not new. It only recovers the setting
already analysed in [Lor09] for the general N-well problem in two-dimensions which in [Lor09] is
even considered with SO(2) symmetry. In the two-well case, it recovers the result from [CM99].
Our main contribution is the bound in the anisotropic setting. Its proof relies on similar ideas as
in [Lor09].

1.4.2. Applications. We will consider two prototypical examples — the Lorent three-well setting
and the Tartar square. In both settings, it is interesting to trace the effects of anisotropy.

We begin by discussing the discrete version of the Lorent three-well problem, introduced in
Section 1.1.2. It admits laminates up to order two.

Corollary 1.6. Let Q = (0,1)?, R € SO(2), T,E be the triangulation defined in (11), K3 be
given in (4), and F € K\ K = K3 UKZ, of. (5). Let Eepn(u,x) == Eflvh(u,x) be defined in
(13) forp=2 and u € Ai:?;, X € CE, ¢f. (12). Then there are constants C = C(R,F) > 0 and
ho = ho(R, F) > 0 such that one of the following applies.
(i) Isotropic setting. If R € SO(2) is such that RTe; ¢ {+e1,+ea, £271/2(e; + e2)} we
have for any h € (0, ho)

inf inf Egp(u,x) >

ue A} xeCf

Chi, FeKl,
Chz, FeK2.

(ii) Anisotropic setting. If RTe; € {#e1,+£ea, 227 2(e1 + e2)} it holds for any h € (0, ho)

Ch, FekKi,

inf inf Eup(u,y) >
2R e l’h(“X)—{Chi, FeK2

uEAi’; x€ECH
Moreover, the matching upper bounds hold, that is for every h € (0, hg)
C~'hi, Fekl,

inf inf Egp(u,x) < {C‘lhé, Feks,

ueAfL’.}; xeck
in the isotropic setting, and
C~th, Feki,

inf o nf, Benlu,X) < {Clhi, FerKs,

ue Ay xeCf

in the anisotropic setting.
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for martensitic phase transitions



12 ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER

Let us comment on these results. In the isotropic setting, we recover the lower scaling bounds
from the continuous setting. A discretized version of the upper bounds from the continuous
setting shows that these estimates are sharp. The more interesting setting arises in the anisotropic
situation. Here, for second order laminate boundary conditions, the lower bounds also match the
anisotropic ones in the Lorent three-well problem in Theorem 1. For boundary data consisting
of first order laminates, we observe a difference to the continuum — due to the limitation of the
size of the lengths scales, a scaling bound of the order h emerges in the discrete setup, while
it vanishes completely in the continuum. Again, a discretization of the upper bounds from the
continuous setting yields the sharpness of these estimates. We expect that similar behaviour is
observed for other well configurations.

As a second example and as an extreme case, we consider the setting of the Tartar square.

This is a setting of four diagonal matrices which play a prominent role both in inner-mathematical
settings [ , , ] and materials | , , ]. Indeed, while these four
diagonal matrices are pairwise incompatible, they still admit microstructure and display a first loss
of rigidity in that approximate solutions become flexible. They are given by Ty := { A1, Ao, A3, A4}
with

L AN ol PSS (K R A

As is well-known in the case of the Tartar square, we have that Ti° = Ty, but its quasiconvex
4
hull is given by T := {J1, Jo, J3, Ju }O™ U U [4;, J;] (see [ , Theorem 9.4]), where for a
j=1
set M C R%*¢ the notation M denotes the convex hull of M. Here the auxiliary matrices
Ji, ..., Jq are given as

o a=( 0 a0 =G =0 YY)

With this notation in hand, we prove the following scaling law for the discrete version of the
Tartar energy.

Corollary 1.7. Let Q= (0,1)2, R € SO(2), and let Ty = {A1, A, A3, Ay} be the Tartar square
given in (16) and let F € T\ Ty. Consider the discrete energy Eeip(u,Xx) := Eezl,h(u, x) for

u € Ai’,?, X € CE, cf. (12), defined in (13). Then, for any R € SO(2) and any n > 0 there exist
constants Cy, > 0,C = C(F,R) > 0 and hg = ho(F, R) > 0 such that for all h € (0, ho)

inf inf FEep(u,x) > Cexp(—Cy|log h\%"'").
uEAi’,}; XEC}?

Let us comment on this result. Contrary to the setting from Corollary 1.6, the lower scaling
bound holds for all lattice structures in our class of lattices, independently of the choice of the
rotation R. This is due to the fact that the Tartar square is extremely rigid, in the sense that
no rank-one connections are present. Hence, independently of the precise lattice structure, the
lower bound directly follows from an application of the isotropic setting from Theorem 5 for any
rotation R € SO(2). We remark that the lower bound is essentially sharp. An upper bound of
the form C~exp(—C’|log h|z) (with a constant C’ > 0) had been deduced in | ]. The loss
of n > 0 in the exponent in Corollary 1.7 is expected to be a technical artifact, which had already
been present in the discussion of its continuous counterpart in [ ].

1.5. Relation to the literature. Let us connect our results to the literature on martensitic
phase transformations. In the literature, martensitic phase transformations are considered with
various types of surface energies, including sharp [ , , , |, diffuse | 1,
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mixed ones [BMC09] and discrete regularizations [Dol03, Lor01, Lor09, BCO7]. In fact, Lorent
[Lor09] proved that under additional technical assumptions on the finite element discretization,
for a model with frame indifference, the discrete and continuous, diffuse energies are scaling
equivalent. We refer to [[KIK11, CC14, CC15, CDZ17, KO19, RTZ18, RRT23, RT24, GRTZ24,
1725, AKKR24, IKR T 24] for further results on scaling laws for shape-memory alloys with various
types of surface energy regularizations. Also experimentally, one observes different transitions: In
[BVTAS6] one observes atomistically sharp interfaces while in [MVTA&6] rather diffuse boundaries
are observed. Measurements of surface energies are experimentally notoriously difficult and,
hence, the precise structure is often not known. Thus, it is particularly important to deduce
mathematical results independently of the precise form of the surface energies. By discussing
the scaling laws from [RT23b, RT22] in the context of various surface regularizations, it is our
objective to illustrate and prove that these results are rather robust in the choice of the surface
energies and to identify for an interesting class of martensitic phase transformations minimal
anisotropic conditions recovering the known scaling laws for isotropic singular perturbation
contributions.

1.6. Outline of the article. The remainder of the article is structured as follows. We begin
by discussing some preliminary results in Section 2. In particular, we recall the relevant BV
set-up and the associated high-frequency bounds and the Fourier analysis from [RT22, RT23D].
In Section 3 we turn to the setting of anisotropic, sharp surface energies. We present both upper
and lower bound results in the outlined highly anisotropic settings and thus provide the proofs of
Theorems 1 and 2. In Section 4 we turn to the discussion of diffuse energies. Here we provide
comparison results such as Theorem 3 which relate diffuse surface energies with the sharp energies
and also present the lower bounds in the setting of anisotropic fractional energies. Finally, we
consider discrete (anisotropic) situations in Section 5 and present the proof of Theorem 5 and the
applications from Corollaries 1.6 and 1.7.

2. PRELIMINARIES

In this section, we collect various auxiliary results which we will use in the following sections.

2.1. On the lamination convex hull. For the convenience of the reader we recall the lamination
convex hull of a set I ¢ R¥*4,

Definition 2.1. Let K € R%*?, The lamination convex hull K of K is given by
Kl = J K9,
j=0

where
KO:=K, KW= { MM+ 1 -NB: A, BeKYY Xxel0,1], rank(A — B) = 1}.
For j > 1, we refer to the elements of K7 := KU\ KU~ as laminates of order j.

In what follows below, we will prove that in our geometric settings with anisotropic surface
energies, the interaction between the directional dependences in the anisotropy (in the surface
energies) and the lamination orders of the boundary data will determine the scaling behaviour of
the investigated microstructures.

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions
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2.2. Directional derivative in a BV sense. Given 2 C R? open, for a function f € BV (Q;R")
we denote the total variation norm of the measure D f by || D f||pv (o). Building on the definition
of BV functions, we consider functions for which only a single directional derivative exists as
a measure. Let f € L'(Q;R") and v € S~1. We write f € BV, (Q;R") if the distributional
derivative of f in direction v is a R™-valued Radon-measure, denoted by D, f, i.e. for every
¢ € C(2;R™) it holds that

[ #0010 =— [ o-aimus).

The total variation norm of this measure, again denoted by || D, f||rv (), is given as

1Dy fllzviay = sup{ /Q f-0vbde: § € CHOLR™, 9]l < 1}.

As shown in | , Thm 3.103], for f € BV, (€;R™) it holds

as) 1D Flrviey = [ 1D lrviag du.

where we introduce the notation
Q,:=1,.Q c R?
as the orthogonal projection of Q onto v, and for y € Q,,, we set
Qy={teR:y+treQ} CR.

Hence, the total variation norm of D, f is given by integration of the one-dimensional total
variation norms of the distributional derivatives of

FrQu S RY, L) = fly + ).

In particular, for f € BV, (Q;R") for almost every y € 2, we have f;’ € BV(Qy;R").
As a remark, let £ C Q be a set of finite perimeter, then it holds

IDuxEllrve) =/ Inog - v|dHT,
dENQ
where ngg is the outer unit normal of E. We will often exploit this in the sequel.

2.3. Directional high frequency control. As a preparation for our discussion of sharp energies,
we deduce lower bounds for the surface energies. Here we follow similar ideas as in [ , ,

, ] but with only directional control for the surface energies. For the convenience
of the reader, we hence recall the arguments. These arguments use Fourier methods, thus let
us recall the definition of the Fourier transform of one-periodic functions u € L?(T% R") as
Flu] € ¢2(24;,C")

(19) Flu](k) := a(k) ::/ u(x)e” kv dy ke 74
Td
In the following, we often consider the one-periodic extension of a function u € L?((0,1)?;R"™)
without changing the notation and hence also define the Fourier transform of such functions as
above.
In order to motivate our arguments in the following sections, we recall part of the strategy
from the isotropic setting from | , , , ] in two dimensions. As a central
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ingredient for the lower bound, we use the surface energy to control high frequencies. More
precisely, viewing x € BV ((0,1)2;K) as a periodic function, we have

D KB < CAHIDX v (0.1y2) + Per((0,1))).

[k| >
As a complementary step, the elastic energy is used to control the frequencies of the associated
“multiplier” in the form of a coercivity bound in the complement of certain non-elliptic regions.
The analysis of these multipliers shows that the only regions without coercivity are given by the
complement of cones (cf. the discussion below). As a consequence, it seems natural to conjecture
that it suffices to have only control of high frequencies in direction of the axes of these cones
instead of requiring control in all directions.

Our first step towards the anisotropic setting, thus, is showing an analogous high frequency

control as above, but using only a single direction.

Lemma 2.2. Letd > 2, n > 1, let Q = (0,1)¢, v € S*, and f € BV, (Q;R") N L>®°(;R™),
then there is a constant C = C(d) > 0 independent of v and f, such that for any A > 0 it holds

S 1 ®P < AT f e (IDy fllrviey + 1]l Lo Per())
keZ:|k-v|>X

where we extend f one-periodically.

Proof. We preliminarily notice that, in the case A < 1, the statement is straightforward. Indeed,
Yo ®P <) < 1@ < AT IR~
kEZ:|k-v|>X

which yields the statement by taking C > Per(2)~!. We are then left to prove the result in the
case A > 1.

We use the notation introduced in Section 2.2, i.e. we set 2, = II,,. Q the orthogonal projection
of Q onto v+, and for y € Q, we set Qy ={teR:y+tveQ}. Forgiven f € BV,(Q;R"), we
consider the one-periodic extension of f. Thus, let us first consider f € BV, (T%; R™).

Step 1: Estimate on a difference quotient. We claim that, for every |h| < 1

h —
(20) /Td biChs |I;l)| f(x)‘df < ||Dv fllzv (ray-

To show (20), we begin by noting that for a given connected domain of integration Q C R?
and for f; € BV(Q};R"), by the Fundamental Theorem (and approximation), we obtain that

/ 2+ B) — £t < BIIDSY lrvian)-
QyN(Qy—h) ‘

We choose @ C R? as a rotated cube with one face in direction v, such that Q € QN (Q — hv),
see Figure 4. Thus, by (18) and the periodicity of f

[ sl [ i)~ i

-/ 2+ ) — £2(8)|ddy
v JQYN(QY—h)
< In| /Q IDSviasydy = IBID0 fllrvig) < [RIC(@Q Dy fllry ey,

where the constant C(Q,d) > #{z € Z¢: (Q+2)NQ # 0} >0 is chosen large enough and
independent of v such that it is larger than the number of copies of €2 required to cover Q.

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions
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FIGURE 4. Tllustration of the choice @, with @ N (Q — hv) highlighted in blue.

Step 2: Fourier estimate. Let f € BV, (2;R™) N L>(Q;R™) be as in the statement. Then by
step 1, the one-periodic extension, still denoted by f, satisfies

v) — 2 v) —
[ et SO gy < g [ HEERATE gp < s 1D v o
Td |h| Td |h‘

With this estimate in hand, we can reformulate the difference quotient in Fourier space which
turns the estimate into

AC| fll oo IDy fllry pay = [RIT D [(€2™ % = 1) f (k).
kezd

Integrating this inequality for L < 1 over h € (=L, L), we get

L
8LO| fllL= | Du fllzv ray = L7 /L D 1T 1P| f(k)[Pdh

TV kezd
L
— ! Z |f(k')|2/ |e2m'hk<u - 1|2dh.
kezd -
Calculating the integral on the right-hand side yields for k- v # 0

Lo L 2sin(2rhk - 1)1 L
/ |7 1 2dh = / (2~ 2cos(2mhk - v))dh = [2h - 2sin(@rhk - v)

—L -L 2rk - v h=—L
:4L_4sin(27rLk~1/) S 4L 2 .
21k - v |k - v
Hence, after restricting the series in k to |k-v| > L1
_ A 2
SLOUf =D fllrves > 17 3 FBPAL = )
kv|=L—
A 2
-1 2
2L Z |f (k)] ML*F)
kv[>L1
4m —2 2
=D TS
e[ >L1

Setting L = A™' < 1, and observing that || D, f|7v ey < Do fllrvia) + || fll~Per(Q), shows
the statement. O
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2.4. Fourier localization. In this section we recall some of the relevant tools to derive our

Fourier-based lower bounds in Section 1.1. They build on the strategy from [RT23b], see also
[CO09, KW16]. For this we introduce the following truncated cone for j € {1,2,...,d} and
wyA>0

2
(21) Cjun = {k € Z7: [k — k] < p®[KI%, |k;| < ﬁAL

n
and the following (infinitely extended) cones
(22) Cjp =Lk €Z: |k — k2 < °|k|*}.
For these cones let m; , z(D), m; (D) be the corresponding Fourier multipliers acting on f €
L?(T%R) as

M Z M ) 2mik- T
kezd

They are given (for instance) by

) = (1 k) (LTIl oy ¢ o,

(23) pl k| 2X
[k[2 — k2 ,
(k) = (1= @) (F ) + (2l € C2 (@),
where

@ € C([0,+00);[0,1]), (x) =1,¢'(x) <0,z €0,1], () =0,z ¢(0,2).
Thus the multipliers satisfy for k € Z¢
mj;ﬂu,/\(k) = ]‘7 k € C]ﬁﬂ’)\’ mj,u,)\(k) = 07 k ¢ C',Qu,Q}w
mju(k) =1, k€ Cj, mju(k) =0, k¢ Cjop
With this choice of multipliers we are able to apply Marcinkiewicz’s multiplier theorem [Gra08,
Cor. 6.2.5] (combined with the transference principle [Gra08, Thm. 4.3.7]). These multipliers
have been considered in the context of shape-memory alloys in [RT22, RT23D].

We start by giving a Fourier interpretation of the elastic energy. For notational convenience,

here and in what follows below, we will use the notation Rglag to denote the diagonal matrices.

Lemma 2.3. Let d >2 and Q = (0,1)4. For u € H}(Q;R?) and x € L(; Rgg‘é) let the elastic
energy Ee(u,x) be given by

Ba(ux) = [ [Vu-xPda.
Q
Then,

\kl2
J\ X3 (k)%

Eel(u X) Z Z

kezd\{0} j=1
where we consider the one-periodic extensions of u and x without changing the notation.
Proof. We consider the one-periodic extensions of v and x and switch to Fourier space

Bua(u,x) =[O+ Y [Priaek-—gf
keZa\{0}

178 Appendix C On surface energies in scaling laws for singular perturbation problems
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For any given x, we solve the related Euler-Lagrange equation. That is, we choose @ (k) such that
it fulfils

omi(i @ k)k = Lk, k #0.

Plugging this choice of (k) into the above Fourier representation and using that x is diagonal
then gives the desired result. O

Combining Lemmata 2.2 and 2.3, we can deduce a first Fourier localization argument.
Lemma 2.4. Letd>2, Q= (0,1), and v € S¥=! be such that v - e; # 0. Consider the energy

to be given for e > 0 and x € BV, (& Rggg) N L (€ Rgg‘;) by

E. = inf Vu — x|?d D, .
W=, ot | [9u=xPdr+iDoxlrvio)

Extending x one-periodically and considering the cones Cy , x and C;,, for p € (0, ‘V—Qll), A>0,
and j =2,3,...,d defined in (21) and (22) it holds

d
Do Ru®P Y] Y %K) < C (07 +lIxllze (Ae) 1) Ed(x) + ClixlIZ <A~ Per(2),
kECT 1 n I=2 k¢Cj,p

where C = C(d) > 0 is a constant independent of v, u, A and x.
Proof. By Lemma 2.3, we get

inf Vu — x|?dz >
ot | 1 e Yy

j=1keZz

|k |2 [k[* — k3 2
|ij(k)|

where we set the multiplier to be equal to one for Kk = 0. For j € {1,...,d} and k ¢ Cj;, it
therefore holds

2 _ 12
s
and thus
(24) Z Z %55 (k —222 k|2 — j‘x WP <p? i /|Vufx\2dx.
I=1kEC; j=1kezd |K[? ” ueHg (RY) Jo

To improve the estimate on x11 to a bound outside of the truncated cone C ,  instead of in
the complement of the infinitely extended cone C ,, we note that due to the assumptions that

v-ei #A0and p < |V1‘
{b e Z0: b2 — 2 < g2 lbf2, k- v] < A} C Copon.
Indeed for k = (k1,k') and v = (11,v') # Leq, using that p < ‘”—;l, we have p?/(1 — p?) <
v1|?/(4]v'|%). Hence, for k such that |k-v| < X and |k'|? = |k|?> — k% < p?|k|?, by exploiting the
1
reverse trlangle inequality we observe that
v/ v

Y bl

V3i—p

(25) kv = [k + K -V > [ka[en]| = plk] V] > |k1\(|V1| -

Hence, it holds that

2
[k1] < —A.
1]

Note, that here it is of importance that v; # 0.
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By (24) and Lemma 2.2 it follows that

o ku®P < > Ku®mP+ Y kuk)

EEC un kgCr |Ev|>A
_ k|= — k2
w2y ‘ Lintll PN
kezd

+C(@A™ Hxlllle (IDvx11llrv @) + [Ix11 [l Lo Per(€2)).

Summing this estimate and (24) for j = 2,3,...,d, we get for x € L>®(Q; ]Rglxag)

d
Yo RuBP Y] Y RiRIP < C@ w7 + Ixll=(Ae) ) E(x)
k¢Cux J=2k¢C; ,
C(d)|[x[[7o A~ Per(€).
O

With this result we have a combination of an ellipticity estimate of the form (24) and a high
frequency control in one direction using Lemma 2.2. The next result provides a low frequency
control, with similar methods as in [RT23h, Lem. 4.2].

Lemma 2.5. Assume that the same conditions hold as in Lemma 2.3 and further assume that
nf, e g1 (re) Eq(u,x) >_0. Viewing x € L?(Q; Rglxag
C > 0 such that for any A > 1

Z IR11 (k)2 < ON? inf  Fe(u,x).

u€ H (R4
x| <X o (FR

) as a function on T?, there is a constant

Proof. The proof relies on the diagonal structure of x and the zero boundary data which we
impose on the functions u. For u € H(£); R%), seen as a function on T¢, it holds by Poincaré’s
inequality in x5 and as x12 =0

Z ‘ul |2 /|’U1 |dl‘</ |(92u1 ‘dl‘

PESY
= / |02ur — X122dz < Eoi(u, x).
Q

Choosing v € H}(Q;R?) such that Ey(v,x) < 2inf, e gy (qmray Bei(u, x), where we use that
inf,e g1 (qra) Eer(u, x) > 0, implies for A>1

S kukP<2 > (\511)1 )211(l€)|2+|27rik1171(k)|2)
[B1|<X [B1|<X
<2Ea(v,x) + 872X Y |oa(k)[?
[k1|<A

< CMNE. <20X2 inf E,
< 1(v,x) < werith g (1, x)

which yields the result. 0

As a final ingredient, for more than two wells, we rely on a commutator estimate. With this we
can use the truncation of one cone, cf. Lemma 2.4, and carry it over to another one and reduce
its size in the process. This gives rise to an iterative procedure, where the number of iterations
determines the scaling in Theorems 1 and 2.

Appendix C On surface energies in scaling laws for singular perturbation problems
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Lemma 2.6 (] , Lem. 3], | , Prop. 4.6]). Letd > 2, Q = (0,1)¢, v € S with
v-e1 #0. For u € (0, %) and X > 0, let my , A(D) be given by (23). Moreover, fort > 0 let
Y(z) = max{|z|, |x|*}. Let f1, fo € BV,(Q;R) N L¥(Q;R) and let g : R — R be a polynomial of
degree two with fo = g(f1). Then for any v € (0,1) there is a constant C = C(g,7, || f1]lr=) >0
such that

f2 = g(ma ux(D) fi)llzz < C1—y ([ f1 — mapua (D) f1llz2) -
2

Proof. By the triangle inequality we can assume without loss of generality that g(x) = z°.
Invoking Holder’s inequality, we get

12 = gm1ua D))z = || £ = (mau @)1
< |lfr = mi (D) fillpz+er || f1 + mlyu,A(D)ﬁ”L@'

By virtue of the interpolation inequality of LP spaces and the LP-LP multiplier bounds from
Marcinkiewicz’s theorem and the transference principle | , Cor. 6.2.5, Thm. 4.3.7], we get
the desired estimate. For details we refer to [ , Prop. 4.6]. O

Corollary 2.7. Letd > 2, Q= (0,1)¢, v € S 1 withv-e; #0, A >0, and p € (0, %) Let
X € BVV(Q;RgiXag) N L (L Rgixag), extended one-periodically, and suppose that
d

D axg; = 9(xan)s

j=2
for a polynomial g : R — R of degree two and coefficients a; € R. Let mj , » and m;, be as in
(23). Then for any v € (0,1) there is C = C(d, g,7, |[x11]l>=) > 0 such that

d
H > aimiu(D)x; — 9(7711,,1,,\(1)))(11)HL2 < O (X1 = ma (D)Xl r2)

j=2
(200 °

d
+ D lasllxgs = mu(D)xsl 2
=2
Moreover, there is M > 0 such that for Ao = MuX < X it holds that

d

S lellixgs = M. (D)xiille < Cor—y(lIxan = mapa(D)xallz2)

j=2

’ d

+23 laylllxg; — mju(D)xsl e
j=2

Proof. The first statement is a direct consequence of Lemma 2.6 and the triangle inequality:

d
H > amgu(D)xj; — g(ml,ﬂ)\(D)Xll)‘ L
j=2

d d d
< H D aymyu(D)xj; — > X, HL2 + H > - g(ml,u,A(D)Xn)‘ Lo
j=2 j=2 j=2

u

< leyllixgs —myu(D)xgillce + 1f2 = g(ma wa (D) f1)ll Lz,
=2
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with f1 = x11 and fo = 39, a;x;;-

To see the second claim, we note that, since the support of F[g(m1,,,1(D)x11)] is contained in
Ch,2p,2x + Ci 25,25 (in the sense of the Minkowski sum), there is an M > 0, independent of p, A,
v, such that with Ay = MpuA

(27) Flg(mi,ua(D)x11)](k) =0, for |k;| > )\2, for any j € {2,...,d}.

Furthermore, we use that |, (k) — m ., (K)] < Xgek, > 2203 (K)my,u(k), thus

= vl
(D)m;j (D) xjll 2+

5, (D)X55 = My une (D) x5l
and after an application of the triangle inequality

155 = Mg (D)XGillz2e < lIxG5 — My, (D) XG5l 22

28
(28) F X kst 12 127 A0y (P (D)5 | 2

Here, with slight abuse of notation, we define x (.|, EI 3(D) as the Fourier multiplier associ-
(k) in Fourier space

Using the fact that as p < ﬁ we have m; ,(k)my, (k) = do(k) for j # £, we see that
m;j,.(D)x;; and my ,(D)xee have disjoint Fourier support away from zero. In particular the
functions ajx{‘k]|22|V1|71>\2}(D)mjyu(D)ij have pairwise disjoint Fourier support, hence, after
summing (28) over j = 2,...,d with the weights |o;|, we get

d

d
D lesllixgs = my s (D)xssllee < legllixgg — myu(D)xs;lee
(200 7 =

d
+C(d) H > an{\kﬂZW—z]lAg}(D)mj,u(D)ij‘ Lo
=2

In the following, we write k = (ki, k') with &' = (ka,...,kq) € Z91 and also use |k'|o =

max{|ks|,...,|ka|}. Since p < § Weremarkthatx{‘kp AQ}(k)mjyu(k) X{ o> 12 AQ}(k)mjyu(k)

for j =2,...,d and moreover by (27), we can further control the second term in (29) as follows

d
H > aixg, > ‘VI‘AQ}(D)mj,u(D)ij’ Lo
j=2

d
(30) = [ X1z 220 @) (X @smsn(D)xis = glmaDpan) |,
j=2
d
< H Zajmj,u(D)ij - g(m1,u,A(D)X11)‘ e
j=2
Thus, gathering (29), (30) and the first statement (26), we can conclude
d
> lasllxgs = m e (D)xgill2 < (C(d) +1) Z lajllIxs5 = my.u(D)xjs L2
j=2

+C(d )wlf'y(HXll —m1ux(D)xallz2)-

Appendix C On surface energies in scaling laws for singular perturbation problems
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Let us compare the use of the nonlinear relation with the one from | ]. In | ]
the nonlinear relation is exploited in the form xp, = g(3_; 2k a;X;i). This strategy hence
requires working with truncated cones in all but one direction. In contrast, in the formulation
of Corollary 2.7, since the polynomial relation is inverted, it is clear why there is only a single
truncation necessary in order to “propagate” the truncation to the other diagonal entries.

Remark 2.8. In the sequel, when dealing with higher order laminates, we need to iterate the cone
localization from above. For this reason, we will exploit the following variant of Corollary 2.7,
whose proof is identical.

In the context of Corollary 2.7, let 1 < k < d be the component we want to (further) localize
and let A, > 0 denote the localization length of xkk. If xxx has the nonlinear relation

d
Z a;Xj5 = 9(Xkr)

Jj=k+1
then, for any v € (0,1) and given A1 = Mudy it holds that
d
> esllxgs = i (P)xGslz2 < Cbrs ([Ixkk — M pun, (D)xkkl22)
j=k+1
d
+2 ) loylllxgy — mgu(D)xsllze-
J=k+1

We will also apply Corollary 2.7 and the above variant by replacing v - ey with v - e, for some
1 <n < d, with the definitions of Cj u x, Cj .y mj un and mj,, modified accordingly.

2.5. Fractional surface energies in L?-based settings. For the proofs of the lower bound
of Theorems 1 and 2 we invoke Fourier methods, relying on Lemma 2.2 for the surface energy.
Therefore we can also replace the sharp surface energy by a fractional L?-based surface energy,
giving rise to a similar high frequency control as in Lemma 2.2.

By extending x € L>((0,1)% ]Rgixag) one-periodically, we consider for s € (0, %)

00 = | D0 kv IRK)P
kezd\{0}
It then follows directly that it holds
25
Z |>2(k)|2 S A_lEgurf(X)’
keZd:|k-v|>A
Based on this observation, we have an analogous result as in Lemma 2.4.

Lemma 2.9. Let d > 2, Q = (0,1)¢, and v € S%! such that v - e; # 0. Consider for ¢ > 0,

s € (0, %) and x € Hj(Q;RgiXag , ¢f. (8), the following energy

— : o2 s
Ees(x) —ueHggsf);Rd)/QIVu x["dr + €EZ,, 1 (X)-

Then, it holds

d
S P+ S 0P < (2 + 00D Ee (),

kZC1, J=2k¢Cj
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|v1]

where, for p € (0,%5%), X > 0, the cones C1 5, Cj, are given as in (21) and (22), and
Pi(x) = max{|z|, |z|'} fort > 0.

Proof. We argue as in the proof of Lemma 2.4. By Lemma 2.3 we have

Es() =Y. >

Jj=1kezd

|k|* — sie
nglxn( WPrel Do kv®RM)P

kezd\ {0}

Consequently, for j € {1,...,d} and k ¢ Cj,, we have |k|* — k3 > p?|k|* and, hence,

Z > IRk |2<“7222

I=1k¢C; , j=1kezd

|k|2 ] 2 -2
|I€‘2 | JJ( )| S:u EE,S(X)'

For the surface energy it is immediate that it holds

STOREP AT YT B vPIRE)P < (Ae) TP Ees(x)*

|k-v|>A kezZd\{0}

Moreover, if we combine both the above estimates we arrive at

d
> Rulk \2+Z STREEPIT DT Ku®P+ YD [kuk)

kgCy J=2k¢Cj i=1k¢C; [k-v|>XA
< M72E6,8(X) + (Ae)iste.,S(X)Qs

< 2max{(17 + () ) Ees (), (07> + (0T Ees(1)) ™}
= 2as (™2 + (M) HE (X))

and the result is proven. O

As we will see below in Section 3 an estimate of this form is sufficient to deduce the lower
scaling estimates, consequently, we will be able to generalize Theorem 2 to fractional surface
energies as stated in Theorem 4.

3. SHARP SURFACE ENERGIES — PROOFS OF THEOREMS 1 AND 2

In this section we focus on the sharp anisotropic surface energies introduced in Section 1.1 and
seek to identify minimal assumptions on the surface energy in order to ensure the same scaling as
with isotropic surface energy penalizations.

3.1. Two-well problem. As motivation, we begin by considering a simple two-well gradient
inclusion Vu € {0,e; ® e1}. In the standard models in the literature a quantification of this
problem is most often considered with an isotropic surface penalization. There are also instances
where only the oscillation in e; direction is penalized, as for instance in the seminal works
[KM94, KM92, Con00]. As we view the two-well problem as a prototypical model set-up which
we will then, in the following sections, generalize to more complex microstructures, we briefly
present the proof of Proposition 1.1.

We use similar Fourier methods as in [R122, RT23b] and argue in three steps. We first give
the arguments for the lower and upper bounds in the case of v - e; # 0, afterwards we present
the upper bound construction for v - e; = 0. With this we have a full characterisation of which
directions are required in the surface energy to have the same scaling as the isotropic surface
penalization.

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions



24 ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER
Proof of Proposition 1.1 for v-ey # 0. Step 1: Lower bound. We first assume that F, = 0 and

A—B=¢; ®ej, namely A= (1—a)e; @ e, B=—ae; ®e;. The general case will be recovered
at the end of the proof. We define for x € BV, (2;{A4, B})

E(x) == ueiifpa E(u,x) = ueiﬂfFa /Q |Vu — x[*dz + €| Dy x| 7v (o)-

Thus, after extending x and Vu one-periodically7 we can apply Lemma 2.3 to obtain

— k2
[ivu-xpar=> 3 FoH e fopr
keZ\{0}
where we wrote f = x11 € BV, ({1 — a, —a}).

Lemma 2.4 then implies for p € (0, lT) A>1
> W) < Oda)((17% + () THE() + A Per())
k¢Cr

where the truncated cone C ,, » is defined in (21).

Moreover, by an application of Lemma 2.5 for A = B I)\ >1,for A>1> |V1|
(31) > P < CWEE(X)
[k1|<2X/|v1]

With this, we have control over the Fourier mass of f in the whole space partitioned into
=(Cf  ANZHYUfkeZ: k| < ﬁ)\}, cf. Figure 5, as follows

SUmP< D> fREP+ YD R

kezd o1 | <27/ |1 | kEChx

)\2
<C <| E + 72+ (Ne)™ ) E.(x) + CA™'Per(Q).
41
To balance the first two terms )\21/f + p~2, the optimal choice of u is pu ~ A71|vy], e.g.
w= I"Q—l‘)\’l < % This yields

Y IfwPP<c < ()\e)1> E.(x) + CA"'Per(),

kezd

which again we optimize in A, by choosing A=|v|fe s > 1 fore < |vg]2

By this choice, and as Y, .5 [f(k)]? = [, |f(z)|?dz > min{1 — a, a}?, after an absorption of
the perimeter term into the left-hand 51de we derive the lower scaling bound for € < €y(|v1|, @, d)

Ee(x) 2 Clnes.

Fixing €9 < |v1]? we can also ensure A > 1 as required above.

For the general case F, # 0 and A — B = a ® e; for a € R%\ {0} we consider the func-
tions @ = R(u — Foz), X = R(x — F,) with a rotation R € SO(d) such that Ra = |ale;, then
X = |a|fe1 ® e1, and we can apply the above arguments as E.(Y) ~ E.(x).

Step 2: Upper bound. Since simple branching constructions are well-understood (cf. [ ,
]), our sole goal in this step is to make the vy dependence of the prefactor explicit. For this,

our proof is only a minor adaptation of the “usual” branching construction (see, for instance,
[ , Lemma 3.2]), and we work only in two dimensions for simplicity. For later use (cf.
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FIGURE 5. Illustration of regions of different Fourier mass control in the two-well
setting. Choosing A = A(A) such that the blue (dashed) and orange (dotted)
circles coincide we control the Fourier mass everywhere.

proof of Lemma 3.3 below) we provide the main estimate on a general rectangular domain
Q = (0,L) x (0, H), which in particular includes the case of the unit square.

For the reader’s convenience, we recall that the domain @ is subdivided in cells {w; : j =
0,...,50+1,k=1,...,27N} for some N € N sufficiently large, where the cells wj.i coincide (up
to translations) with (0,¢;) x (0, h;), where

L (1-0)H

(32) b= sasr D= gt

for some 6 € (1/4,1/2). We refer to Figure 6 for an illustration of this. One produces a
lamination (which doubles the frequency from the bottom to the top) in a reference rectangular
cell w=(0,¢) x (0,h), cf. Figure 6(a). This lamination is transferred on every wj  via rescaling,
then obtaining the global construction by attaching all the self-similar copies together, see
Figure 6(B).

In particular for the constructed functions u € WL (Q;R?),x € BV(Q; {A, B}) it holds

(33) Vu € BV(Q;R*®?), ||[Vu L= < C(a,Q), | DVullzv (o) < Cla, Q)(|[Dxllzv (o) + Per(€2)).

Appendix C On surface energies in scaling laws for singular perturbation problems
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w3 w4

¢ HININININININININININININININININE

(A) Unit cell w for the branch- (B) Self similar refinement of the unit cell.
ing construction. At the top the

oscillation is twice as fast com-

pared to the bottom.

FIGURE 6. Branching construction in the unit cube.

In what follows, we now make the v dependence explicit by considering the unit-cell construction
in more detail. The interfaces of the optimal (in the sense of scaling) construction in w (see
[ , Lemma 3.1] for details) are either given by a straight line with unit normal e;, or normal
in direction (—h, %K)T, and thus, denoting the normal by n, in the first case it holds that
[n - v| = |11] and in the second case

4
n-v] < C(a) (1l + 7 loal).

Hence, through a scaling argument and by summing all the self-similar contributions of w; , we
get for sufficiently large N € N
3

L .
B [ [Fu-xPde+ cDolrvie) < Cla) (yagg + eHNl + eLinlal )
Q

for

. HN
do 1~ log ().

We now turn to the case @ = 2. Hence, for H = L = 1, after optimizing the first two terms in N,
i.e. choosing N ~ ||~ Y/3e=1/3 we get

[ 1= xds + |Doxlrvie) < Cla) (il el +llog(m o) al)
Q

Using that €| log(|v1e)||va] < Clv1|?/3€%/? for small € < ¢(|v1]), we deduce the desired upper
bound. O

187



188

ON SURFACE ENERGIES IN SCALING LAWS FOR SINGULAR PERTURBATION PROBLEMS 27

Proof of Proposition 1.1 for v-e; = 0. In the case of v -e; = 0 the argument uses that for a
simple laminate in e; direction, we do not pay surface energy, and thus can do an infinitely fine
oscillation of the two phases. Indeed, Ec(u, x) > 0 is direct. To obtain a suitable upper bound on
the energy, we now choose for any N € N the functions

in(21) (1—-a)zra z1 € (0, %),
N =
! —azia+ La =z €%, %),

. A x¢€ (O, %
(@) = {B r € [&

~—

N W)
and extend both %—periodically. We fix uy € WH°(Q;R?) as
un (z1,2") = Gy (x1) (N dist(z',0(0,1)47 1)) + Foa

for some bump function ¢ € C*(R; [0,1]) such that ¢ (¢t) =1 for ¢t > 1 and ¢(t) = 0 for ¢t < 1.
Here a € R%\ {0} is given by the relation A — B = a ® e;. We have that xy € BV (;{A, B})
and uy € WL (Q;R?) fulfils the Dirichlet data. Moreover, as v - e; = 0, it holds

/QXN(x)a,,ng(m)dx = /(0¢1) XN (ml, %) /(071)1171 div' (¢(z1, 2" )v)da'dzy = 0

for every ¢ € C1(€;R), thus 1D x|l7v () = 0. Hence, we infer that

C
Bl ) = [ [Vun(@) — xw(@)Pde < 5.
Q

As the functions v and x are admissible for any IV € N, passing to the limit yields the optimal
energy inf, epv, (0;04,8)) infucap, Ee(u,x) = 0. .

3.2. The three-well problem of Lorent. In this section we now consider the three-well setting
due to Lorent. As outlined in Section 1.1.2, in this situation one obtains both first and second
order laminates, depending on the boundary condition.

We split the proof of Theorem 1 into several steps. We start by showing the scaling for F € K3
for both v-e; # 0 and v - e; = 0, both of which are essentially covered by Proposition 1.1. In
contrast to the argument given above, due to our specific choices of the possible boundary data,
we do not only work with one of the entries of the matrix x — F' (see the comments in Remark 3.2
below).

In a second step, we will consider F' € K3 where we can exploit the determinedness of X2 in
terms of x11 to obtain the scaling of second order laminates. Here as long as v - e; # 0, we obtain
a scaling law of the order €2 as in the isotropic setting. If, however, v - e; = 0, the scaling does
not change with respect to the one for first order laminates, as we can construct an infinitely fine
simple laminate within a branching construction, without paying surface energy for the simple
laminate. This then yields the same scaling as in the two-well setting in Proposition 1.1, cf.
Figure 7.

Lemma 3.1. Under the same assumptions as in Theorem 1, let F, = diag(a,0) € K3 for
€ (0,1). Ifv-ey #0 there is a constant C = C(a) > 0 and €y = €o(av, |v1]) > 0 such that

Clu|3e3 < inf inf E.(u < Ol lies.
vl = XEBV, (%:Ks) u€Ar, (w,x) < Cl

If instead v - e; = 0, we have

inf inf E.(u,x)=0.
cenith e udi BelwX)

Appendix C On surface energies in scaling laws for singular perturbation problems
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Proof. Upper bounds: As A; and A, are rank-one connected in e; direction, we directly note
that the upper bound construction in the proof of Proposition 1.1 also yields an upper bound
construction in this setting (after an adaptation of parameters). Thus, we have

{ Cla)mlsed, v-er #0,
0,

inf inf Ec(u,x) < 0
v-ep =U.

XEBV,(QK3) ue Ar,

Lower bound for v -e; # 0: For any u € Ap,,x € BV, (Q;K3), by considering Vu — F,, and
x — F., we can reduce to the case F,, = 0 (cf. proof of Proposition 1.1). With a slight abuse of
notation, we still write u and  for the modified functions, hence u € H}(Q;R?) and y € K3 — F,
For the function x11; we exploit the same ideas as in the two-well case but will make use of both
the x11 and the x25 components. To be more precise by Lemma 2.3 it holds

_ d > ‘kP 1 2 ‘k| k2 k 2 |kP 1 k 2
|VU X| z Z |k|2 [X11 (k)] +7|k|2 [X22 (k)] Z IX11 (k)|

kez? keZ2

where we fix the multipliers to be equal to one in k = 0. Moreover, it holds

IDuxllrvie) = [[Duxiillrve),
and thus, following the ideas of Proposition 1.1, by Lemma 2.4, we deduce for A > 1 and

€ (0, %), that
it = maua@)xanlle + xe2 = mau(D)x22llz= < > [Ru®P+ D [Kea(k)?

kEC1,u,x k¢Ca .
< C(p™2 + (Ne) ™ HE(u, x) + CA" Per(Q),

where we consider the smooth cut-off multipliers as in (23). Applying moreover Corollary 2.7
with yoo = —4(x11 + @)(x11 — 1 + @), yields for Ao = MpA < A

x22 = M2, uxg (D)X22ll72 < Cla)i—r([Ix11 — maua(D)xa1ll72) + 4llx22 — mo,u(D)x22l72
Cla)ibr (172 + M) ™) Ee(u, ) + A~ Per(@)),

with Yy (2) = mas{Je], o] 7.
In conclusion, using that 1 —mg ,, 5, (k) > 1 —mg 41 (k) >0,

Ix11 = m1ua(D)xa1llZz + [Ix22 — maux(D)x22| 72
< O (172 + A9 ) Eclu,x) + A~ Per(@)).

Applying Lemma 2.5 for both x1; and y22 with the frequency cut-off given by A = B ‘)\ we get

IxanllZz + [Ixe2llz < 20xi = mupa@)xalliz +2 Y [Kuk)P+

‘k1|<\’/1|>\

+2|x22 — m2,u A (D)x22(72 + 2 Z a2 (k)2
|ka| <2+ X

Terl

< Cr o (572 4 (A) ) Eclu, ) + A~ Per())
+ Clv1| 2N E(u, x)
< Oy (17202 4 172 + (M) ™ B, X) + A~ Pex(@) ).
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[v1]

Fixing =2 ~ |v1|72A2 and A ~ |1 |*/3¢=1/3 (which are compatible with the constrains p < T

and \ > 1) yields
(35) Ianle + Ixazlie < Cry (]~ Fe 8 B, 20 + |~ FebPer(@) ).

By the fact that ||x11%2 + [|x22]/22: = [[x||%22 > ¢ > 0, we can show the desired lower bound
for € < eg(|v1], ). Indeed, we have either

C< ‘V1|7%67%E5(U,X) + |V1|7%€%PGY(Q),
or
O < | 7868 Be(u,x) + || =5 e Per(9),

depending on the case distinction in %1_,. In conclusion, after absorbing the perimeter term, we
arrive at

1
E (u,x) > 3 min{C’7Cﬁ}|l/1|%e%.
|

Remark 3.2. Let us comment on a technical aspect which is specific to our anisotropic surface
energies and which does not arise in this form in the isotropic setting. We observe that for
specific choices of F,, € K3 (both in the isotropic and anisotropic settings) it may happen that x11
vanishes. Indeed, we recall that x € K3 — F,, = {diag(—«, 0), diag(1 — «,0),diag(1/2 — a, 1)} for
a € (0,1) and, hence, x11 = 0 can occur for o = 1/2. For this reason, in the above proof, we
also used 22 in the lower bound, in order to deduce a uniform lower bound in (35). To this end,
in the above argument, we used a commutator estimate already for first order laminates (while
in the isotropic setting commutators only enter for second and higher order laminates). In the
setting of [RT23b] (while also here x11 = 0 may arise) it is not necessary to use a commutator
estimate of the form Lemma 2.6 for first order laminates, as — due to the isotropy of the surface
energy — in that article the first high frequency localization truncates the cones in all directions.
In our setting this truncation is not present due to the anisotropy of the surface energy and we,
hence, require an extra step to show the lower bound.

As an alternative argument, also in our anisotropic setting, one could have avoided an applica-
tion of the commutator estimate at the expense of using further information on the x22 component.
Indeed, one could have restricted to a bound of the form

(36) sl < Gy (Ial~Fe F B, ) + ] ~FedPer(@))

and then, in a second step, invoked information on the average of x22. To this end, we note that
by Jensen’s inequality, it holds that

[(Vu)o — ()al* < Ea(u, x),

where (-)q denotes the average on . In particular, we here use that by the imposed boundary
conditions and the fundamental theorem of calculus, (Vu)q = F, and that Fao =0 for all F € IC%‘
Hence, considering the second component we have

{z € Q:x(x) = A3}? < [(xa2)al® < [Fa — (0al® < Ealu, x).
In particular,
allze > min{a?, (1 - a)?}{z € Q1 x # A5}| > C()(|Q] - {z € Q: x = As}))
> C(a)(|19] — Eau, x)?).

Appendix C On surface energies in scaling laws for singular perturbation problems
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Returning to (36) with this additional information and rearranging the inequality, one then infers
that

¢ < Ixl3s + CEa(u, )* < Cn s (I3 3Bl x) + ] ~F 3 Per()) + CEa(u, )%,

which also concludes the argument after an absorption of the perimeter and additional elastic
energy terms.

Turning now to the second order laminates, we consider

1 9 5
_ (2
F= <0 a) € K3
for some « € (0,1) and note that x22 — Foo € {—a,1 — a} # 0. Thus, we now aim to control the
Fourier mass of yas.

Lemma 3.3. Under the same assumptions as in Theorem 1, let F, = diag(%,a) € K3 for
a€(0,1). If v-e; # 0 there are constants C = C(a) > 0 and €y = eo(a, |v1|) > 0 such that for
any € € (0,€)

O~ l3ed < inf inf E, < Cln|zer.
e < L enlth Bl ) < Cllie

If v-eqx =0, we have with C = C(a) > 0 and eg = €o(a, |va]) > 0 for all € € (0, €)

C~Ywl3e? < inf inf E < Olwg|3ed.
|V2| € 7u€1r./iFﬂ XGB&?(Q;ICg) e(UﬂX)i |V2| €

Again, we split the proof into two parts, first for v - e; # 0 and the second part for v -e; = 0.

Proof for v -e; # 0. Upper bound: As for the first-order branching construction, the claimed
upper scaling bound in € is already known (cf. | , ). We just need to focus on the
dependence of the prefactor on v. In particular, we will follow the strategy of the proof of | ,
Thm. 1.2 (ii)]. This consists in concatenating two orders of branching constructions; an outer one
between gradients A and diag(1/2,0), and then replacing the regions in which Vu ~ diag(1/2,0)
with an inner branched lamination between A; and As.

Let {wjx} be the (outer) first-order branching covering as in the Step 2 of the proof of
Proposition 1.1 (now with switched roles between x; and zo because of the structure of the wells).
In each cell w; , we can produce an inner branching construction (see | ] for details) so that
estimate (34) applies as follows

h3
/ |Vu — x|*dz + €||DVX||TV(wj,,c) < C(a)( J 4 eli (M| + k0|1/2|)),
Wi k

M2

where M € N, M ~ (20)7 N? denotes the number of oscillations of the zeroth generation of this
inner branching construction (the dependence of M on j is dropped for notational simplicity) and
ko ~ log(N). Summing this for every k and every (outer) generation j and by also adding the
surface energy term of the outer branching construction (which comes by attaching the w; y-cells
together), by the relations (32) we obtain

1 .
[ 1V xde + D xlrviay < (@) (575 + €N + o)l + elho + Nl
Q

Optimizing as N ~ (e|v; |)*i we deduce the claimed upper scaling bound. Due to the construction,
the bounds from (33) still hold for u and x.
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Lower bound: Analogously as in the previous proofs, by subtracting the boundary conditions
we can assume that u € H(;R?) and y € K3 — F,,. For the readers’ convenience we recall the

(truncated) cones from (21) and (22): for p € (0, %), A>0,7=1,2

2
A Cop=A{k € Z%: [K]* — k3 < p®[k[*).

A
For the multipliers defined in (23) we infer by Lemma 2.4
X1 = ma A (P)xalge + lxoe = mou(D)xazllze < 32 R+ Y2 [Rea(h))?
kgC1 ux k¢Ca
<C(p 2+ (M) HE(u, x) + CA"'Per(Q).

Cjpn={k € Z: |k]> — k2 < )2k, |kj| <

Here the constant C' > 0 only depends on «.

Using that x22 = 1 — a — 4x?;, we deduce from an application of Corollary 2.7 with Ay = M puA
for any v € (0,1)
(37)

[X22 = M2, 0z (D)x22[1 22 < Cla)1— ([Ix11 = m1u 2 (D)x11Z2) + 4l x22 — ma,u(D)xa2 22
with ¥:(z) = max{|z|*, |z|} for ¢ > 0.

Now we use this estimate on x22 — ma,, x, (D)x22 to improve the lower bound in comparison

to the two-well case. Using Lemma 2.5 for 22, we get for A = ﬁ)\g
2 A3
(38) o Rek)? < CWEez(u, X)-

[k2|<dX2/|v1]

Thus, as in the proof of the two-well problem in Proposition 1.1, the idea is to combine (37)
and (38) to have an estimate of ||x22||2. in terms of the energy depending on the parameters
14, A2 and then to optimize in these parameters. To be precise, we have

Ixoall?z <2 D7 [Roa(k)] + 2lxa2 — M2 pun, (D)xaz72
k€C2 2,22,

<2 Z [R22(K)[* + 2l x22 — M2, (D) x22|72-
[k2|<4X2/[v1]

Thus, plugging in (37) and (38), yields with Ay = M u and a constant C' = C(a) > 0

a2 32 < Cloal 2X3Eat(u, ) + Coors (it = mua (D)) + Cllxez = ma,u(D)xaz 32
< C (11 2X8B(u,x) + 1 (872 + (0) ) Eclu, X) + A~ Per(@)) )
< Cohry (172202 4 572 + ) ™) e, ) + A" Pex(€) ).

As [|x22]|2: > Cmin{a?, (1 — a)?} > 0, fixing p=2 ~ [v1|72X and A ~ |1]Y/2¢71/2] we argue as
in the proof of Lemma 3.1, i.e. considering the two cases for 1;_, and carrying out an absorption
argument for the perimeter term, we arrive at

1
E.(u,x) > 3 min{C’7Cﬁ}|V1|%e%.
t

Proof for v-e; = 0. Upper bound: We construct a (cut-off) simple laminate of A; and Ay within a
branching construction using Asz. See Figure 7 for an illustration of a laminate within a branching

Appendix C On surface energies in scaling laws for singular perturbation problems
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construction. As a first-order branching construction has been already explained in the proof of

Proposition 1.1, we only give an outline of the argument.

Considering a reference cell w = (0,h) x (0,¢) with 0 < £ < h < 1, we decompose this into

further subdomains given by

o= (e ew: € (0,01 - 0) )},

wy = {(z1,22) Ew:mg € [(1_a)§ (1 a) Yo sxhl)}
14 gl‘l £$1
wsz{(ﬂchxg)ewzxge[(1_a)2+a2h (1 _O‘)g"‘aif)},

wi={(z1,22) €w a2 € [(1 - )l +ax 5“;; 0y,

For r < h such that 2 € N and a bump function ¢ € C*°(R; [0, 1]) with ¢(¢) = 0 for ¢ < 0 and

¢(t) =1 for t > 1, we then define the continuous function

(Lam'(wlw(?)as(“‘”f“)) ,

— QT

(1, 22) € wi,

0
(1—a)$2—(1—a)§) 7 (@1, 22) € w2,

(w1, ) = (1 oytbat 2
( T )> , (1, 22) € ws,

R /_'r\' R
O
=
£
8
o
SN~—
=

]
N
-
Q
< [
o
Q
NS
D“H
3

0
(1—-a)zs —(1— a)€> ’ (z1,22) € wa.

Here we used

and extended it r-periodically. Setting also

Lam’ 0
am,.(z1) ) , (z1,22) € w1 Uws,
0 —«

X(x1,x9) =
X(l 2) 0 0)

0 1-a (71, 22) € wo Uwy,

we can calculate the energy contribution of u(z) = @(x) + Fyz and x = x + F,. Note that

F, = diag(1/2, ). We have

/ Vu(z) = x(@)[*de = / Vi(z) — X(z)[de < Cla)(rh + %),

where the first term is determined by the size of the cut-off areas in wy and wsy (i.e., by the inner
laminate), and the second term is due to the error we make by adjusting the interfaces away
from ey to achieve the refinement in e; direction (i.e., the usual elastic energy originating from

branching). Moreover, as we do not penalize oscillation in the e; direction, it holds

| Dey X ll7v(w) + Per(w) = || De, Xll7v(w) + Per(w) < C(a)h,
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FI1GURE 7. Illustration of a laminate within a branching with boundary condition
F,, = 0. This does not depict the exact same situation as in Theorem 1 for
v = e, as here we only show a scalar-valued map.

and thus in total

53
[ 9ut@) = @) P + el Dol + ePer(e) < Cla)(rh+ - + e
w
As for any h > 0 we can choose r < ¢ the contribution of the rh term is negligible. Hence,

163
/ [Vula) — x(@) Pz + | Doy o) + ePer(w) < Cla)( + eh).

This is the same energy contribution as for the standard branching construction, thus concluding

as in the proof of Proposition 1.1 (see also [RT23h, Sec. 3]), we get

inf inf Vu — x|%d D < C(a)es.
ol ol [T P Do < Clae

As it is used below in the proof of Corollary 1.5, we emphasize that the above constructed
function satisfies that u € W1 (Q;R?),x € BV (Q; K3) with
Vu € BV(QR™?), [ DVullzy(a) < C(a)(IDxllrv e + Per()),

and thus the bounds from (33) also hold in this setting.
Lower bound: Again, by considering K3 — F,,, we reduce to the case of zero boundary conditions.

In the case of v-e; = 0 we have v- ey # 0, instead of the high frequency control in k;, we consider
va|

a high frequency control in kg for x22. Indeed, let u < 55+, A > 0, as in (25) we have
2

Copn = {k €Z% : |k|* — k3 < p®|k|?, |kof < m)\} O{keZ?: |k -k} < p k|, |k-v] <A}
2

and thus we can bound the Fourier mass of x22 outside of Cs ,, » in terms of the energy, cf.
Lemma 2.4,

Y Re2(R)P < Cu® + (M) ™) Ee(u, x) + CA™'Per(€2),
kic’z)m)\

with a constant C' = C(«) > 0. Notice that the definition of the cone is analogous to that in (21),
but different as the second direction plays the role of the first. This is not the cone given in (21)
for j = 2, as there the truncation is dependent on the parameter |v1|, here on |v2|. Following now
the proof of Proposition 1.1 for f = x2o with a suitable change of coordinates, we get

Ee(u,x) > Clvs|3é5.
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With Lemmata 3.1 and 3.3 proved, we combine their estimates to deduce the desired lower
bound in Theorem 1.

Conclusion of Theorem 1. We finally combine the above discussion by rewriting the lower bound
estimate in a concise way. We notice that for 1 = 0 there is nothing to prove as cases (i) and (ii)
are given by Lemmata 3.1 and 3.3 respectively. If v; # 0, we choose €y to be small depending on
v, i.e. fix ¢ to fulfil

2 1
ol feg < lmlieg.

With this choice, for every € < €q, it holds

1 1 C 1 1 2 2
inf inf E.(u,x)>C 55>7( Ze2 55).
R S L S e(u,x) 2 Clulzer 2 o ([n]2e? +|wofie
The upper bound follows by adding the two upper bounds from Lemmata 3.1 and 3.3. O

Remark 3.4. As can be seen in the above proof of Lemma 3.3 (and later analogously in the proof
of Theorem 2), it would be possible to deduce the above scaling behaviour for v - ey # 0 also for an
even more degenerate anisotropic surface energy of the following type

T

Surf(X) = HDV(X : T)HTV(Q)7
for r € R¥4 gych that |r| =1 and
I1Dw(x : ")llrviey) = C(K,d,r) || Duxatllrve)-

Here we denoted the Frobenius scalar product of matrices by x : r = szzl XijTij- A sufficient
condition on r € R*™4 s the following:

(Aj)11 # (Ar)11 if and only if Aj i1 # A : 1.
For the three-wells from Kg in (4) this translates into the condition that

T §7_£ {Tll = O} U {7‘11 = 27‘22} U {7’11 = —21“22}.
3.3. Higher order laminates. We next turn to the scaling behaviour of higher order laminates.
Due to the anisotropic energies, we cannot immediately invoke the argument from | ]. As
an important technical novelty, we have to treat the relevant nonlinear relations between the
components of the phase indicator substantially more carefully. This is due to the fact that,
initially, our surface energy (potentially) only controls high frequencies in the k; direction. Thus,
particularly the first step in the localization is crucial, as this will iteratively allow us the further
high frequency reduction steps in the other conical directions.

As in the setting of the three-well problem of Lorent in the previous section, the key idea is
to use that y11 determines the other diagonal entries. In [ | x22 is written as a nonlinear
polynomial of a combination of the remaining diagonal entries x11,X33,-.-,X~N—-1,N—1- In the
case of v = ey, if only such a relation were available, this would lead to an issue with our argument
as none of the cones in the eg,...,en_1 directions is initially localized in the high frequencies
(due to our anisotropic energies). The central novel idea is to rely on additional structure: More
precisely, we will instead use that xso is given by a nonlinear polynomial of x11 plus a linear one
in x33,.., XN-1,N—-1-

To elaborate on the strategy of the proof of Theorem 2, let us analyse the four well setting

in three dimensions in the case of v -e; # 0 first. Let N = 4 and d = 3, and thus consider
IC4 = {Al, AQ, A3, A4} Wlth

000 100 100 100
Ai=[0 0 0f, A=(0 0 0], A3=|0 1 0f, As=(0 L 0
000 000 000 00 1
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We will subsequently generalize the lower bound to the family of wells from Section 1.1.3.

Proposition 3.5. Let a € (0,1) and F,, = diag(1/2,1/2,a) € K3. Let v € S? with v -e; # 0.
There exist constants C = C(a) > 0 and €9 = eg(a, |v1]) > 0 such that for any € € (0, ¢)

inf inf Ec(u,x) > C’\V1|%e%,

n
u€Ar, x€EBV, (:K4)
where Ap, is given in (3).

Let us outline the strategy of proof for the derivation of the lower bound in Proposition 3.5.
To show this result, we first use the nonlinear relation for Yy = x — F, : Q = K3 — F,

(39) 2¥22 4+ X33 =1 —8%3, — a.
After a first application of the first localization Lemma 2.4 with
2
CMA:{keW:WP—ﬁfqﬂM{muSDTM,Qm:{keﬁ:mﬁ—kfgfmﬁh
1
for p < l{—é‘, A >0 and j = 2,3 and their smoothed out multipliers, cf. (23), we have

%11 = maua@)xanllie + Y %55 — my (D)%l
j=2.3

< Cla) (2 + ()™ Bl ) + Cla)A~"Per(Q).

Using the above nonlinear relation (39), we aim to truncate Cs , and Cj5 , by means of Corol-
lary 2.7.

Proof of Proposition 3.5. Without loss of generality, by subtracting F,,, we assume F, = 0 and
X € K4 — F,,. We observe that differently from the situation in Remark 3.4, it suffices to only
deduce a lower bound for x33. We aim to use Corollary 2.7. After an application of the first

localization Lemma 2.4 for p < |'1’—é‘, A > 0 and a constant C' = C(a) > 0
Ixa1 = myua(@)xarlze + Y 1xi5 = miu(D)x iz
(40) i=2.3

<C(p 24+ (Ne) ™ HE (u, x) + CA~Per(Q).

To achieve the energy bound, we use Corollary 2.7 to truncate the cone corresponding to x22,
which in turn is used to reduce the size of C5,, even further. In detail we apply Corollary 2.7
compounded with (40) for 2x2e + x33 = 1 — @ — 8x3, and get for Ay = My

(1) e = M2 (D)xaslF < Oty (472 + (M) ™) Eelu,x) + CATPer(@)).

Here we used the truncated cone Cy , », defined in (21) with the corresponding smooth multiplier
defined in (23).

Iterating now the comparison argument, using y33 = 1 — @ — 4x3, we can improve the estimate
on the Fourier mass of 33 in the sense that we can truncate the corresponding cone C3 ,, on a
scale A3 = MuXy = M?p2 ). Indeed, by a variant of the commutation estimate from Corollary 2.7
(see Remark 2.8) and (41)

I3 =m0 (D)xas 2 < Cooas (Ixzz = mana (D)xzllF ) + dllxas = ma u(D)xasll3
< Oy (072 + () ) Eclu,x) + A~ Per(@)).

As above, the multiplier is of the form as in (23) for the truncated cone C ,, », defined in (21).

Appendix C On surface energies in scaling laws for singular perturbation problems
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By Lemma 2.5 with A = 4\3/|;| we can control the “missing” (low frequency) region and infer

IxssllZz < 2llxas — M3 uxa Xssll72 + 2 Z X33 (k)|
|ks|<4As/[v|
2

A
< Cap1—rpy2 ((Mfz + (OB (u, x) + xlper(m) + CﬁEe(u,X).

We now choose the parameters p and Az, that is, A, in an optimal way. To be more precise, we
2
fix p=! ~ 23~ ﬁ, ie. p~ |vg|V/3A71/3 and get

[v1]
Ixa3l|22 < CY1_ryy2 ((|V1‘—2/3)\2/3 + (M) NE.(u,x) + A_lPer(Q)) 42BN E (u, x)
< Oy ((IV1\‘2/3/\2/3 + (A6 Ec(u, x) + A_lPer(Q))-

Optimizing the energy contributions in A by choosing A ~ |11 |*/%€~3/5 yields, after absorbing the
perimeter term,

Ec(u,x) > C|1/1\%e%.

Here we used that ||xs3]|2. > C'min?*{a, 1 — o} and the fact that the function ¢(;_,)2 does not
influence the scaling behaviour, cf. the proof of Lemma 3.1. O

Proof of Theorem 2. With the previous results in hand, the remainder of the proof of Theorem 2
is exactly the same as in | | with the same modifications as above for four wells. For the
convenience of the reader we recall the main ideas. Without loss of generality, we reduce to the
case of F' = 0 by considering x — F € Ky — F. We first clarify the nonlinear relations. Each
component determines the following ones, that is

N—-1

> arxan = 95 (x5)-

n=j+1

The relations are given as follows

N-1 N-1
D 2 = 4Fy —AF = ) 2T I F 4 — 8Fyix; — 4G =1 95 ()-
n=j+1 n=j+1
The case v - ey # 0: By Lemma 2.4 we obtain for a constant C = C(d, F') > 0
d

Ix11 = maua(D)xanllz + D x5 — mu(D)x;i1 7
j=2

<C(p™ 2+ Ne) M Ec(u, x) + CA'Per(Q).

(42)

To facilitate the reading, we recall the definition of the truncated cones Cj , x, in (21)
2
Cjpne = {k € Z 1 [K[* — k5 < p*[k[, [k;| < m/\ﬂ,
1

and that m; , x,(D) denote their smooth Fourier multipliers as in (23). By Corollary 2.7, in
combination with (42), we have for Ay = MuA

d

> XG5 = Mg (D)x5sl1 72 < C2%y <(/f2 + (AN E(u, x) + AflPeT(Q))-
j=2
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Here we exploited that ay € [27%,1] for k € {2,3,...,d}. Then an iterative application of the
higher-order variant of Corollary 2.7 (Remark 2.8) yields, in combination with (42), after £ — 1
many iterations
d
(13) D It~ Mo (D)l < Cbyems (572 4 (0) ™) Belun, ) + A~ Per(@),
j=t
with Ap = MpXe_1 = M* *u*~'X and a constant C' = C(d, F,£) > 0.

As we have already seen in the proof of Theorem 1 for F' € K3, it might happen, that we need
information on more than one y;;, cf. Remark 3.2. Depending on ¢ € {1,..., N — 2} we have for
some « € (0,1), given by the boundary data,

1 1 1
(Xee, Xe41,041) € {(—,0), (1 = ,0), (5 —a,1), (5 - a, 5)}-
In particular, (xee, Xo+1.6+1) # 0. For £ = N — 1, we already have xy_1,nv-1 € {—,1 — a} with
a € (0,1), it holds xny—1,nv—1 # 0.

Thus, if N = d + 1, setting xyn = 0, we obtain that if F' € XY for some £ € {1,2,...,N — 1},

then it holds (X, xe+1,6+1) # 0. Hence, we note that the control for two diagonal components

X;; is sufficient for deducing the desired lower bound.
By (43) we have

lIxee = mueune (D)XeellZ2 + lIxest,e41 — Mot n, (D) Xet1,e41] 72

< C1—yye— ((/f2 + (M) Ee(u,x) + A’lPer(Q))-

As in the proof of Proposition 3.5 we use Lemma 2.5 to gain control over ||myg,, x,(D)xeel|%2
and [[mes1,,0, (D)Xes1,041]|22. For this let A = 4X,/|v1], then

Imepxe (D)xeell72 + Mo pn, (D)xes1ell72
< Y Re®P+ Y Renen )
[ke|<4Xg/[v1] [keqp1|<aXe/|va]
<0 By
—_— u .
< O Belux

These two estimates combined give

Ixeellzs + Ixese+1 072 < 2lxee — M (D)xeell 32 + 20Xes1,601 — M1 une (D) Xe1,041 1|72

+ 2/lme o n, (D)xeell 7 + 2lmies1un, (D) xes1,e41 172
2

= Oyt ((;ﬂ L) YE.(u,x) + lecr(Q)) + C‘VAT@PEE(% X)

)\2
< Ca—rye ((—é + 072+ (Ae) N Ec(u, X) + AflPer(Q))

v f?

Arguing as in the proof of Proposition 3.5, we optimize this in g and X by fixing u ~ [v [V/A=1/¢
and A ~ |y |2/ 42 =/ (¢42) (such a choice of parameters is compatible with the constraints on p
and \) and thus

IxeellZz + xes1,e41l|72 < Cip1_ype-1 (|1/1|*2/(”2)e*2/(”2)E€(u, X) + |1/1\2/(”2)64/(”2>Per(ﬂ)).
Using that
IxeellZz + Ixes1,e01l72 > C(F) >0,
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after arguing similarly as in the proof of Proposition 1.1, that is considering the two cases
for ¥_,y-1 and absorbing the perimeter, we obtain with C' = C(d, F,£) > 0 and for € <
eo(d, F, L, |1n])

(44) Ec(u,x) > Cln|tizeris.

The casev-e1 =---=v-e, =0 and v-epy1 # 0, with 0 < n < £: We argue similarly, but we
start the iterative application of Corollary 2.7 for the n + 1 diagonal entry Xn41,n+1-

Note that due to the change of roles of the coordinate directions, the truncated cones in this
setting are given by

2
d
CLMM\ = {k € Y/ |k|2 - kJQ S :u2|k|27 |kj| S m)‘}7

i.e. the truncation depends on |v,| instead of |v1] as above in Theorem 1 in the case v -e; = 0.

By Lemma 2.4, with the roles of the axes changed such that n + 1 is the first coordinate
direction, we get

d
IXn 1041 = Mntt o a (D)Xt 1|72 + D Ixntints = Montjon (D)Xt jmtsll72
j=2
< C(™% + (A) TN Ec(x) + CA™'Per(Q).
Applying an analogous iteration of a variant of Corollary 2.7 as above, now starting at j =n + 1
instead of j = 1, we deduce
d

D Intgnts = Mitgune o (D)Xntjntil7e
j=l—n

< C(g_pyi-ns ((;r? + () D E(u, x) + xlper(m).

Concluding as above for v - ey # 0 to get (44), while taking the off-set in the index into account,
i.e. having ¢ — n instead of ¢, yields (where the constant can be chosen to be independent of n)

Ee(“vX) Z C‘Vn-‘rl‘ﬁEﬁ.

Here the scaling depends on v, instead of v; as above in (44) as we start our arguments with

Xn+1,n+1 instead of x11 and with the corresponding high frequency control in the direction e, ;.

This is due to the assumption that v - e, 1 # 0.

The casev-e; =---=v-e,=0: Ifv-e; =0for j =1,...,¢, we consider an ¢-th order simple
laminate of arbitrary fine oscillations, as those directions are not penalized, yielding a minimizing
sequence, with energies converging to zero. We refer to the proof of Proposition 1.1 for v-e; =0
for a similar setting.

Conclusion of the proof. As above, to combine the derived estimates we choose € sufficiently
small depending on v, that is for 0 < n < £ being the index such that v, 1 # 0, v; =0 for j < n,
we fix € such that for alln < j < /¢ <d

2 _2 2 2
|Vj+1| =gtz < ‘l/n+1‘£—7b+2 €T-nT2

which is possible as 2/(¢ — j +2) > 2/(¢ —n + 2). Hence, we arrive at

-1 -1
2 2 2 3 2 2
|yn+1|zfn+2 €TnFz > — E |l/j+1|l—j+2 ez | > = E ‘Vj_’_l‘gﬂurgeg,]qrg
f—n |4 l\ 4
j=n Jj=0
where we used that ;41 =0 for 0 < j <n. O
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We conclude our discussion of sharp interface models by highlighting that the above arguments
also allow us to treat situations in which the set T} is given by the Tartar square (see Section 1.4.2).
This is of particular interest as it is an instance of an extremely rigid phase transition involving
laminates of infinite order.

Remark 3.6 (On the Tartar square with anisotropic sharp interface energies). With the same
arguments as above, it is possible to generalize the scaling of the Tartar square, cf. (16), that
was derived in [R122] to a setting involving anisotropic surface energies. To be precise, for any
FeT{\Ty, v €S andn € (0,3) it holds

inf Vu — x|%d D, >C 1 11y
u€AF><€BVV((01) T4)/| u=xl’de+ | Xllzvo.2) exp(—cy|log(e)[2™7),

for some constant c,, > 0. Compared to the settings from above, there are no degenerate directions
for the lower scaling bound in the Tartar square. This is due to the fact, that there are no rank-one
connections present in the Tartar square and that, hence, each diagonal entry determines the
corresponding other entry uniquely. As a consequence, if v-e1 # 0, we start by truncating the cone
in ey direction, else we have v - es # 0 and thus can start by truncating the cone in ey direction.

3.4. Proof of Theorem 4. Building on the observations from Section 2.5, we conclude the proof
of Theorem 4 analogously as in the (local) sharp interface arguments.

Proof of Theorem 4. Lower bound. We note that for t1,t2 € (0,1)

wtl o ’lzbtz (l’) = wtth (33)7
and thus

":blf'y 0 Yos = 1/)(177)25-

Setting vs = 1 — 2s + 2sy € (0,1), we combine Corollary 2.7 and Lemma 2.9 and get with a
constant C = C(d, F,s) >0

d
> el = miuaD)xsill7e < Ctbrry 0 thas((1™2 + (M) ) Ees(x))

Jj=2
= Y1, (172 + (M) T Ees (X))-
Therefore, the remainder of the proof follows as the proof of Theorem 2 also for the fractional
surface energy.

Upper bound. Thanks to an interpolation argument, we prove that we can directly exploit the
BV-regular upper bounds x of Theorem 2. For this, we argue similarly to [BO13, Prop. 1.3] but
taking into account the anisotropy of the surface energy. Let x € BV, (92;Ky). We first claim
that for y seen as a function on the torus T¢ it holds

+ hv) 2
S kv < OCs) / / (1) = XOE g 1 ..
kEZIN{0} T4 Al

Indeed, this follows from observing that by Plancherel’s theorem

1 .
|X x+ hl/ (1’)|2 3 |€27r7,hk~1/ o 1|2 R 9
/ /Td |R[i+2s dzdh = L Z Wb((k” dh,

T2 kezd
and by noting that for k € Z¢ with |k - v| > 1 we have (2|k - v|)~! <271 and hence

B |e2mihky 1|2 T sin?(mh|k - v|)
. L —2s .28 -1
By(k) = |k - o] /; i = 8k /0 e = () >0
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for a constant C'(s) independent of k. With this in hand, by monotone convergence we have

S kv E1P= D0 ke vPIREP+ DD kv R (k)

keza\{0} |kv|>1 |kv|<1
<C(s) Y k-v*ByR)IRFIP+ D IRK)I

|k-v|>1 |k-v|<1

x(@ + hv) — x(2)? 2
//T e dadh + x|

We now fix ¥ : R — Ky by setting

X(@) =

{x(a}) r e (—1,2)4

0 else.

Noting that for all z € (0,1)? and h € [—1, 3] it holds that = + hv € (—1,2)%, by the definition
of x we infer that

s X(z + hv) — 2
R e e O e R I

kez\{0}

Using a slicing argument together with a Gagliardo-Nirenberg type inequality | , Theorem
1] (see also | , Theorem 2])

X(z+ hv) — Xy (t +h) — X3 ()
//}Rd |h‘1+25 /VL// [h[+2 dhdtdy

<Cs.a.0) [ (1% lrce) + 1D v d.

By the uniformly compact support of the functions x on each slice and as 2s < 1, we can further
bound this by Jensen’s inequality

~v ~v s ~v ~v i
[ 08l + 1085 eve*dy < ([ 181 + 108 levdy)

2s

= C (IRl z) + 1D A rv e )
Thus, by the relation between y and Y, we conclude
Yo kv IR(R)P < Cs,d, K) (1 + Pex(Q) + [ Dyxllrv () %
kezd\{0}
In particular, this implies
E.s(x) < C(s,d, K)Ec(x) + C(s,d, K)e(1 + Per(£2)).
Thus, the matching upper bounds for the sharp interface model in Theorem 2 are still applicable

which yields the desired result.
O

4. DIFFUSE SURFACE ENERGIES

4.1. Diffuse to sharp interface model — the lower bound. Following the arguments of
[ |, we show that in the continuous model, the minimal diffuse energy can be controlled by
the lower bound for the sharp interface energy. Hence, the lower scaling estimates for the sharp
interface model which had been deduced in the previous section for various anisotropic situations
also give rise to lower scaling estimates for the diffuse energy. We show this lower bound for
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any discrete set of wells and also for a more general framework covering both the gradient and
symmetrized gradient settings. Combined with the upper bounds from the next subsection, this
will lead to sharp scaling results in our model problems also for anisotropic, diffuse interface
energies.

4.1.1. The scalar-valued setting. We first show the lower bound in the scalar-valued case, and
afterwards will reduce the general vector-valued setting to the one-dimensional one by a projection
argument.

Lemma 4.1. Let p,q € [1,00) and Q C R? be bounded and let K= {A,...,An} CR. For
any U € LP(Q;R) N WHI(Q;R), f € L®(QK) there exist f € BV(S;K) and a constant
C =C(K,p,q) >0 such that for any ¢ > 0

(45) /Q U — fP + VU % > Ce|Df vy and U~ f| = CU — fI.

For q =1, the same result holds with || DU||py (q) instead of [|VU | p1(q) (on the left-hand side of
(45)), for U € BV (£;R) instead of U € WHL(Q;R).

Proof. Up to relabelling, we can assume that —oco < 41 < A < --- < Ay < +oo. We start by
giving the argument for the first inequality in (45). We assume for simplicity that U coincides
with its Lebesgue representative. In this case, for scalar-valued functions, the validity of the
coarea formula for Sobolev functions is known (cf. [MSZ03]). We, hence, invoke Young’s inequality

for ¢ > 1 and the coarea formula to get
/'U fl”+eq|VU\de>€/IU 1" // [t — f157 an @)
—“1(t)NQ
Ap+1—5%
S| / o1
Apts “1(H)NQ

where in the last inequality we introduced ¢ = min{AkH —Ag:k=1,...,N—1}.

(
As for t € (A + §, Apy1 — §) we have dist(t,KC) > §, we can control |t — f(x)|p T > C with
a constant C' = C(K,p,q) > 0 Plugging this lower bound into the above inequality yields

),

Akt1—%
/|U P+ 6q|VU|qu>CeZ/ I (fr € Q' Ul) = £))dt.
Ar+%
For every k € {1, .. —1} there is ty € (Ag + §, Apq1 — §), which, without loss of generality,

we may assume to be a Lebesgue point for the function ¢ — Hd Y{z € Q:U(x) =t}), such that

Ak+1—% c
/ HIT Y {z € Q:U(z) =t})dt > (Apyr — A — E)’Hd*l({x €N:U(x)=1tr})

Ap+%
> g?—l Tz e Q:U(x) =t}).
Therefore, combined with the previous bound, we obtain
N-1
/ U — 1P + VU de > Ce 3 M ({n € 9 Uw) = ta}).
k=1
In particular, we obtain a sequence of tj such that ¢} < tx4q for all k € {1,..., N — 2}.

The idea now is to define a new phase indicator with BV-seminorm which is exactly determined
by these measures. To this end let A : R — R be given as h(t) = Z,]cvzl ApX(ty_1,t,](t) € K and
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with slight abuse of notation, we set to := —o0, ¢y := 00. We define f= (hoU):Q2 — K, and
claim that f € BV (Q;K) and that it satisfies

N-1

IDfllrvey < C " HI ({r € Q: Ux) = t}).
k=1

The claim will be shown by an approximation argument. To this end, let h; € C*°(R;R) be
a mollification of h fulfilling supp(h — h;) C U ( %,tk + %), |h;| < CiXsupp(h—n,), and
|h;] < max K. By construction, it holds that h;(¢) —> h(t) for every t # tp, k=1,..., N—1. Since
the sets {U = t;,} have Hausdorff dimension d — 1, by the boundedness of €, and boundedness of
h;, the dominated convergence theorem implies hjoU — holU = fin L! (©). As the BV-seminorm
is lower semicontinuous with respect to the (strong) L! convergence, we deduce

IDfll7v o) < liminf | D(hj o U)||7v(a)-
j—o0

As h; is smooth, we can use the chain rule to further bound the total variation norm. Indeed,
by the coarea formula

ID(h; 0 U) v ey = / W (U (@) |VU () e = / W (OHE (o € 9 U(x) = th)de

<C]Z/t - Yz € Q:U(z) = t})dt

— % Z HT I {z e Q:U(z) = t1}).
k=1

Here we used that the ¢ are Lebesgue points of the function ¢ — He~1({x € Q: U(x) = t}).
Thus, with this definition, f € BV (9;K) and also the desired upper bound from (45) follows.
If ¢ = 1, we do not use Young’s inequality, but neglect the first term. We give the argument
for U € BV(Q;R) and note that the statement for U € WH1(Q;R) is also covered by this. By
the coarea formula for BV functions | , Thm 3.40]

/ U — fPdz + | DU vy () = el DUl = € / IDx vy v dt
Q R
N—-1

Apy1
> € Z / IDxwsillrvedt > € > [Arir — Al IDx s lrvie,
k=1

for some tj, € (Ay, Apy1). Considering the function i : R — R and f = h o U as above, we write
h as

N-1
h(t) = A1 + Z A1 = Ak)X(t1,00) (1),
k=1
and thus it holds
N-1
f(x) =hoU(x 1+ Z Ap41 — Ag) X{U>tk}( ).
k=1
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~

' (I::::::;::::::::::::;::::::::‘:::::::::::::? I '
Ay tp—1 Ay k Apt1

FIGURE 8. Picture of the two cases which arise in our proof of the second
estimate in (45). The blue hashed region depicts the first case, where f(z) = Ay,
c

the orange region the second case, in which dist(U(x),K) > . The vertical
dashes are the center points between A;_; and Ay and Ay and Ay respectively.

In particular, we have
N-1

elDfllrvia) < €Y Ak — Akl [Dxquselrvie)
k=1

Q

Now we prove the second inequality from (45). For this, let x € Q and k € {1,..., N — 1} be
such that U(x) € (A’CJFQA’“”7 A’CJFQA’““], where we set Ag = —o0 and An41 = oo. In particular,
|U(z) — Ag| = dist(U(z), K). We distinguish two cases, which are illustrated in Figure 8.

On the one hand, if U(z) € (tr_1,tx], we have f(z) = Ay and thus |U(z) — f(z)| =
dist(U(2), K) < |U(x) - f()].

On the other hand, if U(z) ¢ (tx—1,tx], we have either

U(x)>tk>Ak—|—§ or U(x)gtk,1<Ak—§,

and hence dist(U, K) = |U(z) — Ax| > §. This means that |U(z) — f(z)| > § and furthermore

U(x) = f(x)] < [U(x) = f(2)| + |f () = f(2)| < |U(x) = f(2)| + diam(K) < C|U(2) = f(z)|.
This concludes the proof.
O

Seeking to deduce the same scaling laws from Section 1.1 for diffuse surface energies, we also
generalize Lemma 4.1 to anisotropic surface energies:

Corollary 4.2. Let p,q € [1,00), v € S¥! and Q C R? be a bounded Lipschitz domain and let
K={A:,...,An} CR. For any U € L?(Q;R) such that the weak directional derivative satisfies
d,U € LI R) and f € L®(Q;K) there exist f € BV, (Q;K) and a constant C = C(K,p,q) > 0
such that for any € > 0

/ U — fIP +€2|0,U|%dz > Ce| D, fl|7v ). and / \U — f|Pdx > C’/ U — f|Pda.
Q Q Q

Proof. The proof uses similar methods as above, with the addition of a splitting in direction v
and v+. We start by considering U € WP(R% R). For almost every y € Q, (see Section 2.2 for
the notation), we follow the arguments from the previous proof and obtain

pr(a—1)

/Q U~ FP + €910, U]%dx > ¢ / / U2 (8) — £ (052 Uy (1) dedy

N-1
> Ce/ S HO({s € Q< U (s) = 1 })dy,
Q

v k=1
where, for a.c. y € Q,, t] € (A + ¢, Apg1 — §), with ¢ defined as in the proof of Lemma 4.1.
The main difference with respect to the isotropic case, is that here we use a slicing argument,
hence in the definition of the modified phase indicator f, the thresholds ¢¥ change from slice to
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slice, giving in principle measurability issues. To avoid this, we define f to be piecewise constant
in the variable y as follows.

Given § > 0, we define L5 := {z € §Z971 : Qs(2) C Q,}, where Q5(z) = (0,8)?"! + z, and we
use the notation L5 = {z; }j-”il, with M = #Ls (the dependence on v is omitted for the sake of
clarity of exposition). From the above estimate, by an average argument, we get

M N-1
/ U — fIP + €110, U|%dz > CeZ/ > HU({s ey Uy (s) =t]})dy
Q j=17Qs(z5) p=1
(46) M N-1

> Ced™ YN HO (s ey UL (s) =1}

j=1 k=1

with y; € Qs(z;). In every cube, we now work as in the proof of Lemma 4.1, namely we define
hj = Z,]cvzl A]Cx(th_ljth] and f} := h;j o Uy . Notice that as U € Whr(R4R) the functions Iy

are defined on the whole R. Working as in the previous proof, for every j we have

N-1

(47) 1D} lviay ) <C Y HO({s € Qy, - Uy (s) =177}
k=1

Defining

T fj’f(t), Maoz=yeQs(z), z=y+tv,je{l,...,M}
' Aq otherwise,

by slicing f € BV, (€; K) and combining (46) and (47) we get

M M
elDy fllrvie) = € Y IIDufllrvics ) = 6 IDfF vy
i=1 i=1

< c/ U — fI? + €9|0,U|dx,
Q

where Cs(z;) :={x € Q: 1,12 € Qs(zj)}.

For U € BV, (R% R) we can then also follow the arguments in the proof of Lemma 4.1 combined
with the methods above to show the estimate.

We now prove the estimate regarding elastic energies. Notice preliminarily that we can assume
that U # f in LP otherwise we can simply choose f = U.

By definition of f]’-’ , arguing as in the proof of Lemma 4.1 the pointwise estimate holds
Uy (t) — JHOIES Cdist(Uy (t),K) a.e. in R. Hence, applying the triangle inequality twice, we
may write

/ ( .)/u Uy () = () () |Pdtdy

< or-t / - / U (t) — Uy, (t)|Pdtdy + 27~ / Uy, (1) = f (t)|Pdtdy

Qs(z5)

<2° / / Uy (t) = Uy () [Pdtdy + 277" / / dist? (U} (t), K)dtdy
Qs (z5) /Y Qs(z;5) /O
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Eventually, since U € WP(R?; R) by assumption, we infer

/ / U () — U2, (8)Pdtdy = / / Uy + tv) — Uly, + tv)|Pdidy
Qslz;) J Qs(z5) J

< sup / U(2) = Uz + h)|Pda + C / U (2)[Pda
[h|<8v/d—1 Y Cs(2;)NQs Cs(25)\ Qs
P P
< CF VUL, 0+ CIU Iy o

where Q5 = {z € Q : dist(z,09Q) > 2v/d— 16}, and where we used the notation Qg =
(Bsg\}ﬁ(zj) x Rrv) N Q which intersect a finite number of times. Gathering the two above
inequalities, and summing over j we obtain

/ U(z) — f(2)Pda < c/ dist? (U (x), K)dz + COP VUL, ) + c/ U(2)[Pde + CI2\ Q).
Q Q QN5

Taking § sufficiently small, the result follows for every U € WP(); R). By an approximation
argument, let U,, € WP (]Rd;]R) converge to U strongly in LP(Q) and 9,U, converge to 9,U
strongly in L(€2) and let f,, be their phase indicators (defined as above), we have that

/|Uffn|pdx§C/ |U7Un|pdac+0/ U — fulPda.
Q Q Q

By taking n sufficiently large (and 6 > 0 sufficiently small such that C'6?|| VUHIZP(Q)—&-CH Ullrr@\05)+
C|Q\ Q5] < 2), the result follows:

/ U = folPde <+ c/ dist? (U (2), K)da
Q Q

<n+ c/ dist? (U (2), K)dar + c/ U = U, |Pds < 2 + c/ dist? (U (2), K)da,
Q Q Q
after choosing 1) < [, dist”(U (), K)dz. Analogously, for n sufficiently large we get
1Dy Fullvey < 0/ U — FIP + €110, Uy 1d < c/ U — fP + 11,0 dx + Cry
Q Q

which gives the result. O

4.1.2. The vector-valued setting. In this section, we translate the results from the previous section
to the vector-valued setting.

Proposition 4.3. Let p,q € [1,00) and Q C R? be bounded and let K = {A,..., Ay} C R™. For
any U € LP(Q;R™) N WH4(Q;R™) and x € L>®(;K) there exist ¥ € BV(Q;K) and a constant
C =C(K,p,q) >0 such that for any e > 0
/ |U - x|P +e!|VU|*dz > Ce|DX|lrvq) and |U—x| > ClU - x|
Q
In particular,

/ |U—x\p+eq|vv|m:czc( / |U—>z|”das+e||D>zuTv<m).

Proof. The main idea is to invoke Lemma 4.1 for a suitable projection of the wells onto a
one-dimensional subspace in which there are still N distinct wells. For this we choose

cesm I\ [ Ji—4)* | #0.
i#]

206 Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions



46 ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER

FIGURE 9. Picture of the two cases to show the estimate on the elastic energy
in Proposition 4.3. The hashed region is the set in which U(x) lies within. In
particular, the blue region illustrates the first case, in which x = Ax. The orange
region illustrates the second case, in which dist(U(z),K) > C. The smaller
circles denote the projections Ap_1 - (, A - (, Ag+1 - (. The thin lines are the
boundaries of the Voronoi-regions.

By this choice of ¢, we know that A; - # A; - ¢ for any 4,5 € {1,...,N},i # j, hence there is
a one-to-one correspondence of XK' = {A4; - (, A3 -(,..., An - (} and K. For further use in what
follows below, we note that due to the discreteness of K and K’ we can define a Lipschitz map

(48) h € CY(R;R™) with h(A; -¢) = A; for all j € {1,2,...,N}.

Now we project the energy onto the direction ¢ in the image:
[0 =+ eeUlrds > [ U-¢-x g+ v Ol
Q Q

The functions U - ¢ : R? = R and - ¢ : R — K’ are admissible for Lemma 4.1, and thus there
is f € BV(2;K’) and C = C(K,p, q) > 0 such that

(49) / U = xI” + €| VU|%dz > Ce| Dfllrviay, 1U-¢—x-¢l 20U ¢~ fl.
Q
Using the determinedness of K in terms of X', i.e. using the function h: R — R" from (48), and
the chain rule in BV | , Thm 3.96] hence shows that y = ho f € BV(Q;K) and
ID%N7v ) < CHOIDfllrvo)-
Combining this bound with (49) yields
10 =X+ 19U tdn > CelDR v,
Q

The pointwise bound follows with the same argument as in the one-dimensional case. Let
z€Qand k €{l,...,N} be such that dist(U(z),K) = |U(z) — Ag|. If x(z) = Ay, it is direct
that |U(z) — x(z)| > |U(z) — Ag| = |U(z) — x(2)|. If X(x) # Ay, also f(x) # Ay - ¢, and we can
deduce that |U(z) - ¢ — Ay, - | > C and thus also dist(U(z),K) > C and hence

U(x) = X(2)| < |U(z) = x(2)] + [x(z) = X(2)] < [U(z) = x(z)| + diam(K)
< |U(z) = x(2)| + edist(U(x), K) < ClU(x) = x(@)]-

The two cases are illustrated in Figure 9. 0

Also this result can be translated to anisotropic surface energies which proves Theorem 3.
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Proof of Theorem 3. We split the energy into the r component and the remainder. By an
application of Corollary 4.2 it holds

/ |U — x|? + €0, (U - r)|%dx > / U -r—x-r]P+€!0,(U-r)|%dx
Q Q

> 0(/9 U v — f,Pde + € Do fy v i),

for some f. : Q — {4y -7, As-r,..., Ax - r}. We now define ¥ € BV, (Q, K) by setting x - r = f,.
To fix the part perpendicular to r, we choose II,.. X = X — (X - r)r as the projection of II,.. U onto
I K ={A41—(A1-r)r,..., AN—(An-r)r} with the additional constraint that x = f.r+IL..x € K.
That is x is chosen such that

|U(z) — x(2)] = min{|U(z) — Ax| : Ar - r = fr(z)}, for ae. xz € Q.

Then we have
/|fo|pdx20/ |U — x|? da.
Q Q

Indeed, by Corollary 4.2 and the pointwise estimate in the orthogonal part we get
/ |U — x|Pdz = / {U-r—x-r]P+IL,.U —1II,. x|Pdx
Q Q

- / U7 = folP 4 dist? (I, U, I, K)d = / U - x|Pda.
@ Q
In conclusion, by Corollary 4.2, we obtain

/ U = [P + €910, (U - 1) |%da > c/ U= 5P+ |U 7 = x - 1P + €910, (U - 1) |da
Q Q
>C [ U= o+ CelDL, lrviny
Q

e </§ U = gPdz + €| Do (% - r)||TV(Q>> .
2
O

4.2. Diffuse to sharp interface model — the upper bound. Based on the estimates in
Proposition 4.3 and Theorem 3 in this section we provide a complementary upper bound. Due to
the presence of “lower order errors”, on its own, this upper bound does not show that the diffuse
and sharp interface models display the same scaling behaviour. However, with the knowledge
of known upper bounds (e.g. in our prototypical model scenarios), it implies that for all our
applications the diffuse and sharp interface models admit the same € scaling.

Lemma 4.4. Let Q = (0,1)¢, p,q € [1,00). For any U € L?(R%R") N BV (R% R™) with U =0
outside Q, x € L®(R% R"™) N BV (R4 R™), and € > 0 there exist U, € C§°(Q;R™) and a constant
C =C(lxllz=,p,q,d) > 0 such that

[ 10— xp+ v jtan < ¢ [ U= xPde+ et + max{UIE VI DIDxrvie)
Q Q

+ emax{|[ U7 [UIFH(IDU = Dxllry zay + Per(ﬂ)))-
Moreover, if we have curl U = 0 or curlcurl U = 0 in R? it also holds curl U, = 0 or curl curl U, = 0
in R?, respectively.

We highlight that similar arguments would also work for more general A-free differential
inclusions as in [RRTT24].
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Proof. We split the proof into two parts, first presenting the construction of the main estimate
without adjusting the boundary conditions of the function U, and then correcting for this.

Step 1: The estimate without the boundary conditions. Let us start by giving the argument
for U € LP(R%R™) N BV (R R™) with U = 0 outside Q and y € L>®(R%;R"”) N BV (R%;R"),
but without preserving the “boundary condition”. We use this to show the full result with the
preserved boundary conditions in what follows below. We set U, = U % 1), where 1), is a radially
symmetric mollifier with v¢(z) = e~ (e7'x), [pa Yedx =1, supp(ve) C Be(0).

First let us consider some auxiliary results. By Young’s convolution inequality, it holds for any
feL"(REGR), 1 <r < oo, that

(50) IV (f )

where we used

1 < e VYL f]

Lmy

L < IVell |l £]

[ 1ve@lds = [ Tuaols = < vo e
R4 R
Next, since U € BV (R%;R"),

[ v divotrts = [ [ Upbity) - divote + )dyda
R4 Rd JRd

= / U(@) - div(e *ve) (z)da < [ DUy @),

and thus

(51) IVUe|lLr < [|DU |7y (ray-

The same then holds for y, and U — x. As a last ingredient, we observe that
(52) X * e — X[l < Cel| Dxllry ®a)-

With this we can prove the claim. Starting with the diffuse elastic energy, we have
[ 0= e < CO) U =20 6ully + v = )
R

<C(p)

—~

10 = Xl + 11x # the = XIE I * we = xlns )

e N

< ) (17 = Xl + el 1DXllrv e )

~

where in the last step we applied (52
For the diffuse surface energy, by (50) and (51) we obtain that

/R VUL < IV (IV (U = X) # lls + Vx5 el o)

< 1)V |5 U3 (IDU = Dxllry ey + IDX v ey ).

As a consequence of the two inequalities above we obtain that
[ 0=+ o e < Cllemp.)( [ 10 = xPdo + el Dxlrv
(53) Rd R4

+e| UL 1Dy @y + €|Ul = [ DU — DX”TV(]Rd))-

Step 2: Adjusting the boundary conditions.

Now we turn to the construction preserving the exterior data, i.e. we aim to construct
U. € LP(R%R™) N WH4(R4; R™) such that U, = 0 outside Q. Let U € LP(R?;R") N BV (R%; R")
such that U = 0 outside Q and y € L>®(R%;R") N BV (R%; R™).
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By a translation we consider Q' = (—1/2,1/2)¢, V := U(- + 1/2(1,...,1)) : @' — R", and
X =x(-+1/2(1,...,1)) : Q' — R™ in the following. We fix
1 1
QL :=(1-2e)Q' = (75 +¢, 3~ alc.
In particular, we have
dist(9QY,00L) > €
We now choose V., = V() x 1, where

1
VO(y) =V(——y), y € R%
1—2¢

As V = 0 outside ', we can infer V; = 0 outside . We now compare the energy for V, to that
of V x4, which we can control with the arguments from step 1, as follows

[ e v evvidy < O ([ IV o= P+ TV sy
Q Q/

Ve = Vel + € 9Ve = DV 590 4,).
Hence, it remains to control
IV = V) s el + e[ V(VEO = V) s y|f, <[V = VL, +CIVO =V,
< Cmax{[|U[f7= U HIVE = Ve,
where we invoked Young’s convolution inequality and (50). Thus, using that V, V(¢ = 0 outside

Q' it holds

V@) - V@lde < / DV [y ey < C(L = (1= 20DV [lzy o)
1
< C(d)e|| DU ry rays

and, therefore, for U.(z) = Ve(x — 1/2(1,...,1))
/ 1Ue — XPP + € VU.Jtdz < C(lx]| = p, 4, ) / U — xPde
Q
+e<1+max{||U\|Lm,||U|| DDy

+emax{|U[7, U7 }(I1 DU — DXl (ma) +Per(9)))

As U, is a combination of a rescaling and convolution of U, the differential constraint is preserved.
O

For completeness, we also derive an estimate of the above type for the anisotropic setting.

Corollary 4.5. Let p,q € [1,00), v € S* 1 Q = (0,1)¢. For any U,x € LP(R%R?)
BV, (R4 R™), with U = 0 outside 2 and ¢ > 0 there exists U, € LP(R%; R™) such that 0,U, €
Li1R%R™), U, = 0 outside Q, and a constant C = C(||x||z=,P,q,d) > 0 such that

/ U —xI? + €0, U|de<c(/ U = xlPdz + e(1 + max{ | U122, 10152 DI Doxllzviey

D

T emax{L UL U1 (10U — DVxHTWWPer(m)

Moreover, if we have curl U = 0 or curl curl U = 0 in R? it also holds curl U, = 0 or curl curl U, =
0, respectively.
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Proof. For given U € LP(R%R"), we define Uc(z) = [ U(z — tv)i.(t)dt with a one-dimensional
mollifier ¥.. That is, by U, we denote the function which is obtained by mollifying U in direction v
on a scale €; we omit the v dependence in the notation. Due to the fact that (Ue); (t) = (U, *v)(1),
using the notation introduced in Section 2.2, all the required estimates (50) to (52) have their
respective analogous inequalities:

10, UellLr < el a0l e
10,Ucllzr < [IDuUll7y re),
lUe = Ul < Cel| DUy (ray-

Hence, the proof works as that of Lemma 4.4. In particular, the changes required to not change
the exterior data outside () are done by the same methods.

As the function U, is essentially defined via a convolution and scaling, the differential constraint
of the form curl U, = 0 or curlcurl U, = 0 is still fulfilled in R?. O

Remark 4.6. We want to conclude this general analysis with two remarks. First, the same
results as in Sections 4.1 and 4.2 hold if we consider periodic functions instead of prescribing the
ezterior data outside of . Second, we could also consider other differential constraints besides
curlU = 0 or curlcurl U = 0 in R?. In general, in Lemma 4.4 and Corollary 4.5 we can preserve
the constraint L(D)U = 0 in R? for any linear, homogeneous, constant coefficient differential
operator L(D), e.g. we could also consider divU = 0 in R?. The role of the divergence operator
for lower scaling bounds was discussed in | ].

4.3. Applications — proof of Corollary 1.5. We now use the derived comparison results of
the diffuse and sharp interface models to show Corollary 1.5.

Proof of Corollary 1.5. Let us begin by recalling the upper bound constructions from Section 3 for
Theorem 1 for U = Vu. We recall that, as highlighted in (33) and in the proofs of Proposition 1.1
and Theorem 1, we always have

| DU — Dx|lrva) < CK, F)([|Dx|l7v @) + Per(2)),
UL < C(K, F).

Thus, considering the functions u., xe defined in the respective upper bound, we use Theorem 3
and Corollary 4.5 (with U = Vue, x = X) to derive the scaling bounds. Indeed, we obtain that

inf inf Vu — X|?dz + €| D, X
UL S o </Q u— X|*dzx + €l xITvm))

< inf inf (/ |Vu — x|? + eq|8l,Vu|qd:U>
XEL2(K3) u€EApR Q
8, VueL?(;R%X?)

<C (/ |Vu, — XE|2da} + €Dy Xellrv (o) + €Per(Q) + €|| D, Vue — DVXEHTV(Q))
Q

<C (/ Ve — xe|2dz + €l Dy Xellrv (o) + ePer(Q)) ,
Q

where C may depend on K and F. In particular, after an absorption of the perimeter term, both
the upper and lower bounds from Corollary 1.5 are proven by inserting the upper and lower
bounds for the associated sharp interface models. O
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5. DISCRETE MODELS AND ANISOTROPIC SURFACE ENERGIES

As a final prototypical example, we complement our discussion on possible regularizations
by now considering the case of discrete models. Indeed, discrete systems prevent oscillations
at scales smaller than the grid size of the lattice. As already known in the literature (see e.g.
[CMO9, Lor09]), this produces a regularization effect comparable to the addition of a singular
surface energy term in the continuous case. In our discussion, we recover these results in our
model settings. Our main focus and novelty here, however, is on the analysis of anisotropic
situations. In this context, the orientation of the lattice naturally introduces an anisotropy which
may affect the scaling depending on the geometry of K. This effect can be tracked into its
continuous counterpart. In particular, this will allow us to invoke the scaling results from the
previous sections.

5.1. Quantitative surface penalization in discrete models. In this section we consider
discrete energies in the sense that, for h € (0,1) and R € SO(2), we fix a triangulation 7,7 of Q
on the scale h and assume that Vu and y are constant on the triangles 7 € ThR. By doing this
we hence rule out — and, in particular, “penalize” — oscillations on a scale finer than h.

For this reason, in certain instances, this discrete energy can be bounded from below by
the continuous elastic energy contribution singularly perturbed by a sharp (anisotropic) surface
penalization of the form given in (2).

To observe this, we will make the energy contribution of three adjacent triangles explicit, and
note that when a change of phase occurs, the “middle” triangle T} has to pay elastic energy,
giving rise to a contribution which resembles the surface energy || D,x|lrv (o). We recall the
notation for the lattice structures from (10), (11), the admissible deformations from (12) and the
discrete energy from (13). We begin by deducing “interior” estimates. In the subsequent result,
we will also incorporate associated boundary conditions.

In what follows, we focus on the anisotropic setting, more precisely, on the case in which we
assume that there is a compatible direction of the wells which is perpendicular to one of the sides
of the triangles. We allow for rank-one connections which are in exactly one of the directions
Req, Res, or R(e; + e2) for a fixed matrix R € SO(2). We note that this cannot yield a full
surface penalization for the associated continuum model but will give rise to an anisotropic surface
penalization.

Lemma 5.1. Let K = {A1,As,..., An} C R**2. Let Ty, T}, denote the triangles from (10).
Assume that there exists v € {e1, 2,27/ (e; + e)} such that for any A;, Ay, € K with j # k it
holds

(54) (Rw) x [A; — Ak] #0, for every w € {617627271/2(61 +ea)}\ {v}.
Let p € [1,00), z € hZ? and consider
(55) Qj = (RTh U RT}; U (RTh + hRe])) + Rz,

for 3 =1,2, illustrated in Figure 10. Then there is a constant C = C(K, R,p,v) > 0 such that
for any u € WHP(Q U Q9;R?) and any x € L®(Qy U Qa; K) which are affine or, respectively,
constant on the triangles R(T), + z), R(T}, + z), R(T, + z + he1), R(T), + z + hea), it holds

/ Vu — Pz > ChDroxllry o0y,
Q1UQ5

where v € S is such that v -v = 0.
Moreover, defining

Q) := (RT, U RT;, U (RT}, — hRe;)) + Rz,

Appendix C On surface energies in scaling laws for singular perturbation problems
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FI1GURE 10. Ilustration of the sets in Lemma 5.1 for a rotation R by 15°. The
set Q1 Uy is filled in orange. The fixed points zg, x1 are marked in black and
their translations zo + he; are shown in gray. The set €2y is highlighted with a
red border. The corresponding setting for Q] U §2% is shown in blue.

for 7 = 1,2, the same result holds with Q; in place of ;.

Proof. Without loss of generality, we can assume z = 0. We also start by considering R = Id; the
general case will be reduced to this one below. We fix xg € T, and z1 € T}, (see Figure 3). For
simplicity of exposition we prove the estimate for ; U Qs only, with the estimate on ] U Q)
being completely analogous.

Step 1: The case of R =1d. We first quantify the energy contribution of a possible change of
phase in Q;. Its main contribution concentrates on T;, and amounts to

(66) [ IVu=xPde = cb?le; x (oo + hey) = x(ea)| -2 [ [Vu— x?da.
T TrU(Th+hej)
for some ¢ = ¢(K, p) > 0. To prove (56), we first work on £y, i.e. with j = 1. The estimate for
Qs follows by switching the roles of the coordinates. Since u is affine on each triangle in 5 U €,
by tangential continuity along the edges of T} it holds that

81’[1(331) = 61u(ac0 + heg), 62U(J]‘1) = 62U(JJO + h@l), 81u(a:1) - 82U(1’1) = 81’&(1’0) — 62u($0),
and, hence,
81U(.Z‘1) = agu(l‘o + hel) + 81u(x0) — 82u(x0) = 81u(a:0 + heg),
82u(z1) = 82u(z0 + hel) = 61’1.6(1'0 + heg) + 82u(x0) - 8111,(1‘0).
By exploiting the fact that A% + B% < \/2(A + B)? for A, B > 0, relation (57), by Jensen’s

inequality (in the form |A — B|P —2P~1|B|P < 2P~1| A|P), and writing x; = xe; for the jth column
of x, we obtain

(57)

/T/ |Vu — x|Pdz
h? 2 2\ 5
= ? (\8211(950 + hel) + Blu(azg) — 62U($0) — Xl(a;l)‘ + |62U($0 + h@l) — X2($1)| ) 2
h? 1
> DRIV ([01u(wo) — O2u(xo) — (X1 (1) — X2(21))[” + |D2u(zo + her) — x2(z1)[P)
R 1

> 3%\@(217”%(%0) —x1(x1) = (xa(w0) = x2(21))[P + 2" 7P| x2(20 + her) — xz(z1)[?

— |O1u(zo) — dau(wo) — (x1(20) — X2(20))[" — [O2u(xo + he1) — xa(wo + hel)\p).
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Let Co = min {|w x (4; — Ax)| : j # k,w € {er,e2,27 Y2 (1)} \ {v}} > 0 which is strictly
positive thanks to (54). For simplicity of exposition, in the next two estimates we assume
v =2"Y2(e; + ey). Hence, we deduce

/ |[Vu — x|Pdx
T/

h

> 2727102 (1(1) % (x(@o) = x(@))I” + e x (x(wo + hex) = x(@1)I?)

P (10nuo) — Bau(zo) — (xa(0) — xalwo)) P + sl + her) — xolo + her)?)
> 272712 (] (1) x (x(w0) = x(@))l” + [er x (x(ao + hex) = x(@1))|*)
(219 u(e0) — x(wo)l? + [Vulxo + her) — x(zo + hen)P)

> 277 CE R ey x (x(@o + her) — x(21))] — QP/ [Vu = x|Pda.
TR UTy~+heq

Here, we used (1) x Vu = (') - Vu = dyu — d1u to denote the tangential components for

the edges with normal (1), see the notation introduced in Section 1.4. This proves (56) with

c= 2*2”*1Cg_1 > 0 depending only on K, v, and p.
We now combine (56) with the analogous inequality with e; and ey switched. We thus have

/ |[Vu — x|Pdx
QU0
AILU(Th+h€1)U(Th+h62)
2
> ch?27 P71 Z
j=1

+(1-27! _2‘1)/ IVu—xl”der(l—Tl)/ Vu = x|"dx
T, (Th+her)U(Th+hes)

>

|Vu — x|Pdx + 2771 / |[Vu — x|Pdx
T 'y

h h

|Vu — x|Pdx + 2771 /

)  [x(xo + he;) = x(a1)]

2

> 2P 1p? Z

=1

&5 % [x(wo + hey) = x(@1)]

For general v € {e1,e2,27/2(ey + e2)} we follow the same arguments as above and get

(58)
2

Vu — x[Pdx > c27P71h?
! %

j=1

ej % [x(zo + hej) — x(wl)]‘ + ’ (%g) x [x(z0) — x(21)]

—[ox @) = xt@l]).

where x, = g if v = 2*1/2(61 +e2), Ty, = xo + hej if v = e; , such that exactly the term with v

cancels.
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To relate this expression to the desired surface energy, we note that for v € S! such that
v-v =0, it follows that

2

IDuxll7v (2iu0a) = Blv - 272 (e1 + e2)] [x(20) = x(@1)| + Y bl - el [x(21) = x(wo + he;)]
j=1

< Ch([x(@0) = x(@)| + Y Ixlan) = x(@o + he))| = [x(@1) = x(@,)])-

j=1
From (58), exploiting the boundedness of x, we can also infer that

foo, 7= e 2 270 i (| (1Y% = bxtao) = el |ien) - (o)

2
+ 37 [es ¢ [xtwo + hes) = x(@)]|Ix(wo + hes) = x(o)
j=1
— [ x D) = x(@))|Ix(@) = x(@)l).
Hence, gathering the two inequalities above and again by (54) for a constant C' = C(K, p,v) >0
we get

2
/ﬂ IVu— x> Ch { hlx(ro) = (w0l + 3 Alx(ro + hes) = x(an)| = hlx(a) - x(z)

j=1
> Ch|IDuxllTv (9,u0,)-

Step 2: General rotations R € SO(2). Now we turn to the general (rotated) case. For given
R € SO(2), consider Q; = RTQ; = (T), UT] U (T}, + he;)) + z and the functions

i: Uy — R? i(z) = u(Rx),
X: M UQy — KR, x(z) = x(Rz)R.
For those functions it holds that Va(z) = Vu(Rx)R, and thus

/ [Vu — x|Pdx = / |Vu(Rzx) — x(Rx)|Pdx = / Vi — x|Pdz,
Q1UQ5 RT(Q,UQ5) QU

IDrvxllTv (21002 = 1Dy X rv @, u0.)-
For the wells A;, A, € K, j # k, from (54) it holds

¢; % (A;R — AyR) = (Rej) x (A; — Ay), G) x (A;R — A.R) = (R G)) X (A; — Ap).

Therefore the set K = KCR fulfils the compatibility conditions (54) for R = Id. Hence, the claim
follows by applying the argument for R = Id to the functions @, ¥, and thus

[ Vumxpde = [ (Vi e = O p oDy o,
Q1UQ QU0
= C(K, R, p,v)h||DruXlTv (0, u0.)-
O

With the above auxiliary result on “interior estimates” in hand, we now cover 2 with copies
of Q1 U s to relate the discretized setting to a sharp interface model. This, together with an
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estimate of the energy contributions which arise at the boundary allows us to provide the proof
of Theorem 5.

Proof of Theorem 5 in the anisotropic setting. Only the proof for the anisotropic setting is given,
for the full isotropic surface penalization the arguments are analogous with the corresponding
changes for the full derivative. By possibly replacing 2 by RT, in the following we assume R = Id.
The general result follows by a rotation as done in the proof of Lemma 5.1. Without loss of
generality and for brevity of exposition, we assume that v = 22 (1,1)T and thus v = 273 (-1, D)T.
We work in multiple steps, separating the analysis in the interior of the domain and close to the
boundary.
Step 1: Estimate on the interior. We cover € by sets of the form QF U Q3 as in (55), i.e.

QFUQ; = (T, UT;, U (T + her) U (Th + e2)) + 2,

where we now keep track of the dependence on z € hZ? in the notation. We define the discrete
set J = {z € hZ?: (¥ UQZ) C Q} and the set Q) := U, 7% U Q3. The interior set 2, C
approximates {2 from the inside as & | 0 and may leave an h-neighbourhood of the boundary 02
not yet covered, which will be addressed in Step 2.

As QF U Q3 overlap at most six times for z € J, by an application of Lemma 5.1 we obtain the

lower bound
1
/ |[Vu — x|Pdz > 62/ |Vu — x|Pdx
(59) Q e/ (@iuasna

>3 C'hlIDuxllrvesues) = C'RIDuxlrvia,),
zeJ
with C’ > 0 depending on K, v, and p.
Step 2: Boundary layer. To estimate the energy contribution of the boundary layer, we
introduce the set of boundary triangles

T:={reTh:|TNQ >0, Hl(?ﬂaﬂ)>0}.

For a constant o = o(Q2) € (0, %) which will be fixed below, we decompose the set of boundary
triangles into Z = Zgman UZy U Zy, where

1
Ismall = {7‘ cl: |TﬂQ| < §Uh2}a
Il = {T S I\Ismall : ‘T\Ql > 0}’
Ty = {T S I\Ismall : ‘T\Ql = 0}

The triangles in Z; and Z, have non-degenerate area inside 2 and, in particular, those in Z, have
at least one edge that has a common line segment with 9.

We will show that the energy on this boundary layer produces a contribution of order (at
least) h. To prove this, the case in which the edges of Q2 are aligned with the grid necessitates
a careful treatment, since (a priori) in this case u € Aﬁ’lg could laminate with the boundary
condition without paying any energy. We thus split this arialysis into two substeps, depending on
the geometry of the domain.

Step 2.1: Domains aligned with the grid. Consider first the case in which €2 is a polygon with
edges parallel to the directions of the triangulation, i.e. such that ngg € {#e1, +eq, +v} Hi-a.e.
on 9N, where nyq is the outer unit normal vector to 9. Notice that there exist hg = ho(2) > 0
and Cp > 0 a universal constant such that, for every edge I' of Q2 and for every h < hg it holds

(60) #{TEZ:’T’QF#@}Z%'HI(F).

Appendix C On surface energies in scaling laws for singular perturbation problems
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oh

N
r r

(A) Case 1: The distance of " to the (inte- (B) Case 2: The two edges have distance
rior) edges of the triangulation is at least less that oh to the edges. We replace 2
oh. The boundary triangles (hashed in with ', which is highlighted in orange
purple) have uniform area inside . (hashed).

Ficure 11. Tllustration for cases 1, 2 in step 2. The interior of €2 is highlighted
in blue with its boundary segment I' parallel to the edges of the triangles.

We now split our discussion in two cases.

Case 1: Assume that there exists an edge I" of © whose distance (towards the interior of
Q, i.e. oriented in direction —nr) from the lattice lines orthogonal to nr is larger than oh, see
Figure 11(A). In formulas, we assumed that dp(I") > oh, where

hZ x R nr = *ei,
dh(F) = min{t >0:T'—tnpr C Lh(np)}, ]Lh(np) =< R x hZ nr = tes,
{(t,z—t):t€eR,z € hZ} nr = tv.

In this case

#{TEIl:fﬁf#@}Z%#{TEI:?ﬂF#@}.

Since u € AZ’,IE and Vu = F outside §, for every 7 € Z; we have that u(z) = Fz on 7 and hence,
using F ¢ K,

/ |Vu—x|pdac:/ |F — x|Pdz > oC'h?.
TNQ TNQ

Consequently, by (60) and the estimates above, we get

(61) / |Vu — x[Pdz > Z / |[Vu — x[Pdz > Z oC'h* >
Q )

TEL T TELL

C'CoohH(T).

N | —

Case 2: If case 1 does not take place, the edges of 2 have distance (towards the interior) from
the lattice lines (parallel to that edge) smaller than oh, i.e. dp(T") < oh. If there is one edge T for
which this distance is not zero, we define Q' C Q as the polygon obtained by replacing I with the
closest lattice line orthogonal to nr. Notice that, u(z) = Fz also outside of {'. Up to repeating
this procedure a finite number of times, we obtain that all the edges of €’ lie on lattice lines,
depicted in Figure 11(B). With a slight abuse of notation, we still denote Q" as €2, in particular
we have that 7 = Z5.
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In this case, due to the anisotropy, there might be an energy-free phase transition between F
and I on the boundary triangles. We separate the cases in which this phase transition does not
happen (case 2(a)) with the one in which the transition takes place, case 2(b). In case 2(b) we
need global arguments to prove that the lower bound is non-degenerate.

For w € {—ey, —ea, v} we introduce the set

1Y :={1 € Iy : E,(1) C 08},

where by E,,(7) we denote the edge of 7 with normal w. These are the sets of lattice triangle
touching the edges of € that are orthogonal to w.

Case 2(a): First let us assume that there is one edge I' of Q with normal w € {—e;, —ez, v}
such that in the majority of triangles at this edge x is in an incompatible well to the boundary
condition F, i.e.

C
#{reI¥ FNT#0wx[x—F]#0on 7} > szl(r).
For any such triangle 7 it then holds

/ |[Vu — x|Pdx > / lw x (F — x)|Pdz > C"h2.
TN T

Here we have used that, as there is a line segment in 7 N T perpendicular to w, by the boundary
condition and the fact that Vu is constant on 7, we have

w X Vu =w x F.

This yields that
1
(62) / |Vu — x|Pdx > 5C/COhHl(F).
Q

This case can either happen, if all the wells are incompatible to F' in direction w, or if y is “badly”
chosen.

Case 2(b): We are then left to consider the case in which for every edge of 2 (orthogonal to
w) there exists (at least) one A,, compatible to F' in direction w, i.e. w x (4, — F) = 0, and such
that x = A,, in the majority of the boundary triangles. Hence, there exist at least two (different)
vectors wy, wy € {—e1, —ea,v}, two edges I'1, 'y C 9N (orthogonal to w; and ws respectively)
and two matrices (up to relabelling) A;, A2 € K such that wq x (F'— A1) =0, wy X (F—A2) =0
and

_ C
#{rely :TNT1#0,x=A1on7}> 2h§)v7-[1(1“1),

C
#{reId :FNTy#0,x=Ayon7} > %—?V’Hl(l‘g).
From the fact that F' ¢ K we also infer that A; # As. The factor % here accounts for the fact
that there might be multiple possible choices of A1, As.
As the edges of € lie on the lattice lines, we can cover the whole € by copies of Qf U Q5 and
its flipped version (2})* U (25)%. Hence, by reasoning as in (59) of Step 1, we have

/ |Vu — x[Pdz > C'h|| Dy x|lrva)-
Q

We now prove that, either there exists a non-degenerate interface oriented in a direction not
orthogonal to v or we have a non-vanishing elastic energy contribution in the bulk.
As wy # wy, we can assume, without loss of generality, that we = —es. Let

FE = U T

TETh: XxX=Az on T

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions



58 ANGKANA RULAND, CAMILLO TISSOT, ANTONIO TRIBUZIO, AND CHRISTIAN ZILLINGER

N\

E’ S

I
k

(A) The case [ _.[v - nog'|[dH* > (B) The case - nom |dH' < £/4.
2/(4v/2). The line segment relevant for The line segment of length f(1) in S with
the energy contribution in (63) is high- direction v is shown as the dashed line.
lighted in orange. The set I for which we consider these line
segments is highlighted in orange.

FIGURE 12. The two cases for the sets S and E’ in case 2(b).

and let £’ be a connected component of E whose closure intersects I'y and let £ := H'(OE' NTy).

For simplicity, assume also 9F’ N Ty = (0,£) x {0}.
Denote v = 9E’ \ T's, which is a connected piecewise affine path. We decompose it into the

part inside 2 and the part on its boundary, that is, we write v = ~vin Uy, := (7 \ 9Q) U (v N IN).

Consider the stripe

L 3¢
S = {({E17$2)695$2>0,Z <z tax< Z}?

and let f(x1) be the length of the segment in direction v originating from (z1,0) and ending on
99 (but not necessarily in E’). Here, we recall that v = 2-/2(1,1)” and v-v = 0. Notice that, as
) is a polygonal domain and S N Ty is well-contained in I'y, f(z1) is bounded from below, hence
up to reducing the value of o, o < f(x1) < diam(Q) for every x1 € (£/4,3¢/4). By connectedness
of v, we notice that

¢
v nom |dH? :/ v - nop |dH? +/ v nop |dH' > —=.
/wé YinNS NS 2v/2

Indeed, as E’ is connected ~ is a continuous path from (0,0) to (¢,0) hence intersects 95 both in
{(¢/4,0) +tv :t € R} and {(3¢/4,0) +tv : t € R}. By the choice of S, that is, 95 N Q has normal
v, and the fact that the segment v of O’ consists of line segments with possible directions ey, eg,
and v, yN S has to move a distance larger than ¢/2 in the directions e; or es.

Since we have a control only of the interfaces inside €2, if

L
v-ngp |dH' > ——=
/Yinﬁs 8E| B 4\/§

then we infer that

(63) 1Dy = C / v now |dH? > Oy,

YinNS

with C; > 0 depending on K.
Consider now the opposite case, i.e. that

¢
v nop|dH' < —= <
/Yinﬂs 4\/§

)
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In this case, loosely speaking, we can prove that there is a union of stripes (contained in S and
oriented in its same direction) fully contained in E’, in which we can perform an integration
argument which provides a lower bound (see below). To be precise, let I := {z1 € (£/4,3¢/4) :

((%1,0) + Rv) N yin = 0} be the set of starting points on S N T’y such that the ray in direction v
does not intersect ~;,. Then, with a slicing argument

{
- Eim/n lv -nalw|d7{1
4 YinNS
b ¢
:/Z HO({z2 € (0, f(x1)) : (21 — 22, 22) € Yin, nop (T1 — T2, x2) # v})day > i |1].

Hence, after a suitable change of variables and an application of Jensen’s inequality and the
fundamental theorem of calculus, we get

f(z1)
|vu - X‘pdm > // |8u’a(5’;1 — T2, -732) — A2V|pd$2d$1
E’ I1J0

>0/‘ ! /f(zl)(a w(ry — x2,x2) — Agv)dx ‘pda:
=) T /s (1 — T2, T2 2 2| dai

— 0/‘u(x1 — f(z1), f(z1)) = u(@1,0) — Aoy
I V2 f(x1)
f

Since, by the boundary conditions, u(z1 — f(z1), f(z1)) = F(z1 — f(z1), f(21))T, u(z1,0) =
F(21,0)T, and F — A3 = a ® ey for some a € R? \ {0} we infer that

p
dIl.

1
(64) / |[Vu — x|Pdz > 01|(a ® ex)v|P > aCi,
E/

up to reducing the value of C; if needed. Gathering (63) and (64) and repeating it for all the
connected components of E we infer that also in this case

(65) / |Vu — x|Pdz > Cy min{h, a}%yl(m).
Q

Step 2.2: Domains not aligned with the grid. Consider now a general polygonal domain not
admissible in Step 2.1, namely a polygon with an edge I' such that

(66) min {|np — w| : w € {*e1, +ea, £v}} > 0y,

for some o9 € (0, 3) depending on the domain, see Figure 13.
Due to the misalignment with the grid there are no boundary triangles around I' in the set Z,,
namely, denoting Zr := {r € Z: 7N T # (0}, we have

IF = (I[‘ ml-l) (@] (IF r-]-,Z-small)-

We now show that, for every h < hg, #(Zr NZ1) > Coh~'H!(T'), which then leads to the desired
lower bound by arguing as in Case 1 of Step 3. By (66), consider the case 0 < |(nr)z2| < |(nr)1| <

i

1-— %3 (the case with switched coordinates works analogously). Loosely speaking, I" has “slope’
larger then 1 but is not vertical. Hence, for h sufficiently small, it intersects h~' many vertical
lattice lines, and (as proved in the following) for each line intersected there is a non-degenerate
boundary triangle.

Indeed, let z1 € hZ such that T'N ({21} x R), TN ({21 + h} x R) # () and consider the rectangle
E with vertices {(21,¢¢)} :=T N ({z1} x R) and {(21,¢)} ;=T N ({z1 + h} x R). Note that, as

Appendix C On surface energies in scaling laws for singular perturbation problems
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]

Co o=

21 z1+h

FI1GURE 13. In the case of an edge I' misaligned with the triangulations, there are
always “many” triangles with a majority of the area inside Q2. The rectangle E is
highlighted in orange, with the part inside €2 in blue. The triangle 7o € Zr NZ; is
hashed in orange. For the adjacent vertical segments the corresponding triangles
in Zr NZ; are also hashed in orange.

1Ce— ¢l = h’ (nr)y ’, there are at most QL (nr)s H + 4 triangles intersecting E which all belong to

(nr)2 (nr)2
Ir. Now we have

EZ;;;"‘;_mmm_ ; IrnQ| < \Tomm(gu EZ;;;H +4)
TNE#(

where 19 € Zr is such that [7oNQ| > [7NQ| for every 7 € Zr with 7TNE # 0. Since |(nr)s| < |(nr)1],
2

the previous inequality yields that |79 N Q| > }f—;. By |(np)1] <1— %, T intersect U.epz{z} x R
at least

[ | (nr)2|HN (D) | = L%’H%F)J

many times. Thus, up to reducing the value of o we have 7y € Zr NZ;, and repeating the argument
2
above, we find Z-h~'H'(I") many triangles in Zr N Z;. Eventually, arguing as in (61) we infer

(67) / |Vu — x|Pdz > C'CoohH' (T),
Q
here we possibly reduced the value of Cy (e.g. by multiplying it with a universal constant) if
needed.
Step 8: Conclusion. Gathering (59), (61), (62), (65) and (67) we get
1 1 1
(68) [ 1Vu=xpdn= g [ [Vu-xPde+ sChIDRArvan) + 5oC"h
Q Q

for suitable constants C”,C > 0 depending on Q, R, p, v, F, and K.
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Furthermore, since
HDRVXHTV(Q\Q;L) < C(’Ca dv Q)hilper(’r) < C(ICa da Q)v
we get that

IDrvXllTv(2) +1 < C(|DroXlITv(020) +1)
which then gives the result together with (68). O

With this we can deduce lower scaling bounds for a discrete model by using the corresponding
lower bounds for the sharp interface model, provided we do not argue on scales smaller than h.
We will comment on this in more detail below.

Remark 5.2. The proof of Theorem 5 in the isotropic setting follows the same idea as for the
anisotropic setting, hence we omit it at this point.

We expect the same result to hold in higher dimensions, where the triangulation has to be
replaced by the corresponding higher-dimensional generalization.

5.2. Applications. In this last section we apply the result of Theorem 5 to derive scaling laws
for the discretized Lorent and Tartar settings.

5.2.1. The discrete Lorent three-well problem. Consider K3 C R2*2 given in (4). For the
(anisotropic, continuous) sharp interface model the scaling is given by Theorem 1. By The-
orem 5 we expect the scaling law to carry over to the discretized model as soon as the rank-one
connection in K3 is misaligned with the triangulation ThR. Building on these observations, we
present the proof of Corollary 1.6.

Proof of the lower bounds in Corollary 1.6. We recall that the only rank-one connection within
the wells forming the set K3 is between A; and A, and is given by the vector e;.

In case (i) we have, e; & {£Rey, £Res, :|:2*1/2R(61 +e2)}. Hence, since e; is the only available
rank-one direction,

(Rex) x 14; = A4] # 0, (Rex) x [4; = Au] £0, (1))  [4; — 4 20

for all A;, Ay € K3, j # k. As a consequence, by Theorem 5 we have

/ \Vu—x|2d$20< / |Vu—x|2dx+hqu||Tv<m).

The statement then follows by an application of Theorem 1.

In the second case, that is in the case that the compatible direction is in one of the “bad”
directions, we use the anisotropic version of Theorem 5. Thus, there is v € {e1, €2, 271/?(e; +e2)}
such that Rv = #+e; and, hence, Rv x [A; — As] = 0. By Theorem 5, we get with v € S, v-v =0

/ ‘VU — X|2dx >C </ |Vu — X|2d,r + hHDRUXHTV(Q) + h> .
Q Q

Asv-v = Rv-Rv =+Rv-e; = 0 it holds, without loss of generality, that Rv = e3. As a
consequence, we infer that

[ 1vu= ez o [ 190 xPas 4 iDaxlrvia +1).
Q Q
The desired lower bound then follows by Theorem 1. O

We can use our upper bound constructions from Section 3 and interpolate them on the
triangulation to get matching upper bounds.

Appendix C On surface energies in scaling laws for singular perturbation problems
for martensitic phase transitions
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Proof of upper bounds in Corollary 1.6. We follow the arguments of [ , , ]. Let
us start by considering the isotropic setting.
Taking the corresponding upper bound construction u, x from Theorem 1 with ¢ = h, we define

up, € Aii? as the piecewise affine approximation of u, preserving the boundary condition. For
this it holds

/ dist?(Vaup, Ks)dz < / |Vup, — Vul2de + Eq(u, x).
Q Q
As Vu is bounded for each of our constructions (see (33)), we get
/ dist?(Vun, Ka)de < C(Ka) [{un # u}] + Ear(us, X)-
Q

We now seek to bound the volume |{uj, # u}|. For this we note that, firstly, u is piecewise affine
in our constructions (but not on the triangulation), and, secondly, that when we are at least at
distance 2h from the jump set of Vu and 052, then it holds u; = u. By this we conclude

{un # u}| < Ch(ID(Vu)ll7v () + Per(2)).

Moreover, by construction of the continuous upper bound deformation we also have, see (33) and
the proof of Theorem 1,

ID(Vu)llrve) < CUIDX]ITv(0) + Per(€)).

In conclusion this yields
/ dist? (Vun, Ka)dz < C(Ea(u, x) + b Dxllzv @) + hPer()).
Q

Thus, after choosing xj pointwise as the projection of Vuy, onto K3 (with an arbitrary choice
where the projection is not well-defined) the upper bound follows also in the discrete set-up.

Compared to the above isotropic argument, additional care is needed for the anisotropic setting.
If F € K} in the anisotropic case, the oscillation of the upper bound construction is finer than h.

Thus, an unmodified variant of the above argument would yield the trivial bound
/ dist?(Vaup, K3)dz < C[9)|.
Q

To achieve the desired upper bound which displays an h scaling behaviour, we consider a simple
laminate of A; and Ay on a scale h with a suitable cut-off. Then, in the bulk of  we have

Vuy, € K3 due to the compatibility and as we can laminate exactly on the boundaries of triangles.

Therefore, the energy concentrates in a boundary region, and we obtain
/ dist®(Vup, x)dz < C|{dist(x, Q) < 2h}| < Ch.
Q

Again choosing x}, as the pointwise projection of Vuy, onto K3 yields the desired result.

For I € K2 in the anisotropic case, we remark that the rescaled unit cells always have lengths
and heights such that £;, h; > €. In this case, we can therefore directly translate the continuous
upper bound construction (laminate within branching) by discretization. More precisely, we fix
the laminate on the scale e = h and apply analogous arguments as in the isotropic setting above
which allow us to transfer the bound from the continuum to the discrete framework. 0
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5.2.2. The discrete Tartar square. Last but not least, we turn to the proof of the bounds for the
Tartar square.

Proof of Corollary 1.7. Recalling that there are no rank-one connections in the Tartar square,
the proof follows from applying the isotropic version of Theorem 5 and invoking the lower scaling
result from [RT22]. O

The almost matching upper bound can be found in [Chi99].
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