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Abstract—User interfaces for inspecting spatio-temporal events
often allow their users to filter the events by specifying a time
window with a time slider. We consider the case that filtered events
are visualized on a map using textual or iconic labels. However, to
ensure a clear visualization, not all filtered events are annotated
with a label. We present algorithms for setting up a data structure
that encodes for every possible time window the set of displayed
labels. Our algorithms ensure that the displayed labels never over-
lap and guarantee the stability of the labeling during certain basic
interactions with the time slider. Assuming that the labels have
different priorities (weights), we aim to maximize the weight of
the displayed labels integrated over all possible time windows. As
basic interactions, we consider moving the entire time window,
symmetrically scaling it, and dragging one of its endpoints. We
consider two stability requirements: (1) during a basic interaction,
a label should appear and disappear at most once; (2) if a label
is displayed for a time window @, then it is also displayed for all
the time windows contained in Q and that contain its timestamp.
We prove that finding an optimal solution is NP-hard and propose
efficient constant-factor approximation algorithms for unit-square
and unit-disk labels, as well as a fast greedy heuristic for arbitrarily
shaped labels. In experiments on real-world data, we compare
the non-exact algorithms with an exact approach through integer
linear programming.

Index Terms—Map labeling, approximation algorithm, dynamic
query interface, temporal consistency, time-window query.

1. INTRODUCTION

AP labeling is a standard technique for visualizing spa-
M tial data. It refers to annotating a map with text and icons.
Recently research on map labeling has dealt with consistency
constraints for interactive maps [1], [2], [3], [4], e.g., to avoid that
users are distracted by flickering labels. As an open challenge,
we address with this article the consistent labeling of interactive
maps for the exploration of spatio-temporal events.
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Every spatio-temporal event corresponds to a location and a
timestamp. Examples are natural phenomena (e.g., earthquakes,
storms, or bird sightings) or cultural events (e.g., concerts). A
typical task that a user wants to solve with the data is to search
for an event that lies in a time window. Consider a singer who
has several concerts at different locations and times. Then a
typical task of a music fan is to find a concert in a certain month
that has a good location. Beyond sets of spatio-temporal events,
our method can be applied to other use-cases. For example,
consider a tourist who searches for a hotel in a foreign city.
Every hotel is associated with a location and a room fare (instead
of a timestamp) and the tourist searches for hotels that lie in a
desired price range. In the remainder of this paper, we consider
spatio-temporal events but all our models and approaches can
be used for similar data sets.

A common interface for the described task consists of a
map displaying the events’ location and possibly additional
information as well as a filter tool to search for events in time
windows. In Fig. 1, we show our exemplary interface that allows
users to specify a time window and receive the visualization.

The events are displayed with annotations on the map that
are either simple (e.g., in the use-case of tornadoes, we have
used circular annotations showing the tornadoes’ strengths) or
more complex (e.g., diagrams, icons, or plots showing additional
data). These annotations are placed at the locations of the events.
Fig. 1 shows three maps of the United States with circular
annotations displaying the occurrences of tornadoes in winter,
spring, and summer. To have a clear visualization and avoid
an occluded appearance of the map, only a selection of events
is displayed. We call a selection of annotations where no two
annotations overlap and whose timestamps lie in a time window
a labeling of that time window.

Commonly, the filtering for a time window is implemented
by time sliders [5]. In our interface, illustrated in Fig. 1, we
introduce a timeline that consists of a time axis as well as a a
time slider (purple rectangle) that represents the time window.
We allow user interaction with a time slider that enables the
following basic interactions:

1.) panning: continuous translation of the time window

(see Fig. 2(a)),

2.43.) left-sided and right-sided scaling: continuous change of
the left or right boundary of the time window, respectively
(see Fig. 2(b)),

4.) uniform scaling: continuous change of both boundaries

of the time window in opposite directions, such that the
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Fig. 1.

Labelings of tornadoes in the year 2017 in the United States. The tornadoes particularly exist (left) in the southeast in winter, (middle) in the midwest in

spring, and (right) in the north of the United States in summer. The colors and numbers indicate the strengths of the tornadoes. The labelings were computed with

our approach.
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Fig. 2. Labeling of earthquakes in 2020 in Southeast Asia and basic interac-
tions with the time slider. The labeling was computed with our approach. Map
tiles by Stamen Design, under CC BY 3.0. Map data by OpenStreetMap, under
ODbDL.

center of the time window remains the same (see Fig.
2(b)).

When the user performs a basic interaction, a sequence of
map frames is generated and displayed where each map frame
shows the labeling of one time window. These map frames form
an animation of the map showing the occurrences of the events
over time. In the following, we discuss our approach for selecting
the labels for each time window.

At first, we aim for reproducibility, which means that the
labeling of a time window should be the same no matter what
kind of basic interaction has happened before.

Then, we would like to have a good selection of labels for
every time window. In static map labeling, a typical strategy is to
show a maximally large selection of overlap-free annotations [6]
to obtain a high information density while preserving the clear-
ness of the visualization. For our scenario, we assume that the
events are of different priorities that are represented by weights.
We want to maximize the sum of the weights of the displayed

labels integrated over all time windows while, for every time
window, no two displayed labels overlap (similar to [7]). This
objective allows us, e.g., in the hotel use-case to display as many
potential options to the user as possible.

However, by maximizing the sum of the weights of the
displayed labels integrated over all time-window queries, the
user may experience undesirable flickering effects from frame to
frame. That means a single annotation may appear and disappear
repeatedly. Unless additional requirements on the labelings are
enforced, this can happen even within a single basic interaction.
For example, in Fig. 3(a) (upper row), the labels A, C, and E
appear and disappear multiple times although their timestamps
lie in the time window for the entire sequence. As such flickering
may distract the user, we require that the sequence of presented
labelings is stable. In detail, we require that during one basic
interaction, each label may appear and disappear only once; Fig.
3(a) (lower row).

Moreover, we want to ensure that the user is able to isolate a
single event by systematically shrinking the time window. For
example, in Fig. 3(b) (upper row) the labels A, C, and E disappear
repeatedly although they are still contained in the time window.
The user may think that A, C, and E are not contained in the time
window after shrinking. Fig. 3(b) (lower row) shows a solution
that allows the isolation of events.
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To summarize, we require the following properties.

e REPRODUCIBILITY. The labeling of a time window @ is
always the same. That means it is independent of the basic

interactions that happened before.

e MAXINFO. Integrated over all possible time-window
queries the sum of the weights of the displayed labels is
maximized.

e STABILITY. Changing the time window by one basic inter-
action, a label appears and disappears at most once.

e CONTAINMENT. If a label of an event is displayed for a time
window ( then it is also displayed for all the time windows
that are contained in () and contain the timestamp of the
event.

We ensure REPRODUCIBILITY by pre-computing a data struc-
ture that encodes for every time window the set of displayed
labels. With the properties STABILITY and CONTAINMENT, we
enforce the consistency of time-window labelings: STABILITY
avoids flickering effects, while CONTAINMENT allows the user to
isolate events. As we show later, CONTAINMENT subsumes STA-
BILITY in our formal model. Without the properties STABILITY
and CONTAINMENT, the property MAXINFO can be implemented
by optimizing each query independently. Hence, requiring STA-
BILITY and CONTAINMENT substantially changes the problem.
Our Contribution consists of three parts:

1) A new model for consistent map labeling during time-
slider interactions that ensures the properties REPRO-
DUCIBILITY, STABILITY, CONTAINMENT, and MAXINFO.

2) Algorithms for pre-computing the labeling for every query
complying with our model. The labeling can be stored in
a standard data structure that enables efficient retrieval of
maps during interaction. We show that queries for maps
essentially correspond to rectangle-stabbing queries and,
hence, we can propose to use STR-packed R-trees [8].

3) An experimental evaluation based on a comparison of our
methods with a baseline method that does not incorporate
any consistency criteria.

We invite the reader to try out our prototypical implementation
at https://www.geoinfo.uni-bonn.de/twl. We want to emphasize
that although this implementation of the visualization exists,
our contribution is not a visualization system but the model and
algorithms for consistent map labeling.

II. RELATED WORK

The interactive visualization of spatio-temporal data is an
important branch in the research areas visual analytics [9], [10],
[11], geovisualization [12], and interactive cartography [13].
The research field visual analytics was introduced by Thomas
and Cook [14] focusing on how to support data processing
by users with digital visualizations. One of its main areas is
interactive visual interfaces for supporting users in the analytical
process [10]. The subfield of visual analytics that focuses on
spatial data is called geovisual analytics [15]. The research
area geovisualization comprises work on algorithms and data
structures for creating visualizations for spatial data that offer
a high level of interaction and aim at data exploration [13].
For a detailed survey on the exploration of spatio-temporal
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data we refer to Andrienko et al. [16]. The research field in-
teractive cartography focuses on the design and model of user
interactions that change the visualization of spatial data. For
details, we refer to the surveys by Roth [13] and Harrower
and Fabrikant [17]. In information visualization, a commonly
used technique for interactions is dynamic query interfaces,
which were introduced by Williamson and Shneiderman [18].
These are used for spatio-temporal data and for various other
kinds of data. A dynamic query interface enables the user to
graphically define the query and receive a real-time response and
continuous animations. User studies showed good performance
in comparison to paper printout, text search, and form-fill-in
interfaces [18], [19]. Especially the implementation of a dy-
namic query interface with a time slider is a standard tool for
information visualization systems [5], [18], [20], [21], [22], [23].
Due to the required real-time response, the problem of efficiency
arises [24]. In computational geometry, time-windowed data
structures aim at efficiently answering time-window queries as
they are emitted by time sliders. The idea is to pre-process the
possibly large data set into a data structure that can be queried for
time windows in real time. Current research on time-windowed
data structures focuses on relational event graphs [25], [26], [27],
basic problems from computational geometry [28], [29], [30],
[31],[32], and also on event visualization based on a-shapes [33]
and density maps [34]. Our approach is a time-windowed
data structure that uses labeling as the underlying visualization
technique. Map Labeling is a widely investigated field where
plenty of algorithms with respect to (i) label placement, (ii)
label geometry, (iii) animation, and (iv) user interaction have
been considered. For the static case, i.e., the non-animated and
non-interactive case, a common goal is to maximize the number
of the displayed labels (or their total weight) while avoiding
overlapping labels [6], [35], [36]. For the non-interactive ani-
mated case, additional stability constraints are added [37], [38],
[39]. An example of non-interactive animations can be fly-bys
or fly-throughs with continuously changing viewpoints. For the
interactive animated case, Been et al. [7] introduced the concept
of active ranges for labels, considering zooming, panning, and
rotations of the map. This concept was investigated intensively
from an algorithmic point of view. Been et al. [40] proved that
active range maximization is NP-hard for zooming and give
constant-factor approximations. Active range maximization for
zooming has been similarly considered for further variants [1],
[41], [42]. For active range maximization in rotating maps,
Gemsa et al. [43] presented an NP-hardness proof and proposed
approximation algorithms. For the same scenario, Gemsa et
al. [44] experimentally evaluated approximation algorithms and
greedy heuristics utilizing ILP formulations. Similarly to active
range maximization, Funke et al. [45] and Bahrdt et al. [2]
considered circular and prioritized labels whose radius grows
with the scale of the map. They present algorithms for efficiently
computing an elimination order of the labels that avoid overlaps.
With a similar goal, algorithms for map generalization have
been developed that ensure consistency during interactions. This
includes methods for the consistent selection of roads from a
detailed road data set during continuous zooming [46] or con-
tinuous movement of a focus area [47] as well as methods for the
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Fig. 4. Map and time slider for events eq, ..., eg, time-window query QQ =
[t',¢"] and labeling for [/, ¢"] consisting of £4, {5, ¢¢ (illustrated with black
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consistent aggregation of areas during continuous zooming [3].
A common approach is to pre-compute a data structure from
which a map corresponding to a scale or preferences specified
by the user can be rapidly retrieved [4].

From a more technical point of view, our work is also related
to data structures that aim at improving query times for the
interactive visualization of spatio-temporal data, e.g., the Data
Cubes [48], or more recent variants such as NanoCubes [49] or
TimeLattice [50]. These data structures do not take consistency
criteria for the visualization into account. The focus is solely
on the improvement of query time with less additional memory
consumption.

III. FORMAL MODEL

In the following, at first, we introduce our model in a formal
way. Second, we discuss the structural results that come with
our model.

A. Problem Definition

We assume that we are given n spatio-temporal
events ey, ..., e,. Each event e; is represented by a point p; in
the plane, a timestamp ¢; specifying when the event occurred,
and a weight w; € R reflecting the event’s importance. We
assume that the events are ordered such that t; < ... <t,. Let
E ={ey,...,e,} be the set of all events. For each event we
are given a label ¢; which is a geometric object in the plane,
e.g., an axis-aligned square or a disk centered at p; as shown in
Figs. 1 and 2. We say that two labels (and correspondingly their
events) are in conflict if the labels overlap in the plane.

Due to the application scenario, where the user changes the
time-window query by moving sliders, we are given a minimal
slider position ¢y, and a maximal slider position ¢, such
that ¢; € [tmin, tmax] for each 1 < 747 < n. We call a time in-
terval Q = [t/,t"]” C " [tmin, tmax] @ time-window query.

For a time-window query @, let EY, be the subset of £ that
contains each event e; € E for which ¢; lies in @, i.e., t; €
Q. Let L, denote the set of labels of events in Ef,. Note that
displaying all labels in Lg, might lead to label overlaps. We call
Lq € Lg, where no two labels of L¢ overlap a time-window
labeling or more shortly a labeling. Fig. 4 illustrates a time-
window query and a labeling. Further, we call alabel £ € Lg an
active label of (), i.e., it is displayed for ). We denote the set of
events that correspond to labels in Lg by Eg.

Assuming we are considering only a single time-window
query, we get the standard static labeling problem. To implement
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MAXINFO in this static case, one would look for a labeling L
that maximizes either the number of active labels or the sum of
their weights ) B, Wi- However, our use-case is not limited
to one time-window query but the user may interact with the time
slider. We want to emphasize that optimizing the labeling for
each time-window query independently might lead to a violation
with REPRODUCIBILITY, STABILITY, and CONTAINMENT. In the
following, we introduce our data structure and show how to op-
timize MAXINFO while requiring REPRODUCIBILITY, STABILITY,
and CONTAINMENT for time-slider interactions.

To ensure REPRODUCIBILITY, we pre-compute the labelings of
all time-window queries in advance and store them in a specially
defined data structure. As shown in Fig. 5, each time-window
query @ = [t/,t"] corresponds to a point (¢, t”) in the plane. For
brevity depending on the context we interpret () either as interval
[t,2"] or point (¢',¢") in the plane. Each point representing a
time-window query lies in the triangle spanned by (tmin, tmin)s
(tmins tmax)» and (fmax, tmax )> Which we call the query region; see
Fig. 5(a). We call the line through (i, tmin) and (tmax, tmax) the
main diagonal. An event e; corresponds to a point (¢;, t;) on the
main diagonal. We observe that the label ¢; can only be active
for queries that lie in the rectangle R; that is spanned by (¢, t;)
and (tmin, tmax); We call R; the range of e;. For the proposed
data structure, we pre-compute for each event e; a region 7;
in R;; see the colored regions in Fig. 5(b). We call 7; the activity
region of e;. The activity region 7; exactly contains the queries
for which the label /; is active.

To enforce the properties STABILITY and CONTAINMENT, we
can only allow activity regions of certain shapes. At first, we
formalize the property CONTAINMENT. An activity region 7; is
monotone if, for two time-window queries () and @’ in the range
ofe; with @' C @, itholds that Q' liesin 7; if Q lies in 7;. Fig. 5(a)
illustrates two monotone activity regions. Clearly, an event with
a monotone activity region fulfills the property CONTAINMENT
and we show later that it also satisfies property STABILITY.
Roughly speaking such an activity region of an event e; is the
union of a set of axis-aligned rectangles whose bottom-right
corners are (¢;,t;), where t; is the timestamp of e;; for proof see
Lemma 1. Later we argue that we can reduce activity regions to
be rectangles; as illustrated in Fig. 5(b).
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Let T' = {71,..., 7T} be a set of monotone activity regions
of the events £ = {e1,...,e,}. A query @ on T yields the
set L, = {£i | Q €  with 1 <4 <n}. We call T an activity
diagram of the events F. Further, it is valid if each query )
on T yields a time-window labeling Lg. This is equivalent
to requiring that no two activity regions 7; and 7; intersect
when /; and /; are in conflict. In the following, we formalize
the property MAXINFO. Let E' = {eq, ..., e, } be a set of spatio-
temporal events. We call v(7;) = w; - ~area(r;) the volume of T;
where area(7;) is the area of 7; and we call v(T") = """, v(7;)
the rotal volume of T'. The total volume v(T") corresponds to the
sum of weights of displayed labels integrated over all possible
time-window queries, and hence, maximizing v(7") leads to
property MAXINFO.

TIMEWINDOWLABELING summarizes our problem setting to
optimize MAXINFO while guaranteeing REPRODUCIBILITY and
CONTAINMENT. Later we show that TIMEWINDOWLABELING
also guarantees STABILITY.

TIMEWINDOWLABELING

Given:: A set E = {eq,..
with

labels; the bounds t,,;, and t,,., of the activity diagram.

Find: A valid activity diagram T = {7, ..., 7, } of monotone

activity regions for E maximizing Y\, w; - ~area(t;),

where area(T;) is the area of T; in the activity diagram.

We say that an optimal solution for TIMEWINDOWLABELING
is an optimal activity diagram.

., en} of spatio-temporal events

B. Structural Results

We show that for solving TIMEWINDOWLABELING it suffices
to consider rectangular activity regions.

Lemma 1. The activity regions of an optimal activity dia-
gram 7" for TIMEWINDOWLABELING are axis-aligned rectangles
whose bottom right corners lie on the main diagonal.

Proof. We first prove that the property CONTAINMENT implies
that the activity region 7; of any event e; € I is the union
of a set of axis-aligned rectangles whose bottom-right corners
are (t;,t;), where t; is the timestamp of e;. Afterward, we
show that optimizing the property MAXINFO implies that 7;
is a single axis-aligned rectangle whose bottom-right corner
is (t;,t;). Assume that 7; € T of e; is a monotone activity region
and, hence, satisfies the property CONTAINMENT. Consider an
arbitrary time-window query () = [t/ ¢"] that lies in 7;. For any
query ' C @ itholds thatitlies in the axis-aligned rectangle R
spanned by (¢, ") and (¢;,¢;). By the property CONTAINMENT
it follows that R is part of the activity region 7;. Hence, we
obtain that 7; is the union of a (possibly infinitely large) set A; of
axis-aligned rectangles whose bottom-right corners are (¢;, ;).
Now assume that 7' is optimal with respect to the property
MAXINFO, and hence it is maximal with respect to the total area
of the activity regions. Among all rectangles in A; let R, be a
rectangle whose top side has a maximal y-coordinate and let Ry
be arectangle whose left side has minimal z-coordinate; see Fig.
6(a). Let yop and i, be the corresponding y-coordinate and
x-coordinate, respectively. We observe that any activity region
thatintersects the rectangle H; spanned by (Zief, Yiop) and (¢;, t;)
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Fig. 6. (a) Proof of Lemma 1. Illustrated is event e; with timestamp ¢;; range
Riery with minimal x-coordinate zjef and Ryop with maximal y-coordinate yop of
e;; and rectangle H; spanned by the lower-right corner (;, ¢, ) and the upper-left
corner (ieft, Tiop)- Any activity regions (blue) of other events that intersect H;
also intersect either Rjef; or Ryop. (b) Discretization of solution space. Shooting
vertical and horizontal rays from the timestamps induces a grid that is the basis
for the candidate activity regions.

intersects either Ry, or Riefi. Hence, for any event e; € E that
is in conflict with e; its activity region 7; cannot intersect ;.
Thus, as 1" maximizes the total volume, which increases with
the area of the activity regions, the rectangle H; is part of 7;. By
the extremal choice of Ry, and Ry, we further obtain that 7
is exactly H;. Thus, we obtain the statement of the lemma. [

Due to Lemma 1 we can discretize the solution space such
that for each event we can choose its activity region from O(n?)
rectangles. We define for eachevent e; € E acandidate set C; as
follows. Let €], . . ., €}, be the events that are in conflict with e,
andlett), ...t be the timestamps of these events, respectively.
Further, for each event e’j with1 < 757 < k,letv; be the vertical
segment that connects (t';, t;) with (', tmax). Similarly, let h; be
the horizontal segment that connects (¢, ;) with (0, t/;); see Fig.
6(b). Further, let v be the vertical line through (¢yin, 0) and let
hi+1 be the horizontal line through (0, ¢,y ). Let S be the set
of pairwise intersection points between hy, ..., hg, hg41 and
V9,1, ...,V. For e; the candidate set C; contains the axis-
aligned rectangles that are spanned by (¢;, ;) and the intersection
points of S that lie in the range R; of e;.

Lemma 2. Let T be an optimal activity diagram for F. For
each event e; € F its activity region 7; € T is arectangle in the
candidate set C;.

Proof. We show that, for each optimal activity diagram of E,
the activity region 7; of an event e; € FE is contained in C;. By
Lemma 1, 7; is an axis-aligned rectangle whose bottom right
corner is (¢;, ;). A similar statement holds for any event e; that
is in conflict with e;. In particular, the horizontal line supporting
the lower boundary and the vertical line supporting the right
boundary of an activity region in the optimal solution are fixed
a priori. Assume for the sake of contradiction that the upper
boundary of 7; lies on a horizontal line that is not defined by
any of the timestamps ¢y, . . ., t,,. Then, either we can extend 7;
upwards, or there exists an activity region 7; that blocks 7; from
above. However, since the bottom boundary of this other activity
region is fixed at ¢, the latter cannot be the case. Therefore, we
could extend 7; implying that the solution is not optimal. A
symmetric argument can be made for the left boundary of 7;.
Therefore, it must be that 7; € C;. O
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Fig. 7. Tllustration of a query path. (1)—(5): the time windows at the vertices

of the query path.

In the following, we argue that the property CONTAINMENT
subsumes STABILITY, which implies that a solution of TIMEWIN-
DOWLABELING also satisfies the property STABILITY. As de-
scribed in Section I, we assume that the time-window query is
chosen interactively using sliders. We allow the user to choose
the time window @ = [t, t"] by four basic interactions: panning,
left-sided scaling, right-sided scaling, and uniform scaling. In
more detail, when panning the time window by A the resulting
time-window query is [t' + A, ¢” + A]. Further, the left-sided
scaling changes the left boundary t' of the time window to
t' + A, and the right-sided scaling changes the right boundary
t” of the time window to t” + A by an amount A. Finally, the
uniform scaling changes the time window by an amount A in
both directions to [t — A, ¢ + A]. We note that A can also be
negative. Consider the interaction of a user with the time sliders
in an activity diagram. The sequence of time-window queries
issued by the user forms a trajectory in the activity diagram; we
call it a query path. We observe that a query path consists of
a sequence of vertical, horizontal, and diagonal segments such
that each segment corresponds to a basic interaction. Fig. 7 gives
an exemplary query path and the associated basic interactions.
For optimal activity diagrams, it follows from Lemma 1 that
the property STABILITY is satisfied: for a basic interaction a
label appears and disappears only once, as the intersection of
a segment with a rectangle is at most a single segment.

IV. COMPLEXITY AND EXACT SOLUTION

In this section, we prove that constructing an optimal ac-
tivity diagram is NP-hard and present an ILP formulation for
TIMEWINDOWLABELING. Once we have constructed the activity
diagram, we can efficiently answer time-window queries utiliz-
ing rectangle-stabbing queries, i.e., for a time query ) we return
all labels whose activity regions contain ).

A. Computational Complexity

First of all, we show that TIMEWINDOWLABELING is NP-hard
by providing a reduction from a closely related static labeling
problem.

Theorem 1. Let E be a set of events with either unit-disk or
axis-aligned unit-square labels. It is NP-hard to find an optimal
activity diagram of F, even if each event e € E has weight 1.

Proof. Givenaset S of unit disks or axis-aligned unit squares,
it is NP-hard to find a set S” C S of maximum cardinality such
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that no two elements in S’ intersect [51]. We call the version
of the problem with squares MISS (as a shorthand for Maxi-
mum Independent Set of Squares). By showing that TIMEWIN-
DOWLABELING contains MISS as a special case, we prove that
TIMEWINDOWLABELING is NP-hard as well. More precisely,
every instance of MISS (i.e., every input set of squares), can
be solved by constructing and solving a corresponding instance
of TIMEWINDOWLABELING, i.€., a set of events, a set of labels,
tmin, and tyax. We set tin = 0 and t,,x = 2 and annotate every
square in S with the same timestamp ¢; = 1 for our construction
procedure (or reduction). This means that an intersection be-
tween any two activity regions is allowed if and only if the two
corresponding labels intersect. Therefore, if we were given an
optimal solution to the instance of TIMEWINDOWLABELING, we
could simply return the set of all labels with non-empty activity
regions as an optimal solution to the MISS instance. The proof
for unit disks works analogously. O

B. ILP Formulation

Due to Theorem 1, we pursue solutions based on ILP formula-
tions. The general idea of an ILP formulation is to formalize the
given optimization problem as a linear objective function subject
to linear inequality constraints. As the variables are integers in an
ILP formulation, solving it is NP-hard in general [52]. However,
there are powerful solvers that often can be used to solve such
formulations in practice. For the proposed ILP formulation,
we interpret TIMEWINDOWLABELING as a problem of finding a
maximum-weight selection of rectangles that represent possible
activity regions. Lemma 2 yields that it is sufficient to consider
the rectangles contained in the set C; of candidates for each
event e;. For each event e¢; € E and each rectangle r € C; we
introduce a binary variable z; ,, which we interpret such that
x;,» = 1 if and only if the rectangle r is selected as activity
region 7; for e;. For each event e; we enforce that at most one
activity region can be selected by the constraint

Y wi <1 (1

TEC,;

For every pair of distinct events e;, “e; € E that are in conflict,
we need to ensure that their labels are not displayed at the same
time. We formalize this by introducing for every pair (r,7') €
“C; x ~Cj where r and r’ intersect a constraint

Tir+ xj,r’~ <1 ()

Atlast, our aim is to maximize the total volume of the activity di-
agram. This corresponds to maximizing the following objective

Z Z w; - "area(r) - x; . 3)

e, cEreC;

We obtain the optimal activity diagram 7T, p for E' by setting for
eachevente; € " F its activity region 7; as the rectangle r € ~C;
with z; , = 1.
Theorem 2. The set Ty p is an optimal activity diagram for F.
With our ILP formulation, we can replace the volume of the
activity diagram with other measures. For example, the square
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Fig. 8. Approximation algorithm for unit-square labels (see Fig. 9(a)). (a)
Labels of one color correspond to one subset. (b) Assume the solution for subset
1 is best. Then, the labeling of a time-window query contains only labels from
subset 1 (pink labels).

root of the area of the activity regions could lead to very small
activity regions being avoided in the optimal solution.

V. NON-EXACT SOLUTIONS

As TIMEWINDOWLABELING is NP-hard, we tackle the prob-
lem with faster algorithms that guarantee REPRODUCIBILITY,
STABILITY, and CONTAINMENT while they might not perform
best for MAXINFO. We present approximation algorithms that
guarantee a certain approximation factor «, i.e., the ratio be-
tween the total volume of the obtained activity diagram and
the total volume of an optimal activity diagram is at most the
approximation factor. Further, we present a greedy heuristic and
a combination of the approximation and greedy approaches.

A. Approximation Based on a Partitioning Scheme

In this section, we discuss approximation algorithms for spe-
cific types of labels: (i) the labels are axis-aligned rectangles of
equal width and equal height, or (ii) the labels are disks of equal
size. For rectangular labels we prove an approximation factor of
4 and for disk-shaped labels an approximation factor of 7. Note
that for any problem instance, i.e., for any input to TIMEWIN-
DOWLABELING, the map can be scaled even with different scale
factors in the z- and y-dimension without changing the structural
properties such as the intersection relationships between labels.
Therefore, we assume, without loss of generality, that our labels
are either unit squares or unit disks.

Both approximation algorithms are based on the idea of (1)
partitioning the given set of events into subsets that can each be
solved efficiently, (2) computing an optimal solution for each
subset, and (3) returning the solution of the subset with the
highest objective value. Fig. 8 gives an exemplary instance,
its partition, and labeling resulting from the approximation
algorithm. To make it more clear, in the solution of the ap-
proximation algorithms, only events from the subset with the
highest objective value have a non-empty activity region. The
activity regions of labels of all other subsets are empty. For
static map labeling, line stabbing is a common technique for
partitioning a given set of labels into subsets whose label-label
conflict graph is an interval graph [35]. In a similar fashion, we
apply a partitioning scheme yielding subsets whose label-label
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(a) square grid

(b) hexagonal grid

Fig. 9. Grids used to partition a set of (a) unit-square labels and (b) unit-disk
labels into four and seven subsets, respectively.

conflict graph is a set of mutually disjoint cliques. This means
that two labels of the same subset are in conflict with each other
if and only if they are in the same clique. The following lemma
implies that we can solve such instances efficiently.

Lemma 3. TIMEWINDOWLABELING can be solved in O(n)
time if the label-label conflict graph is a clique and the events
are given in the order of their timestamps.

We prove Lemma 3 by providing a linear-time algorithm for
problem instances that satisfy the conditions of Lemma 3 in
Appendix A, available online.

To use Lemma 3 for an approximation algorithm, we partition
the events and their labels into cliques. For this we use a square
grid in the case of unit squares and a hexagonal grid in the case
of unit disks, where every edge has length one. We illustrate
both grids in Fig. 9. Every label ¢ is assigned to the grid cell
containing the center point of ¢. The lexicographical order (<)
of the cell’s center points is used to break ties, meaning that a
label whose center lies on the boundary between two cells ¢q
and co with ¢ < c¢o is assigned to c;. With this, the grid with
the assigned labels has the following properties:

i) For every cell, the conflict graph of the assigned labels is
aclique, i.e., all assigned labels are pairwisely in conflict.
ii) For the square grid, there exists an assignment that maps
each grid cell to one of the numbers 1,2,3,4, such that
no two labels assigned to different cells with the same
number intersect (see Fig. 9(a)).

iii) The latter holds for the hexagonal grid and numbers
1,...,7,as shown by Chan et al. [53] in another context
(see Fig. 9(b)).

Because of (i), the events that are assigned to the same grid
cell can be solved optimally with the algorithm described in the
proof of Lemma 3 (see Appendix A, available online). Because
of (i) and (ii) or (iii), respectively, we can combine the resulting
labelings for grid cells with the same number into a single
labeling (in which no two labels overlap). Let T1,...,T}y be
the k solutions that we obtain, where k = 4 for square labels
and k = 7 for disk labels. Among these solutions, we return
a solution of maximum total volume, leading to the following
result.

Theorem 3. The algorithm based on a partitioning scheme
approximates TIMEWINDOWLABELING with factor 4 for unit
squares and with factor 7 for unit disks. If the events are given in
the order of their timestamps, the algorithm can be implemented
to run in O(n + d) time, where d is the number of grid cells.
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Fig. 10. Greedy heuristic for four events e, e2, e3,e4 and equal weights.

There is a label conflict for the pairs (e1, e3) and (e2, e3).

Proof. Let T* be an optimal solution. By applying the parti-
tioning scheme of our algorithm to the labels, we partition 7™
into k& solutions, which we denote with T7,...,T}. For i =
1,...,k, itholds that v(T;)~ > ~v(T}) since (i) both T}* and T;
are solutions for the same set of labels and (ii) 7; is optimal.
Therefore, Zle v(T;)” > “v(T™) and, thus, at least one of the
solutions T3, . . ., T}, has total volume greater or equal v(7*) /.
Constructing the grid and assigning every label to its cell requires
O(n + d) time. For each cell, the corresponding instance of n’
labels can be solved in O(n') time with the algorithm for cliques.
Since the instances are disjoint, solving all instances amounts to
O(n) time. O

B. Greedy Heuristic

In this section, we present a greedy heuristic for computing
a valid activity diagram which is not based on a partitioning
scheme. For illustration see Fig. 10. The greedy heuristic succes-
sively selects activity regions that yield the largest gain. While
doing so, it maintains for each event that has not yet been placed
in the activity diagram its maximal potential activity region.
Each time a new event is selected and placed in the diagram, all
remaining activity regions that are in conflict with this event are
trimmed and their potential contribution is updated accordingly.

More in detail, we initialize for each event e; € F its largest
possible activity region T7;, i.e., the region that is spanned by
(tmins tmax) and (¢;,¢;) and further, its volume as v(7;) = w; -
“area(r; ). We initialize a priority queue P of events increasingly

IEEE TRANSACTIONS ON VISUALIZATION AND COMPUTER GRAPHICS, VOL. 31, NO. 10, OCTOBER 2025

ordered by their volumes and the empty solution set 7; see step
1 of Fig. 10. Then, we remove the first event e; from P (with
largest volume) and add 7; to the solution setI". For each event e;
that is in P and that is in conflict with e; we trim 7; to the
largest possible activity region TJ/- C 7; that does not intersect
7;. Finally, we update the volume of e; in P to w; - ~area(T]’),
possibly changing the position of ¢; in the order of P. We repeat
this process of removing the first event in P until P is empty.
Then we return the valid activity diagram 7.

As for the running time, note that each time an event e; is
removed from P we trim the activity regions and update the
volumes of O(n) events that are in conflict with e;. Trimming
takes O(1) time and updating P takes O(logn) time per con-
flicting event if we implement P as a binary heap. Hence, we
need O(n?logn) time in total.

The greedy heuristic works for arbitrarily-shaped labels, as
long as it can check the existence of conflicts between labels ef-
ficiently. However, it cannot guarantee an approximation factor
as good as that of the partitioning-based algorithm from Section
V-A. Consider the following input with 15 events, each with
weight 1 and a square-shaped label of size 6 x 6. The center
points of the labels are: (0,0), (6,0), (0,6), (6,6), (4,4), (3,3),(9,3),
(3,9),(9,9), (7,7), (6,6), (12,6), (6,12), (12,12), and (10,10). The
timestamps are: 8, 8, 8, 8, 8.002, 16, 16, 16, 16, 16.001, 21, 21,
21, 21, and 20.999, respectively, and [tmin, tmax] = [0, 24]. For
this input, the greedy heuristic achieves a total activity region
size of less than 207.107, whereas the optimal solution has a
total activity region size of at least 900.025 > 4.34 - 207.107.
Thus, the approximation factor of the greedy heuristic is at least
4.34, whereas the partitioning scheme guarantees approximation
factor 4.

With events of different weights we can even construct in-
puts that cause the greedy heuristic’s performance to become
arbitrarily bad; see Appendix B, available online.

C. Combining Partitioning Scheme and Greedy Heuristic

The approximation algorithms based on the partitioning
scheme yield labelings in which the labels cover the underlying
grid in an undesirable systematic pattern. We therefore enhance
the activity diagram Tj from these algorithms using the greedy
heuristic. To that end, we copy the initial solution of the approx-
imation Tj to T'. For every event e that has no activity region in
Ty, we add the largest possible activity region 7 to the priority
queue P as before and use its volume as the sorting key for P.
More precisely, before we add 7 to P we trim 7 such that it
does not intersect any activity region 7’ in Ty that corresponds
to a label ¢’ that overlaps the label of e. The remaining part of
the greedy heuristic remains unchanged. Hence, it successively
adds activity regions in P to 7" until the solution is maximal. In
particular, by trimming activity regions it ensures that the result
is a valid activity diagram. We note that filling up 7 does not
negatively affect the approximation quality stated in Theorem 3.
Itis an open question whether there exists a better approximation
algorithm.
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VI. EXPERIMENTS

In this section, we evaluate the presented model and algo-
rithms on real-world data. We first consider the construction
phase of our approach, in which the activity diagram is created.
Afterwards, we consider the query phase. To use real-world
query paths for the evaluation, we conducted a study with users.

A. Experimental Setup

We considered two different data sets. The first data set Eorado
contains 5 900 spatio-temporal events of tornadoes in the years
2015-2019. It is obtained from the National Oceanic and Atmo-
spheric Administration of the United States'. The second data
set Epirq contains 10 000 observations of gulls of two different
species in Western Europe and at the west coast of Africa in
the year 2015 [54]. For the data set of tornadoes, we rated each
event e by its storm strength z € {0, 1,2, 3, 4}. More precisely,
we set w(e) = 27, thus favoring strong over weak tornadoes.
For the occurrences of gulls, each event was rated with the
same weight. We note that the data sets have different spatial
patterns. While the observations of gulls form large clusters,
the occurrences of tornadoes appear more evenly distributed.
We evaluate the algorithms discussed in Sections V-A—V-C by
comparing their solutions to an exact solution of TIMEWIN-
DOWLABELING obtained by the ILP formulation presented in
Section IV. We consider both unit disks (D) and unit squares
(S) as labels, obtaining eight variants for the computation of
the activity diagram: the exact solutions ILP-D and ILP-S, the
approximations Part-D and Part-S by the partitioning scheme,
the solutions Greedy-D, and Greedy-S of the greedy heuristic,
and the combined approaches Combi-D and Combi-S. For the
evaluation of the construction phase (Section VI-B) we sampled
subsets of different sizes where a subset of size k contains the
first k events. For the evaluation of the query phase (Sections
VI-C and VI-D) we have reduced both data sets to 2000 events,
each by randomly sampling them using a uniform distribution.
We refer to the reduced sets as Eiomado and Fpiq. The random
sampling maintains the overall structure of the data but enables
us to evaluate our non-exact algorithms using a slow ILP-based
approach. In Section VI we show that our non-exact algorithms
actually run on much larger sets. The implementations were done
in Java, and the ILP formulations were solved by Gurobi 9.1.
We ran the experiments on an Intel(R) Xeon(R) W-2125 CPU
clocked at 4.00GHz with 128 GiB RAM.

B. Construction Algorithm Evaluation

In this section we compare the quality and the running time of
our algorithms for the previously presented subsets of the data
sets.

Quality of the Activity Diagrams: For a non-exact algorithm,
we assess the constructed activity diagram 7" by comparing it to
an optimal solution, i.e., we consider its relative quality, which
is defined as

total volume of activity diagram T

100% (4

total volume of optimal activity diagram '

! Available under public domain at https:/www.spc.noaa.gov/wem/.
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Fig. 11. Results for the quality of the data structures obtained by the ap-
proximation algorithm (Part-D, Part-S), by the greedy heuristic (Greedy-D,
Greedy-S), and by the combination of the approximation and greedy (Combi-D,
Combi-S). (a),(b) Total volumes for Eiomado and FEyirg, respectively. (¢),(d) The
relative quality for Eiomado and Ebird, respectively; see (4).

For Fiomado the experiments illustrated in Fig. 11(a) show that
the relative qualities of Greedy-D and Greedy-S are at least
84.27%, Part-D and Part-S are atleast 22.45%, and Combi-D and
Combi-S are at least 69.16%. We have obtained similar results
for Eyyq illustrated in Fig. 11(b). As the relative quality could
be computed only for small data sets, we also consider absolute
total volumes; see Fig. 11(c) and (d).

Hence, although the greedy heuristic does not give any guar-
antees, it gives solutions of high quality in practice. Both Combi-
D and Combi-S have a head-to-head race with Greedy-D and
Greedy-S, respectively, without a clear winner. Although the
partitioning scheme has a theoretical approximation factor, the
greedy heuristic provides substantially better results for both
real-world data sets and clearly prevails over the partitioning
scheme. Altogether, we suggest running both the greedy heuris-
tic as well as the combined approach and to take the better
solution of both.

Running Time: From the sampled data we consider the largest
data set for which the ILP formulation could be solved and the
largest data set that has been sampled; see Table I. The running
times of the non-exact algorithms lie in the range of milliseconds
and seconds. In particular, the approximation algorithms are
clearly faster than the greedy heuristics. We deem the running
times to be sufficiently small, as the activity diagrams are only
created once in advance. In contrast, as solving the ILP formu-
lations may take hours, even for small data sets, they are less
applicable in practice.
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TABLE I
CONSTRUCTION TIMES FOR THE OCCURRENCES OF TORNADOES (700 AND
5900 EVENTS) AND THE OBSERVATION OF GULLS (70 AND 10000 EVENTS)

algorithm  tornadoes gulls

700 5900 70 10000
ILP-D 58.43 min - 6.68 h -
Part-D 14.98 ms 24.34ms 1941 ms 153.02 ms
Greedy-D  23.62 ms 1.67 sec 31.82ms  15.02 sec
Combi-D 27.32 ms 1.69 sec 4.99 ms 14.71 sec
ILP-S 23.14 h - 6.31 h -
Part-S 1.01 ms 4.68 ms 1.15 ms 9.05 ms
Greedy-S  23.76 ms 1.68 sec 2.61 ms 14.95 sec
Combi-S 23.85 ms 1.66 sec 2.62 ms 13.25 sec

C. User-Generated Query Paths

To acquire query paths for the evaluation of our algorithms
and model under realistic conditions, we conducted an online
study; see Section VI-D. It gives us the possibility of analyzing
the usage of the basic interactions and assessing the consistency
of our model. Note that we do not aim for a user evaluation of
our model with this study.

Study Setup The main visualization component of our inter-
face is an interactive map that supports time-window filtering.
We illustrate it for the map for the tornado events in Fig. 1.
For the bird observation events, the labels’ color (orange and
blue) encode the two different species of gulls. The study is
split into two phases. In the first phase, the participants were
asked to do a tutorial. During this tutorial, the participants solved
exercises on a data set of earthquakes to get familiar with the
interaction of the map (see Fig. 2(a)). In the second phase, the
actual experiments were performed. The participants were asked
to solve eight tasks: four tasks on each data set.

1) Find a time window that roughly spans one year, starting
at some day in December 2019 and ending at some day in
December 2020.

2) Find a time window that spans between 30 and 40 days
and shows at least 10 tornadoes in 2016.

3) Find a time window such that the majority of tornadoes
(at least 20) occurred to the right of the blue line, while
only a few tornadoes occurred to the left of the blue line.

4) In which time period did the highlighted tornado (blue
circle) occur? The event occurred in the [first half/ second
half] of [January/ February/ ... /December] in [2015/
2016/ .../2019].

5) Find a time window that spans between 20 and 25 days
and shows at least 20 occurrences of gulls.

6) Checkmark the correct answers.

0J Some blue gulls stay in Western Europe for the whole
year.
[J Some blue gulls migrate to Africa in winter.
[J Some orange gulls stay in Western Europe for the whole
year.
0J Some orange gulls migrate to Africa in winter.
7) Find a time window for which all occurrences of gulls (at
least 6) lie above the blue line.
8) Find a time window for which most occurrences of orange
gulls lie below the blue line.
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TABLE II
STATISTIC FOR THE 41 PARTICIPANTS OF THE SECOND RUN OF THE STUDY

Age 16-25: 22 26-35: 11
36-45: 4 46-55: 2
56-65: 1 66-99: 1

Gender female: 13 male: 26
other: 0 no answer: 2

Personal use of maps daily: 5 weekly: 12
monthly: 9 less: 15

Professional use of maps  yes: 10 no: 31

TABLE III

NUMBER OF PARTICIPANTS ANSWERING THE QUESTIONS ON PERSONAL
OPINION (1 = WORST SCORE, 5 = BEST SCORE)

Scoring
Question 1 2 3 4 5 | Avg.
Is the use of the time window 1 2 3 14 21| 43
intuitive?
Is the use of the timeline 0 2 4 16 19| 43
intuitive?
Is the visual connection between 1 1 2 10 27 | 45
timeline and geographic map
intuitive?
How useful are such interactive 1 0 2 11 27| 45
maps to explore data?
Would you like to use such 1 0 3 10 27| 45

interactive map in practice?

As the study was conducted online, we paid special attention
to the correct execution by the participants.

® The screen resolution was automatically checked.

e Full-screen mode was enforced.

® The participants were asked to compare the interactive map

with a screenshot confirming that it is displayed correctly.

e In the tutorial we ensured that the participants used each

control at least once, thereby checking its functionality
automatically.

User Feedback: Although the only purpose of the study was
to get real-world query paths, we asked the users to fill in
two questionnaires: one on personal preferences concerning the
interactive map and one on their background using maps. We
conducted the study twice. The first time we did a pilot study
with nine participants which led us to change the appearance
of the time sliders. Up to that point, the controls for the time
window were placed on a separate slider bar. Multiple partici-
pants noted that this is not intuitive. Based on that feedback, we
switched to the current design, which is inspired by the work
of Haslett et al. [55] and Hochheiser and Shneiderman [21]. In
the second run, we conducted the actual study for eleven days
with 41 participants; see Table II. We consider the number of
41 participants who have not taken part in the first phase to
be sufficient. The participants were acquired from our research
network as well as from non-research-related networks. We did
not specify whether the participants should complete the study in
one sitting. We also asked the participants in the second run for
personal feedback; see Table III. They mostly find the use of the
time sliders intuitive and would like to use such maps in practice.
Hence, the research on such visualizations is of high relevance.



BONERATH et al.: ALGORITHMS FOR CONSISTENT DYNAMIC LABELING OF MAPS WITH A TIME-SLIDER INTERFACE

7 ! / —}
/ P

Task 1 Task 2 Task 3 Task 4

Task 5 Task 6 Task 7 Task 8

Fig. 12.  Examples of query paths recorded during the study. The query path
of each participant is illustrated in a different color. The starting point of the
query path is symbolized with a black disc. See Fig. 7 for the interpretation of
the paths’ segments. .
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Fig. 13.  Number of basic interactions per participant.

In the free-text answers the main criticism is that the number of
events shown on the map should better reflect the distribution
shown in the histogram. We see this as an interesting alternative
objective for the scenario that the user wants to explore the
spatio-temporal patterns. In Section VII, we will discuss how
such an objective can be incorporated into our model. However,
for the use-case of finding one event, e.g., hotel-use-case, we
deem that the objective MAXINFO supports the user’s needs
better. One can also support the visualization of spatio-temporal
patterns by displaying all events in the queried time-window as
points on the map.

User Strategies for Tasks: Fig. 12 shows examples of recorded
query paths. For each task, different strategies can be recognized.
For example, in Task 1 some participants preferred left-sided
and right-sided scaling (horizontal and vertical segments), while
others preferred to first pan the window (diagonal segment).
Fig. 13 shows that mostly left-sided and right-sided scaling as
well as panning are used as basic interactions. Uniform scaling
was rarely used, which reflects some of the comments that the
interaction was less intuitive. One could therefore also omit
uniform scaling from the set of basic interactions.” The average
processing time and the error rate indicate that the tasks were
solvable but were still demanding; see Table IV. We had a
detailed look at Task 6, as several participants did not solve
it correctly. It turned out that the possible choices of the answer
were misleading, which often resulted in answers that were
almost correct. On account of these observations, we conclude
that with this study we have obtained a set of target-oriented
query paths that are suitable for evaluating our algorithms.

2We note that this would not change our analysis, in particular, optimal activity
regions will still be rectangles.

6701

TABLE IV
THE PERFORMANCE OF THE 41 PARTICIPANTS, L.E., THE NUMBER OF CORRECT
ANSWERS AND THE AVERAGE RESPONSE TIMES (IN SECONDS)

Task 1 2 3 4 5 6 7 8

Correct 37 32 38 36 28 24 36 41
Avg. time 47 48 33 84 73 97 20 25

Acquired Query Paths: Overall the query set comprises 328
query paths that consist of 136462 time-window queries in
total. More specifically we recorded each time-window query
sent by the discrete sampling of the web interface during the
study.® From these time-window queries, we computed the basic
interactions. Over all query paths, we obtained 10997 basic
interactions.

D. Query Phase Evaluation

We analyze the information density and consistency with
respect to the query paths generated by the study. We compare
our presented algorithms to an on-demand solution, in which
we compute each labeling for each time-window query without
considering REPRODUCIBILITY, STABILITY, or CONTAINMENT.
This is a well-established approach and we use it as our baseline
for comparison. In more detail, given a time-window query we
solve a maximum-weight independent set problem for the set of
labels for all events contained in the time window. We obtained
these labelings by an ILP formulation and denote them by OD-D
and OD-S for unit disks and unit squares as labels, respectively.
We build the evaluation on the data described in the study; see
Section VI-C.

For Task 7 the ILP formulations for OD-S could not be solved
in a reasonable time. When analyzing the query paths of Task 7,
large time-window queries occurred, which led to large instances
of the ILP formulation and high running times. We therefore have
excluded this task for square labels.

Information Density: For each query () issued in the study,
we compare the weight of the labeling received from our pre-
computed data structure with the weight of an on-demand label-
ing that we optimized for () without consideration of consistency
(OD-D, OD-S); see Fig. 14(a) for Task 4. We refer to the ratio
of these weights as information density. For both data sets the
solutions of Greedy-D reach at least an information density
of 81.92% and the ones of Greedy-S at least 78.86%. The
algorithms Combi-D and Combi-S reach 62.33% and 69.54%,
respectively. Part-D and Part-S drop behind with at least 16.97%
and 20.44%. Hence, concerning information density the greedy
heuristic is the best choice.

Consistency: For evaluating the consistency of the time-
window labelings, we look at the change of displayed labels be-
tween labelings of two consecutive time-window queries. More
formally, let E = “{eq, ..., e, } be aset of events such that ¢; is
the timestamp, and ¢; the label of event e,. The label ¢; flickers
between two queries @ and @' if the timestamp ¢; is contained
in both @ and @', and ¢; is either contained in L¢g or L¢y

3We used JavaScript for the implementation of the web interface and sent a
time-window query for every triggered “mouse move” event.
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Fig. 14. Results for analysis of the query phase for Task 4. We compare

the data structure obtained by the approximation algorithm (Part-D, Part-S),
by the greedy heuristic (Greedy-D, Greedy-S), by the combination of the ap-
proximation and greedy (Combi-D, Combi-S) with on-demand implementations
(OD-D, OD-S) that do not take any consistency criteria into account. (a) The ratio
between the weight of the labeling with respect to the optimal weight obtained
by OD-D and OD-S, respectively. (b) Average degree of flickering. (c) Average
degree of flickering over all queries within a query path P.

but not in both sets. We define the degree fq ¢ of flickering
between two consecutive queries @ and @ as the number of
labels that flicker between Q and Q0', i.e., fg,or = |[{e;.” € "E™ |
“¢; flickers between (Q and Q'}|. Hence, the smaller fg ¢ is,
the higher is the consistency of the visual transition from the
time-window labeling Lo to the time-window labeling L¢
preserved. We assess the effect of the properties STABILITY and
CONTAINMENT by the average number of flickering effects per
query within the basic interactions.

More specifically, let P be a query path that is partitioned
into its basic interactions I, . .., I,,, and let Q7 . . ., Q{,j be the
queries of a basic interaction I;. The average degree of flickering
over all basic interactions for path P is defined as

m

Fir = %szczz,l,cz{' )

j=1i=2

We note that since ILP-D, ILP-S, Part-D, Part-S, Greedy-D,
and Greedy-S are based on rectangular activity ranges, we have
Fg; = 0 for each of these variants. Fig. 14(b) shows Fp; for
OD-D and OD-S. Over all query paths of all participants and
all tasks the maximal value of Fpy is 18.13 flickering effects
per query for OD-D and 12.08 flickering effects per query for
OD-S. Hence, within a basic interaction, which consists of 12.41
queries on average, the user encounters 1334.5 and 648.17 for
OD-D and OD-S at maximum, respectively. This shows that
STABILITY and CONTAINMENT eliminate unnecessary flickering
effects. We further evaluate the design of our model by counting
the flickering effects between two consecutive queries over
the entire query path P consisting of the queries Q1, ..., Qm-
Hence, we particularly consider the flickering effects that occur
during the transition from one basic interaction to the next. The
average degree of flickering over all queries within a query path
P is defined as

1 m
Fan = o Z fai.qi (6)
i=2
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Fig. 14(c) shows Fjy for each query path generated by one
user for Task 4. Over all query paths of all participants, the
maximal value of Fyy is 0.6 for Part-D, 0.61 for Part-S, 1.32
for Greedy-D, 1.24 for Greedy-S, 1.75 for Combi-D, 1.4 for
Combi-S, 37.56 for OD-D, and 26.24 for OD-S. Hence, while
in the on-demand solutions, many flickering effects can be
observed, at least eighteen times fewer flickering effects can
be observed for the constructed activity diagrams. Thus, for the
target-oriented usage of our interactive map, we observe a high
consistency.

Query Time: In our implementation, we have used STR-
packed R-trees for the query phase to process the rectangle-
stabbing queries. A query took 3 us on average and 86 us
at maximum over all considered activity diagrams and query
paths. In contrast, computing the on-demand solutions OD-D
and OD-S took substantially longer, e.g., for Task 6 we obtained
0.62 sec on average and 1.73 sec at maximum. We emphasize
that the obtained query times of the data structure allow real-time
applications as we have shown in our web application.

VII. CONCLUSION & OUTLOOK

We have presented a data structure for map labeling that en-
sures consistency during basic interactions with a time slider. As
the underlying optimization problem is NP-hard, we focused on
efficient non-exact algorithms. On the one hand, we developed
approximation algorithms with a theoretical quality guarantee:
the weight of the returned solution is at least a certain constant
fraction (1/4 in the case of unit-square labels and 1/7 in the case
of unit disks) of the weight of an optimal solution. On the other
hand, we developed an efficient greedy heuristic. Although the
greedy heuristic does not have a constant approximation factor,
it performs astonishingly well on real-world instances. In our
experiments, the greedy heuristic achieved at least 83.41% of
the quality of an optimal solution. We showed that our approach
is efficient enough to compute the data structure and support
queries for real-world applications. The evaluation of the gener-
ated activity diagrams for sequences of queries stemming from
our study shows that our model preserves consistency between
two consecutive time-window labelings while maintaining a
high information density. We see a large potential for future
research on map labeling in the context of dynamic query
interfaces for spatio-temporal data.

® Motivated by the user feedback, we consider it promising

to explore alternative models where the set of displayed
events reflects the distribution over space and time. This
is important for scenarios where the user wants to explore
spatio-temporal patterns. We deem that we can formalize
this property by adjusting the weights. Events that have
many temporally and spatially close events get a large
weight and events that are temporally and spatially isolated
get a small weight.

® We presented a study for the generation of query paths.

We deem it to be important to conduct an extensive user
study that evaluates whether our model properties RE-
PRODUCIBILITY, STABILITY, CONTAINMENT, and MAXINFO
improve the user performance for solving user tasks.
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From the perspective of human-computer interaction an
important question is how the interface is used for different
tasks and what additional information could enhance the
interaction. This would possibly have implications on the
model and algorithm design.

We consider it promising to extend our model to express
that the priorities of the events depend on the query, e.g.,
because an event may be particularly characteristic for
certain time spans.

It would be interesting to revise the objective function or to
introduce constraints ensuring that the shares of different
event categories are preserved when selecting the events
for a labeling.

An important step is the integration of other types of map
interactions such as zooming and panning.

From the perspective of theoretical computer science it
would be interesting to find algorithms with better approx-
imation guarantees than those of our partitioning-based
algorithms.
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